## RCA REVIEW

## a technical journal

RADIO AND ELECTRONICS RESEARCH • ENGINEERING

## Publisbed quarterly by

RCA Laboratories
in cooperation with all subsidiarics and dinisions of
Radio Corporation of America

© 1963 by Rudio Corporation of America
All rights reserved

NCA KEVINW is regularly abstracted and indexed by Abstracts of Photographic Science and Engineering Literature. Applied Science and Technology Index, Bulletin Signalétique des Télécommunications, Chemical Abstracts, Electronic and Radio Engineer, Mathematical Reviews, and Science Abstracts (I.E.E.-Brit.).

## RCA REVIEW

## BOARD OF EDITORS

## Chairman

R. S. Holmes

RCA Laboratories

E. I. Andezson<br>Home Instruments Division

A. A. Barco

RCA Laboratories
G L. Beras
Rasso Corporation of America
G. H. Brown

Radio Corporation of Americe
A. L. Comrad

RCA Service Company
E. W. Engetrom

Raden Corporation of America
D. H. Ewing

Radio Corporation of America
A. N. Gint.dsitith

Honorayy Vice President, RCA
J Hilliee
RCA Laboratories
E. C. Hughes

Electron Tube Division
E. A. Laport

Radio Corporation of Americe
H. W. Leverenz

RCA Laboratories

## G. F. Mardel

RCA Institutes, Inc.
W. C. Morrison

Defense Electronic Products
L. S. Nergaard

RCA Laboratories
H. F. Orson

RCA Laboratories
J. A. Rajchman

RCA Laboratories
D. S. Rau

RCA Communications, Inc
D. F. Schmit

Radio Corporation of America
L. A. Shotlift
$R C A$ International Division

S. Stermberg<br>Astro-Electronics Division

W. M. Weaster

RCA Laboratories

Secretary
C. C. Foster

RCA Laboratories

## Republication and Transiation

Original papers published herein may be referenced or abstracted without further authorization provided proper notation concerning authors and sonure is included. All rights of republication, including translation into foreign languages. are reserved by RCA Review. Requests for republication and translation privileges should be addressed to The Manager.

## IN MEMORIAM GEORGE M. NIXON

On February 10, 1963, George M. Nixon, a member of the RCA Review Board of Editors, died of a heart ailment. Mr. Nixon was the Manager, Equipment Development and Standards, of the National Broadcasting Company. He attended Pratt Institute in Brooklyn, New York, from which he received the EE degree in 1927. After a year with the Electric Storage Battery Company, he joined the National Broadcasting Company in 1928 as a student engineer. Later, as a member of the Development Group concerned with the design and testing of loudspeakers and microphones, he was instrumental in the development of NBC's portable parabolic reflector microphone. In 1929 he was made responsible for all acoustical work including studio design. He was a member of the industry group that developed what is now known as the Standard Volume Indicator. He was involved in early experiments on broadcasting of frequency-modulated signals and also participated in the experiments with "offset carrier" operation of cochannel television broadcast stations.
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# AN ELECTRON-BEAM MACHINE 

By<br>A. B. El-Kareif

RCA Laboratories
l'rinceton, N.J.


#### Abstract

Summary-The theoretical and experimental design of an clectronbeam machine is discussed in detail. An analysis is given of all the limitations inherent in an electron optical systcm of an electron-bcam machine, and it is shown that the spot size is largely limited by the spherical abcrution of the last focusing lens and by the thermal limitation long before space charge plays amy important role. It is shown theoretically that "t 100 kv , a probe current of 5 milliamperes can be focused to a . 001 inch spot size. After reviewing all possible cathode and gun structures, a thermionic tungsten hairpin-filament emitter and a standard electron gun using "W' Whelt cylinder were chosen. An RCA EVU-3A electron microscope was converted according to the design specifications and a beam of 1 milliampere was focused to . 001 inch diameter. A multivibrator circuit was used to melse the beam from a few microscconds to several milliseconds.


## Introduction

ITIGH-DENSITY RLECTRON BEAMS have been used for drilling, welding and milling various materials. The advantages of the electron-beam machine as compared to other heat sources are clearly shown in Table I.

The factors that determine the design of an electron-beam machine obviously depend to a large degree upon the nature of the job to be done. Among the factors to be considered are the ultimate spot size, the size of the workpiece, the volume of the vacuum chamber, the gas evolution expected, the level of energy concentration required, and the distance from the gun to the workpiece. After all these factors have been established, it is possible to select a suitable electron optical system, cathode, gun assembly, accelerating voltage and other elements and parameters.

Table I

| Heat Source | Min. Area <br> $\left(\mathrm{cm}^{2}\right)$ | Max. <br> Power Density <br> Watts/cm² |
| :--- | :---: | :---: |
| Oxyacetylene Flame | $10^{-2}$ | $10^{+}$ |
| Electric Arc | $10^{-3}$ | $10^{5}$ |
| Electron Beam | $10^{-7}$ | $10^{9}$ |

## General Considerations

It was decided to design a machine with a high power concentration. The quality and versatility of a machine are appreciably improved as the spot size is decreased and the power concentration increased. For the applications we had in mind, a spot size of 0.001 inch ( 25 microns) and a power concentration of 100 megawatts/cm" was desirable. For a $100-\mathrm{kv}$ accelerating voltage, this represents a current of 5 milliamperes at the probe.

This objective presented a formidable task. As a first guess it might seem desirable to increase the energy by increasing the accelerating voltage; however, there is a practical limit to the voltage which may be used. Besides the increase in cost and the necessity of x-ray shielding, insulation of the intricate parts becomes very complicated as the voltage is raised beyond a certain point. The task was therefore to design an electron optical assembly which could realize the indicated objective at a prescribed accelerating voltage.

It was necessary to investigate the limitations inherent to the electron optical system before a detailed theoretical and experimental study of the design and performance of the electron machine could be undertaken.

In general, there are four limitations that must be considered in this case. In the first place, there is no such thing as a perfect lens, i.e., a lens which will focus the electrons emitted from a point source into a point image. Second, the electrons forming the beam tend to repel one another, a phenomenon generally known as space-charge repulsion. Third, the electrons emerging from the emitter have a Maxwellian velocity distribution. Finally, diffraction effects will tend to set a lower limit to the beam diameter. An analysis is given here to show which of the above are instrumental in setting an upper limit to the current density and lower limit to the spot size for a given electron optical system, beyond the values that have already been selected.

## Diffraction Limitation

Let us consider a system where $r_{a}$ is the focused spot radius and $\theta$ the half-angle of convergence of the beam. The radius of the first minimum of the diffraction image is given by

$$
\begin{equation*}
r_{a} \cong \frac{0.6 \lambda}{\theta} \tag{1}
\end{equation*}
$$

$\lambda$ is the electron wavelength

$$
\begin{equation*}
\lambda \cong \frac{12.3}{\sqrt{V}} \tag{2}
\end{equation*}
$$

where $\lambda$ is in angstrom units and $V$ in volts. From Equations (1) and (2),

$$
\begin{equation*}
r_{a} \cong \frac{7.4}{\theta \sqrt{V}} \text { angstroms } \tag{3}
\end{equation*}
$$

For $V=10^{5}$ volts, $\theta=5 \times 10^{-3}, r_{n}=4.75 \times 10^{-7} \mathrm{~mm}$. It is obvious that in the system we have in mind the diffraction limitation is of no concern.

## Space-Charge Limitation

The question of space-charge and thermal limitations has been investigated by many workers. However, each limitation has been investigated separately, and the physical assumptions on which they are separately based are very different. Attempts have been made by Cutler and Hines ${ }^{1}$ and Danielson et al. ${ }^{2}$ to analyze exactly the situation when both space-charge and thermal limitations are taken into account simultaneously. Their results are very intricate, being arrived at after a series of complex derivations. Fortunately, it is not imperative to study both limitations at the same time, because the transition region between the dominance of either effect is quite abrupt. Electron beams, over a rather wide range, are either almost totally space-charge limited or thermally limited. There is, indeed, a narrow region where both limitations are present, but this need not be taken into account in this analysis.

Schwartz ${ }^{3}$ arrived at one of the most elegant solutions to the spacecharge problem. By means of an ingenious normalization procedure he plotted a universal curve which can be used to obtain the space-charge-limited spot size quite readily as a function of other beam parameters and for a wide range of operating conditions. Following the excellent work of Tliompson and Headrick, 'Schwartz started out by considering the charge per unit length of the beam, which is given by

[^0]\[

$$
\begin{equation*}
\frac{I}{V_{z}}, \tag{4}
\end{equation*}
$$

\]

where $I$ is the beam current and $V_{z}$ the axial velocity. He used Gauss' law to express the electric field just outside a long cylinder of charge as

$$
\begin{equation*}
F=\frac{I}{\pi \epsilon d \sqrt{2_{\eta} V_{0}}}, \tag{5}
\end{equation*}
$$

where $V_{0}$ is the accelerating potential,
$\eta$ is the electronic charge to mass ratio: $e / m=1.76 \times 10^{11}$ coulomb/kg,
$\epsilon$ is the permittivity of vacuum : $8.85 \times 10^{-12}$ farad/meter, $d$ is the beam diameter.

After some manipulations Schwartz obtained

$$
\begin{equation*}
\sqrt{\frac{\eta I}{\pi \epsilon \sqrt{2 \eta^{V}}}} \frac{Z}{\sqrt{2 \eta V}} \frac{2}{D_{i}}=\frac{f(\beta)}{\beta}, \tag{6}
\end{equation*}
$$

where $Z$ is the gun-to-screen axial distance and $D_{i}$ is the initial beam diameter. $f(\beta)$ and $\beta$ are defined by the transcendental equation

$$
\begin{align*}
f(\beta) & =2 \beta e^{-\beta^{2}}\left\{U(\beta)+U\left(\sqrt{\beta^{2}-\ln \frac{D_{i}}{d}}\right)\right\} \\
& =1+\frac{d \beta}{D_{i}}\left\{\sqrt{\beta^{2}-\ln \frac{I_{i}}{d}}\right\}^{-1}, \tag{7}
\end{align*}
$$

where $r$ is the instantaneous radius of an electron on the edge of the beam at its narrowest constriction, and $\beta$ is so chosen as to make Equation (7) valid, and

$$
\begin{equation*}
U(x)=\int_{0}^{\infty} e^{t^{2}} d t \tag{8}
\end{equation*}
$$

Equation (6) simplifies to

$$
\begin{equation*}
I=8.24 \times 10^{-6}\left(\frac{D_{i}}{Z}\right)^{2}\left(\frac{f(\beta)}{\beta}\right)^{2} V^{3 / 2} . \tag{9}
\end{equation*}
$$

Schwartz made the same assumptions as Thompson and Headrick, namely,
(1) the electron current density in the aperture is uniform,
(2) all the electrons have the same axial velocity,
(3) the radial velocity of the electrons, directed inwards, is proportional to their distance from the axis,
(4) the electrons move in a region which is field-free except for the field caused by the charge density of the beam.

It is clear that the above assumptions do not always hold in every electron optical system, but the errors involved are not serious in nur system.

Now let

$$
\begin{equation*}
\beta=\sqrt{\ln \frac{\rho_{i}}{d}+\delta^{2} .} \tag{10}
\end{equation*}
$$

Substituting this into Equation (7),

$$
\begin{align*}
& 2 \beta e^{-\beta^{2}} U(\beta)+2 \beta e^{-\beta^{2}} U(\delta)=1+\frac{d \beta}{D_{i} \delta}, \\
& U(\beta)=\int_{0}^{1} e^{x^{2}} d x+\int_{1}^{\beta} e^{x^{2}} d x  \tag{12}\\
& U(\beta)=1+\frac{1}{3}+\frac{1}{5.2!}+\cdots+\frac{1}{2}\left(\frac{e^{\beta^{2}}}{\beta}-e\right)+\frac{1}{4}\left(\frac{e^{\beta^{3}}}{\beta^{3}}-\rho\right) \\
&+\frac{3}{4}\left(\frac{e^{\beta^{2}}}{\beta^{3}}-e\right)+\frac{15}{8}\left(\frac{e^{\beta^{3}}}{\beta^{7}}-e\right)+\frac{105}{8} \int_{1}^{\beta} \frac{e^{x^{2}}}{x^{8}} d x . \tag{13}
\end{align*}
$$

This is found by repeated integration by parts. If we consider $D_{i} / d$ as very large, $\delta=\left\{\beta^{2}-\ln D_{i} / d\right\}^{3 / 2}$ is small and $\beta$ is large. The value of the first series is 1.463 , which is small compared to the second part of the expression, as $\varrho$ is large. The residual integral in the second expression decreases with continued integration by parts, but begins to increase again when $\beta^{2} \approx n+1 / 2$. Thus, the error is least if the series is broken off near this point. For very large $\beta$, it is advisable to break off the series slightly sooner to make the neglected series

$$
-e\left(\frac{1}{2}+\cdots \frac{2 n-1}{2 n}\right)
$$

small. Thus we obtain the semiconvergent expression

$$
\begin{equation*}
U(\beta)=\frac{1}{2} \frac{e^{\beta^{2}}}{\beta}\left(1+\frac{1}{2 \beta^{2}}+\frac{3}{4 \beta^{4}}+\frac{15}{8 \beta^{4}}+\cdots\right) . \tag{14}
\end{equation*}
$$

Therefore, Equation (11) can be written

$$
\begin{align*}
\frac{1}{2 \beta^{2}} & +\frac{3}{\left(2 \beta^{2}\right)^{2}}+\cdots+\frac{2 \beta}{e^{\beta^{2}}}(\delta)\left(1+\frac{\delta^{2}}{3.1!}+\cdots\right) \\
& =\frac{d}{\delta D_{i}}\left(\ln \frac{D_{i}}{d}+\delta^{2}\right)^{3 / 2} \tag{15}
\end{align*}
$$

or

$$
\begin{align*}
& \frac{1}{2 \ln \frac{D_{i}}{d}}\left\{1-\frac{\delta^{2}}{\ln \frac{D_{i}}{d}} \cdots\right\}+\frac{3}{4\left(\ln \frac{D_{i}}{d}\right)^{2}}\left\{1-\frac{2 \delta^{2}}{\ln \frac{D_{i}}{d}} \cdots\right\}+\cdots \\
& +\frac{\frac{2 d}{D_{i}} \sqrt{\ln \frac{D_{i}}{d}}}{1+\delta^{2}+\frac{\delta^{4}}{2!}}\left\{\delta+\frac{\delta^{3}}{3.1!}+\cdots\right\} \\
& =\frac{d}{\delta D_{i}} \sqrt{\ln \frac{D_{i}}{d}}\left(1+\frac{1}{2} \frac{\delta^{2}}{\ln \frac{D_{i}}{d}}-\frac{1}{8} \frac{\delta^{4}}{\left(\ln \frac{D_{i}}{d}\right)^{2}}+\cdots\right) \tag{16}
\end{align*}
$$

We multiply throughout by $\delta$ and solve for $\delta$,

$$
\begin{aligned}
\delta\left\{\frac{1}{2 \ln \frac{D_{i}}{d}}+\right. & \frac{3}{\left(2 \ln \frac{D_{i}}{d}\right)^{2}}+\cdots+\frac{2 d}{D_{i}} \sqrt{\ln \frac{D_{i}}{d}} \delta-\frac{\delta^{2}}{2\left(\ln \frac{D_{i}}{d}\right)^{2}} \\
& \left.-\frac{3}{2} \frac{\delta^{2}}{\left(\ln \frac{D_{i}}{d}\right)^{3}}+\cdots\right\}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{d}{D_{i}} \sqrt{\ln \frac{I_{i}}{d}}\left(1+\frac{1}{2}-\frac{\delta^{\prime \prime}}{\ln \frac{I_{i}}{d}}+\cdots\right)  \tag{17}\\
& \delta \simeq \frac{\frac{d}{D_{i}} \sqrt{\ln \frac{I_{i}}{d}}}{2 \ln \frac{1}{D_{i}}}+\frac{3}{\left(2 \ln \frac{D_{i}}{d}\right)^{2}}+\cdots \tag{18}
\end{align*}
$$

with a relative error of the order

$$
\delta^{2} \simeq 4\left(\frac{d}{D_{i}}\right)^{2}\left(\ln \frac{I_{i}}{d}\right)^{3}
$$

Therefore

$$
\begin{align*}
\frac{f(\beta)}{\beta} & =\frac{1}{\beta}+\frac{d}{D_{i} \delta}=\frac{1}{\sqrt{\ln \frac{I_{i}}{d}}}\left(1-\frac{\delta^{2}}{2 \ln \frac{D_{i}}{d}} \cdots+\frac{1}{2 \ln \frac{D_{i}}{d}}\right. \\
& \left.+\frac{3}{\left(2 \ln \frac{D_{i}}{d}\right)^{2}}+\cdots\right) \\
& =\frac{1}{\sqrt{\ln \frac{D_{i}}{d}}}\left(1+\frac{1}{2 \ln \frac{D_{i}}{d}}+\frac{3}{\left(2 \ln \frac{l_{i}}{d}\right)^{2}}+\cdots\right) \cdot(19 \tag{19}
\end{align*}
$$

We thus obtain, for $V=10^{\circ}$ volts,

$$
\begin{align*}
I= & \frac{260}{\ln \frac{I_{i}}{d}}\left(\frac{I_{i}}{Z}\right)^{2}\left\{1+\frac{1}{2 \ln \frac{D_{i}}{d}}+\frac{3}{\left(2 \ln \frac{I_{i}}{d}\right)^{2}}\right. \\
& \left.+\frac{15}{\left(2 \ln \frac{I_{i}}{d}\right)^{3}}+\frac{105}{\left(2 \ln \frac{D_{i}}{d}\right)^{4}}+\cdots\right\}^{2}, \tag{20}
\end{align*}
$$

where $I$ is in amperes. The upper value of the space-charge-limited probe current has been computed with the use of this expression for $d=0.001$ inch for two different working distances $Z$ ( 1 inch and 4 inches) as a function of the initial beam diameter $D_{i}$. These values of $Z$ correspond to the desirable working distances in the machine. The results are plotted in Figure 1.

Similar curves can be obtained for the gun we have chosen by reading directly from Schwartz's curve, reproduced and enlarged in Figure 2. It can be seen that for values of $d / D_{i}>0.04$ the curve is double valued. Here the space-charge effects are appreciable, and a plane of minimum sectional area exists between the screen and the lens where the minimum-focused-spot condition is achieved. However, our values fall well below 0.04 .

Hollway ${ }^{5}$ gives a somewhat equivalent treatment, and has since ${ }^{6}$ published a design chart for calculating electron-beam parameters. Using the chart, it is possible to determine not only the space-chargelimited spot size for given gun data, but also thermal velocity spreading limitations. Reference to Hollway's charts will show that his results correspond very closely to those derived by Schwartz. ${ }^{7}$ The chart shows that for the system being designed, there is no spacecharge limitation.

The whole derivation was made on the assumption that the beam travels in absolute vacuum. It has been shown ${ }^{7}$ that under certain conditions, ions formed from the residual gas may be trapped in the beam, thus neutralizing some of the space-charge forces.

## Thermal Limitations

We use the well-known formula derived by Langmuir for the maximum current density achievable in an electron spot as limited by the thermal velocity distribution of the emitted electrons:

$$
\begin{equation*}
j_{0}=j_{c}\left\{\frac{e V}{k T}+1\right\} \sin ^{2} a \tag{21}
\end{equation*}
$$

[^1]

1-ig 1 Upper limit to probe current established by space charge.


Hig. 2--Space-charge limitations as derived by Schwartz."

Here the assumption is made that the electrons originate from a unipotential cathode having a Maxwellian velocity distribution corresponding to a uniform aissolute temperature $7^{\prime} . j_{c}$ is the emission density, which is considered to be uniform. The converged electrons are in a field-free region and of uniform velocity $V . a$ is the half angle of arrival at the plane where $j_{1}$, is being defined. For small values of a, Equation (21) can be written

$$
\begin{equation*}
I=\frac{\pi d_{0}{ }^{2}}{4} a^{2} \frac{11600 \mathrm{~V}}{T} j_{c} \text { amperes. } \tag{22}
\end{equation*}
$$

$T$ is the temperature of the cathode in ${ }^{\circ} \mathrm{K}$ and $j_{c}$ the emission per unit area (amperes $/ \mathrm{cm}^{2}$ ). Since the system is demountable and the filament or cathode can be replaced, we may assume for a tungsten cathode, $T=3000^{\circ} \mathrm{K}$. With $V=10^{5}$ volts we then have

$$
\begin{equation*}
I=3.00 a^{2} d_{0}{ }^{2} 10^{5} j_{c} \text { amperes. } \tag{23}
\end{equation*}
$$

The permissible angle, $a$, is limited by the spherical aberration of the last lens. There is no point in computing Equation (23) for values of $a$ for which the spherical aberration is already the limiting factor. It is therefore appropriate to consider together the limitations imposed by the temperature spread of the initial velocities and by spherical aberration.

The value of $a$ is determined by

$$
\begin{equation*}
d=d_{0}+\frac{C f a^{3}}{2}, \tag{24}
\end{equation*}
$$

where $d_{0}$ is the beam diameter in the absence of spherical aberration, $C$ is the spherical aberration constant and $f$ is the focal length. This gives the beam diameter of a pencil with aperture angle $a$ in the plane of narrowest constriction.

Combining Equation (24) with (23),

$$
\begin{equation*}
I=3 \times 10^{n} a^{2}\left(d-\frac{C f a^{3}}{2}\right)^{2} j_{c} \text { amperes. } \tag{25}
\end{equation*}
$$

We shall now choose $a$ to maximize $I$; by setting $d l / d a=0$, we get

$$
\begin{equation*}
2 a\left(d-\frac{C f a^{3}}{2}\right)-3 a^{4} C f\left(d-\frac{C f a^{3}}{2}\right)=0, \tag{26}
\end{equation*}
$$

ur

$$
\begin{equation*}
a^{3}=\frac{d}{2 C f} \tag{27}
\end{equation*}
$$

We then have

$$
\begin{equation*}
\frac{I}{j_{c}}=3 \times 10^{5}\left(\frac{d}{2 C f}\right)^{2 / 3}\left(\frac{3 d}{4}\right)^{2}=1.06 \times 10^{-} \frac{d^{8 / 3}}{C f^{2 / 3}} . \tag{28}
\end{equation*}
$$

The smallest value of $C f$ which has been obtained for any symmetric electron lens is of the order of 0.1 cm . Therefore, for a beam diameter of $25 \mu$, this represents a current $I$ in ma, with $j_{c}$ assumed to be 5 $\mathrm{amps} / \mathrm{cm}^{2}$

$$
\begin{equation*}
I=5 \times 1.06 \times 10^{5} \times 10^{-8} \times 11.85 \times 10^{2 / 3}=0.291 \text { ampere } \tag{29}
\end{equation*}
$$

This enormous current, attractive as it may seem, is of purely academic interest, since the value of $C f$ used represents a lens of almost no working distance.

In computing the $C f$ of a lens, it is necessary to know the lens configuration and the working distance. Some approximate values are selected initially for the purpose of the analysis; exact values are computed later, after the geometry of the system has been outlined.

Using the curves of Liebmann and $\mathrm{Grad}^{8}$ and those given by Zworykin et al., ${ }^{9}$ it is possible to derive the value of $C f$ for various lens configurations. Figure 3 shows the assumed lens cross section. Using the same notation as that of Liebmann and Grad, we have set the pole piece separation, $a_{p}$, equal to the bore diameter, $D$. For the range of working distances and lens diameters to be considered, the principal planes of this lens can be regarded as coinciding with its geometrical plane of symmetry, and thus the working distance is

$$
\begin{equation*}
Z=f-D \tag{30}
\end{equation*}
$$

Table II gives the results obtained with the chosen lens for various values of $D$ and $Z$.

In making a comparison between the space-charge and thermal limitations, it should be noted that the beam does not fill the whole

[^2]

Fig. 3-Assumed magnetic-lens configuration.
diameter of the lens. The diameter of the beam, $D_{i}$, and the lens diameter, $D$, are related by the following equation:

$$
\begin{equation*}
D_{i}=2(Z+D) a=2(Z+D)\left(\frac{d}{2 C f}\right)^{1 / 3} \tag{31}
\end{equation*}
$$

Table II
(For $d=0.001$ inch)

| $Z$ <br> (inches) | $D$ <br> (inches) | Cf <br> (centimeters) | $\frac{I}{j_{0}} \times 10^{3}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.6 | 27.00 | 1.39 |
| 1 | 0.4 | 62.50 | 0.794 |
| 1 | 0.1 | 490.00 | 0.203 |
| 4 | 1.6 | 250.00 | 0.323 |
| 4 | 0.4 | 1960.00 | 0.083 |
| 4 | 0.1 | 26000.00 | 0.014 |

Table III gives a comparison for the ralues obtained with the two limitations taken one at a time. As stated previously, the spherical aberration of the focusing lens is already implied in the thermal limitation. It seems obvious that the minimum spot size will be limited by the spherical aberration of the last lens and the thermal limitation of the system long before space charge plays any important role.

Table III

| Lens Bore <br> Diameter, $D$ <br> (inches) | Beam <br> Diameter at <br> the Lens, $I_{4}$ <br> (inches) | Working <br> Distance $Z$ <br> (inches) | $\frac{I}{j_{1 \prime}} \times 10^{3}$ | Space-Charge <br> Limited <br> Current <br> (ma) |
| :---: | :---: | :---: | :---: | :---: |
| 1.6 | 0.19 | 1 | 1.39 | 2500 |
| 1.6 | 0.19 | 4 | 0.323 | 160 |
| 0.4 | 0.076 | 1 | 0.794 | 500 |
| 0.4 | 0.076 | 4 | 0.083 | 30 |
| 0.1 | 0.030 | 1 | 0.203 | 115 |
| 0.1 | 0.030 | 4 | 0.014 | 7 |

## Choice of Cathode

An ideal cathode is one which will require a minimum of attention for the maximum length of time. A cathode must be more or less selfsupporting, it must not be poisoned by the gases released from the metal or by the metal vapor itself and, above all, it must have enough electron emission to satisfy the electron optical requirement of the system. Generally, highest electron emissions are the most desirable.

If the criterion in the choice of a cathode for an electron beam machine is the emission of the largest possible number of electrons, a field emitter should theoretically surpass all other cathodes because of the almost inexhaustible reservoir of electrons inside a metal; current densities of millions of amperes per $\mathrm{cm}^{2}$ should be obtainable. It is therefore worthwhile to investigate this emitter to see whether it could be applied for our purpose.

Dolan and Dyke ${ }^{10}$ recognize three kinds of field emission: (1) temperature emission at high temperatures and low fields, as described

[^3]by Richardson and Schottky; (2) the field emission at low temperatures and high fields investigated by Nordheim; and (3) the tempera-ture-field or $T-F$ emission at temperatures and fields intermediate between the two extremes, studied by Dolan and Dyke.

Schottky's ${ }^{11}$ equation in its simple form is as follows:

$$
\begin{equation*}
j=j_{0} \exp \left\{\frac{e}{k}\left[\frac{e}{4 \pi \epsilon_{01}}\right]^{1 / 2} \frac{F^{1 / 2}}{T}\right\} \tag{32}
\end{equation*}
$$

where $j_{0}$ is the thermionic emission at zero field, $e$ is the electron charge, $k$ is Boltzmann's constant, $\epsilon_{0}$ is the permittivity of free space, and $T$

Table IV-Free-field emission of tungsten as a function of temperature.

| $j_{0} \mathrm{amps} / \mathrm{cm}^{2}$ | $T$ in ${ }^{\circ} \mathrm{K}$ |
| :---: | :---: |
| 0.12 | 2400 |
| 0.30 | 2500 |
| 0.70 | 2600 |
| 1.6 | 2700 |
| 3.5 | 2800 |
| 7.3 | 2900 |
| 14.0 | 3000 |

is the temperature in ${ }^{\circ} \mathrm{K}$. This can be written in its logarithmic form as

$$
\begin{equation*}
\log _{10}\left(\frac{j}{j_{01}}\right)=0.1912 \frac{F^{1 / 2}}{T} . \tag{33}
\end{equation*}
$$

Taking tungsten as an example, the work function $\phi=4.5 \mathrm{ev}$, Table IV, gives values of $j_{0}$ for various temperatures. Thus, at $2600^{\circ} \mathrm{K}$ and a field of say $10^{6}$ volts per cm , we have

$$
\begin{equation*}
\log _{10}\left(\frac{j}{0.70}\right)=0.1912 \times \frac{10^{3}}{2600} \tag{34}
\end{equation*}
$$

[^4]the emission is increased by a factor of less than 1.2. Schottky's relation holds as long as the field $F>8.83 \times 10^{3} \phi^{1 / 2} T$, where $\phi$ is the work function of the material. For tungsten, $F>1.87 \times 10^{+} T$. At higher fields the expression for the emission can be written ${ }^{12}$
\[

$$
\begin{equation*}
\frac{j}{j_{0}} \approx 1+\frac{\left\{2.8 \times 10^{ \pm} \frac{\phi^{1} 2 T}{F}\right\}^{2}}{6} \tag{35}
\end{equation*}
$$

\]

Table V
$j_{n} \mathrm{amps} / \mathrm{cm}^{2} \quad F^{\prime} \times 10^{7}$ volts $/ \mathrm{cm}$

| 0.00047 | 2 |
| :--- | :--- |
| 37 | 3 |
| $1.1 \times 10^{4}$ | 4 |
| $3.9 \times 10^{5}$ | 5 |
| $4.2 \times 10^{6}$ | 6 |
| $2.3 \times 10^{7}$ | 7 |
| $8.7 \times 10^{7}$ | 8 |

Here $j_{0}$ is the field emission current at low temperatures. This should be sufficiently accurate because low temperatures are considered. Again, if tungsten is considered, we have

$$
\begin{equation*}
\frac{j}{j_{0}}=1+6 \times 10^{8} \frac{T^{2}}{F^{2}} . \tag{36}
\end{equation*}
$$

Table $V$ gives the values of $j_{0}$ as a function of $F$ which are applicable in this relation.

When both the temperature and the field are high, the emission process is strongly dependent on both variables, and Dolan and Dyke ${ }^{10}$ have shown that the enhancement of electron emission due to added thermal energy is much larger at low fields than at high fields, which is to be expected. An increase of current density by a factor of 5 over

[^5]the value expected for the low-temperature emitter could be obtained. From the above analysis and examples, it can easily be seen that for large current densities, Schottky effect is not the answer. One has to depend on either true field emission or the T-F emission.

If we consider a pointed cathode of hyperbolical shape and of radius of curvature $r_{0}$, and an anode separated from it by a distance $R$, the field can be expressed ${ }^{13}$

$$
\begin{equation*}
F=\frac{2 V}{r_{0} \ln \frac{4 R}{r_{0}}} \tag{37}
\end{equation*}
$$

where $V$ is in volts. Thus, if $R=1 \mathrm{~cm}$ and $r_{0}=4$ microns, a field of about $5 \times 10^{7}$ volts per cm is obtained for $V=100 \mathrm{kv}$. The electrons are accelerated normally to the surface. Since, in order not to exceed the limit imposed by the spherical aberration of the focusing lens, the beam has to be restricted to 0.1 radian, the effective emission area is 1 micron. Strictly speaking, there is some convergence of the particles, but this is minor and will be neglected in this analysis. If now we wish a 5 -ma total current, the emission density must be of the order of $5 \times 10^{5}$ amperes/ cm². Reference to Table IV will show that it is possible to obtain such a condition. Slightly better results can be obtained with a $T$-F emitter. It seems therefore as though field emitters would be very suitable for electron-beam machines. However, one major difficulty is lifetime. Experience with field emitters reveals erratic and linstable performance even in a clean and dust free tube, mainly due to cathode sputtering. Muller ${ }^{14}$ measured the sputtering rate and found it to be approximately

$$
\begin{equation*}
t=\frac{10^{-s}}{i p} \tag{38}
\end{equation*}
$$

where $t$ is the time, in seconds, required to remove one layer; $i$ is the emission current in amperes; and $p$ the gas pressure in mm of Hg . On the assumption that the life of an emitter extends to the point where 100 monolayers have been removed, the life can then be $10^{-6} / i p$. Thus, in a vacuum of about $10^{-5} \mathrm{~mm} \mathrm{Hg}$ and with a current of 1 ma , the

[^6]emitter life will be less than two minutes. Dolan and Dyke ${ }^{15}$ have shown how favorable results could be obtained from a $T$ - $F$ field emitter under pulsed conditions. Here the buildup is limited during the time the field is on, and while the field is off, it permits surface forces to restore the original smooth, clean cathode surface. A tungsten cathode in the temperature range of $1700-2200^{\circ} \mathrm{K}$ was used and fields up to $7 \times 10^{7}$ volts per cm were applied in pulses as long as 0.01 second and duty cycles up to about 0.25 . Stable current-voltage relationship was obtained even in vacuum as low as $10^{-4} \mathrm{~mm} \mathrm{Hg}$.

Even if the cathode life problem is solved, there seems to be very little advantage in cold-cathode field emission for spot radii of more than $1 \mu$. The optimum magnification for imaging such small sources as are available with field emitters is close to unity. Also, there are unavoidable aberrations in the imaging lenses. From these facts, Cosslett and Haine ${ }^{16}$ deduced that the current at the probe is limited, and is much less than might be expected from the high brightness of the emitter.

One can therefore conclude that for our present application field emitters are not as attractive as hot cathode tungsten emitters. However, it seems quite likely that for small spot sizes, that is, of the order of less than $1 \mu$, field emission might very well be the best choice.

Due to adverse conditions under which the cathodes would be called to operate, it is obvious that oxide cathodes, despite their many advantages, are totally unsuitable for our purpose.

Lanthanum hexaboride $\left(\mathrm{LaB}_{6}\right)$ cathodes and uranium and zirconium carbide cathodes have been considered, but since insufficient data is available about them, they were discarded for the present.

The possibility of heating a refractory metal by electron bombardment using the scheme shown in Figure 4 was not very attractive because this is a somewhat complicated structure which requires an additional bombarding power supply floating at the cathode potential, in our case 100 kv .

It was therefore concluded that for our immediate application, the cathode that best satisfies the reguirements is the pure hairpin tungsten filament. The emission is 5 amperes $/ \mathrm{cm}^{2}$ at a temperature of $2850{ }^{\circ} \mathrm{K}$. The life under those conditions is about 10 hours for a 4-mil-diameter filament and 100 hours for a $40-\mathrm{mil}$ filament. It is usually accepted

[^7]that the useful life of a filament is determined by the time taken for its diameter to be reduced by approximately 12 per cent. The life figures are given for good vacuum; obviously the life will be considerably reduced if water vapor is liberated in the column. At poor vacuum levels, oxidation is a dominant factor in determining the life of the tungsten cathode.


Fig. 4-Bombarded cathode in the shape of a disc.

## Cholce of Gun

The electron gun is basically a triode. Sometimes the workpiece itself serves as the positive electrode and the system is then referred to as "work accelerated." Usually, as in our case, the accelerating anode is a separate electrode with a hole in the center to permit the passage of the electrons. Such an arrangement is called "self-accelerated."

There are three kinds of guns which seem of interest and which use the hairpin tungsten emitter as a cathode.
(1) The classical gun which is normally used in the electron microscope.
(2) The Steigerwald gun.
(3) The Bricka and Bruck gun.

These three guns are shown in Figure 5. The Steigerwald gun ${ }^{17}$ has been studied in detail by Braucks. ${ }^{18}$ It is sometimes referred to as the distant focus or telefocus gun. The fundamental reason for the long focus effect is that the equipotential lines are concave towards the

[^8]cathode due to the hollow shape and negative bias of the surrounding cup. Thus, electrons starting from the cathode are given radial outward velocity and the beam begins to diverge. Between the control electrode and the anode the equipotentials first become flat and then convex towards the cathode. The beam therefore is given radial inward acceleration but this only gradually overcomes the initial outward velocity. Consequently, the beam converges quite slowly and the beam forming field has a large focal length. The focal length can obviously be controlled by the bias voltage. A first look at the Steigerwald gun


Fig. 5-Beam-forming systems with thermionic cathodes.
might indicate that a great advantage is to be gained by the elimination of the crossover and a consequent reduction of the aberrations. However, the sharply shaped grid field may be expected to be very sensitive to filament displacements, so that the image will be affected appreciably by any misalignment and improper placement of the filament.

In the Bricka and Bruck gun ${ }^{18}$ a crossover is formed just beyond the cathode and this is reimaged at a considerable distance from the gun. It is said to be particularly satisfactory as far as alignment is concerned since the current drawn through the anode aperture is not affected by small filament displacements.

The classical gun was investigated by Borries ${ }^{20}$ and by Dosse. ${ }^{21}$

[^9]Further details are given by Haine and Einstein. ${ }^{22}$ The crossover lies between the anode and the cathode, nearer to the cathode. Despite the possible advantages presented by the other two types of guns, it was decided to use the standard gun since this presented the least modification in the equipment available for experimental verification.


Fig. 6-Functional diagram of microscope column.

## Design of the Machine

In order to speed up the construction of the electron beam machine, it was decided to convert an existing electron microscope-the RCA EMU-3A. Figure 6 shows a functional diagram of the microscope column. The objective and the intermediate lens were removed. The projector lens was reversed. Figure 7 shows the simplified version of the column when adapted as an electron beam machine.

The accelerating voltage is 100 kv . The probe diameter of 0.001 inch is to be focused 2 inches below the lens center of the projector, leaving approximately 1 inch working distance for accommodating the deflection system and allowing vertical movement of the work. The standard electron gun is used. The data given by Borries on that gun

[^10]refer to smaller currents than those required in our present system. However, since we are heating the filament to a temperature where space-charge limitation occurs, it is possible to scale voltages, distances and currents according to the rule
\[

$$
\begin{align*}
V^{\prime} & =A V \\
d^{\prime} & =A^{3 / 4} d  \tag{39}\\
I^{\prime} & =A^{3 / 2} I
\end{align*}
$$
\]

where A is a scaling factor. These are the well-known relations that


Fig. 7-Electron optics of EMU-3A adapted for beam-drilling.
prevail under space-charge-limited conditions. The crossover diameter, $l_{c}$, determined by the product of the time of flight $d^{\prime} / V^{\prime}$ and the fixed initial lateral velocity component, transforms according to the relation $l_{c}{ }^{\prime}=A^{1 / 2} d d_{c}$.

The dimensions given by Boriries, which lead to very nearly optimal performance, and those obtained by scaling are shown in Table V1. The position of the crossover is not specified. The crossover lies neat the cathode close to cutoff and moves forward towards the anode as the beam current is increased by reduction of the bias voltage. However, to a sufficiently close approximation, the crossover will be assumed to lie in the plane of the anode aperture.

These optimum dimensions, based on the results obtained by Borries, do not agree with those of Haine and Einstein. ${ }^{22}$ According
to the latter, the efficiency, defined as the ratio of probe current to total emission current, increases as the diameter of the hole in the Wehnelt cup and the distance from that hole to the tip of the filament is decreased. It is possible that as the filament is recessed further from the Wehnelt control cup, the field that penetrates imparts a radial velocity to the electrons and therefore decreases the over-all efficiency.

## Table VI

|  | (Borries) | (Scaled) |
| :--- | :--- | :--- |
| $V$ | 20 kv | 100 kv |
| $T$ | $2650^{\circ} \mathrm{K}$ | $2650^{\circ} \mathrm{K}$ |
| $d_{g}$ | 0.060 inch | 0.200 inch |
| $U_{k}$ | 0.040 inch | 0.133 inch |
| $a$ | 0.400 inch | 1.333 inches |
| $D_{w}$ | 0.005 inch | 0.017 inch |
| $I_{b}$ | 0.200 ma | 2.220 ma |
| $d_{c}$ | 0.0031 inch | 0.0046 inch |
| $d_{g}$ | is the aperture diameter of the Wehnelt cylinder, |  |
| $a_{k}$ | is the distance of filament point above grid aperture, |  |
| $a$ | is the distance between grid and anode, |  |
| $d_{\infty}$ | is the diameter of the filament wire, |  |
| $I_{b}$ | is the beam current, |  |
| $d_{c}$ | is the crossover diameter. |  |

If we let $u_{1}$ and $v_{1}$ be the object and image distances of the condenser lens, and $\mu_{2}$, and $i, \ldots$ those of the projector lens, reference to Figure 7 will give

$$
\begin{aligned}
u_{1} & =4.625 \text { inches }, \\
v_{1}+u_{2} & =17.687 \text { inches }, \\
v_{2} & =2 \text { inches } .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\frac{2}{u_{2}} \times \frac{17.687-u_{2}}{4.625}=\frac{0.001}{0.0046} \tag{40}
\end{equation*}
$$

Hence, $u_{2}=11.75$ inches and $v_{1}=5.94$ inches. The magnification and the focal lengths of the two lenses become

$$
\begin{aligned}
M_{1} & =1.28 \\
\frac{1}{M_{2}} & =5.88 \\
f_{1} & =\frac{v_{1}}{M_{1}+1}=2.60 \text { inches } \\
f_{2} & =\frac{u_{2}}{\frac{1}{M_{2}}+1}=1.71 \text { inches }
\end{aligned}
$$

and the over-all magnification is $M=4.6$. The spherical aberration of the condenser lens is negligible because of the small aperture angle of the beam. The spherical aberration of the projector lens is significant since, as we have seen previously, it might very well set a limit to the spot size. If we use the notations of Liebmann and Grad, as was done in the section dealing with limitations, the final lens in the present scheme has a ratio $a_{p} / D$ (pole-piece separation to the internal pole-piece diameter) equal to 1.44. Interpolation of the results given by Liebmann and Grad gives $C f=5$ inches. This coefficient is computed for infinite magnification. It is therefore necessary to compute it for the actual magnification of the system.

Considering the lens as a thin lens, this can be done as follows. The usual lens equation is

$$
\begin{equation*}
\frac{1}{u}+\frac{1}{v}=\frac{1}{f} \tag{41}
\end{equation*}
$$

where $u$ and $v$ are the object and image distances, respectively.

$$
\begin{equation*}
\frac{1}{u}+\frac{1}{M u}=\frac{1}{f} \tag{42}
\end{equation*}
$$

or

$$
\begin{equation*}
u=\frac{M+1}{M} f \tag{48}
\end{equation*}
$$

If $r_{u}$ is the height of incidence on the lens,

$$
\begin{equation*}
r_{a}=\frac{M+1}{M} f a . \tag{44}
\end{equation*}
$$

Now for a thin lens* we can write

$$
\begin{equation*}
\Delta r=M u K r_{a}{ }^{3} . \tag{45}
\end{equation*}
$$

$K$ is independent of object position, hence the angular displacement due to spherical aberration,

$$
\begin{equation*}
\Delta \delta=\frac{\Delta r}{M u}=K r_{l{ }^{2}}{ }^{3}, \tag{46}
\end{equation*}
$$

depends only on the height of incidence, $r_{\text {". }}$ For the object near the focal point,

$$
\begin{equation*}
\frac{\Delta r_{\infty}}{M f}=\frac{M C_{\propto} r_{a}^{3}}{M f^{4}}=K r_{a}{ }^{3}, \tag{47}
\end{equation*}
$$

leads to

$$
\begin{equation*}
K=\frac{C_{\infty}}{f^{4}} . \tag{48}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\Delta r=v \Delta \delta=M u K_{o} r_{a}{ }^{3}, \tag{49}
\end{equation*}
$$

or

$$
\begin{gather*}
\Delta r=(M+1) f K_{r}\left(\frac{M+1}{M}\right)^{3} f^{3} a^{3}  \tag{50}\\
\Delta r=C\left(\frac{M+1}{M^{3}}\right)^{4} a^{3}=M C_{n}\left(\frac{M+1}{M}\right)^{4} a^{2} \tag{51}
\end{gather*}
$$

Now

$$
\begin{equation*}
\Delta r=C_{8} M a^{3} . \tag{52}
\end{equation*}
$$

We then have

$$
\begin{equation*}
C_{8}=\left(\frac{M+1}{M}\right)^{4} C_{\infty}=9.4 \text { inches. } \tag{53}
\end{equation*}
$$

To compute the convergence of the beam at the crossover we shall use the Langmuir relation given in Equation (22).

[^11]\[

$$
\begin{equation*}
l=c \frac{\pi d_{0}^{2}}{4} a^{2} \frac{V}{V_{T}} j_{c} \tag{54}
\end{equation*}
$$

\]

$V_{T}=k T / e=0.25$ volt which corresponds to the operating temperature of the filament. $V$ is the beam voltage, $d_{0}$ is the spot diameter, and $j_{\text {c }}$ is the emission density at the cathode. The factor $c$ would be unity if the current density at the spot were constant up to the edge and zero beyond, and if the same condition applied for the distribution of current in angle, i.e., constant current per unit solid angle up to the convergence angle $a$, and zero beyond.

In actual practice this is not the case. If the gun is not operated at a very low bias and low filament temperature, the intensity distribution across the crossover can be assumed to be Gaussian. If now we define the edge of the spot at crossover as the point where the current density has dropped by the factor $1 / e$, and if we assume that the emission also falls off in Gaussian fashion by the factor $1 / e$ at the point corresponding to the limiting convergence angle $a$, the value of $c$ is about $1 / 3$.

Strictly speaking, the angular distribution of current density across the beam is of Gaussian nature only at low beam currents. As the beam current is increased by decreasing the bias, the beam becomes "hollow." This was reported by some authors and shown by Haine and Einstein. ${ }^{22}$ Borries assumed that the crossover diameter is that which encloses 93 per cent of the btam, based on a visual measurement. Borries crossover diameter must therefore be divided by

$$
\begin{equation*}
\sqrt{\frac{\ln 0.07}{\ln \frac{1}{e}}}=\sqrt{-\ln 0.07}=1.63 \tag{55}
\end{equation*}
$$

This was done in the tabulation of the results derived from the data of Borries. We therefore have at the crossover,

$$
\begin{equation*}
a_{c}=\frac{1}{d_{0}} \sqrt{\frac{4}{\pi c} \frac{V_{T}}{V} \frac{I_{b}}{j_{c}}} . \tag{56}
\end{equation*}
$$

For $V^{V}=10^{5}$ volts, $c=1 / 3$ and $V_{T}=0.25$ volt, this gives

$$
\begin{equation*}
a_{c}=\frac{0.00121}{d_{0}} \sqrt{\frac{I_{b}}{j_{c}}}, \tag{57}
\end{equation*}
$$

where $I_{b}$ is in amperes, $f_{11}$ in amperes $/ \mathrm{cm}^{2}$, and $d_{\mathfrak{a}}$ in inches. We can now use the scaled values of Borries;

$$
\begin{equation*}
a_{c}=\frac{0.00121}{0.0046} \sqrt{\frac{2.22 \times 10^{-3}}{j_{o}}} \tag{58}
\end{equation*}
$$

At $T=2650^{\circ} \mathrm{K}, j_{c}=1.41$ amperes $/ \mathrm{cm}^{2}$. We then have $a_{c}=0.0116$ radian. Thus $a_{s}$ at the spot will be

$$
a_{s}=M a_{c}=4.6 \times 0.0116=0.0533 \text { radian. }
$$

The minimum dise of confusion is then

$$
\begin{equation*}
\frac{1}{2} C_{8} a_{s}^{3}=\frac{1}{2}(9.4)(0.0533)^{3}=0.000715 \text { inch. } \tag{59}
\end{equation*}
$$

This is less than 0.001 inch, so the dimensioning is adequate. The probe current is given as 2.2 ma . In order to increase the current to 5 ma , which was the initial objective, the filament temperature must be increased to approximately $2750^{\circ} \mathrm{K}$. The spot size will not change under these conditions. The life of the filament as defined earlier should be of the order of 100 hours, assuming, of course, that the chamber is not opened too frequently. From the results obtained by Maloof, ${ }^{23}$ it seems possible that filaments formed from single-crystal tungsten wires have longer lives. However, no experimental data are available to prove this point.

## Description of the Machine

Figure 8 shows a schematic diagram of the electron-beam machine. The filament and control cylinder are at -100 kv with respect to ground. All of the remaining parts are at ground potential. The bias and pulses are fed between the cathode and Wehnelt control cylinder at 100 kv level.

It was desirable to convert the EMU-3A electron microscope to an electron beam machine with a minimum of modifications. The chamber was considerably enlarged to allow more working space. The new housing, shown in Figure 9, has a pyramidal shape and is made of aluminum. Several ports were installed for viewing, access to the housing, and for vacuum-tight electrical connections. Inside the housing a positioning table was incorporated to permit mechanical move-

[^12]

Fig. 8-Electron-beam machine.


Fig. 9-Controls for mechanical table and aluminum housing frame.
ment of the workpiece. The table is designed to have X and Y motion in the horizontal plane as well as rotation and elevation control. The $X$ and $Y$ motion have to be very accurate, preferably within one thousandth of an inch. There was no need to require the same kind of accuracy in the rotation and elevation control.

The drives for the X and Y motion were compounded and made concentric with each other. In this way, only one vacuum seal to the housing is necessary. There are two additional seals in the concentric shafts. Figure 10 shows a schematic of the arrangement. A lead screw mated with a nut and supported on its ends, free to rotate, forms the basic design. When the nut is locked by means of a long tubular con-


Fig. 10-Schematic of the mechanical table.
nection, a motion in the Y direction is obtained by rotating the appropriate wheel at the control. If the screw and nut are locked together, the rotation at the control results in an X directel motion. The controls for the elevation and rotation are connected through flexible shafts. The connection to the racuum chamber is made through O-rings. Figure 11 shows the positioning table and Figure 9 shows the mechanical controls. Whenever a workpiece calls for precision in the rotation control, a special jig, electrically motorized, is placed on the mechanical table. The motors are kept dry in a vacuum desiccator. Since the vacuum level at which the machine normally operates is poor (about $10^{-4} \mathrm{~mm} \mathrm{Hg}$, the introduction of motors does not increase the pumping time. Another jig, designed to provide rotation along an axis perpendicular to that of the beam is also used when two tubular sections are to be welded together. Electrical motors with variable speeds: provide the necessary rotation.

The mechanical table is electrically insulated from the housing. It is connected to ground through an ammeter. The probe current can
thus be measured continuously. For accurate measurement, the table is moved until the beam strikes a Faraday cage so as to avoid any error due to secondary emission. For rough indications, secondary emission is generally neglected. The voltage across a resistor in series with the probe meter is fed to an oscilloscope which shows the waveform of the pulses at the probe.

The opening of the column that was formerly used for the intermediate lens was enlarged to provide room for the installation of a


Fig. 11-Mechanical table.
viewing system. A reflected view is provided by a mirror inclined at $45^{\circ}$ with respect to the beam axis. A hole is drilled in its center large enough to let the beam pass freely. Observation is made with a microscope mounted at right angles to the column axis and facing the mirror. The mirror is located in the geometrical and optical center of the column. In order to maintain the field of view of the spot, it is necessary to move either the microscope or the mirror. The microscope is large and heavy, hence, it was found simpler to move the mirror. The mirror is mounted on a rectangular frame in such a way that the mirror center and that of the housing are coincident. A vacuum-sealed lead glass window in the wall of the housing permits observation of the mirror and workpiece. Separate drives through the vacuum provide the control of the position of the mirror. It can be pivoted about the beam axis or about an axis perpendicular to that of the beam. Figure 12 shows the mirror housing. The microscope used for observation must have a focal length of nearly nine inches. Consequently, it measures 32 inches and weighs 35 pounds. It was therefore necessary to mount it on a boom pivoted from a right column so that it can be moved
aside to permit access to the work chamber. A manually operated slide is used for positioning the microscope.

## Power Supply

Many of the power supplies require a high degree of stability of the operating voltages and currents. The high-voltage supply is generated by a resonating LC series network. An inductor and its stray capacitor are connected in series, and a-c voltage at resonant frequency


Fig. 12-Micropositioner for the viewing mirror.
is applied. By careful design, the electrical losses are minimized and a high voltage is obtained across the inductor. The peak r-f voltage developed across the coil can be either 25 or 50 kv depending upon the plate and screen voltages supplied to the oscillators. The high resonant voltage is rectified and doubled by conventional means.

Stabilization is achieved by a feedback network. The high-voltage output is stabilized by changing the screen voltage of the oscillator tubes whenever the high-voltage output begins to deviate from its normal value.

The heating current for the filament is delivered at high-voltage level by means of r-f induction. A conventional oscillator circuit provides a 100 kc resonant frequency. The output is inductively coupled to the gun-filament circuit.

## Vacuum Installation

The vacuum installation consists of a mechanical pump and a diffu-
sion pump. An automatic system permits the admission of air to the column only after the diffusion pump has been sealed off. Thus, during loading, the fore pump is connected to the diffusion pump while the column is filled to atmospheric pressure. Before operation, the diffusion pump is sealed off at both ends. The fore pump is connected directly to the columm. When the pressure reaches a sufficiently low value, the fore pump is connected to the diffusion pump which, in turn, is opened to the column. The complete vacuum valving is carried out automatically. Electric motors actuate the valves and correct sequencing is obtained by the action of limit switches and relays. The danger of accidentally letting air to a hot diffusion pump is thus minimized.

Two vacuum gauges are used-a thermocouple gauge and a cold discharge gauge. The thermocouple gauge indicates the pressure reached by the fore pump. The cold discharge or ionization gauge is used to indicate the pressure in the column when the diffusion pump is connected to the column. The electrical signal from the cold discharge vacuum gauge is amplified and used to change the system from rough pumping to final pumping at the correct column pressure. The same gauge is also utilized to control the automatic valving sequence and prevent application of high voltage until the required degree of vacuum is obtained. This prevents the operator from touching the electron gun while the high voltage is on.

To avoid the resistance to pumping offered by the column, a by-pass connection is made from the housing to the gun area.

## Align ment

The tungsten filament is 8 to 10 mils in diameter. It is positioned and spot welded to the holder with the help of a jig shown in Figure 13. The filament holder is installed in the cone with the help of two screws. A second jig, shown in Figure 14, is used to provide the alignment of the filament with the Wehnelt cup. Should there still be any misalignment, there is enough play in the assembly to maneuver the filament holder until the correct position is found. The jig can then be removed and, with the help of a depth microscope, the distance from the tip of the filament to a fixed reference shoulder can be measured. By measuring the length of the Wehnelt cup, the correct spacing between the filament and cup can be determined. The gun can then be connected to the assembly.

The concentricity of the cathode and control electrode with the periphery of the column is effected with the help of a special jig. This screws to the cathode holder exactly as does the Wehnelt cup and is slightly smaller than the inside diameter of the column. With the help


Fig. 13-Jig for spot-welding the filament.


Fig. 14-Jig for positioning filament in the gun assembly.
of feelers, concentricity is verified. The cone assembly can be shifted until alignment is obtained. The whole procedure has to be repeated only when the cone is removed for replacement or for trouble shooting.

The gun assembly can be mechanically displaced with respect to the condenser lens. This latter, is fixed and its mechanical alignment with the rest of the column is obtained by carefully machined surfaces. Three screws spaced 120 degrees apart can be used to align the gun to the condenser.

The projector lens is held on the column by means of three screws. These allow the alignment of the lens with respect to the column and condenser. The mechanical alignment cannot be relied upon for perfect alignment due to the tolerances involved. Once the best mechanical alignment is obtained, final alignment is achieved with the help of electrical deflectors in the column.

There are two separate deflectors. One preceding the condenser lens which serves to align the gitn assembly with the condenser, and another immediately after the condenser lens which serves to align the condenser with the projector. The deflectors are connected across a bridge circuit of resistors. If the bridge is in balance, there is no current flowing in either deflection coil. This is the neutral position. The knobs are then positioned in the center of the dial. Rotation of the knobs one way or another will allow current to flow in one direction or another with a corresponding deflection of the beam. The machine can be operated at either 50 or 100 kv depending on whether the input to the doubler is 25 or 50 kv . The field necessary to deflect the beam at 50 kv is less than that at 100 kv . A resistance is therefore introduced in series with the bridge circuit. This limits the current when operating at 50 kv but is disconnected by a relay when operation is at 100 kv . Smooth deflection control is obtained in this fashion. Alignment can be recognized by noting that a beam of electrons coincident with the axis of a magnetic electron lens does not shift as the strength of the lens is changed. If the beam is off the axis, it shifts as the strength of the lens is changed. The shift of an image point from a magnetic lens as the strength of the lens is changed becomes therefore a criterion for recognizing alignment. There can be a condition where the direction as well as the position are both off the axis in such a way as to obtain a stationary spot as the lens is energized. It is therefore necessary to reverse the magnetic field during the alignment procedure.

Sometimes, the aperture in the condenser lens becomes contaminated. By carefully defocusing the beam and increasing the emission, the aperture is heated and this generally eliminates the charging up.

## Illumination

Correct observation of the workpiece during operation is very important for the successful operation of the machine. The illumination of the target presents some problems because of the close spacing between the final lens and the workpiece. The illumination was therefore provided by inserting six equidistant bulbs immediately above the working area. The bulbs have given some difficulties because of the insulated glass which charges up and distorts the beam and because of the loss of light when they get coated with the metal vapor after operation. The final solution was found by removing the glass and using bare filaments. By careful interlocking, the filaments are lit only when good vacuum is obtained. In order to be able to position the target properly, two bulbs are located at the extreme corners of the housing. These serve only during the time air is let inside the chamber and are not sufficient to illuminate the target during operation. The observation of the target while it is being bombarded by the beam is rather difficult due to the brightness of the spot. The microscope iris is used to cut down on the illumination, but this in turn results in loss of detail. Another method would be to use a television camera on the target; however, there are problems to be solved here too.

## DEflection

The deflection control is provided by means of four pole deflectors. The four coils are wound on a ferrite core and are arranged 90 degrees apart with their axis pointing inward at a common center. One method of deflection is achieved as follows: Two of the coils, 180 degrees apart, are connected in series and a sawtooth voltage is applied to these coils. The other two coils are also connected in series and a square wave is applied to them. Now the beam will travel back and forth and is deflected left and right across the straight line of the sawtooth wave. If the two waves are not synchronized, the spot will hit all points of the periphery of the rectangle bounded by both wave-form amplitudes. As an example, if the two wave forms are periodically interchanged, a cross will be formed. The use of more poles will increase the number of geometrical configurations that can be machined. The maximum deflection is of the order of $1 / 8$ inch from the center point due to the limit imposed by astigmatism. ${ }^{24}$

## Pulse System

As was indicated earlier, it is necessary to pulse the beam to reduce

[^13]unwanted heating and melting at the target. The beam is biased off by applying a sufficiently negative voltage on the Wehnelt cylinder. If now a positive pulse is applied on the Wehnelt cylinder, the beam is automatically switched on for the length of time the pulse is applied. A first look at the problem might indicate that this is a simple matter, quite readily solvable. However, there are many difficulties involved which necessitate careful design of circuitry and insulation.

As indicated earlier, the anode and column are at ground potential, while the cathode and cup are at -100 kv with respect to the anode. Accordingly, the pulse has to be delivered at 100 kv level.

The requirement for the successful operation of the machine was


Fig. 15-Pulse control using insulated high-voltage pulse transformer.
to have a pulsing circuit that can deliver pulses from two to several hundred milliseconds in duration. For short pulses, the rise and decay time must be very short. This sets up an upper limit to the RC of the network. The capacitance is already present in the gun system and it is estimated as 50 picofarads. In addition there is the stray capacitance of the circuit.

For long pulses, relatively long rise and decay times can be tolerated. However, it is preferable not to have any exponential decay of the pulse. This in turn presents some difficulties due to the RC of the network. A compromise must therefore be sought.

One method of obtaining the pulses is to feed the pulses through a pulse transformer insulated for 100 kv . The pulses are supplied to the primary winding from a pulser at ground potential. The pulse transformer is a 1:1 inverting transformer and can be designed to have a bandwidth which enables it to transmit rectangular pulses over a certain range. This scheme is shown in Figure $1 \overline{5}$. It has many advantages. However, it is well-known that a pulse transformer can only work over a narrow bandwidth. It is very difficult, if not impossible,


Fig. 16-Pulse-coupling lead using r-f scheme.
to design a pulse transformer that will transmit undistorted pulses up to several hundred milliseconds. This scheme was therefore not chosen.

Another method considered was the use of a pulsed r-f carrier system by which the pulses can be brought to $100-\mathrm{kv}$ potential and there rectified and stabilized in amplitude.

Figure 16 shows details of such a scheme. A 1/2-inch thick Pyrex insulator is used between the primary and secondary of the r-f coupling transformer. The circuit at the $100-\mathrm{kv}$ level is a parallel tuned circuit
with a half-wave series rectifier across it. The rectified pulses can be stabilized to the desired pulse amplitude by means of a Zener diode. In order to avoid the long tail at the trailing edge of the pulse due to the charge stored in the Zener diode, a rectifier diode was connected in series with the Zener diode. This scheme has many merits but at the same time presents many difficulties due to the critical tuning involved.

A variation of this scheme is to use the r-f to supply not only the pulses, but also the bias. Thus, by simple amplitude modulation the potential difference between the Wehnelt cup and filament can be varied at will, thereby eliminating the bias supply with its own $100-\mathrm{kv}$ insulated transformer. However, a simple computation will show that such a scheme is not feasible. The load capacitance is of the order of 50 picofarads.

If we require a minimum pulse width to be of the order of two microseconds, the minimum permissible rise and decay time would be of the order of 0.4 microsecond. The load resistance would have a maximum value

$$
\begin{equation*}
R=\frac{\tau}{C}=\frac{0.4 \times 10^{-6}}{50 \times 10^{-12}}=8 \times 10^{3} \mathrm{ohms} \tag{60}
\end{equation*}
$$

For a bias of about 1500 volts, this would present a power dissipation of

$$
\begin{equation*}
P=\frac{(1500)^{2}}{8 \times 10^{3}}=280 \text { watts } \tag{61}
\end{equation*}
$$

It is clear that such a power dissipation at r-f frequency would not be very practical.

It was therefore decided to discard the r-f pulsing scheme. In view of the fact that the pulse circuit was to deliver pulses over a wide range, the best solution was found by using a bistable multivibrator. The power supply which provides the variable bias voltage circuit provides the d-c plate voltages to the multivibrator at the same time. Figure 17 shows the circuitry used in such a scheme.

All of the electric components at $100-\mathrm{kv}$ level are mounted inside a highly polished shielding bottle which plugs into sockets in the bottom of a ceramic insulator core.

The high-voltage cable plugs into one side of the container or "bottle." A corona shie'd is provided around the cable to minimize the field strength. On the opposite side, a glass insulator with the differentiating transformer is mounted. The glass insulator is $1 / 2$-inch
thick in the center and is thicker at the rim. It is coated with a high resistance "TIC" (transparent iridized coaking) coating of the order of $10^{4} \mathrm{ohms} / \mathrm{cm}$ in the depressions of both sides. These coatings serve as field equalizers for the high voltage. The coupling transformer is made of a ferrite core split in two and monted face to face on each side of the glass insulation. This provides the high-voltage insulation as well as the leakage for the differentiation of the pulses. All outside corners of the shield are well rounded to eliminate any high field regions, thus eliminating the chance of breakdown.

Tube $T_{2}$ is normally conducting while tuble $T_{3}$ is kept close to cutoff by means of resistor $R_{4}$. A positive trigger pulse at the grid of tube $\mathrm{T}_{1}$ turns this tube on and cuts off tube $\mathrm{T}_{2}$. As a consequence, tube $\mathrm{T}_{3}$;


Fig. 17-Multivibrator pulsing and bias supply.


Fig. 18-Pulse circuit attached to transformer and ready to be insertel in the bottle and oil bath.


Fig. 19-Electron-beam machine.


Fig. 20-A butt weld of two pieces of molybdenum 5/1000 inch thick.
loses its bias voltage and becomes fully conductive. The bias voltage between the cathode and the control grid drop accordingly. The negative trigger pulse resets the system to the original conditions.

The advantage of this system as against others is the fact that very wide bandwidths can be covered by the same setup. In the very short pulse-width range, a fast rise and decay time is essential, but the exponential decay of the pulse due to the charging and discharging of the inherent capacitance in the system is negligible. For large pulse widths, the rise and decay time is negligible, but here the maintenance of a relatively horizontal pulse is important. It is therefore necessary to design two separate circuits which can be interchanged quite readily to suit the pulsing requirement at the target.


Fig. $21-21 / 2-m i l$ holes drilled in molybdenum 5 mils thick.

It was found advisable to set up the circuit in such a way as to maintain a fixed pulse amplitude. The level between the Wehnelt cylinder and cathode can be adjusted with the bias control. In this way only one $100-\mathrm{kv}$ insulated control is necessary.

The "bottle" or shield is mounted inside a grounded container. The clearance between the two is maintained to a minimum of $11 / 4$ inches throughout. Dow Corning silicone oil is used as an insulator. A viscosity of 1.0 centistoke at $25^{\circ} \mathrm{C}$ was chosen. The electric strength is 325 volts/mil.


Fig. 22-Cross section of $1 / 4000$ hole drilled in ferrite 10 mils thick.

The diodes used were good for 1000 volts peak inverse voltage and can carry from 300 to 400 ma d-c forward current depending on whether they are capacitively or inductively loaded. Figure 18 shows the circuit attached to the transformer and ready to be inserted in the bottle and oil. Figure 19 shows the complete electron-beam machine during operation.

While the objective of this paper is to describe the considerations which underlie the design of an electron-beam machine and its actual design, some examples of work performed with the completed machine are shown in Figures 20 to 23.


F'ig. 23-Weld of two concentric nichrome tubes.

## Conclusion

In conclusion, it has been shown that an electron-beam machine can be designed to obtain a high probe current of 5 milliamperes in a spot of .001 inch diameter. The spot can be deflected $1 / 4$ inch without appreciable distortion. The beam can be pulsed from a few microseconds to several milliseconds very satisfactorily, using a multivibrator circuit. A mechanical table to provide flexibility in positioning and displacing the object is incorporated in the electron-beam machine. The viewing mechanism consists of a long-focus microscope and a $45^{\circ}$ mirror with a hole through which the beam passes freely.
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# HIGH-SPEED ARITHMETIC EMPLOYING TUNNEL DIODES* 

BY

H. S. Milller

RCA Laboratories
Princeton, N. J.
Summary-Straight-forward tunnel-diode circuitry was developed which sequentially propagates (and stores) both carries and borrows in parallel adders. Measured stage delays average 0.3 nanosecond ( $0.3 \times 10^{-9}$ second); worst-case stage delay is 0.4 nanosecond. The power supply for the tunnel-diode circuitry comes from conventional transistor logic circuits. Transistorized amplifiers are used to increase the signal level of the tunneldiode circuits to that required by other transistor logic circuits. Extrapolating from experimental results, the "wait" time for generation of a set of carries or borrows after both operands are present would be on the order of 30 nanoseconds for a 50-bit word length.

## Introduction

THE PRINCIPAL LIMITATION on the speed of parallel arithmetic units is the time required to communicate information sequentially from its least-significant bit positions to its mostsignificant bit positions. Carries and borrows are examples of this type of information. Approaches taken in the past to shorten this communication time include: (a) techniques for partially or fully eliminating the need for this sequential communication by using redundant number systems, such as carry-save ${ }^{1-4}$ and extended-base ${ }^{5}$

[^14]number systems; (b) techniques for anticipating carries at higherorder adder positions with combinational logic and carry skip networks; ${ }^{-8.8}{ }^{15}$ (c) techniques for shortening over-all adder delay by detecting completion of carry propagations rather than always waiting for the "worst-case"; ${ }^{6, ~ 8-10.15 ~(d) ~ t e c h n i q u e s ~ e m p l o y i n g ~ c o n d i t i o n a l ~}$ logic such as conditional sum $\operatorname{logic}{ }^{11 .} 12$ and conditional carry logic; ${ }^{13}$ and (e) techniques using specialized circuitry for propagating carry information. ${ }^{14,}{ }^{18}$ Each of these approaches has its own advantages and disadvantages. We are interested in increasing the over-all performance of the arithmetic unit while decreasing its complexity.

This paper describes specialized tunnel-diode circuitry which has demonstrated its ability to propagate carries or borrows with less than a 0.5 -nanosecond stage delay and which reduces the over-all complexity of the arithmetic unit as compared with fully transistorized versions operating at the same speeds. In particular, these fully transistorized versions would require involved carry logic to obtain the same speeds. Furthermore, both carries and borrows can be propagated with the tunnel-diode circuitry. This attribute greatly enhances the versatility of the arithmetic unit with regard to the types of arithmetic operations and comparisons available to the programmer.* All the interest-

[^15]ing logical manipulations are also readily available with this tunneldiode arithmetic unit. Before describing the performance of a set of tunnel-diode carry generation circuits, the operating principles of the circuits employed will be described.

## Tunnel-Diode Circuit

Information (e.g., carries and borrows) can be propagated very rapidly from least-significant bit positions to most-significant bit positions of a parallel adder with a string of tunnel-diode OR gates. The simplicity of this tunnel-diode circuitry is easily seen when the information to be propagated is the familiar carry, given by the logical expression,

$$
\begin{equation*}
c_{i+1}=a_{i} m_{i}+a_{i} c_{i}+m_{i} c_{i} \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
& c_{i+1}= \\
& \quad \text { carry into the }(i+1) \text { th bit position. } \\
& a_{i}, m_{i}=i \text { th summand bits. }
\end{aligned}
$$

Rearrangement of Equation (1) yields

$$
\begin{equation*}
c_{i+1}=\left(a_{i}+m_{i}\right)\left(a_{i} m_{i}+c_{i}\right) \tag{2}
\end{equation*}
$$

which describes a two-input tunnel-diode OR gate with the inputs [ $\left.\left(a_{i} m_{i}\right),\left(c_{i}\right)\right]$ and with a "controlled" power supply. The controlled power supply for the tunnel-diode OR gate is "on" if $\left[\left(a_{i}+m_{i}\right)=1\right]$ and "off" if $\left[\left(a_{i}+m_{i}\right)=0\right]$. Equations for the other three possible arithmetic operations are

$$
\begin{array}{r}
{[\mathrm{A}-\mathrm{M}]: b_{i+1}=\left(\bar{a}_{i}+m_{i}\right)\left(\bar{a}_{i} m_{i}+b_{i}\right),} \\
{[-\mathrm{A}+\mathrm{M}]: b_{i+1}=\left(a_{i}+\bar{m}_{i}\right)\left(\bar{a}_{i} \bar{m}_{i}+b_{i}\right),}  \tag{3}\\
{[-\mathrm{A}-\mathrm{M}]: b_{i+1}=\left(\overline{a_{i}}+\bar{m}_{i}\right)\left(\bar{a}_{i} \bar{m}_{i}+b_{i}\right),}
\end{array}
$$

where $b_{i+1}$ is the borrow from the $(i+1)$ th bit position.
Figure 1 is a simplified diagram of a tunnel-diode circuit described by Equation (2). The peak in the volt-ampere characteristies for tunnel-diode TD is used as the threshold for the OR function. Rectifier doide D1 ensures directionality of information propagation. Transistors Q1 and Q2 are inverter transistors of standard logic circuits.

Transistor Q1 is "off" when $\left[\left(a_{i}+m_{i}\right)=1\right]$. Similarly, transistor Q2 is "off" when [ $\left.\left(a_{i} m_{i}\right)=1\right]$."

As shown in the figure, an amplifier with a high-impedance input is connected to tunnel-diode TD. This amplifier senses the voltage state of TD and produces $\left[c_{i+1}\right]$ and $\left[\bar{c}_{i+1}\right]$ at the required levels for use in


Fig. 1-Tunnel-diode circuit used to propagate carries and borrows in parallel adder.
a standard transistor logic circuit functioning according to the Boolean equation

$$
\begin{equation*}
s_{i+1}=a_{i+1} \oplus m_{i+1} \oplus c_{i+1}, \tag{4}
\end{equation*}
$$

where $s_{i+1}$ is the $(i+1)$ th sum bit. ${ }^{\dagger}$ The structure of Equation (4) is independent of the arithmetic operation.

[^16]The operation of the tunnel-diode circuit shown in Figure 1 can be qualitatively explained as follows. When transistor Q1 is "off," the operating point on the volt-ampere characteristic of tunnel-diode TD is P1. If additional current is received through either of the rectifier diodes D1 and D2, tunnel-diode TD will switch to its high-voltage region and the operating point will be either P2 or P3, depending upon the state of $\left[a_{i+1}, m_{i+1}\right]$. If $\left[\left(a_{i+1}+m_{i+1}\right)=1\right]$, P2 is the stable operating point; otherwise, P3 is the stable operating point.

Typical switching waveforms of the $i$ th tunnel diode are shown in Figure 1. The two waveforms correspond to cases where the operating point in the high-voltage region is either P2 or P3. When P2 is the operating point, the voltage across tunnel-diode TD is 480 mv ; for P3 it is 550 mv . The "ringing" in the lower waveform is due to the switching trajectory spiraling in on P3. The "overshoot" in the upper waveform is caused by the switching trajectory intersecting the highvoltage region of tunnel-diode TD at a current level much higher than that of P2.

Resetting tunnel-diode TD in the $i$ th position to the low-voltage region is accomplished by insuring that $\left[\left(a_{i}+m_{i}\right)\left(a_{i-1}+m_{i-1}\right)=0\right]$. When this logical condition exists, P 4 is the stable operating point. These bistable tunnel-diode circuits must be reset after every use. The repetition rate for resetting is equal to the rate at which the entire adder subsystem is used. Even for long adders, the maximum rate is generaly set by the standard logic circuits represented by transistors Q1 and Q2 in Figure 1.

To summarize, the tunnel-diode circuit described above is a bistable circuit having a fan-out of approximately one. Conventional transistor logic circuits provide a "controlled" power supply, and a transistorized amplifier is used to increase the signal level of the tunnel-diode circuit to that required by other transistor logic circuits. Carries/borrows are sequentially propagated by these tunnel-diode circuits at a very fast rate.

## Circuit Design

A carry/borrow string using nine tunnel-diode circuits of the type shown in Figure 1 was constructed using 50-ma gallium-arsenide tunnel diodes for TD. Rectifier diodes D1 and D2 were low-capacitance germanium units. Diode D3 was a gallium-arsenide tunnel rectifier whose injection region served as a voltage clamp on the ( $a_{i} m_{i}$ ) current source. This clamp serves to prevent twice the normal current from flowing through rectifier diode D 1 of the $(i+1)$ th stage which might otherwise cause the $(i+1)$ th tunnel-diode TD to switch to its high-voltage
region, even though $\left[\left(a_{i+1}+m_{i+1}\right)=0\right]$. The valley capacitance of the gallium-arsenide tunnel diodes was less than 35 picofarads; the string exhibited an average stage delay of 0.86 nanosecond. A second carry/ borrow string was constructed using all-germanium tunnel devices.

To minimize undesired feedback signals between stages of the allgermanium carry/borrow string, rectifier diode D1 was actually two germanium tunnel rectifiers in series. This series combination was chosen as the coupling elements so as to obtain a low net shunt capacitance of the composite diode D1 with two tunnel rectifiers having morereasonable shunt capacitances. For simplicity, rectifier diode D2 was identical to tunnel-rectifier pair D1.*

Because of the realizable current-voltage characteristics of tunnelrectifier pair D1, a $45-\mathrm{ma}$ peak current was required for germanium tunnel-diode TD. The valley capacitance of TD was less than 12 picofarads. Rectifier diode D3 was replaced by a 15 - to 30 -ma peak current germanium tunnel diode. Its high-voltage region serves the same function as did the injection region of rectifier diode D3. ${ }^{\dagger}$ In addition, its low-voltage region "clamps" the current through tunnel-rectifier pair D2 to zero when transistor Q2 is saturated. This clamping action simplifies tolerance restrictions on the saturation voltage of transistor Q2.

Tolerance specifications on circuit components for the $i$ th stage were quickly determined by making approximations to the $(i-1)$ th and $(i+1)$ th stages. It can be shown that these approximations introduce a considerable safety factor in that the tolerance specifications derived with the aid of these approximations are much tighter than necessary. This simplified design procedure is described as follows.

The $(i+1)$ th stage is approximated by tunnel-rectifier pair D1 shorted to ground. With $\left[\left(a_{i}+m_{i}\right)=1\right]$ the minimum resistive characteristics of tunnel-diode D1 is determined. Adequate allowance is made for transient requirements of the current-steering amplifier (3-ma maximum) in that regardless of loading conditions, operating point P3 is never allowed to enter the negative-resistive region of tunnel-diode TD.

The ( $i-1$ )th stage is approximated by tunnel-rectifier pair D1 returned to a voltage source equal to the maximum valley voltage of tunnel-rectifier pair TD. Again with $\left[\left(a_{i}+m_{i}\right)=1\right]$, the maximum resistive characteristic of tunnel-rectifier pair D1 is determined. Minimum "overdrive"* was set at 2.5 ma.

[^17]Tunnel-rectifier pair D2 has the same volt-ampere characteristics as pair D1 except that there is more latitude in its minimum resistance characteristic. This is because tunnel-diode D3 has a lower valley current, and, in addition, it does not drive a current-steering amplifier.

For the reset operation, the assumption is made that the $(i-1)$ th stage is a current source equal to the maximum possible current through tunnel-rectifier pair D1. As a consequence, the condition $\left[\left(a_{i}+m_{i}\right)=0\right]$ for all $i$ is established for the reset operation. In addition, transistors Q1 and Q2 must have a saturation voltage less than the minimum vailey voltages of tunnel-diodes TD and D3. In practice, only the condition that $\left[\left(a_{i}+m_{i}\right)\left(a_{i-1}+m_{i-1}\right)=0\right]$ need be satisfied to reset the $i$ th tunnel diode.

Tolerance on all power supplies and resistors were $\pm 3$ per cent (worst case). The permissible worst-case peak current variation in tunnel-diode TD was 43 to 47 ma . Peak voltage of tunnel-diode TD was required to be less than 95 mv , with a valley voltage of 375 to 425 mv , and a maximum valley current of 6 ma at 425 mv , all worstcase conditions. The worst-case specifications on tunnel-rectifier pair D1 was: $i \leq 2$ ma at $95 \mathrm{mv}, i \geqslant 15 \mathrm{ma}$ at 330 mv , and $21 \mathrm{ma} \leq i \leq 24$ ma at 425 mv . For tunnel-rectifier pair D2, it was required that $i \leq$ 3 ma at $95 \mathrm{mv}, i \geqslant 15 \mathrm{ma}$ at 330 mv , and $21 \mathrm{ma} \leq i \leq 29 \mathrm{ma}$ at 425 mv . The peak current of tunnel-diode D3 was allowed to vary between 15 and 30 ma . with a maximum valley current of 5 ma at 425 mv , a peak voltage of 50 to 95 mv , and a valley voltage of 375 to 425 mv , all worst case.

Figure 2 is a photograph of the over-all subsystem. Circuit boards that contain AND-OR-NOT logic circuits that serve as the power supplies for the tunnel-diode circuitry are located behind the main panel. These logic circuits have a worst-case stage delay of 5 nanoseconds. Smaller circuit boards, as indicated in the figure, contain the current-steering amplifiers. The four transistors and the majority of the passive components for this circuitry are contained in the low silhouette TO-15 can.

Figure 3 is a close-up view of one of the tunnel-diode circuits. Subminiature coaxial cable is used to interconnect all transistor circuitry with all the tunnel-diode circuitry.

## Performance

The average stage delay for the tunnel-diode circuits was under 0.5 nanosecond. Typical waveforms of five successive carry ripples are shown in Figure 4. A small variation in average stage delay as a


Fig. 2-Nine-stage tunnel-diode carry/borrow string.


Fig. 3-Close-up view of one of the tunnel-diode circuits.
function of power-supply voltage $E$ (see Figure 1) is to be expected since the current level of P1 ( $I_{P 1}$ ) directly influences the proportion of the switching current (approximately $I_{P 1}-I_{P 3}$ ) available to charge shunt capacitances of the tunnel diodes. For this subsystem, the average stage delay varied between 0.37 and 0.30 nanosecond for the permissible worst-case tolerance variation in $E$. Complete operation ceased for $E<5.0$ volts and $E>5.7$ volts ( $R_{1}+R_{2}=128 \mathrm{ohms}$ ). Operation was unreliable for $E>5.6$ volts. This unreliable operation was caused by an occasional triggering of the $(i-1)$ th stage when $\left[\left(a_{i-1}+\right.\right.$ $\left.m_{i-1}\right)\left(a_{i} m_{i}\right)=17$. This triggering was a result of feedback coming


Fig. 4-Waveforms of five successive carry ripples. Average stage delay $\simeq 0.32$ nanosecond.
through the shunt capacitance of tunnel-rectifier pair D1. For this nine-stage subsystem, the shunt capacitance of D 1 was less than 1.8 picofarads. It should be noted that each tunnel-rectifier of the pair has a shunt capacitance of less than 3.6 picofarads. Reliable operation can be extended all the way to 5.7 volts if lower-capacitance tunnel rectifiers are employed.

The transistor amplifier used to sense voltage states of the tunnel diodes exhibited a maximum output rise (and fall) for $c_{i+1}$ (and $\bar{c}_{i+1}$ ) of 4 nanoseconds. The amplifiers have a maximum "wait" time between the start of the change of state of tunnel-diode TD and the start of the change of $c_{i+1}$ of 2.7 nanosecond. Typical waveforms for this transistor amplifiers are shown in Figure 5.

The total "wait" time, $T_{w}$, for generation of a set of carries for $n$ bits would be the sum of
(1) stage delay of the transistor power-supply circuits (defined as the time between the 50 per cent point on the input to the 50 per cent point on the output),
(2) one-half the rise time of the transistor power-supply circuit represented by transistor Q2 in Figure 1,
(3) average stage delay of the tunnel-diode circuits times $n$,
(4) wait time plus one-half the rise time of output amplifier for $\tau_{n-1}$.


Fig. 5-Typical waveforms of current-steering amplifier.

For the subsystem discussed here,

$$
T_{w}=(5.0+2.0+0.37 n+4.7) \text { nanosecond. }
$$

and for an $n$ of $50, T_{20}$ equals 30.2 nanosecond. $T_{w}$, of course, does not include cable delays.

## Conclusion

Sets of carries and borrows can be generated with minimum equipment and with a minimum of wait time using tunnel diodes in relatively straight forward circuits. We have optimized a balance between sequential and parallel processing so that performance is increased while complexity is decreased. This general philosophy is applicable in other subsystems.

# COMPARATIVE STUDY OF LOW-VHF, HIGH-VHF, AND UHF TELEVISION BROADCASTING IN THE NEW YORK CITY AREA 

BY<br>Donald W. Peterson<br>RCA Missile and Surface Radar Division.<br>Moorestown, N. J.


#### Abstract

Summary-In 1961, the Federal Communictions Commission placed a UHF system in operation in New York City for an extensive study aimed at providing a quantitative measure of the comparative merit of VHF and UHF television transmission in large cities. A comparison between the FCC UHF (channel 31) transmission from the Empire State Building and existing VHF transmissions has also been made by RCA. A comparative evaluation of picture degradation from multipath propagation and of the availability of useful levels of signal strength in highly built-up parts of Manhattan were the principal objects of study. This was supplemented with similar comparisons in other areas where there was less variability. Surveys of comparative field strength were performed along the smoothest and the roughest available radial profiles.


## Introduction

ASUBSTANTIAL PART of the UHF television spectrum (470890 mc ) remains unused in the United States. ${ }^{1}$ Technical differences between VHF and UHF system performance are partially responsible for this sitaation.

The most conspicuous of these differences, and one which favors the VHF end of the spectrum, is that shadow loss due to hills increases with frequency. Another difference, less commonly observed in operating systems, is the apparent theoretical advantage of UHF propagation over very smooth terrain. When the terrain is smooth enough to produce interference lobing, the field strength (for a given radiated power) at normal receiving antenna heights increases with frequency throughout a considerable distance range. There are, however, fundamental receiving antenna problems which tend to adversely affect performance of all systems in cluttered surroundings. Also, a number of state-of-the-art differences in r-f hardware exist and currently are important factors in relative system performance over the spectrum. The most serious of these is the substantial difference in receiver

[^18]noise figure, which favors the lower end of the television spectrum. In addition, galactic noise is received at a high enough level to establish a limitation substantially higher than the thermal noise level for the lowest VHF channels. UHF system noise performance could eventually surpass low VHF performance in view of this fact, although the necessity for low receiver cost makes this seem unlikely. Finally, in practice, much higher gain transmitting antennas are used for UHF than for VHF. Adoption of this expedient, which is necessary for UHF systems, has objectionable consequences, particularly in hilly or rising terrain.

A long series of studies of the propagation problems and extensive advances of the hardware art culminated in the Television Allocations Study Organization (TASO) studies reported in 1959. ${ }^{2}$ This large cooperative undertaking of government and industry answered most of the questions about frequency dependence.

One problem area was slighted, however, because of the costliness of an effective study. Up to 1962 there had been no comprehensive comparison of VHF and UHF television in a highly built-up city. In view of the dominant part that large cities, and New York City in particular, play in American television, this remaining problem was serious enough to merit study.

## Federal Communications Commission New York UHF Project

The Federal Communications Commission (FCC) obtained from the 86th Congress a two-million-dollar appropriation for the necessary instrumentation, field testing, and data analysis to study large-city television problems. The FCC conducted a large-scale field survey in the New York City area ${ }^{3.4}$ during late 1961 and 1962.

A transmitter was leased by the FCC, installed on the 80th floor of the Empire State Building, and operated by the City of New York as channel 31 ( $572-578 \mathrm{mc}$ ). A specially developed omnidirectional antenna was interspersed between layers of the channel 2 antenna on the tower above the Empire State Building. A private organization was engaged to do the field testing using commercial receivers and a specially developed portable all-channel field-strength meter. The UHF broadcasting system, with the call letters WUHF, was put into operation in November 1961, thus affording an opportunity to perform comparative studies of UHF and VHF stations in and around the city.

[^19]
## RCA UHF Project

In view of the availability of the UHF signals, an RCA field project in the New York City area was planned late in 1960 in the belief that the knowledge gained could supplement the output of the FCC project. Figure 1 is a map of New York City showing the various areas involved. The purpose of the RCA project was to study propagation in the clutter of highly built-up portions of the city-the large-building areas. It was to determine the frequency dependence of the picture degradation resulting from multipath propagation and the transmission loss in highly built-up and variable areas such as those east and west of Central Park in Manhattan. The degradation of color pictures from multipath propagation was of particular interest.

The UHF transmissions from the Empire State Building provided an opportunity to examine frequency dependence in an entire service area under true broadcasting conditions. With more radiated power and better receivers and field strength meters available than for earlier New York surveys, radial surveys outside the city could be carried out more completely than before.

The problems of the comparative study can be divided into two categories: (1) smooth-terrain problems and (2) rough-terrain problems. Broadly speaking there are two basic kinds of propagation problems in both categories. First, both buildings and hills cause multipath propagation with resultant picture degradation. Second, they produce distorted field distributions and shadow loss, both of which tend to reduce the space median of antenna terminal voltages. (It is assumed here that UHF antennas of interest have aperture dimensions in the order of several wavelengths.) Besides acting as reflectors, buildings also introduce attenuation, since propagation must sometimes be through walls. In a smooth-terrain, built-up city area, the receiving antennas are figuratively immersed in a sea of clutter, with little or no possibility of using antenna directivity or gain in a predictable way, if the building heights are variable. In the rural hillyterrain situation, the propagation effects may be qualitatively understood by inspection of the surroundings. The consequences of terrain shadowing may be dominant. While all kinds of situations are of interest, it was found expedient to study clutter effects in smooth terrain, and rough-terrain effects with clutter eliminated.

## Smooth-Terrain Problems

The clutter of New York City ranges from the extreme variation of building sizes of Manhattan, illustrated in Figure 2, to the slight


Fig. 1-Map of the New York City area.
variation of two-story row houses in Queens and Brooklyn. The situations studied in New York City are shown in Table I. In all of these situations it was necessary to determine both the multipath picture degradation and the receiver terminal voltage.

The distance of the "fringe area" in residential sections was determined. Since here we were not concerned with multipath degradation, it was necessary to measure only field strength above roof-top level. A radial line along the south shore of Long Island was chosen for a survey over exceptionally smooth terrain with suburban clutter. The useful range of the fringe area, particularly for UHF, depends upon the receiving antenna gain which can be effectively employed; thus effective receiving-antenna gain in clutter is of interest.

Table I-Clutter situations studied in New York City.

| Location | Roof | Room | Street | Character of Sample | Type of <br> Sampling |
| :--- | :---: | :---: | :---: | :--- | :--- |
| Manhattan | x | x |  | Extremely varied <br> building sizes | Random |
| Queens | x | x |  | Moderately varied <br> building sizes | Random |
| Queens |  | x | x | Six story apartments | Random |
| Queens |  |  | x | Two story row houses | Periodic |
| Queens |  |  | x | Two story single houses | Periodic |

## Rough-Terrain Problems

The extent to which rough-terrain problems can be studied in the New York area is quite limited. The two Watchung ranges in New Jersey afford what is probably the best available topographic situation for studying terrain effects. The shadow loss from these ranges was too great to enable complete measurement of field strength with the radiated power and instrumentation available for the 1948 tests. ${ }^{5}$ It was therefore desired to include a survey along a radial line through the Watchungs. The topography is relatively simple, and the mountain ranges are only 14 to 15.5 miles from the Empire State Building.

## Conditions of the Field Test

Low VHF channel 2 ( $54-60 \mathrm{mc}$ ) and high VHF channel 7 (174-180
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Fig. 2-Manhattan, illustrating the degree of clutter. The view is looking north across Central Park, the northern boundary of which is 110 th street. The Hudson River is seen at the upper left.
mc ) stations were chosen by the FCC as the most suitable broadcasting systems for comparison with the channel-31 system; the same channels were also used for the RCA comparison. Within a radius of about two miles, all three transmitting plants delivered field strengths which were usually excessive for standard receivers and transmission lines. It was quite usual for the stray pick-up of a standard receiver to exceed the signal level from the antenna. As a consequence, antenna orientation was relatively ineffective in reducing multipath degradation. Special receiver shielding and transmission line shielding was found to be necessary to avoid stray pick-up, and was employed successfully. Color programming was available from the channel 4 ( $66-72 \mathrm{mc}$ ) station directly, and via channel 31 . Therefore, these channels were used for color comparisons.

It was necessary to use regular program material for subjective evaluations of picture quality. This meant that the evaluator could not know the picture quality as transmitted. In fact, the variation in quality of transmitted pictures was great enough to have a significant effect on the observations. Experience with subjective evaluation in Manhattan, where picture quality is notoriously poor, led to a recognition of further problems:
(1) If the picture defect consisted of lack of resolution, there was a marked tendency for picture quality judgments to depend upon the amount of information in the picture. For example, a close-up of a person might appear to have satisfactory resolution while printed matter in a commercial might not be legible or a crowd scene might be quite unsatisfactory.
(2) If the picture defect consisted of ghost images, these were found to be quite objectionable in some scenes and not even noticeable in others under identical receiving conditions.
(3) It was often not at all obvious just what was wrong with poor pictures.

It was concluded that a picture evaluator in the field could probably benefit by the use of special test waveforms viewed on an oscilloscope..

## Test Signals

The difficulty of making reliable subjective evaluations was subs stantially alleviated by employing two kinds of test signals. The first of these, a part of the standard synchronizing waveform known as the equalizing pulse, is a two microsecond pulse which proved to be useful
in observing multipath echo waveforms. The second test signal used is a succession of video modulating bursts ranging from 0.5 to 3.58 $\mathrm{mc} / \mathrm{sec}$ and occurring along a picture line. Since this multiburst is put on only one or two picture lines during regular broadcasting, it must be observed with a line-selector oscilloscope. Both test-signal waveforms are directly related to picture quality. Their value increased as the picture evaluator gained experience using them.


Fig. 3-Test waveforms: (a) multiburst and (b) two-microsecond pulse.

Both the equalizing pulse and the multiburst test signals were displayed on an oscilloscope and photographed as a part of most of the RCA field observations made in New York City. Their use eliminated most of the doubts experienced in picture evaluation. Photographs of the test waveforms are shown in Figure 3.

The transmitting antenna elevations on Empire State Building are
shown in Figure 4. The transmitting antenna azimuth patterns are shown in Figure 5. The geographical orientations of the channels 2, 4, and 7 patterns are known and hence could be taken into account in computing theoretical field strengths. The orientation of the channel 31 pattern was not known so there is an approximate +4 to -8 decibels


Fig. 4-Empire State Building antenna tower.
uncertainty in all UHF computations of theoretical field strength. To put this another way, the radiated power probably lies between 4 decibels above and 8 decibels below the nominal (average) value and varies with azimuth angle in an unpredictable manner.

The elevation patterns of the transmitting antennas are shown in Figure 6. It should be noted that the VHF patterns have deeper minima than the channel-31 patterns from the pattern maximum down to $-20^{\circ}$. The portions of the service area served by the elevation pattern minima may be seen by reference to Figure 7. 'These minima serve distances of about $1.25,0.8$, and 1.2 miles for channels 2,4 , and 7, respectively. The UHF elevation pattern has been shaped to yield constant field strength with distance over "average" terrain for the


Channel 2


Fig. 5-Transmitting antenna azimuth patterns for channels 2 and 4.


Channel 7


Fig. 5 (cont.)-Transmitting antenna azimuth patterns for channels 7 and 31.


Fig. 6-Transmitting antenna elevation patterns for channels 2, 4, 7 and 31.

FCC $\mathrm{F}(50,50)$ propagation curves. ${ }^{6}$ Because of the necessity of using high UHF antenna gain, the pattern drops rapidly from a maximum at $-2.5^{\circ}$ as zero elevation angle is approached. This, it will be seen later, has important consequences in hilly and rising terrain.

The outdoor receiving-antenna azimuth patterns are shown in Figure 8. The antennas used were chosen as approximately encompassing the practical range of usable physical sizes. Simplicity of structure and clean patterns were influencing factors in the specific


Fig. 7-Elevation angle over smooth spherical earth.
choices. A large and a small antenna were used for each frequency. VHF antennas are in such wide use as to establish the norm for size. On this basis a commercial all-channel unidirectional VHF antenna was chosen for the large VHF antenna. The small VHF antennas were single-channel dipoles with a parasitic reflector. The small unidirectional UHF antenna was a corner reflector type, and the large one was a 6 -foot paraboloid. The unidirectional receiving antenna gains are shown in Table II.

The VHF unidirectional and the UHF corner-reflector antennas have similar patterns. The VHF unidirectional and the UHF paraboloid antennas are comparable in physical size and mechanical complexity.

Indoor receiving antennas consisted of rabbit-ear dipoles for channels 2, 4, and 7 and the corner reflector and a dipole with reflector antenna for channel 31.

[^21]
(a) CHANNEL 2 (UNIDIRECTIONAL ANTENNA)

(b) CHANNEL 4 (UNIDIRECTIONAL ANTENNA)

(c) CHANNEL 7 (UNIDIRECTIONAL ANTENNA)

Fig. 8-Receiving antenna azimuth patterns for channels 2, 4, and 7,

Table II—Receiving antenna gains ( db referred to $\lambda / 2$ dipole for each respective frequency).

Channel

| Antenna | 2 | 4 | 7 | 31 |
| :--- | :---: | :---: | :---: | :---: |
| Unidirectional VHF | 5 | 4 | 8 |  |
| Corner Reflector |  |  |  | 7.7 |
| Paraboloid |  |  | 13 |  |


(d) CHANNEL 31 (CORNER REFLECTOR ANTENNA

(e) CHANNEL 31 (PARABOLOID ANTENNA)

Fig. 8 (cont.) -Receiving antenna azimuth patterns for channel "1.

## Manhattan Field Test

A VHF-UHF comparison of television reception in highly built-up Manhattan is by its very nature a statistical problem. The topography of most of the island is a much less significant factor than the manmade features. The photograph in Figure 2 shows part of the area and suggests by the wide variation of building heights and their random distribution that reception will be extremely varied.

Both indoor and roof-tor reception are of interest. The best way to learn the statistics of reception under the exceedingly varied conditions of Manhattan is by measurement in a random selection of receiving locations in buildings and on rooftops. This could be on the basis

Table III-Picture ratings (based on multipath degredation).

| Rating | Description |
| :---: | :--- |
| 1 | Excellent; no multipath degradation |
| 2 | Fine; negligibly small degradation |
| 3 | Passable; moderate degradation |
| 4 | Marginal; objectional degradation |
| 5 | Inferior; lowest class of usable picture |
| 6 | Unusable |

of a rigorously random sampling process with the attendant practical problem that some of the apartment dwellers so chosen would not care to cooperate with the experiment. The method used instead was to choose the area of Manhattan where building heights are extremely varied and then deliberately choose available test locations with studied randomness.

The method of test location choice was recognized to lack mathematical rigor. It was felt, however, that any significant frequencydependent differences would be discovered by the field test. There could then remain a problem in determining the degree of significance of the differences, since the sampling was not rigorously random. On the other hand, if no differences were uncovered, a more rigorous sampling process would likewise probably not reveal a difference. It fortunately turned out that frequency-dependent differences were so small that there was no need for going beyond the original sampling.

Multipath degradation was evaluated in terms of TASO subjective ratings. ${ }^{2}$ The meanings of the ratings are shown in Table III. The ratings were based on apparent picture quality tempered by knowledge


Fig. 9-Manhattan location sampling.
of the received test waveforms. In all cases the waveforms included the two-microsecond pulse, and in most cases also included the multiburst test waveform for comparisons of color on channels 4 and 31. The Manhattan ratings for the locations of Figure 9 are shown in Table IV. The subjective evaluation data for Manhattan is based on a sampling of 239 locations. There were from two to four locations per building. The absence of frequency dependence is readily apparent. Roof reception about one grade better than indoor reception is quite consistent throughout the data. Color picture ratings are about half a grade poorer than monochrome ratings. A laboratory comparison ${ }^{7}$ of monochrome and color-television delayed-image effects made in 1953 showed a similar tendency.

Table IV-Subjective multipath picture ratings for Manhattan.

|  |  | Median Ratings |  |  |
| :--- | :--- | :--- | :---: | :---: |
| Receiver type | Location | Low | VHF | VHFh |
| VHFF | UHF |  |  |  |
| Monochrome | Indoor | 3.8 | 3.7 | 3.8 |
|  | Roof | 2.7 | 2.4 | 2.7 |
| Color | Indoor | 4.3 |  | 4.4 |
|  | Roof | 3.1 |  | 3.2 |

Reception is generally poor in most of Manhattan below 110th Street because of the varied building heights and the low angle of arrival. By far the most serious problem is the multipath degradation. There are installation problems which often fail to get deserved attention because customers are unwilling to stand the expense. If the best quality possible is to be accomplished in an installation, there must be roof-top exploration which will not necessarily be fruitful. Since receivers high in tall buildings and within about two miles from the transmitter are exposed to unusually high field strengths, there are receiver and cable shielding inadequacies apparent in common installation practice. Even the best installation work is often undone by echoes resulting from new building construction.

Field-strength and terminal-voltage data for Manhattan are shown in Figure 10 as a function of distance. It is noteworthy that on all

[^22]Table V-Receiver noise figures.

| Channel | Noise Figure <br> (db referred to $1 \mu \mathrm{~V})$ |
| :---: | :---: |
| 2 | 5 |
| 4 | 5 |
| 7 | 5 |
| 81 | 10 |

frequencies the terminal voltage available from rooftop antennas was adequate to over-ride thermal and galactic noise, as well as most manmade interference. UHF terminal voltages indoors were sometimes too low to over-ride thermal noise. When this occurred, VHF pictures usually suffered very severe multipath degradation.

Receiver noise figures are shown in Table V. A satisfactory picture with respect to noise will be obtained with a signal-to-noise ratio of 30 decibels. The required terminal voltages for good commercial receivers are shown in Table VI.

A statistical analysis of the Manhattan data, made without regard for distance, is shown in Figure 11. The median terminal voltages are shown in Table VII.

## Miscellaneous Observations in Manhattan

Several potential problems were examined qualitatively during the field tests. Picture degradation from man-made interference was found to occur infrequently in Manhattan and Queens. Evidently field strengths were high enough to over-ride interference on all frequencies most of the time. There were occasional objectionable picture disturbances from moving about the room when indoor antennas were used. Little or no frequency dependence was noted in this effect. With indoor antennas, there was on rare occasions objectionable distortion of sound

Table VI-Terminal voltages required for 30 db signal-to-noise ratio.

| Channel | Noise Figure, db | Terminal Veltage |
| :---: | :---: | :---: |
| 2 | 5 | 35.7 |
| 4 | 5 | 35.7 |
| 7 | 5 | 35.7 |
| 31 | 10 | 40.7 |



Fig. 10-Field-strength data (indoor) for channels 2 and 4.


Fig. 10 (cont.)-Field-strength data (indoor) for channels 7 and 31.


Fig. 10 (cont.) -Field-strength data (roof) for channels 2 and 4.



Fig. 10 (cont.) -Field-strength data (roof) for channels 7 and 31.



Fig. 11-Manhattan statistical analysis for channels 2 and 4.



Fig. 11 (cont.)-Manhattan statistical analysis for channels 7 and 31.
from severe multipath propagation. This distortion also was independent of frequency.

On Manhattan rooftops (in the highly built-up smooth terrain below 110th Street) UHF improvement from use of the highly directional paraboloid antenna was usually demonstrable. However, orientation was so excessively critical, because of extreme field distortion, as to cast doubt upon recommending general use of high-gain UHF re-

Table V'II-Terminal voltage statistics (actual power across 73 ohms ).

| Channel | Roof |  | Indoor |  | Average Distance (miles) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Antenna | Terminal Voltage Median (db referred to $1 \mu \mathrm{v}$ ) | Antenna | Terminal Voltage Median (db referred to $1 \mu \mathrm{v}$ ) |  |
| Manhattan |  |  |  |  | 1 |
| $2$ | VHF | 96 | R.E. | 68 | 2.5 |
| 4 | VHF | 97.5 | R.E. | 65 |  |
| 7 | VHF | 92 | R.E. | 70 |  |
| 31 | C.R. | 87.5 | C.R. | 67.5 |  |
| Forest Hills <br> 4 | VHF | 80 | R.E. | 56 | 7.3 |
| 7 | VHF | 81 | R.E. | 59 |  |
| 31 | C.R. | 81 | C.R. | 60 |  |
| $\begin{aligned} & \text { Queens } \\ & \text { (6 story) } \end{aligned}$ | No roof data |  |  |  |  |
| 4 |  |  | R.E. | 56 | 5.2 |
| 7 |  |  | R.E. | 65 |  |
| 31 |  |  | C.R. | 69 |  |

VHF = unidirectional VHF; C.R. = corner reflector;
R.E. = "rabbit-ear" dipole.
ceiving antennas. The broad-beam unidirectional antennas were quite satisfactory from an orientation standpoint. Use of antennas with poorer patterns than these can hardly be justified for Manhattan roofs.

The character of the picture degradation resulting from multipath propagation is apparent from the kinescope photographs of Figure 12. Almost all Manhattan pictures in the area sampled suffered from low resolution, sometimes as low as the resolution of a $0.5-\mathrm{mc}$ system. Discrete ghost images with objectionable intensity also were seen quite

(a)

(b)

(c)

Fig. 12-Range of picture quality in Manhattan. Picture (b) is closest to typical quality.
commonly. Typically, the principal ghost images had time delays up to about two microseconds, although there were cases with substantial echo voltages with delays up to at least a full picture line or 63 microseconds as in Figure 13. The test waveform data in Figure 12 illustrates the supplementary value to the picture evaluator of seeing the distortion of constant test signals which are common to all channels being compared.


Fig. 13-Unusually long echo delay.

## Observations in Queens and Brooklyn

The areas chosen for measuring multipath degradation from buildings included the entire range of building sizes and varieties to be found in the flat portions of the city, such as most of Queens and Brooklyn. The subjective ratings are given in Table VIII. Multipath degradation was reduced in a consistent fashion as buildings became smaller until with two-story buildings reception was rated "fine" on


Fig. 14-Elevation profile, east radial.
all frequencies. Since each of these sets of data represents a small range of distances, the terminal voltages can be given in terms of the statistical data shown in Table VII.

## Field Strength in Smooth-Terrain City Areas

An eastward radial line near the south shore of Long Island was chosen for a survey of field strength. Most of the radial passes through cities with one- and two-story single dwellings. The topographic profile shown in Figure 14 indicates the measuring iocations. This radial comes about as close to fitting smooth, spherical-earth propagation conditions as any densely populated area can. It is therefore interesting to compare measured field strength with smooth spherical-earth theory. Both measured data and theoretical curves are shown in Figure 15.

Table VIII-Subjective multipath picture ratings (monochrome).

|  |  | Median Ratings |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Location | Number <br> of Sainples | Low VHF | High VHF | UHF |
| Forest Hills—indoor | 30 | 3.2 | 3.3 | 3.3 |
| Forest Hills—roof | 15 | 2.7 | 2.6 | 2.5 |
| Queens, 6-story <br> apartment, indoor | 22 | 2.5 | 2.4 | 2.8 |
| Queens, 6-story <br> apartment, street | 12 | 2.6 | 2.5 | 2.7 |
| 2-story row <br> houses, street | 7 | 2 | 2 | 2 |
| 2-story single <br> houses, street | 6 | 2.5 | 2.5 | 2.5 |



Fig. 15--East radial field-strength data for channels 2 and 4.



Fig. 15-East radial field-strength data for channels 7 and 31.

It is apparent that the theory bears a useful relationship to the measured data, since the theoretical curve and the average of fieldstrength data have the same slope for each respective frequency. There is an average departure in measured field strength below the theoretical curves which probably can be ascribed to clutter loss-the average reduction of apparent field strength resulting from local shadowing and field distortion. This kind of loss is always in evidence around buildings and trees as a consequence of multiple reflections and shadowing.

From the data of Table VIII, picture degradation from multipath effects was known to be negligible under the conditions of this radial


Fig. 16-Elevation profile, west radial.
survey. Therefore, picture observation was deemed unnecessary, and only field strength was measured. The unidirectional VHF antenna and the corner-reflector UHF antenna were used at about the same heights above the street as antennas on the rooftops in the respective areas (about 30 feet),

## Reception in Rough Terrain

A westward radial line through northern New Jersey was chosen for observing rough-terrain effects. Local clutter was avoided in order that topographic effects would predominate. The topographic profile is shown in Figure 16, again with measuring locations indicated. Field strength was measured at a height of 30 feet with the unidirectional VHF antenna and the paraboloid UHF antenna. Pictures were observed wherever possible. The measured field strengths are shown in Figure 17.



Fir. 17-West radial field strength measured with unidirectional receiving antema for channels 2 and 7 .

From 14 miles and beyond, the UHF field strength was usually too low for direct picture observations. The direct and the mountainreflected signals were measured with the paraboloid antenna by use of the equalizing pulse. The time separation between direct and reflected pulses thus afforded made it possible to separate the direct and reflected signals for measurement. At a distance of 15 miles, in a shadowed valley between the two Watchung ranges, the UHF reflected


Fig. 17 (cont.) -West radial field strength measured with paraboloid antenna for channel 31.
signal was comparable in magnitude to the direct signal. This means that there would be multipath degradation if the signal level were high enough for picture observation, unless better receiving antennas become available.

Similar pulse measurements for channels 2 and 7 , where direct picture observation was possible, corroborated the conclusions. On the basis of the pulse measurements very little multipath degradation was expected and, in fact, very little was seen in the VHF pictures.

Because of the transmitting-antenna azimuth pattern uncertainty of +4 to -8 decibels for channel 31 and the rapid variation of elevation pattern with angle, no attempt was made to extract shadow losses from the measured data. This seriously limited the usefulness of the UHF field-strength data obtainable in rough terrain.

The UHF elevation-pattern problem alluded to earlier is illustrated in Figure 18. In the vicinity of $0^{\circ}$ elevation angle, the channel-31 relative field is seen to be substantially lower than the channel-2 relative field as a result of elevation-pattern differences. Over smooth terrain with constant elevation, this difference is relatively unobjectionable. If there are hills (or a gradual rise away from the transmitting antenna) of the same order of magnitude as the transmitting antenna height, the pattern difference has serious consequences, as illustrated in Figure 19. The antenna elevation patterns are superimposed on spherical-earth coordinate paper. Because the elevation scale is exaggerated relative to the distance scale, the angle scale is distorted. However, propagation rays appear as straight lines. In the example shown, a 500 -foot hillcrest at 17 miles receives maximum radiated power from the broad channel-2 elevation pattern. The narrower channel-31 pattern is down 10 decibels at the same crest. In addition, the channel-31 transmission will suffer greater diffraction loss than the lower-frequency channel-2 transmission.

## UHF Receiving-Antenna Effective Gain

High receiving-antenna gain is possible with physically realizable antenna sizes; it is particularly desirable for UHF. The receiver terminal voltage for a given field strength is inversely proportional to frequency when $\lambda / 2$ dipoles are used. Since a UHF $\lambda / 2$ dipole is physically much smaller than a low-VHF $\lambda / 2$ dipole, it is reasonable to use an array of dipoles (or the equivalent) for UHF reception. Since large-aperture antennas depend upon a uniform field distribution for gain, their effectiveness will probably be reduced in cluttered surroundings.

An experiment was performed on Long Island to compare the effective gain of a corner reflector (5-square-foot aperture) and a paraboloid (31-square-foot aperture). As a practical matter, installation technicians cannot be expected to explore in height above rooftops. Therefore a fixed height ( 10 feet) above average roof level was used for the comparison. The measurements were made in the street where fields are probably no less liniform than above rooftops.

The measured free-space gain of the paraboloid and the cornerreflector antennas are, respectively, 13 and 7.7 decibels referred to a $\lambda / 2$ dipole. Thus, in a uniform field, the paraboloid gain is 5.3 decibels higher than the corner-reflector gain. The measured median gain of paraboloid over corner reflector antenna in cluttered surroundings was 2.3 decibels. This means that high gain UHF receiving antennas may in fact be expected to have reduced effectiveness in cluttered surroundings.


- CHANNEL 2
$\rightarrow$ CHANNEL 31
Fig. 18-Elevation patterns, channels 2 and 31.

Conclusions
In Manhattan below 110th Street, a smonth-terrain extremely built-up area, there was no frequency dependence apparent in the subjective picture ratings based on multipath degradation. Rooftop reception was of poor quality, and the multipath degradation was highly


Fig. 19-Elevation patterns superimposed on smooth, spherical-earth coordinates.
unpredictable for specific locations even in most line-of-sight locations. Indoor reception was very poor as a result of high direct-path attenuation and the consequent multipath degradation. Color pictures in Manhattan below 110th Street were rated even poorer on the basis of multipath degradation than monochrome pictures.

In a six-story apartment area in smonth terrain, the multipath degradation was only moderate even with indoor antennas. In two-story-dwelling areas the degradation was very slight. Again there was no frequency dependence.

The median terminal voltage with outdoor receiving antennas was adequate on all frequencies in the multipath-troubled part of Manhattan. In smooth terrain the useful distance ranges for residential areas were about 55 miles on channel 2,60 miles on channel 4 , over 60 miles on channel 7 , and 48 miles on channel 31. This was based on actual average radiated powers on the elevation pattern maxima of $42,30.2,110$, and 800 kilowatts for channels $2,4,7$, and 31 , respectively. The present state-of-the-art noise figures from Table V were assumed. These are $5,5,5$, and 10 decibels for the respective channels.

The west radial illustrates the rough-terrain problems of UHF television. With loss both from shadowing and from the narrowness of the transmitting-antenna elevation pattern, the field strengths were far below useful level at all distances beyond 14 miles except on line-of-sight crests. Approximately twice this range was satisfactorily served by the VHF systems. There was evidence in hilly terrain of multipath degradation more severe on the UHF channel 31 than on the lower frequency channels.

The high-gain receiving antennas which are needed for UHF use in rough terrain or for extending the fringe-area range in smooth terrain fail to realize their free-space gain by a substantial margin. In areas with building heights as variable as Manhattan below 110th Street, high-gain UHF receiving antennas are moderately effective in reducing multipath degradation, but their orientation is excessively critical.
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It is convenient to transform the circuit of Figure 1 to its series equivalent shown in Figure 2, where the following relations apply:

$$
\begin{gather*}
r_{r}=\frac{r}{1+Q^{2}}, \quad Q=\frac{r}{\mathbf{X}}, \quad \mathrm{X}=\frac{X_{b} X_{c}}{X_{b}+X_{c}}  \tag{1}\\
X_{e}=\frac{Q^{2}}{1+Q^{2}} \mathrm{X} . \tag{2}
\end{gather*}
$$



Fig. 2-Series equivalent circuit of Figure 1.

If $Q^{2} \gg 1$, the above equations reduce to

$$
\begin{array}{r}
r_{e} \cong \frac{r}{Q^{2}} \\
X_{e} \cong X \tag{1b}
\end{array}
$$

Equation (1a) demonstrates that a high-impedance diode may be used to generate the required low impedance. Also, the variation of $r_{c}$ with $Q$ aids in deactivating the diode off resonance.

The available power gain of the device with $z_{1}=1$ is given by

$$
\begin{equation*}
A=\frac{1}{\left(1-\frac{r_{r}}{2}\right)^{2}+\left(\frac{X_{i}+X_{t}}{2}\right)^{2}} \tag{:3}
\end{equation*}
$$

The gain reaches its maximum value at a frequency slightly off resonance, which condition is defined by $X_{e}+X_{t}=0$.

## Stability

Stability requires that the Laplace-transformed equations describing the system be free of roots in the right half $s$ plane. A rigorous
approach to the circuit of Figure 1, however, is complicated by the nonreciprocal nature of the isolator. Consequently, an approximate analysis is used. The experimental results given later bear out the adequacy of the analysis.

An unstable amplifier with no input voltage applied exhibits either a growing exponential or growing sinusoidal waveform at all points in the circuit. Unless $Q$ is very small, the first type of instability will not be observed, since the two reactances shunting the negative resistance contribute large additive positive damping along the positive real axis of the $s$ plane. Hence, only the second type of instability leading to distorted sinusoids is troublesome. If the harmonic content of the oscillation is not excessive, an application of Kirchoff's law leads to the conclusion that the loop impedance at any point in the circuit is nearly zero at the fundamental frequency. A vanishing loop impedance is impossible, however, if the real part of the input impedance is positive, for then the loop impedance $z_{1}+z_{\text {in }}$ seen at the input terminals will have a positive real part. Consequently, it is necessary to demonstrate only that $z_{\text {in }}$ has a positive real part at all frequencies, a, to ensure unconditional stability. This condition should be satisfied for all possible average values of the nonlinear resistance, $r$. If biasing at the point of inflection is assumed, only values of $r$ greater than the minimum need be checked. This, in essence, is a check for large-signal oscillations (or alternatively, for roots off the $j_{\omega}$ axis in the right half $s$ plane). $z_{\text {in }}$ and the input reflection coefficient, $\Gamma_{\text {in }}$ are related by

$$
\begin{equation*}
\Gamma_{\mathrm{in}}=\frac{z_{\mathrm{in}}-1}{z_{\mathrm{in}}+1}=\frac{r_{\mathrm{in}}-1+j X_{\mathrm{in}}}{r_{\mathrm{in}}+1+j X_{\mathrm{in}}} . \tag{4}
\end{equation*}
$$

It is noted that the conditions $r_{\text {in }}>0$ and $\left|r_{\text {in }}\right|^{2}<1$ are equivalent. Consequently, the criterion reduces to $\left|\mathrm{r}_{\text {in }}\right|^{2}<1$ or, in terms of decibels, $P_{1}=10 \log _{10}\left|\Gamma_{\mathrm{in}}\right|^{2}<0 . P_{1}$ is made up of two components: the power reflected at the diode, $P_{D}$, and that lost in the ferrite, $P_{P}$. The latter quantity is the sum of forward and reverse losses in the isolator. Finally, then, the criterion for unconditional stability may be expressed as

$$
\begin{equation*}
P_{D}<P_{F} \text { for all } \omega . \tag{5}
\end{equation*}
$$

$P_{F}$ is obtained experimentally, while $P_{D}$ is easily shown to be

$$
\begin{equation*}
P_{D}=10 \log _{10} \frac{1}{1+\frac{4\left(1+Q^{2}-r\right)}{\left(r+Q X_{\ell}\right)^{2}-X_{i}^{2}}} \tag{6}
\end{equation*}
$$

It is seen from Figure 1 that if $X_{b}=\infty, z_{\text {in }} \rightarrow-r+1<0$ as $\omega \rightarrow 0$, since low-frequency ferrite absorption is negligible. Equation (5) will then be violated. Therefore, $X_{b}$ must be chosen to effectively short-circuit the diode at low frequencies, while permitting high gain in the passband.

In the following analysis, $X_{b}$ and $X_{t}$ are assumed to be ideal inductances. If, at frequencies much below diode cutoff, this is not the case. instabilities not predicted by the theory may result. For a given diode, $X_{b}$ determines $r_{e}$ at a specified frequency, and $X_{t}$ is adjusted to produce the desired resonance. The three reactances produce two resonances. It is assumed that the region of high gain is near the upper resonant frequency, $\omega_{0}$, i.e., $r_{e} \cong 2$ at $\omega=\omega_{0}$. In the following equations, which are derived in a straight-forward manner, $\rho=\omega / \omega_{0}, \omega_{1}=$ the frequency at which $X$ has a pole, $a=\omega_{0} / \omega_{1}$, and $Q_{0}=Q$ at $\omega_{0}$.

$$
\begin{gather*}
Q=\frac{\left(a^{2} \rho-\frac{1}{\rho}\right) Q_{0}}{a^{2}-1},  \tag{7}\\
X_{\mathrm{t}}=\frac{-r Q_{0} \rho}{1+Q_{0}^{2}} . \tag{8}
\end{gather*}
$$

Kquations (7) and (8) were evaluated for $a=1.3, r=8.5, Q_{0}=-2$ (this gives 20 decibels maximum gain) and substituted in Equation (6). The result is shown in Figure 3, which also includes $I_{l^{\prime}}$ for a typical broad-band isolator. Note that Equation (5) is satisfied for all (1. It may be demonstrated that Equation (5) is satisfied even more easily for $r>8.5$. One may expect, therefore, that the amplifier is unconditionally stable.

## Experimental Results

A $0.5-\mathrm{ma}$ diode, its tuning element, and bias coil were mounted at the end of a Sperry D44L4 isolator which provides significant isolation over a 25 per cent bandwidth. It should be noted that isolators with bandwidths up to an octave are available. With diode and inductances chosen to approximate the values of parameters given above, the am-
plifier was tuned to 1040 me where it exhibited a 3 -decibel bandwidth of 40 mc and a maximum gain of 20 decibels. It was verified that the amplifier was indeed unconditionally stable. The use of a broader band isolator (or circulator) and multiple-tuning techniques would, in theory, provide a bandwidth increase of nearly an order of magnitude.


Fig. 3-Characteristics of isolator and diode circuit.

## Wide-Band Amplification

In both the one-port and two-port amplifiers, effective nonreciprocity must be provided over a bandwidth considerably in excess of the amplifier bandwidth if unconditional stability is to be guaranteed. Though this excess may be narrowed by the use of more-sophisticated stabilizing circuits (e.g., multiple-tuned circuits) to achieve truly wide bandwidths, means of stabilization other than or in addition to nonreciprocity, must be employed.

Attention naturally focuses on the effect of distributing the tunnel diodes. One means of doing this is by cascading stages and providing isolation between them. However, the degree to which the gainbandwidth product may be increased in this manner is limited. Also, the performance of the multistage amplifier is limited, ultimately, by the nonideal nature of the isolators.

Another means of distributing the gain is by incorporating the diodes in a broadband structure, thereby modifying the propagating characteristics. The concept of a distributed negative-resistance transmission line has previously held interest for engineers. An amplifier
containing distributed varactors ${ }^{4}$ is known to result, under proper conditions, in greatly increased bandwidths. In the following, some of the properties of the distributed tunnel-diode line are discussed; particular attention is focused on the unique stability problems associated with it.

Consider the amplifier of Figure 4 where a transmission line is evenly loaded with diodes spaced considerably closer than the quarter wavelength corresponding to the diode cutoff frequency, so that the assumption of a continuous admittance distribution is valid. The inductance and capacitance represent the distributed parameters of the line, and $y_{a}$ is a distributed stabilizing admittance which, for the time being, will be ignored. The equivalent circuit is probably best realized


Fig. 4-Distributed tunnel diode amplifier.
with a microstrip structure, the strip separation of which is equal to the height of the diode package. Other broad-band structures have their own specific advantages.

The noise performance of the tunnel-diode line has been independently explored by Chang ${ }^{5}$ and Hines. ${ }^{6}$ They found the noise figure to be comparable to that of the analogous lumped amplifier. Some characteristics of a similar structure were discussed by Hines. ${ }^{6}$ Attention is now turned to the properties of gain, gain stability, bandwidth, and stability with respect to spurious oscillations. In the following, $L, C$, and $-G$, represent the per-unit-length inductance, capacitance, and conductance ( $C$ also includes the diode capacitance). The relations are given in terms of the normalized complex frequency, $s=(C / G) S$, and

[^23]normalized conductance, $g=G / G_{0}, G_{0}=\sqrt{C / L}$. The diode inductance and positive resistance is neglected on the basis that since the gain per diode will be very low, the diodes used will be of high junction impedance.
$$
\gamma=\text { propagation constant }=\alpha+j \beta=\sqrt{(-G+S C) S L}=g \sqrt{(s-1) s}
$$
$y_{c}=$ normalized characteristic admittance
\[

$$
\begin{equation*}
=\frac{1}{G_{0}} \sqrt{\frac{-G+S C}{S L}}=\sqrt{\frac{s-1}{s}} \tag{10}
\end{equation*}
$$

\]

The performance at real frequencies is found by letting $s=j \rho$. For the present, only the nature of $\gamma$ and $y_{c}$ in the pass band of the amplifier, which is defined as $\rho \gg 1$, is of concern. Equations (9) and (10) show that

$$
\begin{align*}
\gamma & \cong \frac{-g}{2}+j g \rho  \tag{9a}\\
y_{c} & \cong 1 \tag{10a}
\end{align*}
$$

Assuming the device to be terminated at each end in a normalized resistance of unity, which condition will result in maximum power output, the available power gain is

$$
\begin{align*}
A & =e^{-2_{\alpha} l}=e^{g l}=e^{g_{t}}  \tag{11}\\
& =4.3 g_{t} \text { decibels } \tag{11a}
\end{align*}
$$

where $l$ is the length of the line and $g_{t}=g l$, the total normalized negative conductance.

An important feature of the distributed line is its superior gain stability. One measure of this is the ratio of the fractional change of the gain to that of the diode negative resistance (or conductance) which, for the lumped amplifier previously considered is, from Equations (1), (1a), and (3),

$$
\begin{equation*}
\left|\frac{\frac{d A}{A}}{\frac{d r}{\eta}}\right| \cong 2 A^{1 / 2} . \tag{12}
\end{equation*}
$$

Equation (12) assumes high gain ( $r_{\theta} \cong 2$ ) and operation at resonance. For the distributed circuit of Figure 4, Equation (11) gives

$$
\begin{equation*}
\left|\frac{\frac{d A}{A}}{\frac{d r}{r}}\right|=\frac{\frac{d A}{A}}{\frac{d g_{t}}{g_{t}}}=\ln A \tag{13}
\end{equation*}
$$

For a power gain of 30 decibels ( $A=1000$ ), Equations (12) and (13) demonstrate that the distributed amplifier is more than nine times less gain sensitive than the lumped amplifier. Therefore, the gain variations resulting from fluctuations of temperature, bias supply, or a change of diodes, will be diminished. Now, attention is turned to the matter of bandwidth. At lower frequencies, where $\rho \gg 1$ is violated, the gain is less than that indicated by Equation (11). This leads to a lower 3 -decibel bandwidth frequency, $\rho_{1}$, which corresponds to an actual angular frequency $\omega_{1}=(G / C) \rho_{1}$. It is seen that in principle $\omega_{1}$ can be lowered as much as desired for the same maximum gain by making $G$ smaller and $l$ correspondingly larger; i.e., by using an infinite length of line and perturbing it with an infinitesimal $G$, the bandwidth can be extended to d-c. However, the precise relation for $\omega_{1}$ will not be derived since this is materially affected by the stabilizing admittance, $y_{a}$.

The upper limit on bandwidth is determined by the diode cutoff frequency rather than by any resonant characteristic of the system. The device, therefore, can be made to exhibit the exceedingly large bandwidths characteristic of traveling-wave systems.

## Stability of the Distributed Tunnel-Diode Amplifier

It has been shown that the distributed tunnel-diode line appreciably outstrips the lumped amplifier as regards the gain-bandwidth product and gain stability. The practical significance of the device, however, ultimately rests on its stability performance. Again, the goal is unconditional stability. A one-port circuit is unconditionally stable if and only if the real part of the normalized input admittance is positive over the entire right half of the $s$ plane. (The circuit of Figure 4 qualifies as one-port since the load is assumed invariant.) This is not, in general, the simplest criterion for unconditional stability, but it is the most convenient for present purposes.

Returning to the lumped amplifier, it is seen from Equation (3)
and Figure 2 that since $r_{e} \cong 2$ in the pass band, the criterion for unconditional stability cannot be satisfied without the isolator. This, however, is not true for the distributed line, since Equation (10a) indicates that the input conductance is positive in the pass band and, in fact, for all $s$ such that $|s| \gg 1$. Put in another way, no oscillation can occur in the pass band if at least one end is well terminated, since any spurious currents or voltages will travel smoothly toward the wellterminated end (either directly or by reflection from the other end) and will be absorbed. Regenerative action in the pass band is, therefore, impossible. If the load does not present a good constant match in the pass band, it should be isolated from the line so that Equation (10a) is still valid. The importance of a proper termination at the output increases with increasing gain.

It is interesting to note that if the line contains both series and shunt negative components, $-R$ and $-G$, Equation (10a) is precisely valid at all $s$ if $L / R=C / G$. If the series negative resistance is also provided by tunnel diodes, however, the line will be unstable. The instability results from the increase in nonlinear $R$ with signal level which causes the gain to run away.

Returning to the structure of Figure 4, it has been shown that the line is stable in the pass band. Attention now turns to the lower frequencies (or, more precisely, the region of the $s$ plane near the origin). It can be seen from Figure 4 that if $y_{a}=0$, the amplifier input admittance at $s=0$, which is a point of entrance to the right half plane, is $y_{\text {in }}=1-g_{t}$. This value is negative if the gain is greater than 4.3 decibels. Clearly, then, some form of stabilization is required to satisfy the criterion for unconditional stability.

In the lumped amplifier (Figure 1) it was possible to insure against low-frequency instabilities by shunting the active element with a single stabilizing impedance. Since the transmission-line amplifier may be approximated by a lumped circuit at low frequencies, it seems reasonable to determine whether or not it too can be stabilized with a single element. Consider the amplifier shunted at its input by a stabilizing admittance, $y_{b}$, with which it is hoped the new input admittance, $y_{\text {in }}^{\prime}=y_{b}+y_{\text {in }}$, can be made to satisfy the criterion. It is easily shown that along the real axis $(s=\sigma) y_{\text {in }}$ takes the form

$$
\begin{equation*}
y_{\mathrm{in}}=\frac{1+\sqrt{\frac{\sigma-1}{\sigma}} \tanh g_{八} \sqrt{(\sigma-1) \sigma}}{1+\sqrt{\frac{\sigma}{\sigma-1}} \tanh g_{1} \sqrt{(\sigma-1) \sigma}} . \tag{14}
\end{equation*}
$$

Equation (14) indicates that for $\sigma>1, y_{\mathrm{in}}>0$, and this range is passive even if no stabilizing admittance is used. For $0<\sigma<1$, Equation (14) is conveniently rewritten as

$$
\begin{equation*}
\frac{1-\sqrt{\frac{1-\sigma}{\sigma}} \tan g_{i} \sqrt{(1-\sigma) \sigma}}{1+\sqrt{\frac{\sigma}{1-\sigma}} \tan g_{i} \sqrt{(1-\sigma) \sigma}} . \tag{14a}
\end{equation*}
$$

From Equation (14a) it is seen that for reasonable gain there are poles of $y_{\text {in }}$ along $0<\sigma<1$, the number of poles depending on $g_{t}$. Points may therefore be found along the $\sigma$ axis, near the poles, where $y_{\text {in }}$ is real, negative, and indefinitely large. The same must be true, then, of $y_{\text {in }}{ }^{\prime}$. Similar conclusions result if one attempts to relocate the stabilizing admittance. Consequently, the criterion for unconditional stability can not be met with a single stabilizing element. Unconditional stability can be assured only if the stabilization is distributed along with the negative conductance, as in Figure 4. The stabilizing admittance, $y_{a}$, must be such as to deactivate the line for small $|s|$ while leaving it undisturbed in the pass band. Clearly, a high-pass admittance (such as a lossy coil) is called for. Sharper cutoff admittances may be used in order not to infringe appreciably on the gain at the low end of the pass band. Hence, by distributing the stabilization as well as the active elements, unconditionally stable, wide-band tunnel-diode amplification is made possible.
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Summary-Scale-model techniques have been developed whereby the effect of natural obstacles on the propagation of electromagnetic waves over the surface of the earth can be investigated within the laboratory. The major advantage of the scale-model laboratory experiments has been the ease with which control can be exercised over the pertinent parameters. As a result, the infuence of critical factors could be specifically ascertained.

The influence of obstacle shape (crest and profile) and the effect of the orientation of the radiated electromagnetic fields (angles of incidence and polarization) on the received power, as well as various cross-polarization phenomena have been experimentally determined. Comparisons of diffraction by knife edge, wedge, cylindrival and conical obstacles have been made. For obstacles with sharp crests (e.g., knife edges) there is little distinction between vertically and horizontally polarized fields measured at some distance from the obstacle. Profound polarization effects occur for obstacles with large smooth crests, with vertically polarized fields producing more power at the receiver in all cases. The effect of oblique incidence of electromagnetic energy on an obstacle is equivalent to changing its radius of curvature. Some measurements on the effects of ground reflections, rough diffracting surfaces and surface conductivity have also been made.

Finally, a considerable bibliography on theories of diffraction of electromagnetic waves by various obstacles and on field measurements of "obstacle gain" is included.

## Introduction

$\mathbb{N}$UMEROUS DIFFICULTIES are encountered in carrying out full-scale experiments on electromagnetic wave propagation over natural obstacles. The greatest difficulty is that it is virtually impossible to vary the most important parameters such as the size, shape, and location of the obstacle. The topography and electrical constants are fixed for a given terrain and cannot be altered. The only variable which can be changed systematically with relative

[^24]ease is the height of the terminal antennas. In addition, the establishment of suitable experimental transmitter-receiver stations is extremely costly and is usually never attempted except for actual "site testing" of questionable propagation paths. In general, great effort is devoted to avoid routes which may cause difficulty, and some general "rules of thumb" based on past experience have evolved on the effect of natural obstacles on wave propagation. Finally, random features of the terrain and atmosphere may contribute effects which are difficult to evaluate.

In order to formulate a proper theory of the propagation of electromagnetic waves over natural obstacles, controlled experimental conditions are required both to guide the theoretical approach and to test the theoretical predictions. Scale-model experiments conducted within the laboratory are particularly suitable for the measurement and evaluation of specific critical factors. The major advantage of the scalemodel techniques is the ease with which control can be exercised over the pertinent parameters such as the obstacle shape, geometry of the propagation link, frequency, polarization, and antenna directivity. Furthermore, model experiments are relatively inexpensive. In general, the geometries associated with model propagation links are more severe (i.e., come closer to violating the theoretical assumptions) than those encountered in the field. Consequently, theoretical predications satisfying model measurements should be even more applicable to idealized full-scale situations. Although the effects of certain parameters such as surface roughness and electrical properties of the obstacle can not be directly scaled, experiments to determine limiting effects of these variations can be readily performed and the bounds ascertained within which practical cases will occur.

This paper presents a summary of scale-model measurements which have been made in order to study the effect of obstacle shape (crest and profile) and the effect of the orientation of the radiated electromagnetic fields (angles of incidence and polarization) on the power received behind a dominant obstacle. Comparisons of diffraction by knife edge, wedge, cylindrical and conical obstacles are shown, as well as some measurements on the effects of ground reflections, rough diffracting surfaces and surface conductivity on electromagnetic wave propagation. Comparison of the model measurements with predictions of theories based on simplified concepts are made, and satisfactory agreement obtained. In addition, a considerable bibliography on theories of diffraction of electromagnetic waves by various obstacles and on field measurements behind dominant natural obstacles (obstacle gain) is included.

## Scale-Model Techniques

Investigations of diffraction by various obstacles (knife edges, wedges, cylinders, cones) have been carried out on perfectly conducting models using $k$-band ( $24,000 \mathrm{mc}$ ) frequencies. A schematic of the general experimental arrangement is shown in Figure 1a. A 2 K 33 klystron was used as the source of r-f energy. The transmitted signal, modulated at 1000 cps , was crystal detected and the rectified signal fed directly into an automatic recorder. Small horns with very similar patterns in both the $E$ and $H$ planes of polarization were used for the transmitting and receiving antennas. The measurements obtained with the receiving horn were checked against those obtained with a dipole and found to be identical for most of the range of scattering angles investigated in these experiments. In regions where this is not the case, experimentally determined correction factors for the illumination were applied when comparing theory with measurements. In some cases in order to eliminate the effect of transmitting and receiving antenna patterns on measurements of the power variation with lateral position of the obstacle, the obstacle was scanned across fixed trans-mitter-receiver sites. In the other measurements, the receiving antenna was moved. The motion of the receiver probe was directly coupled to the chart drive of the recorder so that scans of received power against probe position could be directly obtained. A picture of a typical experimental set-up is shown in Figure 1b.

Measurements on a rectangular diffracting knife edge served as a comparison for the results obtained experimentally for the other obstacles. The knife edges consisted of aluminum sheet $1 / 16$ inch thick, sharpened at the edges; the wedges were also of aluminum sheet, while the half cylinders were constructed from thin, conducting aluminum foil, sufficiently reinforced to form smooth, cylindrical surfaces. Care was taken to make the knife edge and cylindrical surfaces sufficiently long so that end effects were negligible.

The major parameters of interest in the study of electromagnetic wave propagation over natural obstacles are shown in Figure 1c. These include the apex angle ( $\phi$ ) of the obstacle as viewed from the receiving site looking towards the transmitter, the scattering angle ( $\psi$ ), the angle of obliqueness ( $\zeta$ ), the slant half-angle of the obstacle ( $\tau$ ) as well as the radius of curvature of the obstacle at the point of incidence ( $a_{e}$ ), and the transmitter and receiver distances to the obstacle ( $d_{1}$ and $d_{2}$, respectively). The incident wave is characterized by its wavelength ( $\lambda$ ) and by the polarization of the electromagnetic fields. In addition, consideration must be given to the conductivity and roughness of the


Fig. 1- (a) Schematic diagram of the experimental arrangement ( $\mathrm{A}=$ attenuator, $\mathrm{H}=$ transmitting horn, $\mathrm{K}=\mathrm{klystron}, \mathrm{T}=\mathrm{E}-\mathrm{H}$ tuner, $\mathrm{U}=$ isolator, $W$ = wavemeter, $X=$ crystal detector) ; (b) scale model experimental arrangement; and (c) geometrical parameters of interest.
surface of the diffracting obstacle and to the nature of the intervening surface between the obstacle and the transmitter, receiver locations.

## Experimental Investigations

## Lateral Profile Effert

In practice, when it is desired to compute the field diffracted by a dominant obstacle, the obstacle is replaced (in the mathematical sense) by a rectangular knife edge of equivalent height, and since the theory of knife-edge diffraction is well established the computations can be carried through. Thus, scale-model measurements of diffraction by rectangular knife edges serve as a calibration of the experimental techniques and can be used as normalizing values for other shaped obstacles. If the knife-edge profile is not a straight line, then the computations are not straightforward. Furthermore, obstacles encountered under natural conditions have lateral profiles which are far from linear. It is thus of interest to investigate the dependence of the diffracted electromagnetic fields on the lateral profile of the diffracting obstacle.

Experimental studies on the effect of the profile of a dominant obstacle on the diffraction of electromagnetic waves have been conducted using scale-model techniques. In order to eliminate the effect of the crest of the obstacle and hence simplify comparison with theory, knife-edge (zero radius of curvature of the crest) obstacles were used in the investigations.

The variation of diffracted power behind symmetrical triangular knife-edge obstacles with included angle for various scattering angles is shown in Figure 2. In all these measurements, the geometry was such that a straight line from transmitter to receiver would intersect the obstacle on the line which bisects the apex angle. At grazing incidence ( $\psi=0^{\circ}$ ) the received power depends only on the included angle of the obstacle. For receiver positions in the shadow region, the diffracted power increases as the included angle of the obstacle decreases. For semicircular knife-edge obstacles, the diffracted power corresponds closely to that behind a rectangular knife-edge (apex angle $=180^{\circ}$ ) even for the smallest radius of curvature (42.3 ) measured. For the knife-edge obstacle there appears to be little difference in the far-field diffracted power between vertically polarized and horizontally polarized incident fields.

In Figure 3 the variation of diffracted power with scattering angle is shown for differently shaped knife-edge obstacles. Comparison with a rectangular knife edge ( $180^{\circ}$ apex angle) is made, and the enhance-


Fig. 2-Power behind triangular knife-edge as function of apex angle of triangle. The points are theoretical calculations. (Transmitter-receiver located directly in line with apex, $d_{1}=150 \lambda, d_{2}=113 \lambda, \lambda=1.25 \mathrm{~cm}, \psi=$ scattering angle.)


Fig. 3-Power variation with scattering angle ( $\psi$ ) behind knife-edge obstacles of various shape ( $d_{1}=150 \lambda, d_{2}=113 \lambda, \lambda=1.25 \mathrm{~cm}$.). The points are theoretical calculations.
ment of power resulting from the smaller obstruction presented by a triangular obstacle is apparent. The semicircular obstacle, on the other hand, behaves very nearly like the rectangular knife edge.

A series of measurements on the power distribution behind various knife-edge obstacles indicate positions of power enhancement and also regions of very little power. Figure 4a illustrates the diffracted power

(a)

Fig. 4-Power distribution behind knife-edge obstacles $\left(d_{1}=150 \lambda, d_{2}=113 \lambda\right.$, $\lambda=1.25 \mathrm{~cm}, h_{\mu}=$ receiver position below grazing point, scatter angle $\psi=$ $\tan ^{-1}\left(h_{R} / 113 \lambda\right):$ (a) symmetrical knife edge (horizontal polarization).
behind a symmetrically orientated knife-edge obstacle as function of lateral displacement of the transmitter-receiver from the center line of the obstacle. Of importance is the maximum of power located directly behind the apex of the edge and the extremely sharp and deep minima which occur with lateral displacement especially for the larger scattering angles. This suggests that very "unfavorable" site locations are possible such that when the geometry of the transmission paths locates the receiving terminal in a minimum of the power distribution, low signal strength and rapid fading can result. This occurs even for very modest deviations of the triangular shape from an included angle of $180^{\circ}$ as seen from the measurements on the triangular edge of $15^{\circ}$

(b)

(c)

Fig. 4 (cont.) - (b) nonsymmetrical knife edge (vertical polarization), and (c) semicircular knife edge (horizontal polarization).
deviation. For nonsymmetrical obstacles (see Figure 4b) this effect is not quite as pronounced, but does still occur at larger scattering angles. The power diffracted behind a semicircular knife edge (Figure 4c) does not show maxima and minima with lateral displacement, but only a monotonic change. In all cases (both triangular and semicircular knife-edge obstacles) there appears to be little difference in the farfield diffracted power for either vertically or horizontally polarized incident waves.

A comparison of the measured distribution of diffracted electromagnetic energy behind triangular (both symmetrical and nonsymmetrical) knife edges and semicircular knife edges reveals some important practical features. In contrast to the case of a horizontal obstacle, where the received power is independent of lateral position behind the obstacle (except for the distance factor), the profile of the obstacle determines the optimum receiving site, and relatively small changes in receiver position can result in substantial changes in received power.

## The Crest Effect

Obstacles occurring in nature do not have crests that have a zero radius of curvature, i.e., they cannot be approximated by knife edges. Thus, the effects of the crests of the obstacle may contribute significantly to the power at the receiving terminal.

Scale-model measurements have been conducted on wedges, circular cylinders and half-cones (i.e., cylinders with uniformly varying radius of curvature) in order to determine the influence of the crest on electromagnetic wave propagation over dominant, natural obstacles.

The effect of the crest is to introduce a profound difference in the power received for incident vertical polarization relative to that received for incident horizontally polarized waves. A plot of received power versus scattering angle is shown in Figure 5 for both polarizations and for wedge angles ranging from $175^{\circ}$ to $90^{\circ}$. Mean values of the power are shown. The variations of power for wedges have a strong oscillatory behavior as illustrated in the figure. The undulations are due to the reflections from the wedge faces. The field strengths are greater for vertically polarized waves than for horizontally polarized waves. The signal is strongest for vertical polarization at large wedge angles, while the opposite is true for horizontal polarization. For small wedge angles the effects due to the two polarizations approach each other. Figure 6 shows this effect more vividly; here the received power at grazing (zero scattering angle) is plotted against wedge angle.

The effect of a smooth crest of an obstacle on the diffracted field as determined by the power measured behind a conducting cylindrical mountain of $k a=239$ ( $k=2 \pi / \lambda, a=$ crest radius) is shown in Figures 7a and 7b. A large difference exists between the two polarizations,


Fig. 5-Power variation with scattering angle ( $\psi$ ) behind a perfectly conducting wedge. The full lines represent mean values of the power only. The dotted lines represent the actual variation of power ( $d_{1}=150 \lambda, d_{2}=113 \lambda$, $\lambda=1.25 \mathrm{~cm}, \epsilon_{1}=$ vertical polarization, $\epsilon_{\|}=$horizontal polarization).
particularly when the mountain is approached. For vertical polarization the field is much stronger than for horizontal polarization. This halo effect is a function of radius of curvature of the crest (in terms of $\lambda$ ) and polarization as is shown in the next measurements (Figure 8) performed with a series of cylindrical mountains of different radii.

For vertical polarization the received power increases with $k a$, while the reverse is true for horizontal polarization. In addition, the slope of the power variation with scattering (diffraction) angle is essentially the same as for knife edge in the case of vertical polarization, but becomes steeper with increasing $k a$ for horizontal polarization. Thus the region behind the mountain is "brighter" than that behind a knife edge in the case of vertical polarization and "darker" than behind a knife edge for horizontal polarization.


Fig. 6-Variation of power diffracted at grazing incidence $(\psi=0)$ by a perfectly conducting wedge with wedge angle ( $\phi$ ).

Figure 9 shows the variation of power behind a conical mountain (half-cylinder with varying radius of curvature) with scattering angle as a function of radius of curvature. The behavior is very similar to that of a cylindrical mountain. Again the received power for vertical polarization increases with increasing radius of curvature, while the reverse is true for horizontal polarization. The variation is smooth, monotonic with no undulations as in the case of wedges. In addition, the slope of the power variation with scattering (diffraction) angle becomes steeper with increasing curvature for horizontal polarization and remains essentially the same as for a knife edge in the case of vertical polarization. The power behind a conducting conical mountain as function of radius of curvature for normally incident electromagnetic waves at the grazing angle is shown in Figure 10. A large differ-
ence between the two polarizations exists with the vertically polarized field which increases with radius of curvature being much stronger than the horizontally polarized field which decreases with radius of curvature.


Fig. 7-Power distribution behind a cylindrical mountain ( $k a=239, d_{3}=$ 150入) (a) for vertical polarization and (b) for horizontal polarization.

## Oblique Incidence

Of common occurrence in radio engineering is the situation where an obstruction lies at an oblique angle across the path between transmitting and receiving stations. Model measurements have been used to investigate the propagation of electromagnetic energy at oblique
incidence over smooth, perfectly conducting cylindrical obstacles of both uniform and linearly varying radius of curvature.

Measurements of diffracted power as function of angle of obliqueness could be performed by rotating the model about a vertical axis in the vertical plane containing the fixed receiver-transmitter positions and passing through the axis of the model. In this manner; $k a_{e}$ values


Fig. 8-Variation of power in the far-field behind a cylindrical mountain with scattering angle $\psi$ as function of polarization and radius of curvature (ka).
greater than 2000 could be obtained where $a_{c}$ is the effective radius of curvature of the obstacle. The sizes of the models permitted investigations for angles of obliqueness of up to $60^{\circ}$ from the normal before end effects became important. In addition, power measurements behind obstacles for scattering angle of up to $12^{\circ}$ were made.

The power variation at different receiver heights with angle of obliqueness ( $\zeta$ ) is shown in Figure 11 (cylindrical obstacles of uniform radius of curvature) and Figure 12 (cylindrical obstacles of linearly varying radius of curvature).

For vertical polarization, the diffracted power in the receiving space varies with angle of obliqueness such that in the illuminated


Fig. 9-Variation of power behind a conical mountain with scattering angle as a function of radius of curvature $\left(d_{1}=150 \lambda, d_{2}=113 \lambda, \psi_{s c}=\psi \cos \tau \cos \zeta\right.$; $\left.a_{c}=a / \cos \tau=15^{\circ}, \zeta=0^{\circ}\right)$. Theoretical points are for $k a_{e}=239$.


Fig. 10-Variation of power behind a conical mountain at grazing incidence with radius of curvature of the obstacle in the vertical plane containing the transmitting and receiving terminals. ( $d_{1}=150 \lambda, d_{=}=113 \lambda, \psi=0^{\circ}, \lambda=$ 1.252 cm .).
region $\left(\psi_{s i}<0\right)$, the diffracted power increases with angle of obliqueness and increasing radius of curvature. Small values of radius of curvature show little variation with angle of obliqueness. In the "halo" region ( $\psi_{s c} \sim 0-5^{\circ}$ ) the power increases with increasing angle of obliqueness and increasing radius of curvature. In the shadow region $\left(\psi_{s c}>5^{\circ}\right)$ the power deep in the shadow depends on the value of $k a_{e}$. For small $k a_{e}$ values, the power continues to increase with increasing angles of obliqueness while for large values of $k a_{c}$ the diffracted power decreases with angle of obliqueness. Alternate regions are possible where the diffracted power is independent of angle of obliqueness.

For horizontally polarized waves incident on the obstacles, the


Fig. 11-Power variation with angle of obliqueness for a smooth, perfectly conducting cylindrical obstacle of constant radius of curvature for both horizontal polarization ( $\epsilon_{1}$ ) and vertical polarization ( $\epsilon_{1}$ ). ( $d_{1}=150 \lambda, d_{2}=$ $113 \lambda, \lambda=1.25 \mathrm{~cm}$.)
diffracted power behavior is nearly constant with angle of obliqueness in the illuminated region, showing only a small increase at large values of radius of curvature and large oblique angles. In the "halo" region the diffracted power decreases with increasing angle of obliqueness and increasing $k a_{e}$ values. In the shadow region the power decreases rapidly with angle of obliqueness and increasing effective radius.

Behind a knife edge obstruction ( $k a_{e}=0$ ) the diffracted power is independent of both the angle of obliqueness of the incident energy and of polarization.

Comparison of the data for obstacles of constant radius and varying radius of curvature shows that the diffracted power variation with angle of obliqueness is indeed similar provided their effective radii of


Fig. 12-Power variation with angle of obliqueness for a smooth, perfectly conducting cylindrical obstacle of uniformly varying radius of curvature
( $15^{\circ}$ half cone angle) ( $d_{1}=150 \lambda, d_{2}=113 \lambda, \lambda=1.25 \mathrm{~cm}$ ).
curvature ( $a_{e}$ ) are the same. In all cases the horizontally polarized field results in the diffracted power in the halo and shadow regions being considerably less than for a knife-edge obstruction. The vertically polarized energy, on the other hand, is greater than the values for a knife-edge obstacle in the halo region but can be less than the knife-edge values deep in the shadow region.

The variation of the diffracted power with scattering angle is shown for normal incidence ( $\psi=0^{\circ}$ ) and an angle of obliqueness of $60^{\circ}$ for obstacles of constant radius in Figure 13a and for obstacles of varying radius of curvature in Figure 13b.

In the illuminated region, the horizontally polarized energy is considerably greater than the vertically polarized energy. The power for a knife-edge obstruction is intermediate to the values for the two polarizations. The effect of oblique incidence is small for either polarization.


Fig. 13a-Variation of diffracted power with scattering angle for angles of incidence of $0^{\circ}$ and $60^{\circ}$. (Obstacles of constant radius of curvature) ( $d_{1}=$ $150 \lambda, l_{2}=113 \lambda, \lambda=1.25 \mathrm{~cm}$.) .

For small scattering angles, the diffracted power for vertical polarization is greater at oblique angles, while the reverse is true for horizontal polarization. Comparison with theory shows satisfactory agreement.

At large scattering angles, the vertically polarized energy decreases with angle of obliqueness and becomes less than for normal incidence.

The horizontally polarized energy, however, continues to decrease more rapidly with angle of obliqueness. This behavior for large $k a_{c}$ values has been predicted for normal incidence in earlier publications but not verified experimentally.


Fig. 13b-Variation of diffracted power with scattering angle for angles of incidence of $0^{\circ}$ and $60^{\circ}$ (obstacles of uniformly varying radius of curvature: $15^{\circ}$-half cone angle). $\left(d_{1}=150 \lambda, d_{2}=113 \lambda . \lambda=1.25 \mathrm{~cm}.\right)$

## Ground Reflections

Thus far only the effects due to the ubstacle profile and the crest of the obstacle have been considered. If the intervening terrain between the obstacle and the receiver-transmitter is smooth, then ground reflections will occur and these reflections must be considered in addition to the direct radiation. The ground reflections are taken into
account by considering the reflections to originate from virtual images of the terminal antennas located the same distances below the reflecting surface that the real antennas are located above the reflecting surface. As a result there are four possible paths-direct transmitter to receiver, one reflection on receiver side, one reflection on transmitter side, and a reflection on each side of the path-by means of which energy from the transmitter reaches the receiver. The effect of the


Fig. 14a-Variation of received power with scattering angle for a knife edge obstacle including ground reflections on both sides of the obstacle ( $d_{1}=d_{2}=100 \mathrm{~cm}$, horizontal polarization, $T, R$ heights above reflecting plane $=7.92 \mathrm{~cm}, \lambda=1.25 \mathrm{~cm}$ ). (To obtain variation for omnidirectional antennas add the illumination correction factor to the measured values).
obstacle on each of these radiations must be considered and the resultant appropriately summed at the receiving terminal in order to determine the diffracted power.

These effects can be demonstrated using model techniques. Figure 14 shows plots of received power versus scattering angle for propagation models which include the effect of earth reflections. In each case the geometry of the transmission link is the same. Figure 14a shows the undulations in received power which depend upon the path geometry (obstacle height, transmitter and receiver distances and position above ground, as well as frequency and polarization) for the case of a
rectangular knife-edge obstacle. Positions occur where the energy in the diffracted field can be either much greater or much less than the corresponding field of a knife-edge obstacle without the effect of ground reflections. The maximum positions correspond to regions where "obstacle gain" can be achieved by a suitable choice of the transmission link. A change in the polarization of the electromagnetic field from horizontal to vertical polarization would interchange the positions of


Fig. 14b-Variation of receiver power with scattering angle for a triangular knife-edge obstacle including ground reflections on both sides of the obstacle (horizontal polarization).
the maxima and minima. The effect of the lateral profile (Figure 14b) is, surprisingly enough, to increase the depth of the minima of diffracted power, although the average power level (as expected) is increased. An unfortunate location of transmitting and receiving antennas would correspond to a geometry such that the received power would be a minimum. This could indeed be small when ground reflections are adequate to give a situation as illustrated by the model measurements. The effect of ground reflections as well as reflections off the surface of a wedge-shaped dominant obstacle are shown in Figure 14c. Note the sharp, highly repetitive oscillations within the envelope of
the general behavior induced by the multiple reflections off the wedge. Sharp "pockets" of 15 decibels less power than the median value occur. These can also be the cause of considerable fading, since the path would be sensitive to variations in atmospheric refractivity and to frequency, this latter controlling the bandwidth that can be uniformly transmitted. Note also the large differences in power which exist between the minimum and maximum of the field distributions and which can be utilized by proper siting.


Fig. 14c-Variation of received power with scattering angle for a wedge shaped obstacle ( $\phi=55^{\circ}$ ) including ground reflections on both sides of the obstacle (vertical polarization).

The effect of ground reflections when the dominant obstacle has a large smooth crest (shown in Figure 14d) is more like that for a rectangular knife edge, although the locations of the maxima and minima regions of power would be somewhat displaced even for the same polarization. (Note that the experimental results shown in Figure 14 have been obtained using slightly directive antennas. To convert to power received using omnidirectional antennas add the experimentally determined "illumination" correction curve plotted on the same figure to the values of the measured power.)

## Rough Surfaces

Obstacles occurring in nature have irregular contours and surfaces which for the most part may be considered as "rough" insofar as electromagnetic wave propagation is concerned. These surface irregularities fluctuate both in location and with time (season). The major difficulty in considering the effect of surface roughness has been the inability to establish the relationship of the important parameters


Fig. 14d-Variation of received power with scattering angle for a cylindrical obstacle ( $k a=239$ ) including ground reflections on both sides of the obstacle (vertical polarization).
with the practical terrain profiles, principally because of the vast and random fluctuations of these quantities. Furthermore, the theoretical approaches are limited by the simplifying assumptions which have to be introduced in order to be able to obtain a solution at all.

Model experiments can be employed to illustrate some of the effects which rough surfaces can have on electromagnetic wave propagation over natural obstacles. As an example, Figure 15 shows a comparison of the experimentally determined variation of diffracted power with scattering angle for a dominant cylindrical conducting obstacle whose
crest is rough with that for an obstacle of the same radius of curvature, but whose crest is smooth. Because of the difficulty of explicitly defining parameters of roughness, the results should be considered as qualitative. However, the important consideration is the influence of the rough surface on the diffracted power. The variation is opposite for the two polarizations. For vertically polarized incident fields the


Fig. 15-Comparison of variation of received power with scattering angle for smooth and rough cylindrical obstacles.
diffracted energy decreases with roughness of the diffracting surface, while for horizontally polarized incident fields the diffracted energy increases with surface roughness. The variations of diffracted power for a smooth obstacle are thus the extremes that can be obtained for an obstacle of a given radius of curvature, with horizontal polarization providing the minimum value and vertical polarization the maximum value.

## Depolarization

In the far field, the signal diffracted by a knife-edge obstacle is
independent of the polarization of the electromagnetic fields incident upon the obstacle. Polarization effects do, however, predominate at relatively short distances (measured in wavelengths) from the diffracting edge. Figure 16 shows the ratio between the diffracted power measured behind a rectangular knife edge for an incident field whose electric vector is orientated normal to the edge and that when the electric vector of the incident field is parallel to the edge. Near the edge there is a very strong dependence on polarization of the incident field; this field decreases with increasing distance from the edge.


Fig. 16-Ratio of power behind a knife edge at grazing incidence when the incident electric field is normal to the edge to power when the incident field is parallel to the edge.

This suggests that since the diffraction coefficients (which determine the amount by which the electric vector perpendicular to and parallel to an edge are reduced upon diffraction) are different for electric fields incident normal to or parallel to the diffracting edge, then for the incident electric field orientated at an angle (other than zero or $90^{\circ}$ ) to the diffracted edge, diffracted fields polarized normally to the incident fields will exist.

In the far field of a diffracted signal, the amount of this crosspolarized energy is usually immeasurable. However, near the obstacle, and in particular if the obstacle has sharp edges and is of finite conductivity, notable amounts of cross-polarized energy may be found.

For a rectangular knife edge, if the incident field is oriented either along or normal to the edge, then no cross-polarized effects occur. If this is not the case then cross-polarized fields exist. Figure 17 shows the components of power measured near a triangular edge for fields
polarized in the same direction as the incident fields and for the fields polarized normally to the incident fields. The cross-polarized power is surprisingly strong, being approximately 12 decibels below the normal field components. Since bodies with smooth crests show differences in the diff racted fields which depend on the polarization of the incident fields, cross-polarized energy will be present when the surface of the


Fig. 17-Normally polarized and cross-polarized power received near a triangularly shaped knife edge.
diffracting obstacle is oriented in a direction which is not either parallel or perpendicular to the electric vector of the incident field.

These cross-polarized fields can be of influence on passive repeaters, for example, located on sharp, natural ridges.

## Surface Conductivity

Considerable interest exists in the problem of propagation of electromagnetic waves over a "mixed" path composed of several regions
of different conductivity (e.g., sea and land). In particular a "recovery effect" of the electromagnetic field is found for vertically polarized incident radiation as the region of low conductivity changes to one of greater conductivity. Close comparison of the experimental findings with theory is hampered by the difficulty of controlling the important parameters. Furthermore, much of the theoretical work has been confined to the case of low frequencies ( 1 mc and lower) and vertical polarization.

Preliminary scale-model laboratory experiments have been made above a plane surface exhibiting a sharp change in electrical properties. The measurements were performed at a frequency of $24,000 \mathrm{mc}$ for both vertical and horizontal polarization. For vertical polarization (see Figure 18a), a recovery effect of the electric field similar to that reported in the literature (see bibliography) when transition is made from a region of low conductivity to one of high conductivity was found. The rate of change and degree of this effect varied markedly with position of the transmitter-receiver above the surface. For horizontal polarization (Figure 18b) the measurements were found also to be affected by this transition of surface electrical properties, but the trend of behavior was totally different from that for vertically polarized waves.

No attempt was made to correlate these preliminary measurements quantitatively with any of the present theories. However, for vertical polarization there exists qualitative agreement, and it appears that the scale-model techniques are especially adaptable for a systematic study of such surface effects, in particular since it would be possible to measure the phase of the electromagnetic fields as well as the amplitude.

## Path Reciprocity

The reciprocity theorem applies to diffraction paths, as confirmed by measurements not included in this paper.

## Theoretical Considerations

Comparisons of the experimental model measurements with prediction of theories based on simplified concepts have been made and satisfactory agreement obtained. The derivation of these theories is based on a generalized concept of the Green's function and on the use of corrective factors from rigorous diffraction theory. The received power is described in terms of a "knife-edge" contribution due to the projected outline of the obstacle and, in the case of obstacles with


Fig. 18-Variation of received field with distance from transmitter. Transmitter located on smooth plane surface with abrupt change in conductivity at a distance $65 \lambda$ from discontinuity. Transmitter height 1.18入; (a) vertical polarization and (b) horizontal polarization.
smooth surfaces, in terms of "halo" contributions resulting from the crest of the obstacle. Such an approach can be generalized to include oblique incidence of the radiation and surfaces of conical shape. We shall outline only the qualitative, general features of such an approach and the reader is referred elsewhere ${ }^{1,40,52,66}$ for details.

## Knife-Edge Theory

The classical treatment of diffraction by a knife-edge obstacle starts from the Huygens-Kirchhoff diffraction integral, namely,

$$
\mu(p)=-\frac{1}{4 \pi} \iint_{S}\left\{\frac{\mathrm{e}^{-j k r}}{r} \frac{\partial \psi_{0}}{\partial n}-\psi_{0} \frac{\partial}{\partial n}\left(\frac{\mathrm{e}^{-j k r}}{r}\right)\right\} d a
$$

where $\mu(p)$ is the value of the field ( $E$ or $H$ ) at the field point $p, S$ is the surface of integration, $\psi_{0}$ is the source function, $\vec{n}$ is the outward unit normal to $S$, and $r$ is the distance from point $p$ to any part of $S$. For the far-field, the integral reduces to

$$
\frac{\mu(p)}{\mu_{0}}=\frac{j k}{4 \pi} \iint_{S} \frac{e^{-j k(r+k)}}{r R}\left(\cos \theta-\cos \theta_{1}\right) d a
$$

where $\mu_{0}$ is the strength of the source, $R$ is the distance from the source to the point of integration on $S$, and $\theta, \theta_{1}$ are the angles of incidence. The major difficulty is thus the evaluation of the above integral over the appropriate surface $S . S$ is the surface through which the radiation must pass, i.e., the area in the plane of the knife edge but not contained by the edge.

## Rectangular knife edge

For the case of a rectangular knife edge, the integration is particularly simple and the results readily expressed in terms of Fresnel integrals.

## Triangular knife edge

The evaluation of the diffraction integral for a triangular knife edge is more involved. However, by an appropriate subdivision of the area of the triangle ${ }^{52}$ it is possible to evaluate the integrals by standard techniques as before. In general, the same is true for a semicircular edge although the resulting functions ${ }^{1}$ will not be the Fresnel integrals.

## Halo or Crest Effect

For obstacles with smooth crests, in addition to the direct radiation which reaches the receiver (and which is exactly the same as for a knife-edge obstacle), there are three other paths that also contribute to the received field and that depend on reflection from the crest of the obstacle. The received power can thus be expressed as a knife-edge term $E_{k f}$ (due to the sharp-edged plane substitute of the obstacle) and halo terms which represent the additional "crest effect" or radiation due to smooth surface of the obstacle. It is thus possible to write

$$
E_{\text {total }}=E_{k c}+\rho_{1} E_{2}+\rho_{2} E_{3}+\rho_{1} \rho_{2} E_{4}
$$

where the $\rho$ 's correspond to a factor which indicates change of phase and/or intensity upon reflection, and $E$ corresponds to the electric field for each of the contributing paths.

The evaluation of the knife-edge term is carried out as before. Fach of the remaining terms can be similarly evaluated, taking into account the appropriate path length and also two other important considerations. These are

1. The divergence factor, which accounts for the reduction in intensity of a beam of radiation upon reflection from a curved surface due to the energy being spread over a wider angle.
2. The fact that, as shown by recent developments in electromagnetic theory, ${ }^{31,32}$ the geometric optics field must be multiplied by a slowly varying factor to obtain the real field in the penumbra zone for obstacles of large radius of curvature. No correction is required for horizontal polarization because geometric optics and Fock's theory predict a vanishing field near the surface. For vertical polarization, geometric optics predicts twice the incident field, whereas Fock's theory predicts 1.4 times the incident field. Hence the required correction factor is 0.7 . Strictly speaking, this factor is not a constant but depends on the location of the point of the surface where the reflection takes place. It has been shown that the agreement between theory and experiment can be slightly improved by calculating the halo terms with a varying correction factor. ${ }^{16}$

The inclusion of the halo effects in addition to the knife-edge term permits the diffracted field due to cylindrical obstacles to be evaluated.

These same concepts can be extended to include conical obstacles and to radiation at an oblique angle. In general, the results for diffraction by cylindrical obstacles at normal incidence are applicable to conical obstacles at oblique incidence provided the scattering angle is given by

$$
\psi_{s c}=\psi \cos \zeta \cos \tau
$$

and the radius of curvature by

$$
a_{e}=\frac{a}{\cos ^{2} \zeta \cos \tau}
$$

where $\tau$ is the cone half-angle, $\zeta$ the angle of obliqueness, and $\psi, a$ are the scattering angle and radius of curvature for normal incidence.

In a similar manner ground reflections can be taken into account by considering the contributions to the total field from the reflected fields. ${ }^{45,69}$

In the case where polarization effects occur, the two polarizations encompass the extremes in the behavior of the received fields. Since for conducting obstacles the field is zero at the surface for horizontal polarization, this polarization exhibits the least received signal in the shadow region. The converse is true for vertical polarization. The effects of surface roughness, imperfect conductivity, and the like found in a full-scale propagation link tend to make the values of received power fall between the idealized situations for the two polarizations. Thus model experiments illustrate very closely the behavior and the range of various parameters to be met with in practice.

## Other Theoretical Approaches

A considerable amount of theoretical work has been devoted to the investigation of electromagnetic wave propagation over various obstacles. A considerable number of important references are cited in the following bibliography. In addition a number of field measurements dealing principally with "obstacle gain" are also indicated.

In the application of a given theory to practical computations, care must be exercised in ascertaining the limits of validity of the theory before wholesale and indiscriminate use is made of it. In addition, considerable discrepancies exist in the difficulty of numerically evaluating the different theories. In this regard a strong need exists for the numerical values to be put into the form of easy-to-use charts and nomographs.

As demonstrated, the use of scale-model measurements to ascertain the influence of important parameters in order to test the theoretical
predictions is of immense value. A number of effects which cannot be demonstrated by theory without a considerable computational effort are readily observed from the model experiments. In this way model measurements complement the fund of information provided by theory and field trials.
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