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INFRARED DETECTORS 

BY 

GEORGE A. MORTON 

RCA Electronic Components and Devices, 
Princeton, N. J. 

Summary—In applications requiring great sensitivity and high speed 
of response, infrared photoconductive detectors have proved very effective. 
The photoconductor employed depends upon the wavelength of interest. 
For the very near infrared (long wave limit X.. = 1.8  germanium junc-
tion photodiodes are used. At somewhat longer wavelengths  — 3.5 µ), 
lead sulfide and indium arsenide have suitable responses. For still longer 
wavelengths (X».  7µ), PbTe, PbSe, and InSb are the most frequent'y used 
photoconductors. Except for relatively low sensitivity InSb junction devices, 
detectors employing these materials require liquid nitrogen cooling. Ex-
trinsic photoconductors constituted of appropriately doped germanium are 
used for longer wavelengths. These can be made with a wide range of 
long-wave limits covering the spectrum to beyond 100 it depending upon the 
activator employed.  Such cells require considerable cooling to reduce 
thermal excitation of carriers. The sensitivity of these detectors depends 
upon their cooling, the level of background radiation, and the configuration 
of the detector. Methods of calculating the sensitivity, cooling requirements, 
and performance characteristics are discussed and illustrative examples 
given. 

INTRODUCTION 

A
LTHOUGH INFRARED radiation has been known since about 
1800, when it was discovered by Sir William Herschel, very 

little effort went into the development of infrared detectors 

until the late 1930's and early 1940's. Since then the field has been 
very active and a very extensive technology has developed around the 

subject of infrared detectors. 
Infrared radiation is that portion of the electromagnetic spectrum 

from just below the visible spectrum, i.e., 7500 A, to the microwave 
radio region. Most of the black-body radiation from objects heated 
to temperatures normally encountered in terrestrial environments lies 

in the infrared portion of the spectrum. For example, an object at 
room temperature (300°K) has its peak of black-body radiation at 
about 10 it. Because of this, infrared detectors are very effective 
devices for sensing the presence of distant objects that differ only 

slightly in temperature from their ambient. As a consequence these 

detectors are of considerable military importance. This fact has con-
tributed enormously to their development, but will not be discussed 

further here. Infrared detectors are also useful in thermometric in-
struments, in determining certain chemical bindings by spectroscopic 

analysis, in plasma diagnostics, in astronomy, and in medicine. The 

3 
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present discussion, however, is concerned with the physics of infrared 
detectors rather than their application. 

There are two broad classes of detectors, namely, photon detectors 
and temperature detectors. In the latter, infrared radiation changes 
the temperature of the sensing element, and this change of tempera-

ture produces an observable electrical or physical change in the sensor. 
Photon detectors are those in which photons of the radiation produce 

directly an excitation in the sensing layer that can be observed elec-
trically or otherwise. The present discussion is restricted to photon 

detectors that produce electrical response to infrared radiation. 

Figure 1 shows the portion of the electromagnetic spectrum under 
consideration. Wavelength in microns is indicated along the center 

horizontal line. Below the line are indicated the principal detectors 
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Fig. 1—Infrared spectrum with principal detectors. 

used in the various portions of the spectrum. The shaded strips above 
the line give a rough indication of the spectral regions wherein normal 
atmosphere is relatively transparent. It will be noted that there are 
a number of windows in the region between the end of the visible 
spectrum and about 6 ,u. Then there is a rather long opaque region 

and another window extending from about 8.5 to 13.5 u. Beyond this 

the atmosphere is relatively opaque out virtually to the radio region 
with only a few small windows. The oxygen and nitrogen of the 

atmosphere are quite transparent for most of the infrared spectrum. 
The absorbers encountered in a normal atmosphere are primarily 
carbon dioxide and water vapor, particularly the latter. Since both 

of these gases decrease quite rapidly with altitude, the upper atmo-
sphere is very much more transparent to infrared radiation. 

INFRARED PHOTOMULTIPLIERS 

The first detector named on the chart, sensitive in the region from 
0.75 to about 1.2  is the photomultiplier. An infrared-sensitive 
photomultiplier (type 7102) is shown diagrammatically in Figure 2. 
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This multiplier has a photocathode that emits electrons when it is ex-

posed to infrared radiation in the spectral region indicated. These 

electrons are accelerated from the cathode and focused onto the surface 

of the first dynode of the multiplier. The dynode is coated with a layer 

that emits several electrons when bombarded by a primary electron. 
These electrons are accelerated onto a second dynode with a similar 

surface where each produces a number of secondary electrons. This 
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Fig. 2—RCA 7102 photomultiplier. 

process is repeated for as many stages as is required to bring the 
electron current up to the desired level, at which point it is collected 

on the anode. If each dynode produces 8 electrons for each primary, 

and there are k dynodes in cascade, the factor by which electrons 
from the cathode (usually referred to as the gain (G) of the tube) 

are multiplied is 8'. 
The most important element in this device is, of course, the photo-

cathode. This infrared-sensitive cathode, which has been designated 
as an S-1 cathode, consists of a cesium oxide matrix containing silver, 

possibly in colloidal form, and a layer of cesium at the vacuum inter-

face. The cathode is of interest because it is one of the oldest prac-
tical photocathodes known and the least understood of all of the 

cathodes in practical use. All efficient photoemitters are semiconductors 
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and generally take the form of a thin film of semiconductor treated on 

the vacuum interface with a material such as Cs to minimize the elec-
tron affinity, i.e., the potential difference between the vacuum potential 

and the conduction band of the semiconductor. This model can give a 

quantitative account of the performance of most photocathodes (e.g., 
all of the alkali antimonide cathodes) ; however, it does not suffice for 

the cesium—oxygen—silver cathode used in infrared-sensitive multi-
pliers. The band-gap plus the electron affinity of cesium oxide has a 

long wavelength limit of about 0.4 or 0.5 n. The silver incorporated 
in this cathode appears to play a decisive role as far as its infrared 
response is concerned. When examined in detail, the silver does not 

appear to behave simply as a donor-type dopant in the cesium oxide 
semiconductor. It has been proposed by W. E. Spicer that a possible 

explanation is that the photoemission is the result of photon excitation 

in the metallic silver and the emission of an electron from the silver 
into the cesium oxide and from thence over the electron affinity into 
the vacuum. Figure 3 shows an S-1 photocathode response. 

There are broadly two ways of using a photomultiplier as a radia-

tion detector. One is to chop the radiation with an appropriate shutter 
in the optical system (e.g., a rotating sectored disk) and observe the 
component of the output current having the chopping frequency. This 

can be done, for instance, with a phase-sensitive detector. The second 

method is to operate the multiplier with sufficient gain so that each 

electron produces a measurable pulse in the output and to count the 
rate of arrival of electron pulses. Actually, although pulse counting 

is the most sensitive way of detecting radiation with a photomultiplier, 
it is not practical with the type of multiplier illustrated when the 

cathode is maintained at room temperature. At room temperature, an 

S-1 cathode emits approximately 10-1 " amp/cm" of thermionic emis-
sion. With the somewhat more than 10 cm" of cathode area of this 
multiplier, this means that there are some 2 x 107 electrons per second 

entering the structure. Such a high rate of pulse output saturates 
most counting equipment. 

Cooling the cathode can greatly reduce the dark pulse rate. At 

200° to 225°K (e.g., cooling with dry ice) the thermionic emission can 

be made negligible compared with other sources of dark pulses. Under 
these conditions photon counting becomes practical. If an integral 

pulse-height distribution curve, that is the number of pulses (n) that 
exceed a charge q during a given counting period, is plotted as a 

function of q, it will be found that over a fairly large range of q 

n= noe-aq. 
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Fig. 3—Spectral response of S-1 photocathode. 

4. 

This is illustrated in Figure 4 for dark pulses and a small amount of 
radiation on the cathode. At very small values of q, the pulse rate is 

very much higher than indicated. At large values of q, the dark pulse 

rate is larger than predicted. For optimum pulse counting, there 
should be a discriminator between the multiplier and the counter that 

transmits only pulses greater than about 0.4eG to eliminate the large 
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10 

number of small spurious pulses. This will allow counting of 70 to 

80% of photoelectrons from the cathode. The limit of sensitivity of 

this method of radiation detection is set by the statistical fluctuation 
in pulse rate. For a count of An = nr — nn, where nr and no are the 

total and dark counts, respectively, in the period (e.g., 1 sec), a good 

approximation of the root-mean-square error is 2vnT + n,,. As an 

example, n,, might typically be 2000 counts per second and 2\7 , - 

130  An. If the quantum efficiency is 0.5% and the radiation has a 

WITH RADIATION 

1   
2  3  4 (AG) 

PULSE HEIGHTS (0 

Fig. 4—Typical integral pulse height distribution curve for dark current 
and photoelectrons with a 7102 photomultiplier. 

wavelength of 9000 A, the equivalent of unity signal-to-noise ratio is 
obtained for about 3 x 10 -n watt. 

The noise in dark current sets the limit of sensitivity of detection 
of radiation by the multiplier when current-measuring techniques are 

used. The r-m-s noise in the dark current is stated as equivalent to 
1.7 x 10 -'2 watt at 8000 A for this type of tube. At unity signal-to-
noise ratio and with one-cycle-per-second bandwidth for the detector 

system, the lower limit of detectable radiation is therefore approxi-
mately 10 -'2 watt with the tubes uncooled. A second limit to the 

detection of a known radiating object results from the black-body 

radiation from the ambient. This limit applies to all detectors and is 
considered in more detail later. 

INTERMEDIATE INFRARED DETECTORS 

In the 1 to 2 it region of the spectrum, Ge junction diodes are the 
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most satisfactory detectors. Figure 5 illustrates the configuration of 

such a detector and also gives schematically the semiconductor band 
arrangement. They are prepared in much the same way as are diffused 
junction diodes used for nuclear radiation detection. A wafer of p-type 

Ge with a relatively small concentration of acceptor levels is mounted 

on a substrate and heated at a temperature somewhat below its melting 
point in an environment containing phosphorus. The phosphorus dif-

fuses into the exposed surface. The diffusion is allowed to continue 

to a depth on the order of a micron. This forms an n-type layer on 

the p-type semiconductor. This junction is back biased. Radiation 
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Fig. 5—Germanium photodiode. 

CONDUCTION 
BAND 

VALENCE 
BAND 

BACK BIAS 

DONORS 

entering the diode causes a hole-electron pair to be excited. If the 
excitation occurs in the n-type region, the minority carrier (hole) 

drifts to the junction and is drawn across the junction by the reverse-

biased field. Similarly, absorption in the p-type region frees an elec-
tron which diffuses to the junction. Absorption of radiation either in 
the depletion layer of the junction or within a diffusion length on 

either side of the junction will free carriers and produce a signal 
current. Since the absorption coefficient for Ge, even quite close to its 
absorption edge, is of the order 104 cm-1 , it is relatively simple to 

have virtually all of the absorption occur in the useful portion of the 

detector. 
One of the limits of sensitivity of this type of detector is the ther-

mal excitation of carriers in the junction region. At room tempera-
ture, the noise resulting from the thermal excitation of carriers limits 

the sensitivity to a noise equivalent power of 10 -12  watt per cycle 
bandwidth for a detector with an area of 5 mm2. The noise varies 

exponentially with the reciprocal absolute temperature of the cell. 
Therefore, a small amount of cooling can eliminate this dark-current 

noise. Under these circumstances, the sensitivity of this cell is limited 
by black-body radiation noise from the object space into which the 



•••••• 

10  RCA REVIEW  March 1965 

detector looks and from such nonfundamental noise sources as leakage 

channels at the edges of the junction, contact noise, microplasma, 
breakdown, etc. 

In the 2 to 3 µ region, PbS is by far the most widely used detector. 

This material is rather difficult to describe in terms of a semiconductor 
model. PbS has a band-gap of about 0.4 ev. However, as used, the 

material is in polycrystalline form and has been exposed to oxygen in 

its preparation, so that there are probably lanarkite barriers between 

the grains. The actual performance of the cell, particularly with re-
spect to its variation with temperature, its noise characteristics, and 
its time constant, indicates that it is an array of barrier layer junc-

tions. For example, its noise current output per unit frequency band-
width varies inversely with the frequency. While giving quite good 

performance both at room temperature and at dry ice or liquid nitro-

gen temperature, these cells leave something to be desired both in 
their frequency response and their stability. 

InAs, one of the III-V compounds having properties similar to Ge 

but with a considerably narrower band-gap (i.e., 0.33 ev) is now being 
developed as a detector for this portion of the spectrum. These detec-

tors will undoubtedly be p-n junction detectors for room-temperature 
operation and will be quite similar to the Ge photodiode described above. 

Going to somewhat longer wavelengths, InSb, PbTe, and PbSe are 
the detectors used in the neighborhood of 5 or 6 Iu. InSb can be used 
as an ohmic intrinsic photoconductor or as a p-n junction photocon-

ductor. As an ohmic photoconductor, even when operated at liquid 
nitrogen temperature, the resistance of the cell is rather low, which 
makes the electrical handling of the signal difficult. Junction-type InSb 
will operate both at room temperature, albeit with considerable thermal 

noise and consequently low sensitivity, and at liquid nitrogen tempera-

ture where its performance equals that of the ohmic photoconductor. 

PbTe and PbSe both must be cooled to liquid nitrogen temperature 
for satisfactory operation. They are polycrystalline materials much 
like PbS and their frequency response and noise characteristics are 

very similar. They are, at present, easier to prepare than the InSb 
photodetectors, but their performance is definitely inferior. 

EXTRINSIC GERMANIUM PHOTOCONDUCTORS 

At present, photoconductor detectors for wavelengths longer than 

7 p. do not use intrinsic semiconductors; rather, the long-wavelength 
response is due to the excitation of carriers from an impurity center 
to the conduction or valence band where they can move. Furthermore, 
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all of the detectors used at present are based on germanium. By select-

ing an impurity of the appropriate ionization energy, the detector can 

be made to have the spectral response required for the application at 

hand. 
Before discussing the selection of specific activators to give desired 

spectral characteristics, let us consider briefly the mechanisms in-
volved in photoconductivity. In general, the photoconductor takes the 

form of a small bar of semiconductor with ohmic contacts applied at 

each end. For satisfactory performance, the concentration of the 

activator atoms should not exceed approximately 1015 atoms/cm". Since 

COOLANT 
-CONTAINER 

SIGNAL LEAD 

EL ECTRIC AL 
CONTACTS 

INTEGRATING 
CHAMBER 
WALL  APERTURE 
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Fig. 6—Integrating chamber and photoconductor. 

the photon absorption cross section of a typical impurity activator is 

of the order of 10 -'" cm", the relatively low activator concentration 
means that the linear absorption coefficient of the material is between 

1 and 0.1 cm -1 . It is undesirable from a number of standpoints to 

use a very large piece of photoconductor as the detector. Therefore, 
in order to absorb a reasonable fraction of the incident radiation, the 
extrinsic photoconductor element is generally mounted in an integrat-

ing chamber, as shown in Figure 6. The radiation enters through a 

small aperture in the wall of the chamber and, because of the high 
reflectivity of the integrating chamber walls, makes a number of 

traversals through the material until the radiation is absorbed. It is 
relatively easy to work out the relationships between the absorption 

properties of the semiconductor, its size, and the dimensions of the 

integrating chamber and aperture through which the radiation enters. 
It should be noted that here the effective area of the detector is the 

aperture in the integrating chamber wall and not the size of the 

photoconductive element. 
Figure 7 illustrates schematically the energy-band scheme involved 
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in an extrinsic photoconductor. The activator impurity is shown as an 

acceptor, since all of the practical germanium detectors happen to 

employ p-type activator centers. The activator may be introduced into 

the germanium in the melt during the growth process or it may be 
diffused into a single-crystal bar of germanium. In order to obtain 

satisfactory performance, a small amount of compensator (n-type) 

impurity is also introduced into the semiconductor. The reason for 
this is two-fold. 

First, if, for a given concentration of activator, there is no com-

pensation, the Fermi level (El) lies halfway between the energy level 

OHMIC 
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/ VALENCE( BAND 
.• 
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CONTACTS 

SPACE CHARGE CAPTURED 
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Fig. 7—Schematic energy-band diagram for an intrinsic photoconductor. 

of the impurity (E,) and the valence band. The variation of thermal 

excitation with cooling is an exponential function of Ei/kT. It is 

consequently proportional to exp(—E,/2kT) since Ef = E,/2. On the 
other hand, with the same impurity concentration, if there are a few 
centers compensated by electrons from the added donor impurity, the 

Fermi level will lie at the energy of the impurity, and the thermal 

excitation will be proportional to exp(—E,/kT). In other words, the 
exponent is twice as large and, therefore, for a given thermal excita-
tion, the required cooling is less. 

The second and more important reason is electrical. To obtain 
greatest possible photoconductive gain, the element employs ohmic 

contacts. As the voltage is applied to the cell, carriers can be injected 
at one contact and leave at the other. A limit to the current flow is 

set by the charge distribution in the photoconductor. Where there 
are no compensated impurity centers, this space charge is the current 

flowing through the cell. However, carriers can be trapped in the 



INFRARED DETECTORS  13 

compensated centers giving a static space charge. Therefore, when 

an extrinsic element with some compensation is cooled to a very low 

temperature, the dark current is extremely low and consequently its 

resistance is essentially infinite. The action of these extrinsic photo-

conductors is therefore as follows: As soon as the voltage is applied 

to the element, charges enter from the contacts and are captured by 

the compensated center in sufficient number to form a space-charge 

block to further flow of current. Under these circumstances, there is 

a voltage gradient throughout the entire length of the cell. If radiation 

falls on the cell exciting a carrier into the valence band from one of 

the impurity centers, this carrier moves by virtue of the field and 
leaves the excited center from which it came with a residual charge 

on it. This upsets the potential distribution throughout the semi-

conductor and allows another carrier to enter from the positive contact. 

This carrier, in turn, moves through the photoconductor and, as it 

moves away from the electrode from which it comes, another carrier 

can enter. This continues until a carrier recombines on the site from 
which the original carrier was ejected. Thus, depending upon the 

lifetime of the carrier, the mobility, and the dimensions of the element, 

a single excitation may cause more than one carrier to be transported 

across the photoconductor. 

Under these circumstances, the photoconductive gain can be greater 

than unity. Actually, with a very carefully prepared copper-activated 

germanium detector element, the mean free path of the carrier has 
been measured to be as large as 1.4 mm. A cell of this material with 

0.5 mm between electrical contacts would have a photoconductive gain 

of almost 3. Obviously, the same reasoning applies to a thermally 

excited carrier, so that a photoconductor with high photoconductive 

gain will have a correspondingly high dark current. Furthermore, a 
cell with high photoconductive gain has a longer time constant or lower 

frequency response than one with lower photoconductive gain (neglect-
ing trapping effects which, for the most part, appear to be unimportant 

to these germanium detectors). 

Table I lists a number of impurities that have been investigated 
in germanium, together with their ionization energies. As has been 
pointed out earlier, one of the most important regions for detector 

operation is between 8.5 and 13.5µ. This would require an impurity 

level of about 0.09 ev. 
The closest match to this is mercury with an ionization energy of 

0.087 ev. This activator has been quite successful in long-wavelength 
detectors. Figure 8 shows the spectral response of mercury in ger-

manium. Quite good photoconductive gain and low noise have been 
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Table I — Impurity Levels in Germanium 

Activator  Acceptors Donors 
Cu 
Ag 
Au 
Zn 
Cd 
Hg 

Col. III 
Col. V 
S 
Se 
Te 
Mn 
Fe 
Co 
Ni 

0.26' 
0.09' 
0.05* 

0.37* 
0.2T 
0.30* 
0.30' 

0.33t 
0.28* 
0.20" 
0.095t 
0.16t 
0.23t 

0.16t 
0.35t 
0.25t 
0.23t 

0.04t 
0.13t 
0.16t 
0.035t 
0.05t 
0.087t 
0̂.01t 

 0.28* 
0.30* 

0.05t 

,--0.01* 
0.18' 
0.14' 

0.11* 

0.09t 

Values are in electron volts 

— measured from conduction band 

t — measured from valence band 

obtained with this material, but there are still some unanswered 

questions concerning the stability of mercury-doped germanium. 

A second and rather different approach to obtaining material having 

exactly the required spectral response is that of employing an impurity 

atom in a Ge—Si alloy. Germanium and silicon will alloy in all propor-
tions and the alloy can be grown into single crystals. As the concen-

tration of silicon is increased, the band-gap increases monotonically. 

Similarly, the energy of an impurity in the band-gap increases with 
the silicon content. Photoconductors employing the second level of zinc 

Ge  Mgr 

0 2  4  6 e  10  12  14  16 
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Fig. 8—Spectral response of a Ge :Hgt photoconductor. 
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in germanium—silicon alloys have been investigated in some detail. It 

was found that an alloy containing about 6.1% of silicon in germanium 
and having the appropriate activator and compensator concentration 

could be made to have exactly the spectral response required to cover 
the radiation spectral band in question. One of the reasons why an 

exact long-wavelength limit should be sought is that the thermal 

generation—recombination noise is a very strong function of the long-

wavelength limit. It was found possible to produce by alloy adjustment 

a photoconductor that, in a wide-angle-aperture detector cell, was 
background-noise limited at 50 °K (a temperature that can be reached 

by pumping on liquid air) and that had a spectral response that closely 

fitted the atmospheric transmission window. Mercury-doped germa-

nium required cooling to 35° or 40°K to accomplish the same job. 

For response in the 20 to 30p. region, gold-doped and copper-doped 
germanium have given the best results. Copper has an ionization 

energy of about 0.04 ev, so that its long-wavelength limit is approxi-
mately 30µ. A detector with this activator must be cooled to about 

10°K. 
The use of gold as a long-wavelength activator is interesting. Gold 

has a donor level about 0.045 ev above the valence band. If a specimen 
of germanium is doped with a certain concentration of gold and then 

with a very shallow acceptor such as gallium, the electron from the 
donor level will drop into the gallium and leave the lowest gold level 

as a pseudo-acceptor. In principle, one would expect a pseudo-acceptor 

to have a much smaller cross section for recapturing a hole from the 
valence band than would a true acceptor such as copper. When a copper 

atom is ionized by an electron from the valence band being excited 
into a copper orbit, leaving a free hole, the copper level has a net charge 

of —e. This should produce a strong coulomb attraction for holes in 
the valence band. On the other hand, the gold pseudo-acceptor should 

be neutral after an electron has been excited into it from the valence 
band, and therefore would not have a coulomb attraction tending to 
recapture holes from the valence band. A difference in capture cross 

section of a factor of about 104 has been predicted from theoretical 

considerations, and appears to be at least partially verified by noise 

measurements. However, direct measurement of photoconductive gain 

comparing copper and gold fail to reveal this difference in lifetime. 
For a given activator concentration and compensation, the two acti-

vator atoms appear to have very nearly the same performance. Further 

work is required in this area. 
For response around 40p., zinc-activated germanium has proved 

quite effective. Detectors employing this photoconductor have been 
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used with considerable success in a number of scientific instruments. 

Response out to 100 or 120p. can be obtained by using activators 
from either column III or column V of the periodic table. Arsenic, 

antimony, gallium, and indium have all been used as dopants. 

Finally, photoconductive response has been obtained at extremely 

long wavelengths out even into the millimeter region by a somewhat 
different technique. The photoconductor used here was n-type indium 

antimonide cooled to a very low temperature. The impurity concen-
tration was high enough to cause impurity banding and degeneracy; 
in other words, it was impossible to obtain carrier freeze-out irrespec-

tive of the amount of cooling. However, when the sample was immersed 
in a strong magnetic field, the degeneracy disappeared and the material 

behaved as a photoconductor. This work was done at the Royal Re-
search Establishment in England by E. H. Putley. This appears to be 

a very interesting and effective way of covering the region of very 
long wavelengths where the infrared and radio wave spectra merge. 

DETECTIVITY 

So far, sensitivity has been mentioned only in the most general 

terms. No attempt has been made to present a quantitative discussion 
of this aspect of photoconductors. However, the problem of noise and 

sensitivity must be analyzed in detail if an appraisal of the value of 
these devices is to be made. 

Sensitivity is a measure of the limiting radiant power that these 

cells can detect. The threshold is determined by noise and random 
fluctuations in the output of the detector. Frequently, the limiting 
sensitivity of a detector is specified in terms of noise equivalent power 

(NEP). This is the radiant power in watts of infrared radiation on 
the cell that gives a signal-to-noise ratio of unity. The frequency 

bandwidth and the frequency at which the radiation is chopped must 

be specified. Also, the spectral content of the radiation must be given. 
The two most common specifications are for total radiation from a 

black body whose temperature is 500°K, or monochromatic radiation 
at the peak of the detector response. 

In order to avoid the awkwardness resulting from the fact that 
the higher the sensitivity, the smaller the value of NEP, and also to 
give a figure that is independent of cell geometry, it is now customary 
to give the sensitivity in terms of detectivity D'. Detectivity is de-
fined by the following relation: 

D' = (NEP)-1A1/2..If' 
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where A is the effective area of the detector and .1f is the frequency 

bandwidth. 
For the specified NEP, the noise against which the signal is equated 

may be the result of a number of possible sources. The principal ones 

are (1) radiation (background) noise, (2) generation—recombination 

noise, (3) contact and surface noise, and (4) circuit noise. 

Noise generated by the circuitry associated with a photoconductive 

detector is a very specialized subject. In the limit, this noise is due 

to the Johnson noise of the load resistor that couples the photocon-
ductor to the input of the amplifier. Although this noise can be reduced 

by using cooled load resistors and very low-noise amplifiers, it cannot 
be eliminated. Obviously, the larger the signal that can be obtained 

from a photoconductor per unit radiation power incident on it, the 
lower the effect of the circuit noise. For this reason, considerable 

attention has been given to means of increasing the photoconductive 

gain by increasing the lifetime and mobility of these materials. 

Contact and surface noise is not fundamental. Nevertheless, it can 

severely limit the performance of the photoconductive detector and 

therefore it must be minimized. This type of noise appears when the 

voltage between the contacts to the photoconductor becomes too large. 
It may be the result of minority carriers being injected by the contact 

or avalanche breakdown in the material or surface leakage over the 
surface of the photoconductor. The voltage at which this type of noise 
appears is quite sensitive to the way in which the contact has been 

made and to surface treatment (e.g., cleaning and etching). In general, 
this type of noise has frequency components that increase toward 

lower frequency and, for a given frequency band, is proportional to 
the reciprocal of its center frequency. For this reason, it is often 

termed 1/f noise. 
Generation—recombination noise is fundamental. It is due to the 

thermal excitation of carriers. This excitation is random so that the 
current produced by carriers thus generated has superimposed on it 

a root-mean-square fluctuation that is proportional to the square root 
of the carriers excited. This noise current and the detectivity limit 

consequent from it can be determined as follows. 

If nA is the total acceptor concentration and nD that of the com-

pensating donors, then the net concentration of activators is (nA —nD). 

The root-mean-square noise current (in),.,„, will be 

ep.E  2No(nA —  n,1) /2  \ 

(in inns =   TVA/  exp — 
L  n»  2kT  ' 
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But 

h, 
Et=  , 

ÀI4 
therefore 

eiLE f 2N,(nA—n»)  1/2  (  he 1 
(in)rma  =   TV,Cif)  exp — —  —  (1) 

L  n» 2k A„,T 

where  E is the field in the photoconductor, 

L is the distance between contacts, 

1' is the lifetime, 

V is the volume of the element, 

Af is the frequency band over which measurements are made, 

N, is the effective density of states in the valance band. 

The other symbols have their conventional meaning. 

If F is the radiant power incident on the detector and cr the radiant 

cross section of each activator center, the signal current will be 

erpE 
=  ( n A — nD) Ver,F, 

and the signal-to-noise ratio 

[nD(nA — n») rV 11/2  (h,  1 \ 
— = a F    

A/ j exp 2k A„,T 

From this, it can be shown that 

where 

1 ) 
De = Klexp( K2—  

X,„T 

1/2 rnDa p 
K1 —    

2Nd. 

he 
Ko =  , 
-  2k 

(2) 

(3) 

(4) 
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where an integrating chamber is used. It should be noted that this 
noise varies exponentially with the ionization energy, E,, of the impuri-

ties and with the reciprocal of the temperature, T, at which the cell 

is operated. The ionization energy E i is, in turn, proportional to the 

reciprocal of the long-wavelength limit of the photoconductor. There-
fore, the expression for noise can be put in terms of the temperature 

of the cell and its long-wavelength limit. Using this relationship and 

(XmT 

x InSb (77°K) 

G.-SI ZnE 

Gs Sul (7740 

EXTRINSIC GERMANIUM 

O K, .p  (K 2  

Fig. 9—Detectivity as a function of 1/(X„,T). 

the expression for the photocurrent in terms of the incident radiation, 
one can derive the general expression shown, with a coefficient con-
taining semiconductor parameters and an exponential term involving 

the reciprocal of the long-wavelength limit and cell operating tempera-
ture. For a given class of photoconductors, the coefficient K, preceding 

the exponential term is relatively constant. It appears, for example, 

to apply to all of the impurity-activated germanium and germanium— 
silicon photoconductors that have been examined. Figure 9 gives a 

plot of this equation together with a number of experimental points 

for various impurity-activated germanium detectors that have been 

measured. 
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BACKGROUND RADIATION NOISE 

Finally, there is the noise generated by the carriers that are excited 
by background radiation. In practical application, a photoconductive 
cell is exposed to background radiation coming through the optical 

system that images the target on the cell. Under normal conditions, 

this radiation is essentially black-body radiation corresponding to a 
temperature of approximately 300°K. The amount of radiation inci-

103 

02 

o 

loll 

WAVELENGTH X 

Fig. 10 —Background-limited detectivity (for a 2m- solid angle field of view). 

dent on the cell depends upon the aperture angle of the optical system 

and the area of the cell. Like thermally excited carriers, the carriers 

excited by the background radiation have a statistical fluctuation that 
is proportional to the square root of the number of carriers excited. 
Therefore, we can calculate a limiting D* for a detector knowing its 
long-wavelength limit and the spectral distribution of black-body radi-
ation. The limiting 13.(r) as a function of wavelength for a detector 

(having unity quantum efficiency) and a 27r solid angle of view is 
shown in Figure 10. If the angular aperture of the system, 0, is less 
than 180°, then 

I  1  J 
0  4  8  12  16  20  24  28  32 

MICRONS 
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D(9) = 1)*(r) (sin 0/2) -1 .  (5) 

It is necessary in designing an infrared detector system to use the 

specified performance characteristics of the particular type of cell to 

be used. However, Equations (4) and (5) and the curves given in 
Figures 9 and 10 are very useful in making preliminary estimates of 
performance. For example, let us assume that a mercury-doped ger-

manium detector with a long-wavelength cutoff (À„,) of 15 p., an 

effective area of 0.1 cm2, and an angular field of O = 58° is to be used 

in an optical system employing a parabolic mirror whose area is 300 

cm2. The object being viewed has an area of 1 square meter and is 

at a distance of d = 10 kilometers. If the atmospheric transmission 
y is 25%, the detector system bandwidth 1 cycle/sec, and a signal-to-

noise ratio of 5 is required, what is the minimum permissible tem-
perature AT between the object and its environment? 

From the curve in Figure 10 and Equation (5), the D' limit set by 

radiation background is 1.5 x 10" cm watts-1 . With the aid of 

Figure 9 and taking into account the long-wave limit of 15 t, it is 
found that the detector must be cooled below 36°K. From the cell 

area and frequency bandwidth, the detector has an NEP of 2.2 x 10 -12  

watt; therefore, the radiant flux density at the mirror must be ap-
proximately J = 3.7 X 10-14  watt/cm2 for S/N = 5. The black-body 

radiation equations indicate the change in radiant power AW per 

degree temperature in the vicinity of room temperature is 5 watts/ 
degree for a 1-square-meter object. Finally, the inverse square law 

relates radiation from the object and flux density at the mirror; 

yAW  0.25 x 5 x 

rd2 7r (10") 2 

Therefore, oT = 0.1°K. 
From the foregoing discussion of extrinsic detectors, it is evident 

that a high degree of control of spectral response has been achieved. 

Improvements in this direction will be minor. It is expected that, as the 

field develops, there will be marked improvements in detectors as the 
result of reduction of nonfundamental noise due to contacts, channel-

ing, etc. There may also be some further reduction in generation— 
recombination noise, but there is reason to believe that the improve-

ment that can be made in this direction is rather limited. It is prob-

able that the greatest advance will be made in improved quantum yield 
or responsivity. Initially, these improvements will be bounded by the 

gain—bandwidth limitation set by the relaxation time of the material, 
but eventually, as more complex detector structures are developed, this 

limit also may be exceeded. 
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Summary—This paper describes a new type of photomultiplier tube 
that extends the low-noise gain of secondary-emission multiplication into 
the microwave range. The tube consists of a semitransparent photocathode 
sensitive to the required spectral region, a multistage structure of trans-
mission secondary-emission dynodes, and a helical output coupler through 
which the electrons from the last dynode are focused. 

The experimental tubes described are designed for a center frequency 
of 1.5 gc and have a bandwidth of 1.0 gc. For visible light, the sensitivity 
of these tubes approaches that of an ideal detector. Calculations indicate 
that scaling of the multiplier design to frequencies as high as K. band is 
possible. 

INTRODUCTION 

THE FUNDAMENTAL limitation  on  the frequency  response  of  

photomultipliers is the transit-time dispersion of the electrons 

as they traverse the multiplier structure. When the transit-
time dispersion becomes a significant fraction of the period of the 
signal on the electron beam, the depth of modulation on the beam is 

reduced and the power output decreases. The two major causes of 
transit-time spread are (1) inequality of electron velocities, caused 

primarily by the variation of initial velocities with which the electrons 

are emitted and (2) inequality of path lengths of the electrons. 
(Transit-time spread due to time spread in the emission is in general 
negligible.L2) 

Transit-time spread is difficult to minimize in multipliers that use 

conventional reflection-type dynodes, i.e., dynodes in which the second-

ary electrons are emitted from the same surface that is bombarded by 

the primary electrons. For minimum spread due to initial velocities, 
the voltage between dynodes should be as high as possible. In reflec-

* Sponsored by U.S. Army Electronics Laboratories, Fort Monmouth, New Jersey. 

' M. H. Greenblatt, "On the Measurement of the Average Time Delay 
in Secondary Emission," RCA Review, Vol. 16, p. 52, March 1955. 

2 D. J. Blattner, H. C. Johnson, and F. Sterzer, "Upper Limit of Time 
Dispersion in Transmission Secondary Electron Emission from KCI Films," 
Appl. Phys. Letters, Vol. 4, p. 46, Feb. 1964. 
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tion-type dynodes, however, the current gain is a maximum when the 

primary electrons strike the emitting surface with velocities cor-
responding to only a few hundred volts; hence, minimum transit-time 
spread and high current gain are incompatible. Also, because the 
electron paths in reflection-type multipliers are generally curved, 
maintenance of equal path lengths for all electrons is inherently 

difficult. 
As a result of the relatively large transit-time spread in multipliers 

using reflection-type dynodes, the frequency response of the fastest 
available electrostatically focused reflection-type multiplier is limited3 

to about 1 gc. This limit has been extended to about 6 gc in an ex-

perimental crossed-field reflection-type multiplier built by Miller and 

Wittwer.4 

MAGNETIC FIELD 

TSEM 
PHOTOCATHODE DyNoDE 

LIGHT 

BEAM 

TSEM 
DYNODE 

1.1.1   1-1 

TO 
OUTPUT 
COUPLER 

Fig. 1—Schematic diagram of two-dynode electron multiplier using 
transmission secondary-emission dynodes. 

In this paper we describe microwave photomultipliers using trans-
mission secondary-electron multiplication (TSEM) dynodes. In these 

dynodes, primary electrons are incident on one side of a film, and 
secondary electrons are emitted from the opposite side of the film. The 
maximum current gain of most TSEM dynodes occurs typically at sev-
eral thousand volts, i.e., at voltages about an order of magnitude 
higher than those used for reflection-type dynodes. As a result, transit-
time spread due to the spread in electron velocities can be made much 
smaller in TSEM multipliers than in the fastest reflection-type multi-
pliers. Also, TSEM dynodes can be stacked in a parallel-plane geom-
etry, as shown in Figure 1, so that all electrons will travel in nearly 

parallel straight lines of equal length. Measurements indicate that 
multipliers using TSEM films will be usable at frequencies up to 30 gc 

3 G. A. Morton, R. M. Matheson and M. H. Greenblatt, "Design of 
Photomultipliers for the Sub-Millimicrosecond Region," IRE Trans. on 
Nuclear Science, Vol NS-5, p. 98, Dec. 1958. 

4 N. C. Wittwer, "Fast-Rise Time (Less Than 10-10  Secs.) Photo-
multiplier," paper presented at the twenty-second Conference on Electron 
Device Research, Cornell University, Ithaca, New York, June 1964. 
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Fig. 2—Cross section of TSEM dynode. 

— considerably higher than those achieved by the fastest multipliers 
using reflection-type multiplication. 

TSEM DYNODES 

The dynodes used in our experimental microwave photomultipliers 

consist of a sandwich of three films,' as shown in Figure 2—a sup-
porting substrate of aluminum oxide (A1003) 500 A thick, a 150 
thick conducting film of aluminum, and a 500 A thick film of the emit-

ting material, potassium chloride (KC1). Dynodes in which the KCl 
film was replaced by magnesium oxide (MgO) were also tested. 

The current gain of a typical KC1 dynode is shown as a function 
of dynode voltage in Figure 3. A gain of 3.8 is obtained for a voltage 
of 4 kv, and a gain of 4.6 for a voltage of 6 kv. 

The distribution of initial energies of secondary electrons from 

KC1 dynodes varies from about 0 to 5 volts, and can be approximated 
by the following distribution function: 

5 

4 

Z 3 

«7c (.9 
2 

o 
P(Vo) = 0.4 (1  —V -) , 

5 

00  2  3  4  5  6 
DYNODE - KILOVOLTS 

7 

(1) 

Fig. 3—Current gain of KCl transmission secondary-emission dynode as a 
function of dynode voltage. 

5 E. J. Sternglass, "High-Speed Electron Multiplication by Transmis-
sion Secondary Electron Emission," Rev. Sei. 'natl.., Vol. 26, p. 1202, Dec. 1955. 
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where p is the fraction of electrons emitted per unit time with initial 

energies between V„ and (V(, .1170). The electron beam leaving the 

dynode also contains a small proportion of high-velocity electrons, 
most of which are probably primary electrons that are transmitted by 

the film. The ratio of secondary electrons to transmitted primary 
electrons (arbitrarily defined as electrons having energies greater 

than 50 volts) is about 30 at 3 kv, 17 at 4 kv, and 10 at 5 kv.° 

2 

7  . 7. MQ0 THICKNESS 

800  IN SAME 

-A- -  400  TUBE 

-15 500 

I / 

3  4  5  6  7  e  9  10 
DYNODE- K,LOVOLTS 

Fig. 4—Current gain of MgO transmission secondary-emission dynodes as 
a function of dynode voltage. 

The current gain of dynodes using three different thicknesses of 

MgO film is shown in Figure 4. The maximum current gain of 2.8 for 

these dynodes is significantly lower than that attainable with KC1 

dynodes. 
The results of life tests on both KC1 and MgO dynodes are sum-

marized in Table I. The life of KC1 dynodes is seen to be a function 
of the total charge density incident upon the dynode; gain decreases 
by approximately 10% for every increment of 0.1 coulomb per square 

centimeter. The MgO dynode, on the other hand, showed no decrease 
in gain after incidence of a total charge density of 116 coulombs pet 

square centimeter. 

OUTPUT COUPLERS 

The output coupler used in conventional reflection-type multipliers 

6 M. M. Wachtel, D. D. Doughty, and A. E. Anderson, Advances in 
Electronics and Electron Physics, Vol. 12, p. 64, Academic Press, New 
York, 1960. 
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is simply a load resistor in series with the electrode (anode) that col-

lects the current emitted from the last dynode. The power delivered 
to such a load resistor is 

nt2 12 
PR =-  

2 
(2) 

where m is the modulation index of the average current, I, flowing 
through the load resistor, R. The maximum value of load resistance 
that can be used is usually limited by bandwidth considerations; for 

bandwidths exceeding a few hundred megacycles, R is limited to, at 
most, a few hundred ohms). 

Table /--Life-Test Data for KC1 and MgO Dynodes 

Dynode  Dynode  Total  Decrease 
Type of  Bombardment  Voltage  Time  Charge Density in Gain 
Dynode  (amp/cm2) (kv) (hours)  (coulombicm2)  ( %) 

KC1 

3.2 x 10-6 4  7  0.01  none 

0.4 x 10-6  4  97  0.08  10 

0.4 X 10 -6  4  188  0.14  20 

40 x 10 -6  4  7.25  0.27  30 

MgO  400 x 10-6  5  80  116  none 

In the TSEM photomultiplier, the current from the last dynode is 
focused through a traveling-wave-tube-type helix, and is then collected 

at a separate electrode (collector). The r-f output is taken directly 
from the helix rather than from a load resistor connected to the col-
lector electrode. For the small currents used in microwave photo-

multipliers, the power output of the helical coupler is proportional to 
the square of beam current;8 therefore, it is possible to define an 

effective output resistance R,.rr --= Po„,/(m2/2/2). Helical couplers com-
bine gigacycle bandwidth with effective output resistances of the order 

7 N. C. Wittwer, "Detection of Higher-Order Ruby Optical Maser 
Modes," Appl. Phys. Letters, Vol. 2, p. 194, 15 May 1963. 

8 B. J. McMurtry, "Microwave Phototube Design Considerations," 
IEEE Trans. on Electron Devices, Vol. ED-10, p. 219, July 1963. 
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of a megohm.8.9 For a given current from the last dynode, therefore, 

the power output of a helical coupler is several orders of magnitude 
greater than that from a broad-band resistance coupler. Unlike re-
sistance couplers, helical couplers are band-pass devices; however, they 

can be used for demodulating frequencies outside their pass band if 

they are operated in the r-f mixing mode, as discussed later. Helical 

output couplers are better suited for use in TSEM multipliers than 

resistive couplers because, as mentioned previously, the current drawn 
from high-gain TSEM dynodes must be kept small to ensure long life 

of the dynodes. 
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Fig. 5—Synchronous-velocity voltage of L-band helical output coupler 
as a function of frequency. 

The helices in our photomultipliers are wound from 0.010-inch-
diameter wire, are 12 inches long, have a pitch of 0.0192 inch and a 

mean diameter of 0.163 inch, and are supported in fluted bulbs of 

7052 glass. The measured dielectric loading factor of the glass-sup-
ported helix varies from 0.96 at 1 gc to 0.92 at 2 gc. The synchronous-
velocity helix voltage, shown as a function of frequency in Figure 5, 

varies from 340 volts at 1 gc to 320 volts at 2 gc. For a ratio of beam 

diameter to helix diameter of 0.8, the calculated beam-circuit inter-
action impedance of the helix ranges from 360 ohms at 1 gc to 60 

ohms at 2 ge.(0.11 
Figure 6 shows the effective output resistance of the microwave 

phototube over the one-gigacycle pass band. The calculated values in 
this figure are based on McMurtry's Equation (15) corrected for helix 

loss.  8 The measured values were obtained by means of shot-noise 
measurements. The curves show that R ef 1 is of the order of one meg-

ohm. 

D. J. Blattner et al, "LASECONS: Microwave Phototubes with 
Transmission Photocathodes," 1963 IEEE mt. Cony. Record, Pt. 3, p. 79, 
March 1963. 

1°  J. R. Pierce, Traveling-Wave Tubec, D. Van Nostrand, New York, 
1950. 

1 P. K. Tien, "Traveling-Wave-Tube Helix Impedance," Proc. IRE, 
Vol. 41, p. 1617, Nov. 1953. 



28  RCA REVIEW  March 1965 

1.0  1.2  1.4  1.6 
FREQUENCY — Oc 

1.8 2.0 

Fig. 6—Effective output resistance of L-band helical output coupler 
as a function of frequency. 

DESCRIPTION OF TSEM MICROWAVE PHOTOTUBE 

Figure 7 is a schematic diagram of the complete TSEM microwave 
phototube. (This tube is also called a LASECON, a name derived 

from LASEr CONverter.)  Incident light enters the tube axially 

through a large window and strikes a transmission-type photocathode. 
Photoelectrons emitted by the photocathode, which are bunched at the 

modulation frequency of the light, are amplified by one or more TSEM 

dynodes, and are then focused by means of an axial magnetic field 
through the coupling helix. This bunched beam of electrons excites 
an r-f wave on the helix. The wave is coupled through the glass 

OPTICAL 
WINDOW 

\ HELIX 

ELECTRON GUN 

PHOTOCATHODE 

GLASS BULB 

Fig. 7—Schematic diagram of TSEM microwave phototube. 
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envelope by a short length of helix connected to a coaxial connector. 

At present, focusing is accomplished in a solenoid. 

The transmission-type photocathode used in these microwave photo-
tubes can be made to provide any spectral response available in other 

phototubes. Present tubes have been made to provide S-1 and S-20 

responses. The light flux required to produce a given photocurrent 
from the two different types of cathodes can be determined from 

photoresponse curves. The S-20 cathode is better for wavelengths 
below about 8000 A; the S-1 cathode is superior for infrared radiation 

with wavelengths greater than 8000 A. 

SIGNAL-TO-NOISE RATIO 

The power signal-to-noise ratio at the output of a helix-type micro-

wave photomultiplier can be written as follows: 

where 

S  Pt, 

P8,,  P re I  P  pIl  'th 

P„ = signal power, 

shot-noise power, 

PI.,,  = velocity-fluctuation noise power, 

Pp„,t= partition-noise power, 

Pm = thermal-noise power. 

The signal power P„ is given by 

where 

1  1 
P„ = — ni21,.2R,"= — 72 (ai a., • • • an ) 2 /02R,.,, 

2  2 

(3) 

(4) 

m = modulation index of the current entering the helix, 

= average collector current, 

Reff  =- effective output resistance of the helix (shown in 
Figure 6, for example). For large velocity distribu-

tion in the electron beam, R eff  is reduced as dis-

cussed below. 

a, = current gain of the i' h dynode, 

= average cathode current. 

n = number of dynodes. 
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Equation (4) assumes negligible electron-beam interception by the 
gun electrodes and the helix. 

The shot-noise power Po, is given byu 

Po, =2eI0BRcif  [(a1 «2 • • • an) ±  (a1 a2 • • • an2) 

+  (al a. . . (4 _ 12 an 2) (a12 «2 2 • an2)] 

(5) 

where B is the coupler bandwidth and e is the electronic charge. 

Equation (5) was verified with a three-dynode microwave phototube 

operating at one gigacycle. The measured value of shot noise agreed 
with the value calculated from Equation (5) to well within measure-
ment accuracy of -± 1 db. 

The velocity-fluctuation noise power is negligible compared to the 

shot-noise power;8 for a well-focused beam, the partition noise is 
generally also negligible. 

Finally, the available thermal-noise power output P", from the 
microwave phototube is given by 

P th  = kTB,  (6) 

where k is Boltzmann's constant and T is the absolute temperature 
of the output coupler. 

When Equations (3), (4), (5), and (6) are combined, the signal-
to-noise ratio can be written 

1 
m2 (a1  an)2/02Reft  

2 

N  2eloBRett [ (al • • • an) + (al • • • an2)  • • • 

+ (al'. • • an2)]  kTB 

If each dynode has the same gain, Equation (7) simplifies to 

1 

—  a=n /02 R,, 

2 

N  an (a. + 1 - 1) 

2e10BReff   kTB 
a-1 

(7) 

(8) 

12  K. R. Spangenberg, Vacuum Tubes, Ch. 12, McGraw- Hill, Ne w York, 
1948. 
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In tubes with sufficient current gain, the shot-noise power is very 

much larger than the thermal power; in this case the signal-to-noise 

ratio is given by 

S  m2 10 a —1 

N  4eB 
(9) 

If the dark current from the photocathode is negligible, as is often 

the case, the average cathode current /0 is given by 

/0= n0 ne, (10) 

where no is the average number of incident photons per second and n 

is the quantum efficiency of the photocathode. The shot-noise-limited 
signal-to-noise ratio from the photocathode can then be written 

s  m2 n no — 1 

N  4B  a 

This expression gives the signal-to-noise ratio for an ideal photo-
detector when n (« — 1)/« equals unity; i.e., for a quantum efficiency 

of unity and infinite dynode current gain. In practice the maximum 
value of n is only about 0.2 (for an average S-20 cathode at a wave-
length of about 4,000 A). For KCl TSEM dynodes, « is typically 4, 
so under shot-noise-limited conditions and for  = 0.2, the signal-to-

noise ratio of a TSEM tube is 8.2 db smaller than that of an ideal 

detector. 

The number of photons per second required to obtain a given 

signal-to-noise ratio can be calculated from Equations (8) and (10). 
Figure 8 shows the photon flux required to obtain a signal-to-noise 
ratio of 10 db as a function of bandwidth for various numbers of 

dynodes. Figure 9 shows the signal-to-noise ratio as a function of 

photon flux for various numbers of dynodes at a fixed bandwidth of 

100 mc. 
The curves of Figures 8 and 9 show that microwave phototubes 

using TSEM dynodes require significantly fewer photons per second 

for a given signal-to-noise ratio than tubes without current multipli-
cation. At narrow bandwidths (of the order of one megacycle) large 
numbers of dynodes are required to approach the shot-noise-limited 

signal-to-noise ratio; at bandwidths approaching one gigacycle, two 

or three dynodes are sufficient. 

For shot-noise-limited operation (defined as Po, > loPth), the 
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Fig. 8—Photon flux required for a signal-to-noise ratio of 10 db as a 
function of bandwidth. 

minimum average beam current can be readily calculated from Equa-
tions (5) and (6). Table II gives the results of such calculations for 
tubes having one to four dynodes. The table also shows the total charge 
transported by the beams for every thousand hours of operation. 

20 

6 

o 

«et 
t2 

o 

o 

4 

(7, 4 

CURRENT GAIN PER DYNODE _ 4 
BANDWIDTH  100 Mc 

4 

Ole   
10w 

PHOTON FLUX- 71z (PHOTONS / SECOND) 

Fig. 9—Signal-to-noise ratio as a function of photon flux for various 
numbers of dynodes. 
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Table II is useful in estimating the life of KCI dynodes when the 

phototube is operated with just enough beam current to provide shot-

noise-limited operation. In a tube with 4 dynodes, for example, the 

beam carries a charge of 1.4 X 10-3  coulomb for every thousand hours 

of operation. If the tube uses an L-band helical coupler, the cross-

sectional area of the beam is approximately 0.12 cm2; therefore the 
charge density per thousand hours is 1.17 X 10-2  coulomb/cm2, and 

the charge density incident upon the last dynode is approximately 

2.9 X 10-3  coulomb/cm2 per thousand hours. Because a KCI dynode 

Table II—Beam Current and Electronic Charge per Thousand Hours for 
P. =  10 Pik  (T = 300°K, a = 4, R rff =  1 megohm) 

Average  Electronic charge 
Number of  Beam Current  per 1000 hours 
Dynodes  (amperes)  (coulombs/1,000 hours) 

1  2.6 X 10-8  9.4 x 10-2 

2  6.2 X 10-9  2.2 X 10-2  

3  1.6 x 10-9 5.8 X 10-3  

4  3.9 x 10-10 1.4 x 10-3 

can handle about 8 x 10-2  coulomb/cm2 with only a 10% decrease in 

gain (see Table I), more than 10,000 hours of operation can be ex-

pected. 
For tubes using only one or two dynodes, or for tubes with helices 

designed for operation in the upper range of the microwave region, 
the life expectancy of KCI dynodes may be too short for many appli-
cations. In this case MgO dynodes should be considered for the last 

dynode stages; MgO dynodes can handle orders of magnitude more 
charge than KCI dynodes (as shown in Table I), but have the dis-

advantage of lower gain. 

TRANSIT-TIME DISPERSION 

Dispersion between the Last Dynode and the End of the Helix 

Because the electrons entering the helix have a spread of velocities, 

the electron beam debunches as it traverses the helix. The debunching 
effects in helix-type phototubes without TSEM are so small that they 
do not cause any significant deterioration of power outputs However, 

the width of the velocity distribution of electrons emitted from the 
TSEM dynodes is approximately an order of magnitude greater than 
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the width of the velocity distribution of photoelectrons, and the effect 

of this large velocity spread, though small, is probably not entirely 
negligible. 

The transit time of an electron traveling from the last dynode to 
the end of the helix, th, can be written 

th = to 

V 

1  N/Vo / Vo 
  2d  +  (12) 

a_ 2 -173/2 
2 — 

LAST  BEGINNING 
DYNODE  OF HELIX 

DISTANCE   

Fig. 10—Voltage distribution in the dynode-helix region assumed in 
derivation of Equation (12). 

where 

to = transit time of an electron with zero initial velocity, 

m = mass of electron, 

V = helix voltage, 

Vo = emission voltage of electron, 

l= helix length, 

d = spacing between final dynode and the beginning of the helix. 

Equation (12) was derived for the voltage distribution shown in 
Figure 10, with the assumption that the r-f voltages on the helix have 
negligible effect on the motion of the electrons. 

The reduction in depth of modulation caused by any given velocity 
distribution can be calculated from Equation (12), as described in 

the Appendix. For tubes having a spacing, d, of 0.125 inch and a 
velocity distribution represented by Equation (1), the calculated 

reduction in depth of 1.5 gc modulation as a function of helix length 
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is shown in Figure 11. For a helix length of 12 inches, the modulation 

is reduced by 20 percent. 
Using coupled-mode theory, McMurtry has derived an approximate 

expression for the reduction of power output caused by a rectangular 

distribution of initial electron velocities. According to McMurtry, 
the fractional decrease in power output, XP/P, is approximately given 

by 

AP  (NAV )2 
—  =   
P  2V 

oz 

i7-
wo a 08   

c>2 06   
_1 

CC o 
0 4  
0 5  10  15  20 

HEUX LENGTH - riches 

25 

(13) 

Fig. 11—Calculated reduction in depth of 1.5 gigacycle modulation of elec-
tron beam caused by velocity dispersion as a function of distance along 

the helix. 

where 

N = length of helix in slow-wave wavelengths, 

AV = width of rectangular distribution of energies 

of emitted electrons, 

V = helix voltage. 

For the tubes used in our experiments (V = 350 volts, N = 40, f -= 1500 
me), a power reduction of approximately 8% for AV = 5 volts is 

calculated from Equation (13). This value is qualitatively consistent 

with the 20% reduction in modulation depth calculated from Equation 

(12) and the velocity distribution of Equation (1). 
Figure 12 shows an experimental arrangement used for determi-

nation of the power reduction caused by the velocity spread of sec-
ondary electrons from TSEM dynodes. In this arrangement, the power 

output of a tube using a single TSEM dynode was compared with that 
of a tube using no dynode. The two tubes were made as similar as 

possible except for the inclusion of the TSEM dynode in the gun of 
one tube. The photocathodes of the tubes were illuminated by a He-Ne 
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LOCAL 
OSCILLATOR 
(?.965 Mc) 

gas laser operating at 6328 A to produce the bunched electron beam. 
The laser was adjusted to operate in purely longitudinal modes. The 

mode spacing of the laser used was approximately 94 mc, and the tube 
voltages were optimized for maximum power output at the tenth 

difference frequency (about 935 mc). The output of the tube was 

amplified in a traveling-wave tube, heterodyned down to 30 mc, ampli-
fied in an intermediate-frequency amplifier, fed into a crystal detector, 
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Fig. 12 —Experimental arrangement used for measuring power reduction 
caused by velocity spread of secondary electrons from TSEM dynode. 

and displayed on an output meter. All measurements were made under 
the following conditions: 

(1)  same collector current in both tubes (the light incident on 

the TSEM tube was attenuated with a neutral density filter 
to compensate for the TSEM gain), 

(2)  current interception on the helix less than 15%, 

(3)  constant laser excitation, 

(4)  same distances of the external output coupler from the elec-
tron gun in both tubes. 

Figure 13 shows the power output at 935 mc as a function of the 
distance of the external output coupler from the gun for both tubes. 

For a very short length of helix, the power output of the TSEM tube 

is about 1 db higher than that of the tube without a dynode. This 
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disparity probably results from small differences in the construction, 
alignment, and focusing of the two tubes. For greater helix lengths 

the difference in power output between the two tubes becomes slightly 

less, as predicted by Equations (12) and (13). The scatter in the data 
is too large to support a definite conclusion that any deterioration of 

• 92 
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E 
Jo -98 

-100 
O 
o. 

2 -102 -

-104 

f • 935 Mc 
lc • 0.11 µa 

à5 MICROWAVE PHOTOTUBE 
(NO DYNODE) 

o MICROWAVE PHOTOTUBE 
(ONE TSEM DYNODE) 

9  6  I!  9  10 

HELIX LENGTH -INCHES 

Fig. 13—Power output as a function of helix length for microwave 
phototubes with and without TSEM dynode. 

power output is caused by velocity dispersion in the TSEM tube. How-
ever, if such deterioration does occur, the loss does not exceed one or 
two db. This amount of deterioration is negligible compared to the 

gain in power resulting from the multiplication of the beam current. 
Determination of transit time dispersion was also made by com-

paring the shot-noise outputs of two microwave phototubes, one with 

a single dynode and one with no dynode. The spacing between the 
dynode and helix was unusually large (0.220 inch), so the transit-time 

dispersion in this region was accentuated. The measured frequency 
response of the TSEM tube was down by 3 db at 2100 mc, while calcu-

lations based on the Appendix and Equation (1) predict a drop in 
response of 4.3 db at 2100 mc. Thus it appears that the actual velocity 
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distribution of the secondary electrons is somewhat narrower than 

that described by Equation (1). 

The time dispersion in the helical coupler is small regardless of 

the center frequency of the tube, because higher frequency tubes use 
shorter helices. Equation (12) indicates that the time dispersion in 
the helix is proportional to its length. However, the impedance of a 

helical coupler, neglecting losses, is proportional to its length in wave-

lengths. For example, an S-band (2-to-4 gc) coupler is only about half 
as long as an L-band (1-to-2 gc) coupler of the same impedance, and 

the ratio of the r-f period to the time dispersion is the same for both 
couplers. 

Dispersion between the Photocathode and the Last Dynode 

The transit time td of an electron traveling between two dynodes 
or between the photocathode and the first dynode can be written 

= s /1/  2m  s V  2V„ea 
td  

Ve V 
(14) 

where s is the distance between the two electrodes, and V is the voltage 

between them, and where it is assumed that the electron travels in a 
straight line normal to the two electrodes. 

The reduction in the depth of modulation as the electron beam 

traverses the multiplier structure can be calculated from Equation 
(14) with the aid of the Appendix and the velocity distribution of 

Equation (1). (The transit-time effects in the cathode—first-dynode 
region are generally negligible compared to the transit-time effects 

in the region between dynodes because of the large difference in initial 
velocity distribution between photoelectrons and secondary electrons.) 
For L-band tubes, these calculations predict negligible reduction in 
modulation. 

The calculations were verified experimentally by use of a set-up 
similar to that shown in Figure 12. Instead of the tube having a 

single dynode, however, a tube with three dynodes was used. The helix 

length for each tube was the same. Within the experimental accuracy 
of ±1 db, no reduction of modulation was observed in the three-dynode 
tube at a frequency of 1000 mc. 

To get maximum frequency response, the dynodes must be spaced 
as close as possible. A spacing of five millimeters, which can be 
achieved without difficulties, yields the following calculated reduction 

in the depth of modulation for a three-dynode tube: 9% at 5 gc; 29% 
at 30 gc. 
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R-F MIXING OPERATION 

When the incident light beam is modulated at a frequency f„, that 

is outside the passband of the helix, the tube can still be used to 

demodulate the signal if an r-f pumping signal fp is supplied at the 
input of the helix (see Figure 14), provided fp, and either (f,,, 4- fp) 

or 11„, — fpi, or both, are in the helix pass band. The r-f output from 
the helix contains fp and one or both of the sidebands, so f„, can be 

recovered by passing the output into a crystal mixer. This novel tech-

nique greatly extends the useful frequency range of the TSEM micro-

LIGHT 
MODULATED 
AT 

0 ,1 

eIe"  

RF INPUT 
ro 

RF OUTPUT FREQUENCIES 
± fp I. fp. 

Fig. 14—R-F mixing mode of operation of microwave phototube. 

wave phototube. For example, a tube having a helix that operates in 
the range from 1 to 2 gc can be used in this mode of operation to 

demodulate signals ranging from 0 to 4 gc. 
For low currents, the power output at the sideband frequencies is 

proportional to the square of the beam current (see Figure 15), so an 

effective output resistance R„,, can be defined as follows: 

1 

Pa6 =  — 11121 02R mi ,,  

2 
(15) 

where Po, is the power at one side-band frequency. R„„., is a function 
of the r-f pump power; the optimum pump power is of the order of 
0.1 to 1 milliwatt (see Figure 16). Our experiments show that 
is independent of signal frequency for frequencies ranging from audio 

to one thousand megacycles. For the L-band tube, the measured opti-

mum value of R„„,. in this range is about 0.1 megohm. 

CONCLUSIONS 

The use of transmission secondary-emission dynodes in a micro-

wave phototube makes it possible to combine the high, noise-free gain 
of secondary-emission multipliers with the large bandwidth and high 

output resistance of a microwave helix. Tests of an L-band tube have 
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demonstrated that there is no deterioration of modulation by the 

secondary-emission multiplication in the dynodes; this result confirms 

the calculation of expected performance. The noise is that predicted 
from the statistics of photo and secondary emission. Thus the sensi-

tivity of the TSEM microwave phototube can approach the sensitivity 
of conventional low-frequency reflection-type photomultipliers. 
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APPENDIX -A SIMPLE ANALYSIS OF MODULATION LOSS CAUSED 

BY VELOCITY DISPERSION 

Because of the spread in emission velocities of secondary electrons, 

the electrons reaching a given location at a given time can be con-

sidered to have been emitted at various times and, therefore, with 
various phases of the signal excitation (assumed to be sinusoidal). 

The difference in phase of excitation AO for electrons emitted at time 
intervals equal to àt is given by 

à0 = wed,  (16) 

where w is the signal frequency. The time interval àt is determined 

from Equation (12) or (14). 
The reduction in modulation depth caused by combining electrons 

with various phases of excitation at the location of interest is calcu-

lated by summation of vectors having amplitudes proportional to the 
number of electrons that have given values of AO. The ratio of this 
vector sum to an algebraic sum of the same amplitudes defines the 

fraction of modulation depth remaining at the location corresponding 

to the value of At used. 
Although the summation of modulation amplitude vectors can be 

performed with great accuracy by machine computation, a good esti-
mate can be obtained by simple graphical addition. For example, the 

emission-voltage distribution of Equation (1) can be approximated 
by five vectors of relative amplitude 0.36, 0.28, 0.20, 0.12, and 0.04 (or 

9:7:5:3:1), corresponding to Vo= 0.5, 1.5, 2.5, 3.5, and 4.5 volts, 
respectively. These vectors, added at phase angles appropriate to their 

emission voltages and the assumed tube geometry, yield a resultant 
modulation depth that can be compared with unity (or 25) to deter-

mine the extent of the loss caused by the velocity dispersion. 
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Summary—A general approach is described for the analysis of antenna 
radiation. characteristics from quasi-isotropic antennas. The theory is based 
on the superposition of symmetrical mode patterns produced from different 
types of decoupled ring arrays. In particular, a detailed study is made of 
electrically small radiators having omnidirPetional radiation in one major 
plane. The calculations are presented in a number of graphs that are useful 
in the design of quasi-isotropic antennas for satellites or other spacecraft. 

INTRODUCTION 

A
COMMON PROBLEM that has faced the antenna engineer for 
some time is the design of a high-gain antenna having a 
directive beam. Today, however, he is frequently faced with 

the need for designing an antenna with the opposite characteristics; 
i.e., a low-gain antenna having radiation characteristics approaching 

those of an isotropic source. It has been shown that a truly isotropic 
antenna is impossible; that is, there is no antenna which for a given 
polarization will maintain constant field strength over the surface of 

the radiation sphere.' Subject to this basic limitation, however, it is 
possible to obtain radiation having definable ranges of amplitude 

variation and polarization characteristics over an appreciable portion 
of the sphere. 

Communication antennas for satellites, missiles, and other space-

craft have become increasingly important during recent years. Con-
siderations of stabilization, orbit trajectory, and spin have generally 
required that such antennas have patterns that are circularly sym-

metric with respect to the spin or reference axis of the space vehicle. 
Only patterns of this category are considered in this paper. The 

advantages of circular polarization over linear polarization for greater 

system optimization and overall gain in certain applications are now 
being extensively exploited. Furthermore, as the complexity of satellite 
equipment increases, the stringent weight, space, and reliability re-

H. F. Mathis, "A Short Proof that an Isotropic Antenna is Impos-
sible," Proc. I.R.E., Vol. 39, p. 970, Aug. 1951; see also, H. F. Mathis, "On 
Isotropic Antennas," Proc. I.R.E., Vol. 42, p. 1810, Dec. 1954. 

42 
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quirements emphasize the importance of multi-port antennas capable 

of serving more than one transmitter or receiver without the need of 

remote switching. 
The mode concept of pattern synthesis was started at RCA during 

the development of an electronic scanning antenna,' and subsequently 

led to the development of the multi-port antenna components for the 
NASA Relay communications satellite and other spacecraft antenna 
systems. It has proven to be a very useful tool, not only in establishing 

theoretical limitations on the radiation characteristics of familiar 

antennas, but also as a guide in deriving new types of antennas suit-

able for specific quasi-isotropic applications. 
This study is confined to the theoretical radiation characteristics 

obtained from certain idealized antennas of small electric size. 

MODE ANALYSIS 

The work is based on the theory that an antenna pattern having 

rotational symmetry with respect to a reference axis consists of the 
superposition of one or more independent, decoupled radiation mode 

types, each of which also has a symmetrical radiation pattern. In this 
connection, a mode is defined as radiation that is omnidirectional in 

magnitude in the plane normal to the reference axis, and that has an 

integral number (H) of cycles of phase variation throughout 360° 
in the plane. This phase variation may be either clockwise or counter-

clockwise. The mode-identifying integer may also be zero, i.e., the 

radiation may be constant in phase. 
Such modes may be conceived as emanating from an infinite number 

of infinitesimal radiators (Hertz dipoles) arranged in a very small 

circle or ring coaxial to the reference axis. For any given mode, three 

orthogonal orientations of the radiators are possible, namely axial, 
tangential, and radial (Figure 1). It should be pointed out that as 
the radius, a, approaches zero, such a ring becomes a supergain radi-

ator that is physically unrealizable. However, these concepts are quite 

useful as elementary building blocks in a theoretical study, first because 
they illustrate the ultimate limitations, and second because a number 

of practical antenna configurations have radiation characteristics that 

closely approximate these idealized patterns. 
The radiation geometry can be most conveniently expressed in the 

usual 0, 4 spherical coordinates with O = 0° reference axis oriented 

normal to the plane of the rings (Figure 1). For convenience in this 

2 C. P. Clasen, J. B. Rankin, and M Woodward, Jr., "A Radial-

Waveguide Antenna and Multiple Amplifier System for Electronic Scan-

ning," RCA Review, Vol. XXII, No. 3, p. 543, Sept. 1961. 
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paper, the reference axis is assumed to be vertical. At any point in 
the far-field region the radiation may be specified by orthogonal field 

components, Fo and Fo. Fo is the component lying in the elevation 
plane containing the reference axis, and Fo is the component normal 
to this plane. 

0.90* 

AXIAL 

0.270. .-

TANGENTIAL 

RADIAL 

Fig. 1—Geometry of ring elements. 

Chireix3 has described the properties of rings with axial radiators. 

This work was extended by Knudsen. in a number of extensive studies' 6 

that include the tangential and radial types as well. Expressions from 

" H. Chireix, "Antennes a Rayonnement Zénithal Réduit," L'Onde 
Elec., Vol. 15, p. 440, 1936. 

4 H. L. Knudsen, "The Field Radiated by a Ring Quasi-Array of an 
Infinite Number of Tangential or Radial Dipoles," Proc. I.R.E., Vol. 41, 
p. 781, June 1953. 

5 H. L. Knudsen, "Radiation Resistance and Gain of Homogeneous 
Ring Quasi-Array," Proc. I.R.E., Vol. 42, p. 686, April 1954. 

6 H. L. Knudsen, "Radiation from Ring Quasi-Arrays," I.R.E. Trans. 
Antennas and Propagation, Vol. AP-4, No. 3, p. 452, July 1956. 
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Table 1—Relative Magnitudes of Elevation Patterns of an Infinite Number 
of Hertz Dipoles in a Ring whose Radius a —› 0 (from Knudsen). 

Mode Type  Fe Fo 

I-I= 0 

Axial 

Tangential 

Radial 

sin 

o 

cos O sin O 

H = ±1, ±2, 
±3, • • • 

Axial 

Tangential 

Radial 

[sin 0111/1+ 1 

cos  [sin 0] IH1- 1 

cos O [sin 0] IHI 

these works for the relative elevation field patterns of rings having 

very small radii are summarized in Table I. 
The elevation pattern characteristics may also be derived quite 

simply for the lower order modes from ring arrays of only four 
elements. This is evident since the patterns in the azimuth plane 

become nearly circular for this case as the ring radius, a, approaches 
zero. The normalized patterns for any ring radius in the elevation 

plane at  0° are tabulated in column 1 of Table II with respect to 

Table //—Relative Magnitudes and Phases of Patterns in Elevation Plane 
for Four Hertz Dipoles in Ring of Radius a (k = er /X) . 

Mode Type 

(1) 
Normalized patterns in elevation plane 

(1, = 0°) 

(2) 
hm a —> 0 

Fe Fo F 0 Fo 

H = 0 

Axial 

Tangential 

Radial 

sine [1 ± cos (kasine)] 

0 

jcosesin(kasine) 

0 

jsin(kasine) 

0 

sine 

0 

jsinecose 

0 

jsino 

0 

H = -±1 
Axial 

Tangential 

Radial 

jsinesin(kasine) 

±jcose 

cosecos(kasine) 

0 

cos (kasine) 

T--j1.0 

jsin20 

±jcose 

cos0 

0 

1.0 

T_.7.1.0 
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a reference element at the ring center that is in phase with the ring 

element located at  0°. The limiting field expressions as a —> 0 are 

given in column 2, and are seen to be identical in magnitude to the 

corresponding terms of Table I for H = 1. The positive sign of the 
mode number, H, is taken here to mean a phase increase that is pro-

portional to the counterclockwise 0-angle as indicated in Figure 1. 

Knudsen6 has noted that only modes H = -±-1 of the tangential and 
radial types can radiate in the directions 0 =0° and 0 = 180°, all 

other modes having a null in these directions. In addition, the tan-
gential and radial patterns are identical in shape for H =  differing 

only in their relative phasing (see column 2 of Table II). For any 
mode (except H = 0), either the tangential or the radial type is suffi-

cient in a study of mode combinations radiating from small ring arrays 
(see Table I). 

It may also be concluded that one (and only one) mode may be 
employed if the desired radiation pattern is required to be omnidirec-
tional in the azimuth plane. This is evident from the fact that if two 
or more different modes are superimposed, their unequal phase varia-

tion with the angle 0 will result in a variable amplitude characteristic 
about the reference axis. However, any combination of geometric types 

of a single mode (with the same sign of H) may be used without dis-
turbing the omnidirectional properties in the azimuth plane. 

Knudsen has also discussed the super-gain limitations of practical 
ring arrays and observed that the minimum circumference in wave-

lengths is approximately equal to the highest-order mode component. 
Hence, in this study of electrically small antennas (approximately one 
wavelength in circumference or less), only the lower-order modes 

(H = 0 and H = ±1) can be considered. 

Mode Gain Factors 

The gains with respect to a linearly polarized isotropic source are 
tabulated in Table III for various types of the two lower-order modes. 

Referring to column 2 of Table II, the axial and tangential patterns 
of the H = 0 mode are identical to those of a single Hertz dipole having 

a gain of 1.5. The radial type for the H =1 mode becomes a turnstile 
of orthogonal Hertz elements in the limit as the radius, a, approaches 

zero. Thus the gain for the F and F components is just half that 
of a single element, or 0.75. The tangential and radial types for H =1 

have the same gains, since their patterns are identical in magnitude. 

The gain of the axial type for the H = -±-1 mode is obtained by the 
usual method of integration for patterns having omnidirectional radia-
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tion in the 0 = 90° plane. Thus, on integrating the power density over 
the spherical surface for both an isotropic pattern and the above 

pattern, the gain is the ratio of the resultant summations; 

r/2 

fsin Od0 
r/2 

fsin5 Od0 

o 

The gain for the radial type of the H = 0 mode is found in a similar 

manner.  For this case the maximum field occurs at O = 45° and 135°. 

Table Ill—Power Gain Relative to a Linearly Polarized Isotropic 
Source for the o and 4, Components 

Mode  Type  Go  Go 

H 

Axial  1.5 
Tangential 
Radial  1.875 

O 
1.5 
o 

H=1 

Axial  1.875  0 
Tangential  0.75  0.75 
Radial  0.75  0.75 

General Radiation Characteristics for Combined Mode Types 

Various radiation characteristics in the elevation plane may be 

obtained by changing the relative amplitudes and phases of super-

imposed rings of different geometric types. As pointed out earlier, 
however, these rings must have identical modes or phase progressions 

to preserve omnidirectional patterns in the plane of O = 90°. 
All possible elevation patterns for the H =±-1 mode may be calcu-

lated from a combination of only two different types: (1) the axial, 
and (2) either the radial or the tangential, since the magnitudes of 

the latter two are identical as previously described. Although three 
different types are available for the H = 0 mode, only combinations 

of the axial and tangential types are considered here since these are 
sufficient for most of the practical designs of electrically small an-

tennas. 
The notation employed for the power division between the super-

imposed rings is 



48  RCA REVIEW  March 1965 

PA = the fraction of the total input power to the axial ring, 

Pr = (1 —  = the fraction of the total input power to the 
tangential ring. 

Thus all of the different radiation characteristics may be defined 

in terms of only one power parameter, P. This is possible because 
the modes to be combined are decoupled. 

The method chosen for defining the relative phasing is a phase 
comparison between the currents flowing in the superimposed rings 

at the same 4'-angle. This approach has been found useful since it 
allows a simple physical identification between many types of practical 

antenna designs and the corresponding theoretical patterns. Hence, 
in the following calculations, 13 is defined as the phase of the tangential 
ring current at any cfr-angle relative to the phase of the axial current 

at the same 0-angle. For the in-phase condition (13 = 0°), the currents 
are assumed to flow in directions indicated in Figure 1. 

Having derived the relative pattern shapes (Table II) and the 

gains (Table III) for the different mode types, the elevation field 
patterns for both the Fo and F1, components may now be written in 
terms of PA and fi for the various ring combinations. 

The expressions for the axial and tangential combinations of the 
H = 0 mode relative to a linearly-polarized, isotropic source are 

= V1.5 PA sin  + 0,  (1) 

= 0 + V 1.5 ( 1 — PA ) sin O ei(13+90 ).  (2) 

Corresponding expressions for the axial and tangential combina-
tions of the H = ±-1 mode are 

Fo= ei"0 [V1.875 P sin2 O ± V0.75 (1 — PA) cos O en3],  (3) 

= 0 + V0.75 (1 — PA) e113. (4) 

The above relationships are sufficient to determine the various 
radiation properties in the elevation plane of the two lower order 

modes, H = 0 and H =1, in terms of PA and P. These are considered 

separately in the following sections. The study has shown that the 

data for /3= 0° and 13 = 90° is of greater practical importance at 

present. However, curves for the intermediate values of 13 = 45° are 
also given for the sake of completeness and possible future use. 
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H =0 Mode Combinations of the Axial and Tangential Types 

As both the Fo and Fo patterns for the H = 0 mode (Equations 
(1) and (2)) are functions of sin O only, then any combined relation-
ship also has the same characteristic, and only a single normalized 
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e 

Fig. 2—The normalized elevation pattern for the H = 0 mode combinations 
of the axial and tangential types. 

pattern in terms of O (Figure 2) is needed to show the relative varia-
tions in the elevation plane for any of the radiation parameters. 
Therefore only the absolute magnitudes of the various radiation 
characteristics at the beam maximum (0 = 90°) will be discussed. 
The field intensities (in decibels) of the Fo and Fo patterns at 

O =90° relative to a linearly polarized isotropic source are given in 
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Figure 3 in terms of PA. This data is independent of the parameter 

13, as neither Equations (1) or (2) involve both axial and tangential 
components simultaneously. 
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Fig. 3—The magnitudes (in db relative to a linearly-polarized isotropic 
source) of F., Fo, and power density at O.= 90° for the H = 0 mode com-

bination of the axial and tangential types in terms of Po. 

Figure 3 also shows the power density radiated at 0 90° as a 
function of PA. The power density is equal to the sum of the powers 
radiated from any two orthogonal radiation components, either linearly 

polarized or circularly polarized. This radiation characteristic is useful 
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in applications such as polarization diversity reception. It is apparent 

from Equations (1) and (2) for the orthogonal Fo and F4, components 

that the power density is independent of PA. 

The maximum (F,„,,,) and minimum (F„,i„) values of field intensity 

at 9=90° may be found either by mathematical computations' or by 

graphical means from a polarization chart. As the latter process was 

employed in this work, a short description is given below. 

This system' is especially well suited for plotting the pertinent 

polarization parameters on a single graph consisting of the ordinary 

Table IV—Relationship between Impedance and Polaritation Charts 

Impedance Chart Polarization Chart 

Impedance magnitude V ,! ? 

Impedance phase angle, .1 phase of F, relative to Fe 
(.1=-0° for the right half of the great 
circle, 90° for the vertical axis, and 180° 
for the left half of the great circle) 

Standing-Wave Ratio Axial Ratio of F.,. /F.i. 

Distance toward generator, a 
(in electrical degrees) 

angular orientation of F.„.= with respect to 
F» 

Carters impedance chart with altered coordinates for representation 

of elliptically polarized characteristics. The illustrative example of 
Figure 4 indicates the geometric relationships of the polarization 

chart to the impedance chart, and the tabulation of Table IV gives 

the relationship between the two systems. 
In Figure 4 the intersection on the polarization chart of the 

(Fo/Fo) curve and the phase angle curve (A) locates the point P. A 

circle is drdwn through P as indicated. The lines joining the a ---,- 90° 
point to P and to the point diametrically opposite P define the magni-

tudes of the F6 and Fo components. The intersection of the circle with 
the vertical axis defines the magnitudes of the F„„,,, and F„,,„ compo-

7 V. H. Rumsey, "Part I—Transmission Between Elliptically Polarized 
Antennas," Proe. I.R.E., Vol. 39, p. 535, May 1951 (see also papers follow-
ing Part I). 

8 P. S. Carter, "Charts for Transmission-Line Measurements and Com-
putations," RCA Review, Vol. III, p. 355, Jan. 1939. 
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nents. Thus, this polarization chart enables the F„,„„ and F,„1„ magni-

tudes to be determined in terms of the known Fo and F o components. 

Using this polarization chart, the F  and F„,1„ values at O = 90° 

relative to a linearly polarized isotropic source are plotted (in decibels) 

90* 

• 
Fig. 4—Polarization chart showing the geometric representation of 

components for elliptical polarization. 

as a function of PA and 13 in Figure 5. It may be noted that if fl= 0°, 

the F..„ and F„,i„ variations are identical to the Fo and Fo patterns 

of Figure 3. With the geometry and definitions employed here, the 
radiation is right-hand elliptically polarized9 for all values of PA other 

than 1.0 or 0. For /9 = 90°, the radiation is linearly polarized and the 
'max  curve of Figure 5 is the same as the power density curve of 
Figure 3. 

9 "Standards on Wave Propagation: Definitions of Terms, 1950," Proc. 
1. R. E., Vol. 38, p. 1265, Nov. 1950. 
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The ratio of Fmax  to F„,1„, or axial ratio, is plotted in Figure 6 as 
a function of PA and /3 as calculated from the data of Figure 5. Cir-
cular polarization can only be obtained for PA =-"- 0.5 and /3 = 0°. For 
/3 = 90° the radiation is linearly polarized for all values of PA and 

hence the axial ratio is infinite. 
The elliptically polarized radiation with a major axis Fmax , and 

minor axis 11.1„, may be resolved as two counter-rotating, circularly 

polarized wave components having field magnitudes of 1/2 (F .+ 
F.1„) and 1/2 (F., — F rn in).  Therefore the power absorbed by a 
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source) of F... and F.... at S = 90° for the H =0 mode combination of the 

axial and tangential types as a function of Pt and P. 
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circularly polarized receiving antenna (Pcp) is proportional to the 

sum of the squares of the orthogonal field magnitudes for each of the 
circularly polarized components, or 

1 

P e p  CC —  [F„, „„ -±- F„, „]2. 

2 
(5) 

The data of Figure 5 was used along with these relations to calcu-
late the curves of Figure 7, which show the gain (in decibels) at 
O = 90° relative to a circularly polarized isotropic source in terms of 
P, and /3 when measured with right-hand (RH) and left-hand (LH) 

circularly polarized antennas. It is seen from the /3 = 0° curves that 
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PA 

Fig. 6—The axial ratio characteristics (in db) at any 6 angle for the 
H = 0 mode combinations of the axial and tangential types as a function 

of PA and f. 
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the gain varies little for a wide variation in PA. For linearly polarized 

radiation (/3 = 90°), the gain is down 3 decibels from the maximum 
gain, and is independent of PA. 
Summarizing the calculations for the axial and tangential com-

binations of the H = 0 mode, the data of Figures 2, 5, 6, and 7 give 

the relative gains at 0, 90° in ternis of P, and 13 for the various 
radiation parameters of Fo, F,1„ power density, F„,„, F„„„, axial ratio, 
FRH , and Fiji . Corresponding values at other 0-angles may be deter-

mined by utilizing the normalized curve of Figure 2. 
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The curves for 13= 45° and 90° in the above charts apply for both 
positive and negative values of 13. It is seen from Equations (1) and 
(2) that the designated senses of circular polarization must be reversed 
for 90° < I/31  180°. 

H =1 Mode Combinations of the Axial and Tangential Types 

Elevation patterns of Fo and Fo for the axial and tangential com-
binations of the H = +1 mode given in Equations (3) and (4) are 
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Fig. 8—F. and Fo elevation patterns (in db relative to a linearly polarized 
isotropic source) for the H = +1 mode combinations of the axial and tan-
gential types with 19 = 0° and PA variable. These curves also represent the 

extremes of the field variation from  to F.i. for 13=0°. 
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plotted in Figures 8, 9, and 10 against the angle 0 in terms of the 

parameters PA and 19. Since the tangential type for H = +1 radiates 

circular polarization at 0 = 0° and O = 180°, the Fe and Fo components 

are independent of /3 at these angles. From Equation (4), the magni-
tudes of the Fo curves are functions of P4 only and are independent 

of the angle O. Thus they appear as horizontal lines on the rectangular 

plots of Figures 8, 9, and 10. The Fo curves, however, are functions 
of 0, PA, and 13 (see Equation (3)). In Figure 8, for fl = 0° it is seen 

that the Fo characteristics are unsymmetrical with respect to the 
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Fig. 9—Fe and Fo elevation patterns (in db relative to a linearly polarized 
isotropic source) for the H = +1 mode combinations of the axial and tan-

gential types with /3 -= 45° and Po variable. 
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azimuth plane (0 = 90°) for all values of PA other than 1.0 and 0. 
This property is useful in improving hemispheric coverage for circular 

polarization. The curves of Figure 10 for /3 = 90° exhibit perfect 
symmetry with respect to the azimuth plane. 

Next, curves are presented for the maximum and minimum values 

of field intensity with respect to a linearly polarized isotropic source. 
As with the previous data given for H = 0, the Fni.x and Fmin  curves 

for H = +1 and /3 = 0° are identical with the Fo and Fo curves of 

Fe 

-20 1  1  --  1 À 
0  20  40  60  00  100  120  140  160 

9 

Fig. 10—F'o and Fo elevation patterns (in db relative to a linearly polarized 
isotropic source) for the H = +1 mode combination of the axial and tan-

gential types with ,3= 90° and PA variable. 

•+1 
0.90. 
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Figure 8. For this case, the solid and dashed lines represent only the 

extremes of the field variation from F„,„x to F„,ir, as a function of the 

angle O. Corresponding curves for p= 45° and f = 90° are given in 
Figures 11 and 12, respectively. 
The axial ratio of F,„„„ to P,,,t. plotted against the angle O is given 

in Figures 13, 14, and 15 for /3  0°, 450, and 90°, respectively. For 

values of P 4 other than 0 and 1.0, the curves of Figure 13, for p = 00, 

are seen to rise first from 0 decibels (circularly polarized radiation) at 
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0 = 0° to some finite value (elliptical polarization of the same sense), 
then fall back again to 0 decibels before rising rapidly to a high axial 

ratio (linear polarization) at some value of 0 which depends on PA. 
At higher 0-angles, the axial ratio drops back to 0 decibels at 0 = 180° 
(circular polarization of the opposite sense). 

In contrast, the axial ratio curves of Figure 15, for p= 90°, show 
symmetry about the 0 =- 90° plane and also indicate that only linearly 
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polarized radiation can be obtained in that plane regardless of the P.1 

value. 
The  max  and F„,1„ data of Figures 8, 11, and 12 are used in con-

junction with Equation (5) to determine the gain (in decibels), rela-
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Fig. 13—The axial ratio characteristics (in db) plotted against the elevation 
angle, 0, for the H= +1 mode combinations of the axial and tangential 

types with [3= 0° and PA variable. 

tive to a circularly polarized isotropic source, in terms of PA and fi as 
measured with circularly polarized antennas. Charts showing gain 

plotted against angle O are given in Figures 16, 17, and 18 for f = 0°, 

45°, and 90°, respectively. As mentioned previously, considerably more 
than a hemispheric coverage for a single sense of elliptical polarization 

can be obtained for /3  0° and intermediate values of PA (Figure 16). 
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The symmetry of the curves for fl= 90° (Figure 18) indicates 
equal values of RH and LH circular polarization, i.e., linear polariza-
tion at O = 90°. 

Graphs for the power density versus angle f, for p  0°, 45°, and 
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Fig. 14—The axial ratio characteristics (in db) plotted against the eleva-
tion angle, 0, for H = +1 mode combinations of the axial and tangential 

types with ig = 45° and P, variable. 

90° are given in Figures 19, 20, and 21, respectively. It is noted that 
nulls occur only at the poles (0 = 0° and 180°) for PA= 1.0, and that 

the power density has little variation with O for certain values of PA 
and Ai. 

This raises the interesting point of how close an electrically small 
antenna can approach a completely isotropic radiator in terms of power 
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density.* To answer this question, the maximum variation in power 

density was determined from Figures 19, 20, and 21 in terms of PA 

and p, and the results plotted as the curves of Figure 22. It is seen 
that for p = 90° and PI = 0.27, the radiation is spherical within 0.6 

decibel. 
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Fig. 15- —The axial ratio characteristics (in db) plotted against the eleva-
tion angle, 0, for the H = +1 mode combinations of the axial and tangential 

types with p = 90° and PA variable. 

Figures 23 to 27 are presented to summarize the foregoing data of 
the H = +1 mode in polar form to give a better overall picture of the 

significant changes in pattern shape with variation in the parameters. 

• It is to be noted that this is not in violation of the impossibility of 
achieving a truly isotropic antenna since the references' apply to a specific 
polarization sense, not power density. 
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These charts enable the user to pinpoint ranges of parameters defining 
desired radiation characteristics quickly; then more detailed and accu-
rate data may be found by reference to the previously described 
rectangular plots. 

Figure 23 gives the Fe and Fo characteristics in terms of /3 and 
representative values of PA. The gain reference is a linearly polarized 
isotropic source. 
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Fig. 16 —Elevation patterns of the right-hand and left-hand circularly 
polarized components for the H = +1 mode combinations of the axial and 
tangential types with /3 _-_- 00 and P A variable. The magnitudes (in db) are 

relative to a circularly-polarized isotropic source. 
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Figure 24 presents the F01" to Fint„ variations in a similar manner. 

The shaded areas represent the region in which the field intensity 
varies. Thus, for example, the plot for PA = 0.3 and 13 = 0° indicates 

that the radiation is circularly polarized at 0= 0°, 90°, and 180° 
(Pmax = P„,10), elliptically polarized in the upper hemisphere, and 

becomes linearly polarized at 0 130° in the lower hemisphere. 
The axial ratio in decibels of F„,„„ to F,,,i,, is given in the next set 
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of patterns (Figure 25). From Figures 24 and 25, it is seen that for 

H -= +1, the radiation is linearly polarized 

(1)  at 9 = 90° for PA = 0 and any value of /3; 
(2)  at 9= 90° for 13 -= 90° and any value of PA; 

(3)  at all directions for PA = 1.0; and 

(4)  at some one direction in the range of 180° > 9> 9n° for 
1.0 > P4 > 0 and 90° > 13  0°. 
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Fig. 18 —Elevation patterns of the right-hand and left-hand circularly 
polarized components for the H = +1 mode combinations of the axial and 
tangential types with 13 = 90° and P, variable. The magnitudes (in db) 

are relative to a circularly-polarized isotropic source. 
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Circular polarization can be obtained only at the poles (0 = 0° and 

= 180°) and at one other 0-angle for 13 = 0° and 1.0 > P.1 > 0. 

• The data of Figure 26 gives the RH and LH circularly polarized 

patterns with reference to a circularly polarized source. This set of 

curves has been found particularly useful in satellite-to-ground links 

requiring the maximum signal transmission over wide "look" angles. 
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Fig. 19 —Power density (in db relative to an isotropic source) plotted 
against the elevation angle, 0, for the H = +1 mode combinations of the 

axial and tangential types with ,9 = 0° and PA variable. 
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It is seen that the greatest hemispherical coverage is obtained for 
/3= 0° and intermediate values of P1. 

The last set of curves (Figure 27) shows the power density char-
acteristics. 

General characteristics noted on all five figures are 

(1)  complete symmetry for all values of PA is obtained with 

respect to the O =90° plane for fl =90°, and the greatest 
asymmetry is exhibited for i3 = 00; 
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Fig. 20 —Power density (in db relative to an isotropic source) plotted 
against the elevation angle, 0, for the H = +1 mode combinations of the 

axial and tangential types with 13= 45° and P. variable. 



QITASI-ISOTROPIC ANTENNAS  69 

(2)  curves for Pi = 0 and PA = 1.0 are independent of 13; 

(:1)  there are relatively rapid changes in pattern shape near the 

maximum and minimum values of P1 and particularly in the 

range from 0.9 to 1.0. 
In these and all foregoing charts for the H  +1 mode, the curves 

for 13= 45° and 13 = 90 ° apply to both positive and negative angles. 
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Fig. 21—Power density (in db relative to an isotropic source) plotted 
against the elevation angle, 0, for the H= +1 mode combinations of the 

axial and tangential types with p = 90° and PA variable. 
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For 90° < !pi  180°, the 0-scale must be inverted on all charts and 

the designated senses of circular polarization must be interchanged. 

This is apparent from an inspection of Equations (3) and (4). 

As previously described, the radial and tangential modes are iden-

tical in magnitude but are in phase quadrature (see Table II). Hence, 
if an H = +1 mode combination of axial and radial types is employed, 

e 

.1  .2  .3  4  .3  .6 

A 

e .9  LO 

Fig. 22—Maximum variation in power density as a function of P. and P 
for the H = 1 mode combinations of the axial and tangential types. 

90° must be added to the phase angle between the axial and radial 
types to obtain the /3-values given in the charts. 

If the progressive phasing for the rings is changed from H = +1 
(counterclockwise) to H  —1 (clockwise), it is apparent that the 

antenna is in effect merely turned upside down. Thus the radiation 
characteristics are unchanged and only the 0-scale need be inverted 
on all charts. 

The key drawing of Figure 28 provides a graphical summary of 
the terminology and definitions to aid in using the charts for both 
H = 0 mode and H = 1 mode combinations. 
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1 3 

db • .••=--e  •5  e 
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Fig. 23 —Polar elevation patterns (in db relat've to a linearly polarized 
isotropic source) of the F. (solid lines) and Fo (dashed lines) components 
for the H -=•-• +1 mode combinations of the axial and tangential types. 

.1 

P•90* 

.3 

Fig. 24 —Polar elevation patterns (in db relative to a linearly polarized 
isotropic source) of the  and F..,1,. components for the H = +1 mode 
combinations of the axial and tangential types. The shaded areas represent 
the region in which the magnitude varies from maximum to minimum. 

.9 1.0 
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.3 5 .7 .9 1.0 

Fig. 25 —The axial ratio characteristics, F...../F  (in db) plotted against 
the elevation angle, 0, for the H = +1 mode combinations of the axial and 

tangential types. 

13.45* 

I ---' 

Fig. 26 —Polar elevation patterns of the right-hand (dashed lines) and left-
hand (solid lines) circularly polarized components for the H = +1 mode 
combination of the axial and tangential types. The magnitudes (in db) are 

relative to a circularly polarized isotropic source. 

9 1.0 
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CONCLUSIONS 

The radiation pattern from a quasi-isotropic antenna may be syn-

thesized by the superposition of circularly symmetric radiation modes 

emanating from idealized ring arrays. Each mode has an omnidirec-

tional pattern in one major plane with an unique far-field phase pro-
gression in that plane. The mode pattern in the orthogonal major 

plane is a function of the element orientations in the ring array and 

the excitation of the elements around the ring. 

PA •  0 

db —;'  ; 

0.45° 

3 .5 .7 

Fig. 27—Polar elevation patterns of the power density (in db relative to 
an isotropic source) for the H = +1 mode combinations of the axial and 

tangential types. 

The number of mode components forming the radiation pattern 
from a practical antenna of small electrical dimensions is limited by 
supergain effects. Further restrictions are placed on the mode com-
ponents if the antenna pattern is omnidirectional in one major plane. 
A simple method is described for determining all possible radiation 

patterns from quasi-isotropic antennas of this kind. The calculated 

data is presented in a number of graphs in terms of the various radia-
tion parameters. These graphs are useful in the analysis and design 
of quasi-isotropic radiators, such as spacecraft antennas, which require 

specific amplitude and polarization characteristics over the radiation 
sphere. 



74  RCA REVIEW  March 1965 

eor 
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13 = phase of current in tangential element at any azimuth angle 
with respect to current in axial element at the same azimuth 
angle. 

For g  90°, use charts as labeled for H = 0 and H = +1. 
For 90° < I/31  180°, interchange senses of circular polariza-

tion for H =0 and H = +1, and invert 9 scale for H = +1. 
Invert 9 scale for H = —1. 

Fig. 28—Key showing a graphical summary of the terminology 
and definitions employed. 
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APPLICATION OF SOME LINEAR FM RESULTS 

TO FREQUENCY-DIVERSITY W AVEFORMS 

BY 
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Summary—The resolution characteristics for certain simple pulse-burst, 
frequency-diversity waveforms are determined by finding the response of 
the matched filter to the doppler-shifted signal spectrum. Considered as 
a function of both time and doppler frequency, the complex filter response 
is essentially Woodward's autocorrelation function for a combined time and 
frequency shift. Its squared magnitude, the signal ambiguity function, 
provides a theoretical measure of the ability of the radar to resolve targets 
in range and radial velocity. It is concluded that a waveform possesses 
fairly good resolution properties when the transmission times for its sub-
carriers are specified by a parabolic curve in frequency. The repetition 
period of the resultant pulse train is staggered and the pulse train has 
pulse-to-pulse frequency shifting. The waveform power spectrum is tapered 
in order to improve the zero-doppler response. On the basis of the spec-
trum's taper, the curve for subcarrier timing is then modified by the 
principle of stationary phase to obtain limited control of ambiguity in the 
presence of large doppler shifts. It is believed that the approach and 
results are useful in furnishing physical insight and in illustrating wave-
form performance and limitations. 

INTRODUCTION 

T
HE TRANSMISSION of successive pulses of different fre-
quencies, called frequency diversity, can be used with high-
energy pulse-burst waveforms to extend radar signal band-

widths beyond 100 mc. The matched receiver of the frequency-diversity 
radar achieves large bandwidth conveniently by employing several 
frequency channels in parallel as shown in Figure 1. Each receiver 

channel incorporates a band-pass filter, matched to a transmitted sub-
pulse at one of the radar subcarrier frequencies, followed by a decoding 
delay line. The channel outputs are amplitude weighted, decoded in 

phase, and added coherently at i-f or r-f to form the matched-receiver 
output. For waveforms comprising repeating subcarriers there will 

be some duplication of the functional elements between the band-pass 
filter bank and the summing bus shown in Figure 1. 

This paper is devoted to the problem of timing the subcarriers of 

the transmitted waveform so that high resolution is achieved in range 
and doppler simultaneously. Theoretical performance in range and 

75 
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doppler for a number of simple waveforms is described together with 

a convenient method of analysis. Since complex waveforms can often 
be considered as the combination of several simple waveforms, the 

analytical results can be applied by superposition to more complicated 
timing arrangements. 

When the transmitted waveform is doppler shifted by O. cycles per 
second and applied at the input of a filter matched to the non-doppler-

shifted transmitted waveform, the squared magnitude of the resultant 
time response is essentially the Woodward ambiguity function,1•2 

BANDPASS  DECODING  AMPLITUDE  PHASE  SUM 

FILTER  DELAY  WEIGHTING  DECODING  BUS 
BANK  LINES 

RECEIVER 
INPUT 

o  

RECEIVER 
OUTPUT OUTPUT 

- 0 

Fig. 1—Matched receiver for pulse-burst frequency-diversity waveform. 

IX(t, O) 12. The resolution characteristics of the waveform can be indi-

cated graphically by a three-dimensional diagram of either 1x1 or 

1X1 2 plotted vertically on a base plane with time as one axis and doppler 

as the second as shown in Figure 2. If the ambiguity surface has a 
single sharp central peak at the origin (t = 4, = 0) and yet maintains 
a relatively low amplitude elsewhere in a region of interest, the wave-

form permits high simultaneous resolution in range and doppler. The 
waveform corresponding to the 1 x I plot of Figure 2 has this desirable 
property if interest is confined to a central doppler strip along the 

t-axis. In this study, the amplitude of the matched-filter response 
considered as a function of both time, t, and doppler, 4,, is presented 
as the measure of waveform performance. 

P. M. Woodward, Probability and Informetion Theory with Applica-
tionli to Radar, pp. 120, 27, 101, and 119, McGraw-Hill Book Co., Inc., New 
York, N. Y., 1953. 

2 J. R. Klauder, "Design of Radar Signals Having Both High Range 
and High Velocity Resolution," Bell Sys. Tech. Jour., Vol. 39, p. 809, July 
1960. 
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WAVEFORM DESCRIPTION 

As indicated in Figure 3(a), the frequency-diversity waveform 
considered in this analysis consists of N phase-related subpulses, one 

at each subcarrier frequency, where N is taken as an odd integer for 
convenience. Subpulses of amplitude An and width r, occur at times 

t„ with a total duration for the pulse sequence of T seconds. Figure 

Fig. 2--1x1 surface that is well behaved along t-axis. 

3(b) shows the subcarrier frequencies equally spaced A cycles per 
second apart, where A is made equal to the reciprocal of the pulse 
width r in order to eliminate gaps in the waveform's power spectrum. 

The nth subcarrier frequency, f„, is offset by n...1 cycles per second 

from the central high-frequency carrier, fo, so that the total band-
width, W, bracketing N subcarriers is N. The subcarrier timing 
function, TD(f), illustrated in Figure 3(c) is selected so that it is 

single-valued over the frequency range (—W/2, W/2) and extends 

over a time interval of length T. In addition to amplitude weighting 
and subcarrier timing, subcarrier phase coding angles 0,, are included 

to provide more generality to the results. 

In this treatment, three continuous functions A (f), TD(f), and 

0(f) are employed to describe the waveform. When they are sampled 

at discrete frequencies nA, these functions specify, respectively, sub-
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carrier amplitude weighting, subcarrier timing, and phase coding as 
denoted by 

A (n..1) = A„ ; Tv(tz.1) =t„;  0  = On.  (1) 

A(f) is an even, real low-frequency function used to provide spectral 

rnth PULSE 

FREQUENCY  tn 

(o) 

rA ,:j„ 1.+1_. 11(ina)• A, 
s\  s\  

' ' _ __   -1...,  I FREQUENCY —.-

TIME 

Na 

_ tr, 

A - lit 

(b) 

t rolf 

t.  To(na)  

1  I I 
na  I FREQUENCY 

(C) 

Fig. 3—Subcarrier amplitude weighting and timing. 

taper and truncation and is zero everywhere except in the frequency 
range (—W/2, W/2). 

The composite transmitted waveform is now represented mathe-
matically by 1,4(0, a complex high-frequency function;1 

iT(t) = E A„p(t —t„) exp III 271„(t — t„)  0J),  (2) 
- OCr 

where f„= f„± n.. p(t) specifies the subpulse envelope shape, taken 
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as rectangular and of width r and defined by 

1 

o 

p (t) = rect — = 

EXAMPLE (I) 

TABLE I 

r g. 4—Subcarrier timing curves, T b (f). 

Since N is odd, the definition of A(f) and the selection of W make 
A„ = 0 when In! > (N —1)/2. Consequently, all terms of the infinite 

sum indicated are zero except for the N terms in the interval 

N -1  N -1 
  n    

2  2 

To study the effect of subcarrier timing, the timing curves shown 
in Figure 4 are considered in the calculation of the matched filter 

response. Over the frequency interval (—W/2, W:2), the timing 

curves are 

(1)  linear,  (4)  half-cycle sine, 

(2)  parabolic,  (5)  linear slopes of opposite sign, 

(3)  half-cycle cosine,  (6)  full-cycle cosine. 
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These specific shapes were chosen because they permit simple deter-
mination of central ambiguity without use of a computer. In a prac-

tical case when the duty cycle for the pulse train is low, pulse positions 
can be time-shifted slightly off the curves to prevent time overlap, if 
this is necessary to achieve high transmitter efficiency. 

MATCHED-FILTER RESPONSE 

To establish a performance criterion for the various waveforms 

considered, a general expression for the matched-filter response is 
found as a function of time and doppler frequency, 4,. If the spectrum 
of the transmitted waveform is designated as Nkr (f), the corresponding 

matched filter is defined by *Ts (f). The output response ip0(t,sb) of 
the matched filter to the doppler-shifted transmitted wavéforin, with 

spectrum '4'T (f —0), is then given by the inverse Fourier transform; 

4,0(t,95) = f 4,-T(f —0)4ir.(f) exp (127rft)df.  (4) 

—ao 

Since the impulse response of the matched filter with the frequency 
function ,* (f) is '4T (—t) and the doppler-shifted waveform in the 

time domain is ifrr(t)exp(j2r0t), an equivalent expression for the 
output function is 

5fro( 4) = {Or  exp (j2rckt))* (,pre(—t)),  (5) 

where * denotes convolution. When the complex high-frequency func-

tion given by Equation (2) is used in Equation (5), the convolution 
results in the following double summation 

00 

z E exp  f„,+  [t — (tn—t„,)] 
, -  - 

27rcbt„ O„ — 0,„) A„A„,p[t — (t„ — t„,), (n — 111)  + ch], (6) 

where 

00 

t 
p(t,cp)  p  —  )* (x — --) exp (j21-4,x)dx, 

2  \  2 

(7) 
and where the A's, O's and t's are as defined in Equation (1). 

In Equation (6), because of amplitude truncation, all but N2 terms 
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are zero. It is noted that p(t,(k) as defined by Equation (7) can be 
used to specify the ambiguity diagram for each subpulse considered 
separately. Since it is expressed in the convenient symmetrical form 
used in Reference (2), p (t,O) is real whenever p(t) is selected as an 

even time function. 
For purposes of investigating the detailed behavior of ambiguity 

in a central region of the t —4) plane, it is assumed that the relative 
doppler shift, 4,, remains a small fraction of the nominal bandwidth 
(7-1  = A) of each matched receiver channel. Under these conditions, 
the spectrum of each subpulse of the received waveform always remains 

approximately centered in its matching channel. Central ambiguity 

depends primarily on the N component responses found by pairing 
each receiver channel with the subpulse that it matches except for the 

slight doppler offset. Because of the decoding delay lines, the N con-
tributing responses have time-coincident envelopes centered at t= O. 
The central response of the matched receiver, which is defined as the 
superposition of these N component responses, is formed to examine 

the behavior of central ambiguity. In the nomenclature of Rihaczek,2 
the immediate discussion is concerned with determination of "proxi-

mal" resolution properties as indicated by the shape of the "central 
surface." These properties are investigated by a study of the central 

response of the matched receiver. 
An expression for the central response is found from Equation (6) 

by removing the high-frequency carrier and then summing low-
frequency terms corresponding to m = n. These are the N ternis along 
the principal diagonal of the representative matrix of the N2 elemental 
responses. Under the assumptions made in this paper, the remaining 
N (N —1) terms of the summation comprise the side responses, which 
contribute to secondary ambiguities; these are discussed later. If the 
carrier in the presence of doppler shift is taken' as [fo (0/2)], the 
low-frequency version of the central response is simply 

uo(t,4)) = p(t,O) E A„2 exp (j2red,,) exp (j2rnAt),  (8) 
- 03 

where use is made of the fact that f,, = (fo n.à). For rectangular 

subpulses, p(t), Equation (7) defining p(t,¢) becomes 

p(t,(1)) = rect  - -t ) f exp (j2rOx)dx, 
27 

- 2,0 

8 A. W. Rihaezek, "Radar Resolution Properties of Pulse Trains," 
Proc. IEEE, Vol. 62, p. 153, Feb. 1964. 
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where .ro = (7- — It I)/2; 

t \ sin rot, (r — 
p (4) = rect    

2r )  77.0 
(9) 

The symmetrical limits of integration result from the truncating 

effects of the product of the two displaced rectangular functions in x 
considered for both positive and negative time. 

To permit application of published results pertaining to continuous 
types of waveforms, the complex Fourier series in Equation (8) is 
next replaced' by an equivalent periodic function. The new periodic 

function consists of the superposition of identical complex time func-
tions that repeat in an infinite train with period A-1  seconds. By this 

substitution, concepts and analytical techniques described in Refer-

ences (5), (6), and (7) on continuous waveforms become applicable 

to each function in the train. Since r =  A -1 , it can be seen from 
Equation (9) that p(t4) never exceeds a width of 2/.1. Consequently, 

because of the presence of p(t4) as a factor in Equation (8), the 
central response is confined to the time interval (—A-1, i_1). Pre-

paratory to replacing the Fourier summation of Equation (8) by an 
explicit time train, the function G(f,0) is introduced as 

G(1,0) -= A2(1) exP (:727r0T1)(1)), 

with inverse transform, 

(10) 

co 

g(t,O) = f G(f,0) exp (j27rft)df.  (11) 

By use of Equations (1) and (10), Equation (8) can be rewritten 
in the alternate form of the Fourier Series 

4 J. L. Allen, "Phased Array Studies," M.I 
Aug. 1960. (See p. 166 for analogy. The finite 
function is given also by the superposition of 
infinite train.) 

5 J. R. Klauder, A. C. Price, S. Darlington, 
Theory and Design of Chirp Radars," Bell Sys. 
July 1960. 

.T., TR No. 228, AD 249470, 
Fourier series for the array 
line source functions in an 

and W. J. Albersheim, "The 
Tech. Jour., Vol. 39, p. 745, 

° C. E. Cook, "Pulse Compression—Key to More Efficient Radar Trans-
mission," Proc. I.R.E., Vol. 48, p. 310, March 1960. 

7 E. L. Key, E. N. Fowle, and R. D. Haggarty, "A Method of Design 
Signals of Large Time-Bandwidth Product," I.R.E. Cony, Record, Part 4, 
p. 146, March 1961. 



FR RQIT EN CY -DIV ERS1T Y WAVEFORMS  83 

u0(t4) =p(t,4) E A2(nA) exp I./.27TOTD(nA)] exp (j27rnAt) 
p.  - (12) 

= p(t4)  G ( n-1,40) exp (j2rnAt 

The desired equivalent form for the low-frequency version of the 

central response is obtained by application of Poisson's sum formula' 
which states that if v(t) and V (f) are a Fourier transform pair,' then 

E V(7(A) exp (j2rnAt)  —  E y (r--) (13) 

Using Equation (13), the central response, Equation (12), becomes 

1 
u„(t,e) --= — p (t,e) E g (  t — —k  , 41)  (14) 

k  -  A  7 

where the summation on the right is the expression for the repeating 

train. 
In what follows, it is assumed that T >> r, and use is made of the 

previous assumption that 1951 « 1/r ------ A. The repeating train repre-
sented by the summation now contains essentially all the doppler 

information since, with the latter assumption, 

p(t,y())  p(t,0)  rect ( —) (r — Itl). 
27 

Because A ( f) is truncated, the individual time functions in the train 

must overlap. But when N is large and Icfr I is not excessive, the degree 

of overlap is small, even between adjacent time functions. The be-

havior of the central response can, therefore, be investigated by exam-
ning the behavior of any one of the individual functions, for instance, 

g(t4) itself, found by taking the inverse transform of Equation (10) 
for each waveform example. Hence, g (t,O) serves as a pilot function 

useful in the selection and control of T„( f ) to shape central ambiguity. 

It is noted that the behavior of the central response as represented 
by Equations (8) and (14) does not depend on the phase coding as 

specified by O (f). However, phase coding can affect the side responses 

8 A. Papoulis, The Fourier Integral and Its Applications, p. 47, McGraw-
Hill Book Co., Inc., New York, N. Y., June 1962. 
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and, if altered on a waveform-to-waveform basis, can also affect the 
central response for second-time-around echoes. 

EXAMPLES OF CENTRAL RESPONSE 

The case of equal subcarrier amplitude weighting is studied by 
taking 

A (f) = A2 (f)  reet  —I—) = (15) 

Applying the inversion formula given by Equation (11), g( 4) is 
found as 

00 

g (t,O) = f  rect  f exp {j27r 4TD (f)  ft])df.  (16) 
W 

— 20 

Now for all subcarrier timing curves, To (f) , 

g (t,0) = W sine Wt,  (17) 

where sine x = (sin 7rx)/ (7rx). The function to be examined, g (t,0)/W , 

is listed in Table I for the six subcarrier timing curves shown in 
Figure 4 in the equal-amplitude-weighting case. 

RELATION OF TIMING EXAMPLES (1) AND (2) TO 
LINEAR F-M RESULTS 

Table I shows that g(t,(h) of example (1) exhibits ambiguity in 

t and 4) similar to that possessed by a linear FM pulse, i.e., doppler 
produces a time shift in the matched-filter response giving rise to 

the familiar' correlation between time and frequency as shown by the 
relation 

1 1 (—  g (toe)  — g  0). (18) 

It is the purpose of this discussion, however, to emphasize relation-
ships existing between example (2), corresponding to a parabolic 
subcarrier timing curve, and certain other linear FM results. 
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Table I 

Example  T0(f)  1 

(1)  T  ) 
(linear)  — f  sine W (t  — W TI 

(2)  4T  1  
(parabolic)    [Z(V2) — Z(V,)] exp .{   

4 V T  I.. 87.0  J 
where 

W  (t±  4TO\ 

2 V TO \  W ) 

(half-cycle  T cos .7 —  E J„,(2'zT95) sine IV (t  — ) exp (3) 

cosine)  - 3C  2IV  2 

(half-cycle 
(4) 

— sin 77 — 
T ni. E  To) sine W (t 

sine)  2  in  X  2W 

(5)  2T  W  r '7147  
(linear slopes  —  Ifi  sine —  (t +a) exp -' j   (t -I- a) 1- 
of opposite  W  2 L 2  J 
sign)  W  7IV 

+ l sine —  (t — a) exp / — j- - (t — a) 1 
2  2 

2TO 
where  a  —  

(6)  T  f ..  (.ier n )  m ) 
(full-cycle  — cos 2.7 —  E exp  J. (7T) sine W ( t + — 
cosine)  2  W  1/1  X  2  W 

Z(V) = C(V) + jS(V) is the complex Fresnel integrar' and J„,(0) is a 
Bessel function° of the first kind. 

9 E. Jahnke and F. Emde, Table of Functions, Dover Publications, Inc., 
New York, N. Y., 1946. 
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By use of Equation (11), g (44)) can be expressed as 

where 

W/2 

exp I ( f )] exp (j2irf t) , 

4T 
f3(f) = 27111,T D(i) = 2rck [   

1472 

(19) 

Since the envelope delay associated with the phase function 13 (f) is 
given by 

1 (113  8 Tckf 
td =  =    

27r df 
(20) 

the response function, Equation (19), can be considered to represent 

the impulse response of a rectangular band-pass filter of bandwidth 
W possessing an envelope delay that changes linearly by 87 /W across 
the band of width W. Figure 5 shows the analogy between the quad-

ratic subcarrier timing characteristic and the "chirp" of Reference 
(5). By use of the relationships in Figure 5, I g(t,4))1 can be plotted 

by reinterpreting curves of the type presented in References (5) and 
(6). Thus, 1g (44,) I corresponds to the spectral amplitude curves for 

a rectangular pulse of linear FM presented in the above references. 

(Reference (5) also explains a time-domain reinterpretation of its 

spectral curves in discussing passive generation of the long f-m trans-
mitter signal.) 

The central response as given by Equations (8) and (14) is nor-
malized' by dividing by 2E = NT = WT A (see Appendix I). Figures 

6 and 7 show the corresponding normalized functions I g (t,O) I /W and 
p (4) /r for specific values of 14)1 when 1951 << T-1  = A. The figures 
reveal the approximate behavior of the magnitude of the central re-

sponse when 14)1 < N 8T. The inequality 14,I < N/8T defines a central 
doppler strip along the time axis. Within this strip, as can be seen 
from the figures, little time overlap exists between the adjacent func-

tions of the repeating train in Equation (14). The magnitude of the 
sum of individual time functions is therefore closely approximated 

by the sum of their individual magnitudes. The plots illustrate that 
the choice of r equal to A  ensures that p(t,O) I p(t,0)] will in 

large measure suppress undesirable repetitions of the summation in 
Equation (14) when the indicated product is formed. Central am-

biguity as measured by the absolute value of the product exhibits 
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iE(1)1 

T TIME 

FET4, 

'VT 
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A 
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k 

G(1,4.)  rec <e) exp [1 0(0] 

00) = - 2.fide 

PRESENT NOTATION 

8TO 
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W2 

Fig. 5—Analogy between "chirp" and quadratic subcarrier timing. 

+,.4 190,011 

10 

I/à  N/W 

- 1 /A - 25/W  0  25/W  I/4 
TIME  1—r-

Fig. 6—Central ambiguity for waveform with quadratic subcarrier 
timing, N = 51. 
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desirable behavior in the sense that it is highly peaked near t= 

and yet maintains a relatively low level elsewhere as long as 101 < 
N/8T. As shown, when 101 > 1/T, the level and width (in the time 
dimension) of Ig(t,4))1/W are respectively about 1/V8T101 and 
D= 8T101/1V- At k1 -= N/8T, ig (top) I /W reaches a level of 1/VN 
and a width of N/TV = A-1 = T.  Figure 8 shows ig(t,41) 1/W more 
accurately for three doppler shifts. 

WHEN TIOI> I 

LEVEL a   
"V r3T7-01 

8TI9S1 
WIDTH a D 

• 

JIL 

I 
.••••• 

••.,  I 
\  • 

s••'Q 

1 

Fig. 7—Central ambiguity for waveform with quadratic subcarrier 
timing, N = 51. 

When 101 > N/8T, overlapping and interaction of the superposed 
functions must be taken into account. As discussed later, performance 
now slowly deteriotates as the envelope peaks of the resultant function 

build up in a complex manner with increasing doppler. Figure 9 illus-
trates the behavior of the central response in the doppler dimension 

with the envelope deterioration caused by overlapping.  For each 

doppler, the figure shows the approximate maximum in a vertical cut 
parallel to the time axis. 

The superposed functions of the train in Equation (14) are analo-
gous to the abased spectrum" in equispaced time-sampling analysis, 

1°  R. B. Blackman and J. W. Tukey, The Meaeurement of Power Spectra, 
p. 117, Dover Publications, Inc., New York, N. Y., 1958. 
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Igct.4.)1 
1.0 

08 

QE 

04 

0.2 

I5/W  20/W  25/W  30/W  35/W  40/W 
TIME  1 

o 5/W 

WHEN T14.1 > I 

LEVEL or ,-
87101 

8 T Idd 
WIDTH RI 0 

1.27  7.5 
101  T  101 • T  BY METHOD OF 

STATIONARY PHASE 

10/W 

Fig. 8--Central ambiguity for waveform with quadratic subcarrier 
timing, TD(f) = (4T/W2)/2. 

except that here tiampling is in the frequency domain. To prevent 

overlapping, the sampling theorem requires sample spacing, à, to be 

less than 1/D, where D is the duration of g(t,c1)). 

MINIMUM LEVEL OF CENTRAL RESPONSE 

The N triangular pulses of subcarrier in the real high-frequency 

time function corresponding to the low-frequency complex function, 
Equation (8), are almost orthogonal as indicated by a small correlation 
coefficient (see Appendix II). Thus the energy in the central response 
tends to remain fairly constant and independent of the relative phases 

of its N component pulses. The maximum factor of variation possible 

for the total energy in Equation (8) is less than two, and approaches 
two as N becomes very large. Consequently, amplitude peaks in time 

cp 04 

o. 
2 
4 
02 

Lai 

APPROXIMATELY 

-iii- I91t, IMAx  1 13-1 171  

I MAX.  N 

—  /./ri  N/8T 

1   
5/T  10/ T  15/T 

r -, 11,Ncy  141  — 

Fig. 9—Effects of overlapping on envelope of central response. 
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are minimized by equal distribution of energy over the width 27 = 

2N/W of the time-coincident pulses. This amounts to spreading the 
zero-doppler energy by a factor of about 2N in time to achieve a 

maximum amplitude reduction ratio of about 1/V2N. The foregoing 

reasoning illustrates that by adjustment of a single-valued TD(f), it 
is impossible to achieve a voltage level lower than about 1/ViNf in 

the normalized central response, if the level must be maintained for 

all points in time. Thus, at Nil = N/8T, the waveform of example 
(2), by maintaining a level of 1, VN, begins to approach the theoretical 

limit. A much lower level for any doppler I I « A would appear to 
require more subpulse spectral overlap which is achieved by making 

r <  at the cost of increased side response. It could, of course, also 
be achieved for particular dopplers by employing each subcarrier more 
than one time. Either of these methods can make the amount of energy 

in the central response more sensitive to doppler shift. 

OVERLAPPING IN CENTRAL RESPONSE 

As mentioned above, for the timing of example (2) considered in 

the absence of spectral taper, overlapping and interaction of the 
summed functions must be taken into account when IC > N/8T. As 
overlapping increases with increasing doppler, performance deterio-

rates, since, although the magnitude of individual functions varies 
inversely with the square root of doppler, the number of significant 

contributing functions at any point in time increases directly with 
doppler. Envelope build-up is shown in Figure 9. The magnitude of 

the sum of individual functions has many closely spaced peaks and 

nulls in the time dimension when the number of interacting functions 
is small. For example at 14,1 = N/4T, overlapping requires considera-
tion of two functions of amplitude 1/V2N at all points in time. These 

functions have a difference frequency of W/2 which manifests itself 

in the resultant as N/2 envelope peaks of amplitude V2/N in the 
period 1/s. Although the complex behavior of the superposed functions 
has not been investigated in detail, some general comments can be 

made. The envelope peaks tend to decrease in frequency in the time 
dimension as the number of contributing functions increases with 

doppler. The normalized peaks have a maximum amplitude of about 

V8TIOI /N. At  4,1 = N27 8T, the peaks reach unit amplitude, there 
being N contributing functions (properly phased) of amplitude 1/N. 
In the time dimension these unit peaks occur at, t= 

(2.1), etc., as is most easily seen from the Fourier series in 

Euuation ( 8).  Multiplication by Ip(t,o) /7- reduces the peaks at 
t = -..t1/(2,A) by about 6 db. 



FREQUENCY- MVP:R.517'Y WAirEForems  91 

CENTRAL AMBIGUITY FOR TIMING EXAMPLES (3), (4), AND (6) 

Figure 10 illustrates 1g (t,4) ¡W corresponding to the cosine sub-
carrier timing curve shown in Figure 4 for example (3). In this case, 

the expression for g(t,(k) is quite similar to expressions encountered 

in paired-echo distortion analyses.' The real and imaginary parts of 

g (1,0) are each determined by a single Bessel coefficient at appropriate 

stations in time separated by W -1 . This fact is useful in making 

approximate plots. The behavior for small doppler frequencies is 

almost the same as that for timing curve (2) of Figure 4. For large 

+„19(1.0)1 

•  -15/W 

10 

STATIONARY PHASE 

-10/W -5/W O 

101  -3  6 
101. 71,.27 

5/W 10/W  15/W 
TIME  t 

Fig. 10—Central ambiguity for timing example (3), TD(f) =T cos ir (114')• 

doppler shifts, the plotted results were checked by the principle of 

stationary phase," which gives the approximation 

1 
— Ig(t4) I - 
W 7r\./T 175 

 1 [1  ( rWt   )21-1  , 
Te. 

1  rT101 
ldI >>  <   (21) 

For the timing of example (4), g (t,q5) is a real function. Figure 

11 shows that g (1,0)/W exhibits ambiguity somewhat similar to 
g(t4)/W of example (1) ; that is, a doppler shift causes a time shift 
of the main lobe. However, in this case there is also a fall-off in peak 

amplitude accompanied by a pronounced change in shape for large 

doppler. 
Approximate curves of g (t,(1))/W for the timing curve of example 

(6) are shown in Figure 12. Doppler shift creates a symmetrical 

envelope response with pronounced undesirable ripples in the time 

dimension. 

TAPERING THE W AVEFORM SPECTRUM 

As shown by Equation (17) for the case of equal subcarrier ampli-
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Fig. 11—Central ambiguity for timing example (4), 
TD(f) = (T/2) sin '7,-(f/W)• 

March 19011 

tude weighting, g (t,0) is a (sin x)/x function resulting in undesirable 

high-level sideloba. Referring to Figure 8, the first sidelobe shown 

has a normalized peak amplitude of 22% (-13.2 db). The magnitude 

and slow fall-off of sidelobes can severely limit range resolution capa-
bility when the dynamic range of received signals is large. In order 

to improve the shape of I g (t,0) I, a spectral taper factor is applied to 

the rectangular frequency function of Equation (15). For example, if 

10/W 20/W  30/W 
TIME  t 

Fig. 12—Central ambiguity for timing example (6), 
TD(f) = (T/2) cos 2Ir (f/W). 
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A2( =[ 1+2,1 cos 27r —  red 

then, for all subcarrier timing curves 7' n( f ), 

H' 
(22) 

1 1  1 
— g (t, 0) = sine Wt  F 1V 1 sine  (t —  +  147sine  (t + —  
W  W ). 

(23) 

(With the above taper factor, 2E remains equal to NT = WrjA. See 

Appendix 1.) 

Now, when F1 = 0.42, all the sidelobes of g(t, 0) are suppressed 

to a level 40 db or more below peak signal.' For the linear timing of 
example (1), doppler shift causes the same time shift as before spec-

tral taper was applied so that, as before, 

1  1  1 
— g(t,O) = — g(t  . (18) 

The approximate effects of doppler shift for the parabolic timing 
curve of example (2) are determined when 1r/71 >> 7- 1 by employing 

the principle of stationary phase. For each rt), fl ((ff))   277-071D(f) is a 

dispersive phase characteristic conforming to the assumptions of 
Reference (7) . The assumptions are essentially 

(a)  The gronp delay function, 

1 d213 (f) 

1  d (f) 
 , has a large slope, 

27r  df 

, at every frequency in the band of width W. 
27r  df2 

(b)  There is only one frequency corresponding to each delay of 

1  d/3(f) 
the group delay function,   , over the band of 

27r  df 
width W. 

Under these conditions, by the principle of stationary phase, 

A2(f) 
I g(t,e) I 
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at time 

1 O W 
t =  •  (24) 

2r  df  J ,.x  

Since A (f) is even and since, for example (2), 13(f) =27r0I (4T/ 
W2)12], Equations (24) and (22) yield 

1  1  Wt 
I 11 (f,(1)) I    A"    

V8T101  D 
1  [ 
  1 + 2F, cos 27r — 1 rect — ,  (25) 
V8T1951  D  D 

where D =8T1q51/W is the approximate time width of Ig(t,eI for 
each 101 >> T-1 . Thus, for large dopplers Ig(t,cp) I assumes a taper 

similar to that of A2(f) and has the same functional form.  (This 
result follows more directly from an example in Reference (7) and 

could also have been obtained from a general theorem in Reference 
(5) applied to the large time—bandwidth product case.) 

Equation (24) suggests the possibility of controlling the shape 
of Ig(t,0)1 for large dopplers, 101 >> T-1 , by control of Tp(f).  The 

energy associated with I g(t,y4) I is of course fixed by the choice of 
A2(f) and does not depend on Tp(f) (nor on doppler as is shown in 

Equation (29)). Again using the methods of Reference (7), the 

energy in Ig(t,(1))1 is now distributed more uniformly in time for 
purposes of reducing its peak amplitude. The new shape of I g (t4) 
is approximately rectangular. I g (t,O) I as approximated by Equation 

(24) will remain constant in time (flat-topped) if the new timing 
curve satisfies 

d2f3 
—  = K [A2(ni 2 = KA' (f),  (26) 
df2 

where K is a real nonzero constant. A timing curve that satisfies 
Equation (26) when F1=-0.42 is 

1 

Tn (f) =  p(f) 
27(.0 

4T 
-= 0.66 ( — f2)— 0.17T cos 27r - - 0.01T cos 47r  

(27) 
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The resultant approximate width of 1 g (t,O) 1in time is obtained 

1 O W 
as the magnitude change in delay of    in the frequency 

27r  df 

interval (—W/2, W, 2). Then, corresponding to the new timing curve, 

1  1.43 t \ 
— g (t,o) I —  rect   

V87—T n5  ( W  ) 

*,,1g0,011 

(5) V- SHAPED 

(3) COSINE 

I   

-25/W  -20/W  -I5/W  -10/W  -5/W 

(28) 

--101' 0, ALL TIMING CURVES 

50 
1+1  81 

(5) V- SHAPED 

f  (2) PARABOLIC , I  TIMING BY 
/  EQUATION (27) 

5/W  10/W 

••••• 

15/W 20/W  25/W 
TIME ---

Fig. 13—Tapered case, comparison of central ambiguity for timing 
examples (2), (3), (5), and by Equation (27). 

where D  8T Icki /W. The energy of 1 g (t,4)) 1 as approximated by 

Equation (28) is checked by Parseval's formula; 

• 
fly(t,94)1 2 dt  A'(f)df, 

( 1.43W )2 

iTf1751 

(0.66/)) = ( 1 + 2F12) W,  (29) 

1.35W = 1.35W. 

A comparison of Equations (28) and (25) shows that the approxi-
mate 1g(t4) 1/W corresponding to the new timing curve, Equation 

(27), has been reduced in peak amplitude by 22% and that its width 
to end points has been diminished by 34%.  The approximate 
1 g(t4) 1/W for timing example (2) (parabolic) and for the timing 

of Equation (27) are plotted in Figure 13 for 4, 0 and 101 = 50/8T. 
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Figure 13 also shows the approximate I g (t,4)) I/W for two other 
subcarrier timing curves employed with the same tapered spectrum, 

Equation (22) with F1 -= 0.42. The two other timing examples are 

example (3), cosine, and example (5), V-shaped plotted, also for cit. -= 
and 10 = 50/8T. 

Figure 14 compares the timing curves of example (2), example 

(3) (inverted), and that given by Equation (27) (shifted). 

\E0 (27) SHIFTED 

\ 

\  T 
, 

o 
rREOUENCY 

W/2 

(3), INVERTED 

ABOUT T,  T 

Fig. 14—TD(f) for examples (2), (3), and Equation (2'7). 

COMPARISON OF CENTRAL AMBIGUITY FOR VARIOUS TIMING EXAMPLES 

Shaping of central ambiguity for large doppler shifts, 101 >> T-1 , 
is accomplished by controlling the slope of the group delay function, 

1 df3 (f) 
 , as discussed in the preceding section. Since /3(1) = 

27r  df 

27TOTD(f), the group delay function is proportional to the derivative 
of the subcarrier timing curve, TD (f).  Consequently, for the V-shaped 

subcarrier timing curve, example (5), two discrete values of delay 
(relative) result. Referring to Figure 4, it can be seen that the deriva-
tive of curve (5) takes on equal but opposite values in each half of 
the frequency band. The group delay function is therefore represented 
by a constant time delay over one half the band but by an equal con-

stant time advance over the second half. When this fact is correlated 
with the corresponding plot of Figure 13 for 101 = 50/8T, two peaks 

are seen to exist in the central ambiguity--one delayed and the second 
advanced accordingly. For the other cases, the response amplitude for 
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101 = 50/8T is determined by the magnitude of the second derivative 

of the timing curve as shown by Equation (24) and by the definition 

of p(f). For example, in the center of the frequency band (see Figure 
14), the curve given by Equation (27) has the highest second deriva-

tive, the cosine curve (3) the next highest, and the parabolic curve (2) 
the smallest second derivative. This is reflected by the corresponding 

plots in Figure 13 in a region centered at t =0. The relative ampli-

tudes are in inverse order to the second-derivative magnitudes. At 
the exact center of the band, the V-shaped curve (5) has an infinite 

second derivative, a fact which tends to clear the region near t = 0 in 

Figure 13. 
The energy associated with all of the responses plotted in Figure 

13 is the same. Since by Equation (14), g(t4) repeats itself every 

A-1 , the energy in the central response tends to remain fairly constant 
as stated previously when T = A-1 . However, Figure 13 and Equation 

(14) illustrate that the energy in the central response corresponding 

to certain dopplers 101 >> T-1  can be substantially reduced by making 
r less than A-1  to reduce the width of p(t,c1)). In particular, for the 

case of the V-shaped curve of example (5), the factor p(t,c1,) of the 
central response, Equation (14), can be made to reduce the peaks 
shown in Figure 13. Also, over a central doppler strip repetitions of 

g(t,tk) are eliminated by selecting r small compared with A-1 . Thus, 
by selection of the relation between r and A and by shaping of the 

subcarrier timing curve, the energy in the central response can be 

reduced over selected doppler regions. By this process, ambiguity is 
transferred from the 0-axis to other regions of the t —4, plane. 
Making r.1 less than unity will increase the side response levels re-

sulting in more ambiguity along the t-axis. 

SECOND-TIME-AROUND ECHO REJECTION 

If, in the absence of doppler shift, the phase coding angles are set 

at zero for the transmitted waveform and its matched filter, then 
g(t,0) corresponding to a phase-coded second-time-around echo can 

be shown to be the inverse transform of 

G(f,0) -=A 2(f)ei"'f'.  (30) 

1 dO(f) 
When 0(f) = r(r/W)f2, the delay function,    , decreases 

27r  df 

linearly by T = A-1  over the frequency interval (—W/2, W, 2). In 
the non-tapered case, the second-time-around echo is dispersed and 
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reduced in amplitude by the factor 1/VN with respect to a desired 

echo with the same energy. g (t,0) for this dispersed echo is identical 
to g (0, N /8T) as found from Table I for timing example (2). Thus, 

neglecting doppler shift, an offset in the phase coding angles of 

n2 

0 „  (n.à) = 7r  (n,à) 2 =  -  

IV  N 
(31) 

on a waveform-to-waveform basis will reduce second-time-around 
echoes by the factor 1/V-AT without requiring alteration of the delay 
code. This is true for all subcarrier timing curves TD(f). 

SIDE RESPONSES 

The side responses and their possible interaction with the central 

response have been neglected in the above discussion of the central 
response. A complete description of waveform behavior requires con-

sideration of all N2 terms in Equation (6). Wherever time overlap 

occurs between any of the terms of the complete response, it is neces-
sary to superpose all overlapping terms in correct relative phase. As 

pointed out previously, the N2 terms include N (N-1) terms contrib-
uting to side responses in addition to the N terms of the central 

response.  Side responses exist even when  « A because each 

received rectangular subpulse excites not only the receiver channel 
centered at its own subcarrier, but also the remaining N-1 channels 
centered at the other subcarriers. The side-response amplitude is used 
as the measure of distal3 ambiguity. Side-response performance can 

depend heavily on the ratio r/T, which can affect the amount of time 

overlap in its contributing terms, as well as the overlap of side terms 
on the central response. Contributing terms correspond to pulses 
having widths of 2r and extending approximately over the time interval 

(—T, T). Zero-doppler side-response behavior is directly related to 
the many fine-grain irregularities that exist in the transmitted power 
spectrum —irregularities brought about by subpulse spectra having 

relative phases that change rapidly with frequency. (The zero-doppler 
cut is the waveform's autocorrelation function and, consequently, is 
the inverse transform of the Waveform's power spectrum.) 

A complete description of theoretical performance for a final wave-
form would perhaps be obtained by computer as a last step in waveform 

synthesis. In the early stages of synthesis, however, it is expedient 
and illuminating to break the side responses into groups and to con-

sider each group separately and independent of the central response. 
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When r « T and when N is not too large, the approximate behavior 

of the complete response is determined with relative ease since, under 

these conditions, the interaction of superposed central and side-term 
groups has a secondary effect. The most significant of the side-response 

groups are now considered separately for two of the subcarrier timing 

curves of Figure 4. 

INPUT WAVEFORM  INDEX 

n 

-1  0  +1 

FIRST SIDE 

RESPONSE OF 

(N-1) TERMS 

. n+1 

N-I 
—2— 

I   

FIRST SIDE 

OF (N -I) 

m 

RESPONSE 

TERMS 

n-1 

CENTRAL RESPONSE 

OF  N TERMS 

rn.n 

Fig. 15—Matched receiver input—output matrix (shown for N  7). 

FIRST P AIR OF SIDE R ESPO NSES — NO NTAPERED SPECTRU M 

It is convenient to consider the side responses in pairs, the first 
pair consisting of two summations, each having N —1 terms found 

by letting n1, = (n + 1), (n — 1) in Equation (6). The first pair cor-

responds to the pair of diagonals adjacent to the principal diagonal 

of the matched receiver input—output matrix as illustrated in Figure 
15. When 101  = r--', it is permissible to neglect qs in the argu-
ment of p in Equation (6). Under these conditions, the shapes of the 
individual pulse envelopes, corresponding to the individual terms of 

the first side response, are shown as In I = 1 in Figure 16. These 
shapes are the same as those shown in Reference (11) in a three-

dimensional plot of the ambiguity diagram for a single rectangular 
pulse. ( I ni = 1 corresponds to the vertical planes, 101 = r-1 , of that 

reference.) 

11 S. Appelbaum and P. E. Howells, "Waveform Design for Tomorrow's 
Radars," Space/Aeronautica, Vol. 32, p. 186, Oct. 1959. 
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For the linear timing of example (1), the N — 1 terms of each 

summation represent N — 1 time-coincident pulses. Consequently two 

expressions result, each of which is quite similar to that given in 

Equation (8) for the central response. Therefore, Poisson's sum 

formula can be used to form two product functions, each similar to 

the one in Equation (14). When 0,, = 0, the summations so formed 

lead in each case to repeating high-amplitude peaks, a superposition 

n = o 

1.0 

IV
E
 
A
M
P
LI
T
U
D
E 

711p(1,n0 

WHEN 101 « à - 1/* 

I/0  O 1/0 
TIME 

Fig. 16—Shapes of pulses contributing to central (n = 0) and 
side (n = 2, 3, • • • ) responses. 

of sine functions analogous to that encountered in the central response 

for timing example (1). Fortunately, when doppler is small, these 
peaks are suppressed by the first factor p [t -±- (T/N), -T- -I] of the 
product. Sine function peaks at t = ± T/N, for example, fall at the 
nulls of p [t ± (T/N), -T- A]. (See Figure 16 for I ni = 1.) In a large 

doppler case (j i/j comparable to N /2T), the amplitude peaks shift in 
time away from the nulls. Under these conditions, it has been found 
convenient to employ phase coding, 

ir n3 
0,1=   

N -1  3 
(32) 

to disperse the peaks of the first side response, reducing them in am-

plitude. Equation (32) was developed by a procedure similar to that 
used in arriving at Equation (31). Table II summarizes the side-
response behavior for timing example (1). 

For the timing of example (2), the 2(N — 1) pulses contributing 
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Table II—Peak Amplitudes for First Pair of Side Responses 

I I 
Peak of First Side 

O.  Response 

o  o 

27' 

All 
Dopplers 

o 

Eq. (32) 

N 

to the first pair of side responses occur in N — 1 time-coincident pairs. 
If T <  4T/N2, the N — 1 pairs of pulses contributing to the first side 

responses are spread out in time, so that one pulse pair at most occurs 

at any instant. In this case the peak amplitude for the first pair of 

side responses is 2 / (rN) maximum. A method for locating first side 
responses in time and frequency is illustrated in Figure 17. The time 

locations of the first side responses with respect to the central response 

are shown in Figure 18. As long as 101 « 7-1 , the maximum side-
response level remains essentially independent of doppler shift. Points 

At 

DECODER CURVE — 6 7 F)". 

OF RELATIVE ADVANCE 

SUBCARRIER 

TIMING CURVE ' TD(t) 

(d, ol 

TIME 

Fig. 17 —Locating first side responses in time and frequency (0 = 0). 
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a, b, and e in Figure 17, represent the locations of subpulses of a 

received waveform in time and in frequency. Points a', b', and c' 

represent the corresponding locations of the subpulses of the image 

of the transmitted waveform and, hence, are the locations of the sub-
pulses of the matched-receiver impulse response. When the subpulse 

at point a excites the receiver channel at the next lower subcarrier, 

the time advance corresponding to point b' is applied to the delay time 

of point a. A side response occurs at point A. Similarly, points b and 
c' result in a side response at point B, etc. The N — 1 points marked 

by the plus signs result because (except for the one at point g) each 

RESULTANT ENVELOPE FOR 

TWO SIMULTANEOUS SIDE 

PULSES AT DIFFERENT 

FREQUENCIES (ENLARGED) 

i llX/ A2/(trN) • MAX 

FIRST SIDE   
RESPONSES /I 

- lo 

..--CENTRAL RESPONSE 

SEE FIG. 16, In'. I 

8T/N2 .// 

TIME 

18 —Central and first side responses. zero-doppler cut. 

received subpulse excites the receiver channel at the next lower sub-

carrier frequency. The N — 1 points marked by minus signs result 
because (except for the one at point a) each received subpulse also 
excites the channel at the next higher subcarrier frequency. The 

points marked "plus" and "minus" fall on two straight lines. 

CONCLUSIONS 

Signal ambiguity has been presented for several frequency-diversity 
waveforms in terms of the matched receiver output envelope. The 

discussion has emphasized envelope shapes in a central region near 
t --=  O. Side responses were treated briefly for the case of linear 
and quadratic subcarrier timing. 

Under the assumptions of this paper, waveforms with subcarriers 
timed according to curves (2) and (3) of Figure 4 (i.e., curves with 

parabolic and cosine (half-cycle) shapes) perform well in a central 
strip along the t-axis. The width of this strip in doppler is proportional 
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to N/T. Outside of this central strip, performance deteriorates in a 
complex manner as peaks in the output envelope slowly build up with 

increasing lei. The build-up occurs because of overlapping effects 

that are analogous in the time domain to those encountered in the 
aliased spectrum in sampling analysis.  Neglecting side responses, 

ambiguity is also confined to a central strip along the 4)-axis whose 

width in the time dimension is that of the subpulse autocorrelation 

function. 

It has been demonstrated that the principle of stationary phase 

can be employed to provide limited control of the shape of ambiguity 

profiles in the t-dimension when 101 >> T-'. This is accomplished 

by reshaping the subcarrier timing curve after spectral taper has 
been chosen to shape the zero-doppler envelope response. A final timing 

curve should probably take cognizance of the shape of the envelope 
of the subpulse autocorrelation function (or, in a practical case, the 

shape of the envelope response of a band-pass filter tailored to the 

subpulse). For example, stationary phase can be applied to make 

I et,cti)  sag in its middle portion in the region where the subpulse 

autocorrelation function has its highest amplitude. 

It is suggested that by superposition the foregoing results can be 
applied to more complex waveforms when the complex waveforms are 
comprised of a number of simple waveforms of the type described. 
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APPENDIX I— ENERGY IN TRA NS M ITTED WAVEFORM 

Evaluation of Equation (5) at t = cdt. -= 0 results in 

#o(0,0) = f 1 (Pr (T) 12 dT = 2E,  (33) 

- 00 

where E is the energy contained in the real physical transmitted wave-
form of N subpulses. If the N subpulses are orthogonal, E is equal 

to the sum of the energies of the individual subpulses. It then follows 

from the waveform description that 

2 

11/0 (0,0) = 2E  E A„27. (34) 
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Subpulses are of course orthogonal when they do not overlap in 
time and also in time-coincident cases when T =  A-l. It is possible, 

however, to have nonorthogonal subpulses when two overlap in time 

by an amount equal to a nonintegral number of cycles of their differ-

ence frequency. For reasons of simplicity, this possibility is ignored. 

If none of the side responses in Equation (6) contribute to 00(0,0), 

then 00(0,0) is equivalent to Equations (8) and (14) evaluated at 

= 0. Equation (34) can be obtained by equating Equations (6) 
and (8) for t =  = 0. By similar use of Equation (6) with Equation 
(14), 00(0,0) is also obtained as 

7. 

e,0(0,0) = 2E -= — g (0,0). (35) 

Since, by Equation (23), g (0,0) = W, it follows that 2E = rW/3. = 

Nr in both the tapered and nontapered (F1 = 0) cases. Normalization' 

of Equations (6), (8), and (14) is accomplished by dividing by 
00(0,0) = 2E. 

It is noted that Equation (6) is equivalent to exp(j2/110t) (2E) 

X(— t, —0) where x(t,0) is the combined time and frequency auto-
correlation function of Reference (1) and where x(0,0) = 1. 

APPENDIX II 

The purpose of this discussion is to illustrate that the normalized 

correlation coefficient for any two component pulses of the central 
response is small. The two pulses are expressed as 

(t) = q(f) cos 127r (fi  mA) t + 0]  (36) 

and 

e2(t)  =q (t) cos 27rfit.  (37) 

In Equation (36), m is an integer, nt 0, and 9 is an arbitrary phase 
angle. 

The pulses have triangular envelopes given by 

q(t)  — It'  lreet(   
-r  2r 

(38) 

where 7- =  '. When f, >> A = r- 1, the two pulses have approxi-
mately the same energy U given by 
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1 1 
U= f  ei2(t)dt = f  e22(t)dt =- - f  q2(t)dt = —T3. (39) 

2  a 

The normalized correlation coefficient p(rn,O) is defined as 

p( M,O) = -  f  ei(t)e2(t)dt.  (40) 
1 

U 

Substituting from the preceding four equations into this definition 

and evaluating the integral, 

3 
p(m,O) —  cos 9. 

2 (mr) 2 

(41) 

Equation (41) illustrates that I pl is a maximum when m.= 1 and 

when O is equal to zero or 180°. Consequently the normalized corre-

lation coefficient for any two component pulses is small, 

3 
II    ̂ 0.152. 

27r2 
(42) 



HELIX SUPPORT STRUCTURE FOR ULTRA-WIDE-

BAND TRAVELING-WAVE TUBES 

BY 

E. F. BELOHOUBEK 

RCA Electronic Components and Devices. 
Princeton, N. J. 

Summary—A new helix support structure consisting of half-moon-
shaped ceramic rods is described. The structure has an anomalous dis-
persion that permits an increase in the operating bandwidth of traveling-
wave tubes. It also provides an input impedance suitable for wide-band 
matching to a coaxial coupler. 

INTRODUCTION 

THE GENERAL TREND in many present-day applications for 
medium-power helix traveling-wave tubes is toward greater 
bandwidth. For the bandwidth of a traveling-wave tube to be 

increased much beyond an octave, the slow-wave circuit and the coupler 
must be specially tailored for wide-band operation. The main require-
ments for the slow-wave circuit of such a tube are as follows: 

(a)  A dispersion suitable for wide-band operation; 

(b)  A high interaction impedance; 

(c)  A constant, and preferably low, transverse impedance so that 

broad-band matching of couplers can be achieved; 

(d)  A rugged support structure that provides good heat conduc-
tion to the outside environment; 

(e)  Small r-f losses; 

(f)  Small outer diameter of vacuum envelope so that lightweight 
focusing assemblies can be used. 

In most of today's helix tubes, the support structures consist of 
three ceramic rods that are held in intimate contact with the helix 

by brazing, glazing, or compression loading. If this supporting struc-
ture is designed properly, the dispersion of the helix can be shaped to 

provide both maximum bandwidth and an input impedance suitable 
for broad-band matching to a coaxial coupler. This paper presents the 

results of cold-test measurements of the dispersion of various helix 
assemblies and of the matching characteristics of associated wide-
band coaxial couplers. 

106 
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IDMAX SUPPORT STRUCTURE 

Conventional helix-type slow-wave circuits are all somewhat dis-

persive, i.e., their group and phase velocities are unequal, and the 

interaction between the electron beam and the r-f circuit is limited 

to a specific frequency range. The first step toward increasing the 
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WIDEBAND OPERATION 
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Fig. 1—Comparison of the dispersion for a typical helix assembly supported 
by round ceramic rods with the ideal dispersion iequired for wideband 

operation. 

bandwidth of a traveling-wave tube is to reduce the dispersion of the 

slow-wave circuit. However, even if a fully dispersionless circuit could 

be realized, the resulting tube would still have a rather limited band-
width because of the increase in beam wavelength and the correspond-

ing decrease in gain per unit length at lower frequencies. For truly 
wide-band operation, it is necessary to find a dispersion that provides 
good interaction at high and low frequencies and reduces the tube 

gain in the band center. 
The shape of the dispersion can be influenced strongly by the type 

of helix support structure used. Curve (a) of Figure 1 shows the 

dispersion of a typical helix assembly in which the support structure 
consists of three round ceramic rods enclosed by a metallic barrel. The 
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small-signal gain corresponding to this dispersion was computed for 

the design parameters listed in Table I, from curves of Birdsall and 

Brewer.' The dielectric and shield reduction factors for the interaction 
impedance of the helix were computed from curves of Tien' and Mc-

Murtry' on the basis of the measured dispersion of the helix assembly. 
The small-signal gain per unit length is given by curve (a) in Figure 

2. The gain decreases rather rapidly at the lower end of the frequency 

band, and the usable bandwidth is restricted to about an octave. 

Table I 

Mean helix diameter, 2a 

Helix wire diameter, 2s 

Shield diameter, 2a. 

Beam diameter, 2b 

Beam voltage, V. 

Beam current, lo 

Turns per inch 

0.065 inch 

0.005 inch 

0.118 inch 

0.0325 inch 

2.5 kilovolts 

40 milliamperes 

146 for helix assembly having 
round support rods 

45 for helix assembly having op-
timum anomalous dispersion 

Inspection of the gain-parameter curves as a function of the syn-

chronism parameter b„, as published by Birdsall and Brewer, indicates 

that the operating bandwidth can be broadened substantially by de-
creasing the phase velocity of the helix in the middle and lower regions 

of the frequency band. In this way, the gain is enhanced at low fre-

quencies, reduced in the center of the band, and left unchanged at the 
high-frequency end. Curve (b) in Figure 1 shows the ideal dispersion 
for producing this broad-banding effect. The corresponding gain per 

unit length is shown by curve (b) in Figure 2; a comparison of this 
curve with curve (a) shows the improvement that can be obtained. 

A significant increase in over-all bandwidth is obtained without loss 

1 C. K. Birdsall and G. R. Brewer, "Traveling-Wave Tube Propagation 
Constants for Finite Values of C," Hughes Aircraft Company, Technical 
Memorandum #331, Oct. 1953. 

2 P. K. Tien, "Traveling-Wave Tube Helix Impedance," Proc. IRE, 
Vol. 41, p. 1617, Nov. 1953. 

3B. J. McMurtry, "Fundamental Interaction Impedance of a Helix 
Surrounded by a Dielectric and a Metal Shield," Trans. IRE PGED, Vol. 
ED-9, p. 210, March 1962. 
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in gain at the high-frequency end of the band. The variation in the 

small-signal gain remains within 20e;, over a frequency ratio of 3.5 

to 1; for the same gain variation, the frequency ratio for a conven-
tional helix assembly supported by round ceramic rods is 2.5 to 1. 

Cold-test evaluations of several helix support structures were made 

to find one that would provide the ideal dispersion curve given in 

Figure 1. Because the r-f field extends further away from the helix 
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Fig. 2—Gain parameter as a function of frequency (a) for a conventional 
helix assembly supported by round ceramic rods and (b) for a helix assem-

bly that provides the ideal anomalous dispersion. 

at lower frequencies, a selective decrease in phase velocity at low 
frequencies can be achieved by use of the half-moon-shaped ceramic 

rods shown on the left in Figure 3. Rods of this type produce negli-
gible additional dielectric loading at very high frequencies where the 

r-f fields are tightly bound to the helix, but cause a strong decrease 

in the phase velocity at low frequencies. Thus they produce an anoma-
lous dispersion, as shown by curve (a) in Figure 3. An even closer 

approximation to the ideal dispersion curve is obtained by either 
breaking the corners of the half-moon-shaped rods or by using a double 
curvature, as indicated in Figure 3(b). Thus, a relatively simple 

modification of the helix support structure permits a substantial 
increase in the operating bandwidth for helix-type traveling-wave 

tubes. 
In most metal—ceramic tubes, a compression technique is employed 

to secure the helix within the vacuum envelope. The standard method 
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is to elastically deform the outer shield into triangular shape before 
inserting the helix assembly with its three ceramic support rods. This 

method is not applicable to the new support structure because the 

half-moon-shaped ceramic rods cover nearly the entire inner surface 
of the helix shield. In the compression technique employed to accom-
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FREQUENCY Oc 
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14 

Fig. 3—Two examples of helix supports that produce the anomalous dis-
persion necessary for wide-band operation. Curve (a) shows the dispersion 
for a helix supported by half-moon-shaped ceramic rods (sketch at lower 
left) and curve (b) shows the dispersion when double-curved support rods 

are used (sketch at lower right). 

modate the half-moon-shaped ceramic support rods, the outer vacuum 
envelope consists of a thin-wall tantalum tubing into which the helix, 

including the support rods, is inserted with minimum clearance. Sub-
sequently, soft iron shims acting as pole pieces for the periodic per-
manent focusing magnets are copper-brazed to the tantalum tubing 

in vacuum. Because of the difference in the thermal expansion coeffi-
cients of tantalum and Armco-iron, the helix assembly is under heavy 

compression after the brazing cycle. This technique provides very 
good heat conduction from the helix to the outside of the tube. An 

added advantage of this technique is that the focusing shims may be 
placed very close to the beam; thus good focusing can be obtained with 
focusing magnets of minimum size and weight. 
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COAXIAL COUPLER 

The type of coupler best suited for very wide-band operation is a 

direct coaxial connection. Such a coupler requires little space, has a 
low insertion loss, and can be matched to a helix over a very wide 

frequency range. 
For proper design of the coaxial coupler, the input impedance of 

the helix must be known. Theoretical values that provide a first-order 
approximation for the transverse helix impedance have been given by 
Mathers and Kino.4 This transverse impedance, not to be confused 
with the interaction impedance of the helix, is defined as the ratio 
of twice the power propagating along the helix to the square of the 
helix current. For helices having a closely spaced outer shield, the 

helix current is nearly equal to the shield current, and the transverse 
impedance approaches the input impedance of the helix as it appears 
to a coaxial line connected to one end of the helix while the other end 

is terminated by a matched load. The calculated values are only ap-
proximate, however, because they are based on solutions for a sheath 

helix rather than a tape helix, and the dielectric loading by the support 

rods is not taken into account. 
To determine the input impedance more accurately, a series of 

different helix assemblies were cold-tested. The measurement setup 
consists of an X-band slotted line that has an opening in the bottom 

of the waveguide into which the helix assembly with its shield is 
inserted, as shown in Figure 4. The helix assemblies are scaled up in 
size by a factor of 2.5 for this measurement to ease the assembly and 
handling problems and to improve the measurement accuracy. A thin-
wall tubing mounted inside the slotted waveguide forms a wire-above-
ground transmission line that is connected tangentially to the helix. 
A small section is cut from the shield of the helix assembly over one 

third of its circumference at the input end to provide a smooth transi-
tion from the helix to the wire-above-ground line. The input impedance 
of the helix is determined on the basis of VSWR measurements made 

through the slot in the waveguide. 
Figure 5 shows a Smith-chart plot of the input impedance of a 

conventional (round-rod-supported) helix assembly as a function of 

frequency. The reference plane for this measurement was chosen as 
the point where the wire-above-ground line penetrates the outer shield 

of the helix assembly. 
To obtain the best possible match to a 50-ohm coaxial line by use 

4 G. C. Mathers and G. S. Kino, "Some Properties of a Sheath Helix 
with a Center Conductor or External Shield," Technical Report #65, 
Stanford University, Electronic Research Laboratory, June 1963. 
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HEWLETT PACKARD  TEFLON 
X- BAND SLOTTED LINE  SUPPORT 

CERAMIC 
SUPPORT ROD 

.026 

HELIX 
ASSEMBLY 

.175 

.295 

038 

TYPE-N CONNECTOR 

INSERTS TO REDUCE 
WAVEGUIDE WIDTH 

TOP VIEW 

Fig. 4—Test setup used to measure the input impedance of the 
helix assembly. 

Fig. 5—Smith-Chart representation of the helix input impedance for an 
assembly having round support rods and a straight outer shield. 
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of a transformer section, the resistive part of the helix impedance 

should be close to 50 ohms and should show a minimum variation as 

a function of frequency; the reactive portion of the impedance should 
ba very small. The latter requirement can be fulfilled if the reference 

plane in the Smith chart is shifted somewhat toward the load. The 
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Fig. 6—Resistive and capacitive components of the helix input impedance 
as a function of frequency (helix TPI = 18.4; Zo= 104 ohms). X's and 
dots indicate measured values for straight and tapered outer shields, re-
spectively; solid curve is calculated input resistance for a straight outer 

shield. 

resistive and reactive parts of the resulting impedance are shown by 
the crosses in Figure 6. This figure also shows the theoretical trans-

verse impedance for the helix assembly, as obtained from the curves 

of Mathers and Kino. The poor agreement between the measured and 

theoretical impedance illustrates the need for a separate impedance 
measurement if a wide-band coupler that provides a truly low VSWR 

is to be designed. 
Two common techniques may be used to improve the shape of the 

helix input-impedance curve for wide-band matching: either the outer 
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shield or the helix pitch can be tapered in the region close to the 

coupler. As shown by Figure 7(a) and the dotted curves in Figure 6, 
these tapers not only decrease the input impedance but also reduce its 
variation as a function of frequency. In these examples, the helix 

pitch is changed by a ratio of 2.4 to 1, and the shield-to-helix diameter 
ratio is tapered from 1.7 down to 1.3. 
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Fig. 7—Resistive component of the helix input impedance as a function of 
frequency (a) for a tapered helix supported by round ceramic rods and 
(b) for a uniform helix supported by half-moon-shaped ceramic rods. 

For comparison, the input impedance of a uniform helix assembly 
having half-moon-shaped support rods is shown in Figure 7(b). In 
this case, the selective dielectric loading not only permits wide-band 

interaction with the electron beam but also decreases the input im-

pedance more at the low-frequency end than at high frequencies; as 
a result, the impedance curve is fairly constant over a wide frequency 
range. If the reference plane is properly chosen, the normalized 

reactive component X/Zo is below 0.1, and can be neglected. The helix 
assembly using half-moon-shaped support rods can, therefore, be 
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matched to a coaxial line over a wide frequency band without the need 

of a taper either in the shield or in the helix pitch. 

A cross section of a coaxial coupler for a wide-band helix assembly 
is shown in Figure 8. The coupler uses a two-step quarter-wavelength 

transformer to reduce the helix input impedance to 50 ohms. The 

ceramic window is placed at the end of the transformer section in the 
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Fig. 8—Coaxial coupler for a wide-band helix assembly. 

50-ohm line so that its transverse dimensions can be kept small. A 

short taper section joins the window to a type-N connector (not shown 

in the figure). 
The calculation of the characteristic impedance for the transformer 

sections is based on the measured input impedance of the scaled helix 
assembly. For a mean helix input impedance of 155 ohms, the corre-

sponding transformer impedances are 71 ohms for the output section 
and 109 ohms for the section connected to the helix. Based on tables 
of Young,r» the maximum VSWR of the transformer within the band 

5 L. Young, "Tables for Cascaded Homogenous Quarter-Wave Trans-
formers," Trans. IRE PGMTT, Vol. 7, p. 233, April 1959. 
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from 5 to 12 gigacycles is 1.3 to 1. The length of the 109-ohm trans-

former section must be shortened because of the shift in the reference 

plane which, as determined from cold-test measurements, is necessary 

to minimize the reactive component of the input impedance. Similarly, 
the length of the 71-ohm transformer section is adjusted to effect some 

cancellation of the corner capacitances at the quartz support disk. The 

dimensions of the coaxial window are calculated from curves by Moats' 

e  9  10  II  12  13  14  15 

FREQUENCY Oc 

Fig. 9—Measured input VSWR of the coaxial coupler shown in Figure 8. 
(The measured values include the reflections from the type-N connector.) 

for a minimum VSWR of 1.1 to 1 over the frequency band from 0 to 

12 gigacycles. Figure 9 shows the measured input VSWR of an actual 

coupler assembly. The VSWR, including the reflections from the 
coaxial window and the type-N connector, remains below 1.5 to 1 over 
the frequency range from 3.9 to 12.6 gigacycles. The insertion loss 

of the coupler varies from 0.2 to 0.3 db over the same frequency range. 

An extension of the bandwidth to ratios of 4 to 1 and more is possible 
if a somewhat higher coupler VSWR can be tolerated. 

CONCLUSIONS 

Cold-test measurements were performed on various helix support 

structures and their suitability for ultra-wide-band operation was 
investigated. A support structure consisting of three half-moon-shaped 

6 R. R. Moats, "Design of Broadband Ceramic Coaxial Output Windows 
for Microwave Power Tubes," Sylvania Technologist, Vol. 11, p. 86, July 
1958. 
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ceramic support rods, compression loaded by the outer metallic enve-

lope, showed very wide bandwidth capabilities. Gain calculations based 
on the anomalous dispersion of this helix assembly indicated a band-
width ratio of 3.5 to 1 for a 20% variation in small-signal gain. The 
wide operating bandwidth is implemented by an input impedance well 
suited for matching to a coaxial line with a minimum VSWR. Addi-

tional advantages of this type of helix assembly are its good heat-
dissipation capability and the very small outer diameter of the vacuum 
envelope, which permits the weight and size of the periodic-magnet 

focusing structure to be held to a minimum. 
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SWITCHING ANALYSIS OF GATE-CONTROLLED 

SPACE-CHARGE-LIMITED EMISSION PROCESSES 

IN SEMICONDUCTORS 

BY 

ROSCOE C. WILLIAMS* 

Summary—The switching behavior of gate-controlled p-i-n structures 
has been examined by dividing the switching time into two phases, I and 
II. Phase I is a constant-current phase where gate reverse current flows 
due to an applied reverse bias. Phase II is concerned with reverse gate 
current that is a pure diffusion current that decreases monotonically to zero. 

It is shown that Phase II current is many order  of magnitude less 
than Phase I current. Thus, one concludes that the switching time is essen-
tially the duration of Phase I. 

Space-charge neutrality considerations show that termination of elec-
tron flow into the i region results in hole-flow cessation, which means 
current flow has stopped since it consists of two-carrier flow. 

It is shown that electron flow termination can be achieved by (a) 
appropriate location of the gate with respect to the  (N +-N ) junction; 
(b) suitable choice of reverse bias applied to gate. Correct selection of these 
two parameters yields microsecond switching times. 

INTRODUCTION 

THE ANALYSIS of gate-controlled space-charge-limited emis-
sion process has been set forth by the author' using: 

(a)  Injection parameters to obtain closed-form solutions for 
the p-i-n diode. 

( b)  Green's functions to obtain closed-form solutions for gate-
controlled p-i-n structures. 

The switching analysis of Reference (1) is based on the fact that 

current flow in p-i-n structures is obtained through two-carrier flow. 

Charge neutrality is preserved throughout the i region (high-resis-
tivity N or P type material) by injecting an electron at the n-i junc-
tion for every hole injected at the p-i junction. 

If the flow of electrons into the i region can be terminated in some 
manner, charge neutrality alone forces the termination of the injection 

of holes into the i region, resulting in the cessation of current flow. 

Since the gate" controls the current that flows through the device, 

* Formerly with RCA Laboratories, Princeton, N. J.; now at the 
University of British Columbia, Vancouver, B. C., Canada. 

1R. C. Williams, "Analysis of Gate-Controlled Space-Charge-Limited 
Emission Processes in Semiconductors," RCA Review, Vol. XXV, p. 262, June 1964. 

2 H. N. Yu, "The Chargistor, A New Class of Semiconductor Devices," 
IBM Jour. Research and Development. Vol. 5, No. 4, p. 328, Oct. 1961. 
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it will be shown that by switching the bias on the gate from forward 

to reverse the electron flow into the i region can be terminated within 
a fairly short interval of time (microseconds or less), resulting in a 

current cessation time (switching time) of the same order of mag-

nitude. 

It was shown in Reference (1) that the transit time of a hole 

across an i region four diffusion lengths long is of the order of 10 

microseconds. This long transit time leads to operating frequencies 
of the order of 105 cycles per second when the device is used as an 
oscillator.' The fact that short switching times are feasible is entirely 

due to the reasons related to charge neutrality stated above. 

The switching behavior of gate-controlled p-i-n structures will be 

examined by dividing the switching time into two phases, I and II. 

Phase I begins when the gate bias is rapidly switched from forward 

to reverse bias. Because of the large number of excess holes in the 
i region (high-resistivity N-type material), reverse current flows out 

of the gate as soon as the reverse bias is applied. 

The fact that reverse current flows at all is related to the reverse 
transient characteristic of a P-N junction diode due to minority carrier 

storage.3-" In a simple p-n junction, the minority carriers (holes) 
are stored in the n region when the junction is forward biased; when 

3 B. R. Gossick, "Effect of Transient Time on Germanium Rectifier 
Behavior," Phys. Rev., Vol. 91, p. 1011, Aug. 1953. 

4 R. G. Shulman and M. E. McMahon, "Recover Currents in Germanium 
p-n Junction Diodes," Jour. Appt. Phys., Vol. 24, p. 1267, Oct. 1953. 

R. H. Kingston, "Switching Time in Junction Diodes and Junction 
Transistors," Proc. I.R.E., Vol. 42, p. 829, May 1954. 

6 E. L. Steele, "Charge Storage in Junction Diodes," Jour. Appt. Phys., 
Vol. 25, p. 1148, Sept. 1954. 

7 B. Lax and S. F. Neustadter, "Transient Response of a p-n Junction," 
Jour. Appt. Phys., Vol. 25, p. 1148, Sept. 1954. 

8 S. R. Lederhandler and L. J. Giacoletto, "Measurement of Minority 
Carrier Lifetime and Surface Effects in Junction Diodes," Proc. I.R.E., 
Vol. 43, p. 478, April 1955. 

9 J. Henderson and J. R. Tillman, "Minority Carrier Storage in Semi-
conductor Diodes," Proc. I.E.E., Vol. 104B, p. 318, Jan. 1957. 

10 J. Halpern and R. H. Rediker, "Out Diffusion as a Technique for 
the Production of Diodes and Transistors," Proc. I.R.E., Vol. 46, p. 1068, 
June 1968. 

11 W. H. Ko,  "The Reverse Transient Behaviour of Semiconductor 
Junction Diodes," I.R.E. Trans. on Electron Devices, Vol. ED-8, p. 123, 
March 1961. 

12  D. P. Kennedy, "Reverse Transient Characteristics of a p-n Junction 
Diode Due to Minority Carrier Storage," I.R.E. Trans. on Electron Devices, 
Vol. ED-9, p. 174, March 1962. 

13  S. Y. Muto and S. Wang, "Switching Response of Graded-Base p-n 
Junction Diodes," I.R.E. Trans. on Electron Devices, Vol. ED-9, p. 183, 
Mar. 1962. 



120  RCA REVIEW  March 1965 

a reverse bias is applied, these stored holes give rise to reverse current. 

This phenomenon has been examined by many authors.3-'3 Kingston' 
and Lax and Neustadter7 first analyzed the switching response of a 
uniform base diode; their work led to more detailed investigations 

involving models of finite dimensions with graded bases12.13 and ohmic 
contacts with arbitrary recombination velocity. 

These investigations assumed that initially there was a steady-
state current flow in the forward direction that established a certain 
hole distribution throughout the n region of the p-n junction. When 

the bias is instantaneously switched from forward to reverse, a hole 
density persists at the junction for a finite length of time, i.e.. it does 

P+ N GATE  ' N+ 
POSITION 

X:- C O 

Fig. 1 
X. •C 

not vanish instantaneously. This means that the junction voltage 
changes monotonically from a forward to a reverse bias even though 

the bias has been switched abruptly. This causes a large initial current 

to flow in the reverse direction immediately after switching, and it 

continues to flow, determined entirely by the external applied reverse-
bias and external resistances, until the hole density at the junction 
vanishes. This is called the constant current phase.'2,l3 

Phase I is the constant current phase for gate-controlled p-i-n 

structures. The minority-carrier (hole) distribution throughout the 
i region (high-resistivity N-type material) is determined by'," hole 
densities at the junction interfaces located at x = ±-c (see Figure I), 
the hole lifetime, and length of the i region. 

If the triode' is operated so that the gate is cut off before Phase 

I begins, the device will operate as a constant-current device with a 
large hole density at the gate. When the gate bias is reversed, Phase 

I begins and perists until the hole density at the gate vanishes. 

As soon as this occurs, the voltage at the gate becomes reverse-

14  D. A. Kleinman, "The Forward Characteristics of the p-i-n Diode," Bell Syet. Tech. Jour., Vol. 35, p. 685, May 1956. 
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biased and the reverse current decreases in magnitude. Phase II starts 

the instant the hole density at the gate vanishes because the voltage 

at the gate becomes zero, which causes the potential difference between 
the gate and n-i (N+-N) junction to become zero, biasing off the n-i 

junction and reducing the electric field between it and the gate to zero. 

With the n-i junction biased off, the electron supply is choked off; 

consequently, all the electrons available to maintain charge neutrality 

during all of Phase II are contained within the i region at the begin-

ning of Phase II. Any holes injected into the i region after Phase II 

begins would violate charge neutrality, hence, the p-i (P+-N) junction, 

must also become biased off. 

Since the field has vanished between the gate and n-i junction, 

drift current no longer flows in that region. Additional holes other 
than those present at the n-i junction are not required to maintain 

charge neutrality there since electron injection has ceased; conse-

quently, hole flow toward the n-i junction stops and hole flow toward 

the gate begins. 

The absence of a field between gate and n-i junction means that 

the diffusion gradient alone is responsible for reverse current flow 
toward the gate. This reverse diffusion current will be much smaller 

than the current that was flowing in the device prior to and during 

Phase I, since that current was primarily drift current. 

The switching sequence, in view of the above facts, is as follows: 

Initial State:  Forward current flowing through the device with gate 
cutoff because potential at the gate exceeds voltage 

(forward bias) applied to it. 

Phase I:  Forward gate bias is reversed abruptly, reverse cur-
rent flows out of the gate, and a diminished forward 
current continues to flow between gate and n-i junc-

tion. The current that reaches the n-i junction is the 

difference between the current that flowed initially 
and the reverse current at the gate. Phase I ends when 

the hole density at the gate vanishes. 

¡'hase II:  Operates as described above. Forward current ceases 
to flow in the device, and reverse current that is orders 
of magnitude less than the Phase I forward current 
starts to flow between the gate and the n-i junction. 

Phase II reverse current is not constant, but decreases 

monotonically to zero. 
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PHASE I ANALYSIS 

The differential equation that describes the behavior of the hole 
density throughout the intrinsic region is derived in a manner similar 

to that in References (1) and (14). The following symbols are used: 

I„= number of electrons/cm2/sec, 

number of holes/cm2/sec, 

p(x,t) = hole density, 

/3= 1/(kT),  where k= Boltzmann's constant and T the 

absolute temperature, 

E -= electric field, 

= diffusion constant for holes, in cm2/see, 

D„ , diffusion constant for electrons, in cm2/sec, 

hole lifetime, 

I,„.= hole component of the reverse current, 

py =- thermal equilibrium hole density, 

Ii,(—e) 

Y =  , the p-i junction injection parameter, 

1„(c) 
e=  , the n-i junction injection parameter, 

11,„=-- saturation current density for the p-i junction. 

The equations of particle flow are 

dp 
I,,= —D,, —+  (1) 

dx 

dp 
1,,=-  ,3D„pE.  (2) 

dx 

We have set n =p in Equation (2) as in References (1) and (14). 

The equations of continuity for electrons and holes, sometimes 
referred to as recombination laws," are 

15  M. A. Lampert and A. Rose, "Volume-Controlled Two-Carrier Cur-
rents in Solids: The Injected Plasma Case," Phys. Rev., Vol. 121, p. 26, 
1 Jan. 1961. 
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p 

dr   at 

dl„  p  ap 

dx  r  at 

Differentiating Equations (1) and (2) with respect to x yields 

dl,,  d2p  d  P  ?I) 

dx  dx2 dx  r cf 

(3) 

(4) 

‘51 

d2p  d  p  aP 
=D„ - -13D„ — (pE) = -- + --- •  (6) 

dx  dx2 dx  T  'C.,' 

In order that the term involving (d/dx)(pE) can be eliminated, mul-

tiply Equation (5) by b=D„/I), and add it to Equation (6) ; the 

result is 

d2p  p  T  .aP 

— 
dx2 L2 L2 at 

(7) 

where L2 = 2Dr/(b +1). Equation (7) is the equation that governs 

the spatial and temporal behavior of the hole density. 

The boundary conditions that the hole density p(x,t) must satisfy 

at the p-i and n-i junctions and at the gate are 

The hole density must be continuous at the gate, thus 

p(x <1,0 =p(x>1,t) (B.C.1) 

The second boundary condition will be stated here and proved later. 

d 
— plx 
dx 

d 
= —p(x>1,t) 
dx 

where S(t) is the Heaviside unit-step function; 

S(t) =0,  t < 0, 

S(t) =1,  t > O. 

I„ 

Dpkv 
S(t)  (B.C.2) 
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The proof of Boundary Condition (B.C.2) is contained in Appendix A. 

This condition is based on the assumption that reverse current that 
flows during Phase I,  =ql, is at least an order of magnitude less 

than the current that flows between the p-i junction and the gate, 

= pI(x <If). It is shown in Appendix A that this assumption has 

the consequence that the product pE can be treated as constant 
throughout the device. 

This means that E can become large and p(x,t) can become small 
as long as they do it in such a way that pE remains constant. When 

reverse current starts to flow out of the gate at the beginning of 

Phase I, the current flowing through the device consists of diffusion 

and drift components. It has been shown in Reference (1) that the 

drift component is much larger than the diffusion component, in fact 
orders of magnitude larger. It has also been shown that the field at 

the gate is much larger than it is at the n-i junction, which causes 

those holes in the drift component of the current to move by the gate 
much faster than those in the diffusion component. Since the reverse 

current flows out of the gate by diffusion, the reverse current is due 
to the difference in the diffusion currents approaching and leaving the 

gate, since the drift component is moving too quickly to participate 
in the much slower diffusion process. 

Because the diffusion component is such a small part of the total 
current flowing through the device, this switching mechanism can 

never be fast (millimicroseconds) unless the reverse current at the 
gate affects the drift component as well as the diffusion component. 
This would lead to a discontinuity in the field and Boundary Condition 
(B.C. 2) would no longer hold. 

The other two boundary conditions are derived in Reference (1) 

and, in effect, constitute the basis of the solution of the p-i-n diode 
problem. It should be pointed out that without Equations (12) and 
(13) in Reference (1), i.e., the hole concentrations in terms of injec-

tion parameters and particle density flow, this analysis would not be 
possible. At x  

V1 — y r l  " 
p(—c,t) =   

L 1.1„, 
which holds until p(1,t) = 0 since / is constant. At x = +c, 

p(+c,t) = 71  [ I — I, 1 112  

j 

since / and I, are both constant during Phase I. 

(B.C.3) 

(B.C.4) 
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Let P (x,$) be the Laplace transform of p (x ,t) , i.e., 

P (x,$) = f e--st p (x,t) dt.  (8) 
o 

Then the transformed equations of Equations (7) and Boundary Con-

ditions (B.C.1) through (B.C.4) are 

where 

2p (x  K2 
 P(x,$)  

(Ix2 L2 

P ( x < 1,$)  -= I' y > 1,$) 

d 
—  P (x <1,$) 
d 

d 
—  P (x > 1,$) 
dx I 

VI —y 1/2 
P(—c,) =   

Rs  11,7  

sDppy 

(8) 

(B.C.5) 

(B.C.6) 

(B.C.7) 

r  1_1,11/2 
P(+c,$) =--   (B.C.8) 

s  L..I 

K2 -= 1 + Ts.  (10) 

Tin solution to Equation (9) is 

1 
P(x < 1,$)  A1 sinh — (c —x) + A2 sinh — (c + x) +  p(x,0) 

(11) 

1 
P (x > 1,$) = B1 sinh — (c —  + B2 sinh — (c + x) + — p(x,0). 

(12) 

Application of Boundary Conditions (B.C.5) and (B.C.6) yields two 
equations in the four unknowns A1, Ao, B1, and B.. These constants 

are evaluated (see Appendix B) using the remaining boundary con-

ditions. Let 
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then the constants are 

A 1 0, 

I,,,L sinh  — Al 

A 
A.. 

s sinh KA  poKDI, sinh KA 

I,Lsinh — (e — 1) 

R1 = 
pvsKI), sinh KA 

A 
112 

s sinh KA 

The transformed hole density in —e < x < e is 

A sinh — (c + x) 

p(  < 1,$) = 

s sinh KA 

sinh —  (e L) sinh —  (e ± x) 
L  L  1 

— p(x,0);  (13) 
Ill y  sK sinh KA 

where the upper set of signs apply to the region —c < x < 1, and the 
lower set of signs to the region 1 < x < c. The Inversion Theorem's 

applied to Equation (13) yields, for the Phase I hole density pi (x,t), 

ni (a. <1,t) = p(a.,0) — A 

sin 
x 

[ - -11 + -- 
2 

( e + x 
sinh    

[ L  ) 
sinh A 

eXp 

(-11"nr 

9  cc  A 

( 1 4- e2n2 ) 
A2 

1 + 
A2 

16  H. S. Carslaw and J. C. Jaeger, Conduction of Heat in Solids, p. 
239-271, Clarendon Press, Oxford, England (second edition). 
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(e -T- /  (e :t x 
sinh    sinh    

1,4 r L )  2  ( —1)" 

D,,px L  sinh À  À n -o  e-n-
1 +   

À 2 

niT 
sin [ —ne  (1  —1 )1 sin    2 e [ 
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Fig. 2—Plot of pl(x,t) given by Equation (14) with the gate positioned at 
/ = (11/16)c =0.175 cm (c = 0.254 cm) and a reverse hole particle density 

2 x 1018 particles/cm2/sec. pi(x,t) is plotted for five different time 
intervals. The hole lifetime r = 200 microseconds. 

where again the upper set of signs applies to the region —e <  < /, 

and the lower set of signs to the region / < x < c. 
Figure 2 is a plot of pl (x,t), i.e., Equation (14), with the gate 

positioned at / = (11/16)c = 0.175 cm when e = 0.254 cm and a reverse 
hole particle density Ip, = 2 x 1018 particles/cm2/sec. Since the cur-

rent flowing through the device has a particle density/sec of I = 1021 , 
I,„./1 =2 x 10 -3  so that I, << I and Boundary Condition (B.C.2) 
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holds. Figure 2 has five different hole distributions plotted up for 
five different times: t/r = 0, 0.1, 0.4, 0.7, and 0.826. T is the hole 

lifetime. These curves show that p1 (/,t) vanishes when t/r = 0.826. 
The duration of Phase I is thus t1= 0.826r. 

Figure 3 is a plot of Equation (14), with the gate positioned at 
/= c/2 = 0.127 cm when c= 0.254 cm and with the same reverse 
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90 
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I = 2 ‘10 18 
Pf 

0 -IF =.20008 = 
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4 -t o -L  3.1  GATE  'O  LO  C 

4  8  8  4  8 

Fig. 3—Plot of Equation (14) with the gate positioned at I = c/2 = 0.12; 
ern (c = 0.254 cm). The reverse current is the same as in Figure 2. pi(x,t) 
is plotted for four different time intervals. The hole lifetime r = 200 micro-

seconds. 

current flowing out of the gate as in Figure 2. These curves show 

that p1(/,t) vanishes when t/r -= 0.2. The duration of Phase I when 
the gate is placed at 1 = c/2 is four times shorter than when the gate 
is placed at 1= (11/16)c. 

The reason for this difference is that the hole density at 1= c/2 
is less than that at / = (11/16)e. It should be noted that the closer 

the gate is to the n-i junction at x = +c, the higher the hole density 
must be to preserve charge neutrality for the incoming electrons. 

Farther away from the n-i junction, recombination enters into play 
making it easier to deplete the region beneath the gate. 

Figure 4 shows the hole distribution with the gate located at 
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/ = c/2 and with a reverse particle density ./p, = 2 X 1019 particles/ 

cm2/sec. 4„ is thus a factor of 50 less than I. These curves show that 

Pi (40 = 0 when t/r =- 2.02 x 10-3 . Hence, the duration of Phase I, 

= 2.02 X 10-3 r for 4.= 2 x 10" particles/cm2/sec. 
The relative maximum located at x  (3/8)c and the shoulder at 
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90 

72 
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18 
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•  o 1 I No•TE LG.  c e  4  e  II  4  Ill 
X 

Fig. 4—Plot of Equation (14) with the gate positioned at / = c/2 =0.127 
cm (c= 0.254 cm) and a reverse hole particle density 4, = 2 X 1019 par-

ticles/cm2/sec. The hole lifetime r = 200 microseconds. 

x  (5/8)c is due to the fact that the holes have left the gate so 

rapidly that the field, which goes inversely as the hole density,' has 

increased just as rapidly, thus sweeping out all electrons at the gate 

not required for charge neutrality. 
These electrons cause the pair density to build up to a relative 

maximum at x -- (3/8)c. Similarly the holes swept away from the 

gate cause the shoulder at x  (5/8)e. 

PHASE-II ANALYSIS 

The dynamics of Phase II has been described in the Introduction. 
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The boundary conditions that the hole density must satisfy are 

P2 (X G 1,t ) I  = P2 (X > 1,t1) 

I .r,=1 

Note that t1 is the time when Phase I ends. 

(B.C.9) 

P2 (X =  <  <  00  (13.C.10) 

p2 (x  c,r) =  t1 < t' < oo  (B.C.11) 

1,2 (x = —c,t') = py  t1 < t' < oo  (B.C.12) 

p2 (x < /,t) =  (x < /,t) 

p2 (x > /,t)=  (x < 1,t) 

Boundary Condition (B.C.9) simply states that the hole density is con-

tinuous at the gate. Boundary Condition (B.C.10) states that the hole 
density is zero at the gate and remains zero once Phase I ends. 

Boundary Condition (B.C.11) is a consequence of the fact that 

since the potential at the gate is zero, the null potential difference 
between gate and n-i junction means the forward-bias on the n-i 
junction vanishes, resulting in pc --> py. Reference (1) shows that 
when V,--> 0, pc --> P. Boundary Condition (B.C.12) follows from 

(B.C.11). Since the n-i junction is shut off, space-charge neutrality 
requires that the p-i junction must also shut off. Reference (1) also 

shows that when V_ - 0, p_,--> pN. Boundary Condition (B.C.13) 
simply states that the hole density throughout the intrinsic region at 
the end of Phase I is equal to that at the beginning of Phase H. 

The hole density throughout the intrinsic region, except at the 

gate, satisfies Equation (7). The Laplace transform of this equation 
with respect to time for Phase-II operation is 

d2p2 (x,y )  K2 

1:12(x,$)  —  p2 (x,ti) = —  (x,ti),  (15) 
dx2 L2 L2 L2 

since Boundary Condition (B.C.13) states that the hole density at 
the end of Phase I is equal to that at the beginning of Phase II. 
A general solution to Equation (15) is 

P2 (X < 1,8) = A1 sinh — (c — x)  sinh — (c  x) 

f  <1,t1) sinh  —  
KL 

(B.C.13) 

(16a) 
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P2(x > Ls) =B1 sinh — (c— x) + B2 sinh — (c + x) 

7. f  Pi (C> 1,t1) sinh —  x — C) d. 
KU 

(16b) 

Since the hole densities used in the Phase-I analysis were really 

the dimensionless hole density given by p(x,t)/PN, where pN is the 
thermal equilibrium hole density in the intrinsic region, Boundary 

Conditions (B.C.11) and (B.C.12) become 

P2 (X =  = 1, 

ti < t' <00. 

Taking the Laplace transform of Boundary Conditions (B.C.10) and 

(B.C.11) (with the right-hand side equal to unity) yields 

P2 (X = 48) = 0, 

1 
P2 (X = C,8) = — . 

(B.C.14) 

(B.C.15) 

Applying these boundary conditions to P2 (x > 1,$) given in Equa-

tion (16) permits evaluation of B1 and B2; thus 

P2 (x > 1,$) = 

sinh — (c + x)  sinh — (c +1) sinh — (c — x) 
L  L  L 1 

sinh KA 
sinh KA sinh — (c —1) 

0 

T  K 
-1.- -  f  Pi (e>i,to sinh — (c — e)(1¡1 
KL  L 

I 

I  /,ti) sinh —  (x _e me. 
KU 

(17) 
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Consider now the integral 

, 

f  K J(c,1) =  p,($>1,t,) sinh — (c — e)de. 
¡ L 

Integration by parts using 

yields 

J(c,1) = - -pi(c,ti) 

March 1965 

p1 (1,t1) =0,  (B.C.10) 

d 
+ — I  cosh — (c —  —  /11(i > 1,t1)«. 

Reference to Figures 2 and 3 shows that at the end of Phase I, not 

only is pi (1,t1) = 0, but pi (x > Lti) can be approximated very closely 
by a straight line, i.e., pi (x > /,/,) varies almost linearly in the region 
/<x < ç. The diffusion current at time t=t1 must be constant 

throughout / < x < c because of the straight-line variation in p1 (x > 
1,t1), i.e., 

d 
ipd(e>i,to =— D p  P:(e > 1,4) = constant.  (18) 

de 
The subscript d in pd refers to diffusion. The drift current in the 
region 1<x <c during Phase II is zero because the field vanishes in 

that region due to the null potential difference between gate and n-i 
junction. Substituting for (d/ epl($*>1,ti) in terms of ipd(e>i,t1) 
in terms of i„d(e>i,t,) into Equation (18) and treating 1,„,(e>i,t1) 
as a constant in the region 1 < E < c yields 

C 
L  L  f  K 

J(c,1) =--- - 111(c,ti)    I(¡> 1,t1)  cosh — (c—¡)d¡ 
K  Knp L 

1 

L  L2 K 
= - - 121(c,ti)    1,,,,(e>i,to sinh — (c —1),  (19) 

K  K2D,  L 
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and 
L2 

.1( x,1) = —  x 1) sinh — (x — 1).  (20) 
K2D,, 

Substituting Equations (19) and (20) into Equation (17) yields 

sinh — (c + X)  T P1 (c, t1) sinh — (c + x) 

P, (x > 1, s) 
s sinh KA  K2 sinh KA 

rL I,,, (X  t1) sinh — (c — /) sinh — (C + X) 

K3 Di, sinh KA 

sinh — (e + 1) sinh — (c — x) 

s sinh KA sinh — (c — x) 

p, ( e, sinh — (c + 1) sinh — (c — 

  +  (x, ti) 
K2 

K2 sinh KA sinh — (c —I) 

TL I „,, (x > 1,11) sinh — (c —1) sinh — (c +1) sinh — (c — x) 

DI, K3 sinh KA sinh — (e — I) 

TL I (x > 1, t1) sinh — (x — 1) 

D,, K3 

Applying the Inversion Theorem' to P2(x > 1,8) yields the Phase-

!! hole density p2(x > 1, t'). Since the field is zero in / < s < c the 

current that flows in that region is 
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>  (Du-D»  p2(x > /. t' ), since n = p. 
dx 

Note that  lx >I, ti) is treated as constant in 1 •, .r  r at the end 
of Phase I. 

Since pi (x >1,11) varies linear1Y, 

d  pl (c, t,) —p, (/, t,)  p, (c, ti) 
Pi (x > (, /1) =   

dx  c —1  r —1 

since pi (I, t 1)  0. 

Thus 'pd (x >1,11) = 

and hence 

(x > 1, t') 

D,  (c, ti) 

C 

(Di,— D.)1)1 (c, ti) 
(x > 1, ti) =  • 

c —I 

(Dp— DO cosh  ( x-1 \ 

L  3 (Dp— D„) 
(c, t1) exp 

c 
sinh   ) 

3/ (D. — Dp) 
c (c —1)  p, (c, ti) exp f  t'  j»__ 

-- 

T 

Pl  , 

(21) 

[nré  x )1 

exp r 1  n2  7r2  t‘ + D »  D " É  cos  ne  1 — 
2 

cos 
C  A2 r  2 

1)  n cos  [  n7T ( 1 +  ) 1 )( 7171. ) 2 1 + n2 7,2 — 1 exp  
2  c  r  n2 r2 t' 

A2 À2 

4 (D„ —D„)  1  (2n + 1) 271-2] t' 
p1 (c,t1)E   

-o (2n + 1)r exp  (c —1)  [1+  
A2 T 

cos [  (2n +2 c 1) rl  [ (2n + 1) rx  4 (D»— D») 
  sin    

2e  c —1 Pi (c, ti) E 
cc 
2" 
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27rn) 2j t'  rtrr/  Ltirx1  2 (D. — D.)  2 

exp  -11 + ( —  —} sin [ —  ] cos 
À  r  c  c _I  c —1  ,,2-4-1 c — 1 ) 

[nr (c — x) 1[  ( rod \ 2] —1  ( W ild 

VOS    1 +    exp /  [1+   c—/  c__/)  c_/)2] :t';} 
2 (D, — D.) y. ( nr/, \ 21 t' }  [nr  
I   Pi (c, t1) E exp t  [ 1 +   cos    

c-1  ,, 1  C — l j j  r  C —  1  j 

D. — D. 
 Pi (c,t1) Eexp { — [ 1 + ( —" ) 2] --e } cos [ ne  (1 — e )1 

c  ' '  À  r  2  c 
(22) 

I(P4RTICLES/cm2/secl 

10 

It It< t, ) 

8-

6-

2 

6 
2 

L • 0 174625 cris 
21O 8 PARTICLES/ern2isc 

.0. 82605 

120., r1) 

-4  ̂

3 

Fg. 5—Plot of Phase I and II currents. Phase-I current is constant for 
t < ti. Phase-II current is given by Equation (21). Phase-I hole densities 

are shown in Figure 2. 

Figures 5 and 6 are two graphs of plots of phase-II current ob-
tained by programming Equation (21) on a computer. The Phase II 

particle density was plotted for x  (e + 1)/2, i.e., half-way between 

gate and n-i junction. When / = (11/16) e = 0.174625 cm and 
2 X 1018 particles/cm2/sec, Figure 5 shows that the phase-II current 
at  = (c -F /)/2, /., ((c + /)/2, t') is 15 orders of magnitude less 
than Phase-I current. Even though it takes several lifetimes for the 

Phase-II current to drop to zero, its amplitude is so much smaller than 
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Phase-I current that the switching time is effectively the duration of 
Phase I, tp 

Figure 6 shows the same result as Figure 5. Since the duration 

of Phase I is clearly the switching time of the device, switching times 
(duration of Phase-I current) of 2.02 X 10 -3  1' are distinctly possible. 
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.106  6 
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Fig. 6—Plot of Phase I and II currents. Phase-I current is constant for 
t < t1. Phase-II current is given by Equation (21). Phase-I hole densities 

are shown in Figure 3. 

APPENDIX A 

It has been shown in References (1) and (14) that 

bl  [b -1 1 1 dp 

D„ (b + 1)p  b+1 _ p dx • 

In Reference (1) it was shown that 

r b— 11 1 dp 
Lb+1 1p dx 

b I 

D„ (b  1) p • 

(23) 

is approximately three orders of magnitude less than 
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Thus, E depends strongly on the rec:procal of p, and the product 

PpE is constant to a very high degree, i.e., to within three significant 

figures. Thus, for our present purposes, we can neglect the last terms 

when evaluating E. 

When reverse current is flowing out of the gate, in the region x < 1, 

b 1 (x <1,0 

(b +1) p (x <40 

while in the region x > 1, 

(24) 

b [1 (x <1, t) 
PE (x > 1, t) =   (25) 

(b + 1) p (x >1, t) • 

If ./r is within an order of magnitude of / (x < 1, t); then 

b I (x <1,0 
PE (x >1,0    1   

D„ (b + 1) p (x > 1, t) [  1 (x <1, t) 

b I (x  t) 

(b +1) p (x > 1, t) 

since /,.// (x GI, t) << 1; this leads to 

(x < /, 0 E (x <1,  =  (x > 1, 0 E (x > 1, 0 

bl(x<1,0 

D„ (b +1) 
(26) 

During Phase I, /(x < I, t) is constant; therefore, the product PpE 

is constant. 

This is the key factor in deriving Boundary Conditions (B.C. 2). 
During Phase I, the currents at the gate must satisfy 

Ip (x <1,t)I= 1p (x > I,t) 1 ± Ii„ S (t),  (27) 

where 'pr is the hole component of 4., the number of particles/sec/cm2 
contained in the reverse current. S(t) is the Heaviside unit step 

function defined by 

S(t) = 0 for t < 0;  S(t) = 1 for t > O. 
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From Equation (1), at x =1, 

d 
—  p(x <1,t) + 131J,,p(x <1,t) E (x <1,t) 

dx 

d 
—  p(x > 1,0  PD1,1)(X>l,t) E (x > 1,t) + Ipe S(t); 

dx 

but at x =1, 

bl(x <1,t) 
13.1),,p(x <1,t) E (x < 1,t) = 13.0,,p(x >1,0 E (x > 1,t) = 

Hence the two terms involving pE cancel, leaving 

d 
—  p (x < 1,t) 
dx 

d 
= —p(x >1,0 

▪  dx 

D„(b +1) • 

If p(x,t) now denotes the hole density divided by pN, then 

d 
— p(x <1,0 
dx 

d 
= —p(x >1,0 

▪  dx 
 s(0. 

z—z  DpPN 

Note that the last term is now divided by PN. 

APPENDIX B 

Applying Boundary Condition (B.C.7) to Equation (11) allows 

A1 to be evaluated at x = —c. 

1  r --, 1/2 
Ai sinh  + — p (---c,0)    

Rs  L 
Boundary Condition (B.C.3) states that until p(1,0 = 

N,71 =.y  l 11 /2 
p(-6,  0—   = p( — c,0), 

R  L I„„ 

(28) 

i.e., Boundary Condition (B.C.3) holds for t  0 until p(i,t) vanishes. 
Substituting for p(—c,0) into Equation (28) gives Al= O. Apply-
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ing Boundary Condition (B.C.8) to Equation (12), observing that 

Boundary Condition (B.C.4) holds for t 0 until p(1,t) vanishes, 

yields 

vl—e  r(.,-,)112 ( -/  ) 1/2 1 

B2 --=-  -  -  (24) 
s sinh KX L I„  I„ 

&plying Boundary Conditions (B.C.5) and (B.C.6) to Equations (11) 

and (12) results in the following equations: 

K  K 
A1 sinh — (c —1) + A 2 sinh — (c + 1) 

L  L 

K  K 
= B1 sinh — (c — 1) + B, sinh —  (c + 1)  (30) 

L  L 

K  K  K  K 
— Al — cosh — (c — /) + A2 - - cosh — (c + /) 

L  L  L  L 

K  K  K  K  'pr 
= — B, — cosh ---- (c — 1) + B2 -  cosh — (c + /)    . (31) 

L  L  L  L  sDppN 

Substituting A1 --= 0 into these equations along with the expression 

for B 2 given by Equation (29) leaves 

A 2 sinh  (c + 1) — B1 sinh — (c —1) =   
ssinhKÀ 

1/2 

[ ( 1 —  ) 112  -  11 sinh  (c + 1) 

(32) 

  K 
V1 — e cosh — (c +1) 

K  K  L 
A.. cosh — (c + /) + Bi cosh — (c —1) =    

L  L  s sinh KX 

r iii'2  [ (i _  „L 

L ii,„ j  / )  1 sKD pp N . 

(33) 

Solving Equations (32) and (33) for A 2 and B1 gives the values cited 

earlier. 



APPLICATION OF CONTENT-ADDRESSED 

M EMORY FOR DYNA MIC STORAGE ALLOCATION 

BY 

YAOHAN CHU* 

Summary—This paper describes the application of a small-capacity 
content-addressed memory for dynamic storage allocation. The high-speed 
random-access memory consists of a hierarchy of ordinary words and 
m.acrowords, the latter being allocation units. A map of many chains of 
macrowords is stored in the content-addressed memory. A technique is 
presented in the paper that can allow automatic storage allocation and 
release of macroword8 dynamically. The allocated program sequences ca 
physically be stored in noncontiguous areas of the high-speed memory, and 
yet each sequence is protected from the others. A unique feature of the 
technique is that the original floating code remains unchanged during 
allocation and reallocation because of hardware-implemented address in-
terpretation. The technique described in the paper may considerably reduce 
the task of "executive control". 

INTRODUCTION 

W
HEN A SEQUENCE of instructions (which can be a pro-
gram or a program segment) is to be executed by a proces-

sor, the instructions, together with data, must first be 

loaded into the HS (high-speed random-access) memory. By storage 
allocation, we mean the assignment of an absolute address of the HS 
memory to each word of the sequence and often the corresponding 

change of the operand address of the instruction of the sequence 

If this assignment is made immediately before execution, or if the 
allocation can be extended during execution as the need arises, this is 

known as dynamic storage allocation of the HS memory. With dynamic 
storage allocation, the actual location of the sequence in the HS 
memory is not known until execution time. 

There are a number of problems in allocating HS memory locations 

to the words of the sequence. One must know which HS memory loca-

tions are available for allocation. Are the available locations large 

enough? If so, how can they conveniently be allocated and still be 
protected from one program sequence to another, since these available 
locations are usually scattered rather than contiguous? After the HS 
memory addresses are assigned to the sequence, it is necessary to 

• Formerly RCA Data Systems Cente-, Bethesda, Md., now associated 
with Control Data Corporation. 
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change the operand addresses. It may also be necessary to increase 

the number of allocated HS memory locations during the execution. 

There is the problem of storage release, the problem of sharing a por-

tion of a sequence by other sequences, and the problem of reallocation 
of one or more sequences that have been dumped to make room for 

storing a longer sequence. This paper proposes a hardware approach 
to the solution of dynamic storage allocation of the HS memory. 

When a problem-oriented language program is compiled, the object 

program is usually first in a floating code that is then converted into 

a fixed code by the assembly program. The proposed technique does 

not require conversion from the floating code to the fixed code. In this 
paper, it is assumed that there is an Executive Program which makes 

allocation decisions and selects a program sequence for execution by 

the processor. It is also assumed that the program sequences to be 

selected by the Executive Program are in floating codes with a single 

origin (i.e., each program sequence is ordered with addresses relative 

to an origin). 

ORGANIZATION 

The machine organization for dynamic storage allocation that is 

pertinent to this paper is shown in Figure 1. There is an HS memory 

and a CA (high-speed content-addressed) memory. The registers of 

interest are: HS memory address register, HS memory buffer register, 
next-instruction register, current-sequence-number register, available 

sequence counter, chain number counter, input register, mask register, 

and output register. The last three registers are associated with the 
CA memory. The use of these counters and registers is described. 

High-Speed Random-Access Memory 

The HS memory is conventional except that it is composed of 
macrowords that are allocation units. The characteristics of a repre-
sentative HS memory are shown in Table I. The memory has 256 

macrowords; each macroword consists of 128 48-bit words located 
contiguously. The memory address consists of two parts, an 8-bit 
macroword address for the 256 macrowords and a 7-bit local address 

for the 128 words in a macroword. 

Content-Addressed Memory 

The CA memory is one where bit comparison logic is part of the 

hardware at each memory element for simultaneous comparisons of all 
memory elements. The access to the memory is not by an address, but 
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Table I — Characteristics of the HS Memory 

Characteristic  Description 

storage medium  magnetic core 

word length  48 bits 

macroword length  128 contiguous words 

capacity  256 macrowords or 32,768 words 

macroword address  8 bits 

local address  7 bits 

total address  15 bits 

cycle time  2 microseconds 

by an interrogation word. The interrogation word is maskable by the 
combined use of the input register and the mask register as shown in 
Figure 1. Thus, if some known content is a portion of the interroga-
tion word, the word or words that have the same known content can 
be read out of the memory. 

CHAIN NUMBER j  

COUNTER 

r CURRENT SE 
OUENCE NUMBER 

;  REGISTER 

I- INPUT REGISTER 1  

MASK REGISTER 

CA MEMORY 

[OUTPUT REGISTER] 

AVAILABLE SE 

OUENCE COUNTER 

NEXT.INSTRUCTION 

REGISTER 

mACROWORD  LOCAL 

ADDRESS  I ADDRESS 
REGISTER  COUNTER 

 - rADDRESS REGISTER   

HS MEMORY 

BUFFER REGISTER 

Fig. 1—Machine organization for dynamic storage allocation. 
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Table II — Characteristics of the CA Memory 

Characteristic  Description 

storage medium  magnetic thin film 

word length  32 bits 

capacity  512 words 

associativity  fully associative and maskable 

matching  single match only 

operations  (a) read on equality 
(b) write a word 
(c) erase a word 

cycle time  % microsecond for any of the above operations 

The characteristics of a representative CA memory are shown in 

Table II. The memory consists of 512 32-bit words. The contents of 
the entire CA memory can be stored in 2 macrowords of the HS 

memory. The 32 bits of the word consists of 5 fields; one or more 

fields can be used to interrogate the CA memory. The stored contents 
of each word of the memory are unique; therefore, multiple matching 
will not occur during interrogation. Operations required of the mem-
ory are: read on equality, write a word, erase a word. The capability 

required of the CA memory is relatively simple, except for the need 

of a very short cycle time. 

The format of the CA memory word is shown in Figure 2. There 
are three 8-bit fields for macroword addresses A, B, and C; a 5-bit 

field for sequence number; and a 3-bit field for status indication. 

Macroword address A indicates the location of a macroword of the HS 
memory, and macroword address B the location of the next macroword. 

In other words, by means of 256 pairs of macroword addresses A and 

B, the 256 macrowords of the HS memory can be chained into one se-
quence of any desired manner. By means of the sequence number, 

the 256 macrowords can be chained into as many as 32 sequences. 

Macroword address C is used to indicate the order of the macroword 

MACROWORD  MACROWORD  MACROWORD  SEGUENCE  STATUS 

ADDRESS A  ADDRESS B  ADDRESS C  NUMBER  FIELD 

8 BITS 8 BITS 8 BITS 1 5 BITS 3 BITS 

Fig. 2—Format of CA memory word. 
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Table III — Examples of Status Field Designation 

Status Field  Designation 

000  allocated 

001  released 

010  reserved 

011  permanently allocated 

100  available for allocation 

101  shared 

110  sequence number register 

in a sequence, as will be further described. The status field is used 

to indicate the status of the corresponding macroword; examples of 
status field designation are shown in Table III. 

An example showing the contents of the CA memory is shown in 
Figure 3, where it is assumed that there are only 12 ma,crowords in 

the HS memory. The four sequences of HS memory macrowords 

shown therein (the upper portion of Figure 3) are sequences 1-5-9, 

mACROwORD  mACROWORD  mACROWORD  SEQUENCE  STATUS 

ADDRESS A  ADDRESS B  ADDRESS C  NUMBER  FIELD 

o 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

5 

10 

11 

8 

9 

4 

7 

o 

1 

6 

3 

2 

3 

1 

1 

1 

2 

2 

1 

3 

3 

3 

2 

2 

3 

4 

3 

2 

1 

2 

4 

2 

1 

4 

3 

1 

2 

3 

4 

011 

000 

100 

011 

001 

000 

001 

100 

001 

000 

100 

011 

110 

110 

110 

110 

Fig. 3—An example showing the contents of a CA memory (assume there 
are 12 macrowords). 
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6-4-8, 3-11-0, and 2-10-7 for sequence numbers 1, 2, 3, and 4 respec-

tively. The asterisks in the macroword address B fields indicate the 
end of each sequence. As seen from the status designations in Table 

III, sequence number 4 contains the chained macrowords available for 

allocation (referred to as available sequence) ; sequence number 1 is 

an allocated sequence; sequence number 2 has been released and is 

ready to become a part of available sequence; sequence number 3 has 

been permanently allocated (for such use as the locations of the 

Executive Program). The available sequence may not use the macro-

word address C field. 
For the example in Figure 3, four additional HS memory words 

(the lower portion of Figure 3) are used to store the first macroword 

addresses of these four sequences. The first macroword addresses are 
stored in the macroword address A fields. The macroword address B 

and C fields are used in combination to store return-after-interrupt 
addresses, as will be further explained. The sequence number and 

status fields remain the same as before. It is noted that the stored 

words in Figure 3 are not necessarily in the order shown therein and, 

in fact, the actual locations may not be known. 

STORAGE ALLOCATION 

As mentioned, the sequence whose HS memory locations are to be 

assigned for execution is sequentially ordered with addresses relative 

to an origin. When the Executive Program selects a sequence, it com-
pares the size of the sequence to be selected with the size of the avail-

able sequence; the latter is available from the sequence counter (see 
Figure 1). If there are enough locations, the Executive Program as-

signs a sequence number to the selected sequence and orders the allo-
cation. If there are not enough locations, the Executive Program may 

have to select another sequence or initiate a dumping to provide more 
room before allocation is initiated. In any case, all sequences should 

have been segmented within an allowable maximum size. 

The allocation is shown in the flow chart of Figure 4. The flow 

chart is as follows: 

Step 1:  This step initiates the allocations. There are two operations: 

(a) set the contents of the chain number counter (CNC) 

to 0; 
(b) insert macroword address A of the available sequence 

number register (ASNR) to the macroword address A 

field of the selected sequence number register (SSNR) 

so as to store the start address of the sequence whose 

locations are being assigned. 
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START 

O CNC 

ASNR (A)  SSNR (A) 

AS (B)  ASNR (A) 

(CNC)  AS (c) 

Y --. AS 51 

X --.. AS 'SW 

(A K)  1 —.ASC 

(CNC) • 1—.CNC 

( )  contents of 
transferred to 

A  macroword address A 
field 
macroword address B 
field 
macroword address C 
field 

S  status field 
SN  sequence number field 
ASNR  available sequence num-

ber register 
SSNR  selected sequence number 

register 
ASC  available sequence coun-

ter 
CNC  chain number counter 

NO 

LAST 

ASSIGNMENT 

I YES 

• —8. AS (B) 

1 LOAD THE SEQUENCE 

INTO THE HS MEMORY 

INSERT X IN THE CURRENT- SEQUENCE• 

NUMBER REGISTER, AND INITIATE THE 

EXECUTION OF THE FIRST INSTRUC-

TION OF THE ALLOCATED SEQUENCE. 

List of Symbols 
ASNR(A) macroword address A of 

available sequence num-
ber register 

AS  the first CA memory 
word of the available se-
quence. It is located by 
the macroword address 
A of the available se-
quence number register. 

AS(B)  macroword address B of 
the first CA  memory 
word of the available se-
quence. 

X  the  assigned  sequence 
number 

Y the status of the assigned 
macroword 

Fig. 4—Flow chart showing the storage allocation. 
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Step 2:  This step assigns the macroword at the top of the available 
sequence to the 128 words at the top of the selected sequence. 

There are five operations: 
(a) move the macroword address B of AS to macroword ad-

dress A field of ASNR to establish the new beginning 

of the available sequence; 
(b) insert the contents of the chain number counter to the 

macroword address C of AS; 
(c) insert sequence number X to the sequence number field 

of AS; 
(d) insert status Y to the status field of AS; 
(e) step the available sequence counter (ASC) one count 

down. 

Step 3:  This step forms the loop by asking whether the assignment 

just made is the last assignment of the sequence; 
(a) if it is not, step the chain number counter one count up, 

and then repeat step 2, 
(b) if it is, insert an asterisk to macroword address B field 

of AS to signify the end of the allocated sequence. 

Step 4:  The Executive Program now orders the loading of the se-
quence to the allocated locations of the HS memory. When 

the loading is completed, the Executive Program inserts the 
sequence number in the current-sequence-number register 

and initiates execution by the processor of the instruction 
in the first local address of the first macroword of the allo-

cated sequence. 

As an example, a sequence of 600 words of instructions and data is 

to be allocated. Assume that sequence number 3 is assigned to the 
sequence, and the available sequence having a sequence number 9 is 

56-34-103-6-89-201-153-55. The contents of the CA memory before 

allocation is illustrated in Figure 5, where 000 represents the allocated 
status. The first 128 words of the sequence are assigned to macroword 

address 56; the required operations for this assignment are also indi-

cated in Figure 5. The second 128 words are assigned to macroword 
address 34, and similarly a third, fourth, and fifth 128 words are 

assigned, although 40 words in the fifth macroword are left unused. 
After the allocation of the sequence is completed, the contents of the 

CA memory are shown in Table IV. 

Allocation Time 

Allocation of each macroword requires about two CA memory 

cycles. By modifying the algorithm in Figure 4, allocation can be 
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AS 

SSNR 

ASNR 

mACROwORD  mACROwORD  mACROwORD  SEQUENCE 

ADDRESS A  ADDRESS B  ADDRESS C NUMBER 

STATUS 

FIELD 

6 

34 

55 

89 

103 

9 

9 

100 

100 

9 100 

56 34 9 100 -"------. 

89 201 9 100 

103 6 9 100 

153 55 9 100 

201 153 9 100 

3 110 

56 9 110 

7 

8,/ 

AVAILABLE SEQUENCE 

COUNTER 

1 

CHAIN NUMBER 

COUNTER 

O 

3 

000 

Fig. 5—Contents of the CA memory before allocation (arrows indicate 
operations required in assignment of first 128 words of sequence to macro-

word address 56). 

reduced to about one CA memory cycle per macroword. For 256 macro-

words, the allocation time is about 64 microseconds. For an average 

program sequence of 64 macrowords (or 8,192 HS memory words), 

Table IV — Contents of the CA Memory After Allocation 

Macroword  Macroword  Macroword  Sequence  Status 
Address A  Address B Address C Number  Field 

allocated 

sequence 

Ur  34  0  3  000 

34  103  1  3  000 

103  6  2  3  000 

6  89  3  3  000 

89  *  4  3  000 

available  201  153  9  100 

sequence  153  55  9  100 

55  *  9  100 

SSNR 

ASNR 

56 

201 
3  110 

9  110 
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the allocation time is about 16 microseconds. Although this simple 

estimate of allocation time is not precise it indicates the order of mag-

nitude of the allocation time. 

Allocation During Execution 

During the execution of a sequence, additional locations of the HS 

memory may be needed. The sequence can request the Executive Pro-

gram to make additional allocation, and the Executive Program chains 

additional macrowords to the sequence. 

INSTRUCTION SEQUENCING 

Instruction sequencing is controlled by the next-instruction register 
(15 bits) ; the lower 7-bit of the register is a local-address counter for 

sequencing the local address, and the upper 8-bit is merely a register 

for storing the macroword address. The execution of a sequence begins 
at the first local address of the first macroword address. Within a 

macroword, the local address is advanced by the local-address counter. 
When the local-address counter recycles from the contents of 1111111 

to 0000000, the macroword address should be changed. 
The new macroword address is obtained from the CA memory. Two 

types of interrogation are required for interrogating the CA memory: 

macroword-address-A interrogation and macroword-address-C inter-

rogation. The former is for instruction sequencing here; the latter 
for operand address interpretation. In the macroword-address-A in-

terrogation, the interrogation fields are the macroword address A and 
the sequence number. The macroword address A is taken from the 
macroword address portion of the next-instruction register, and the 

sequence number from the current-sequence-number register. The out-

put of this interrogation is the macroword address B of the interro-
gated CA memory word; this macroword address is transferred to the 
macroword address portion of the next-instruction register and then 

the instruction sequencing continues. 

MEMORY PROTECTION 

Each macroword of the HS memory has a corresponding CA mem-
ory word, and each CA memory word has a sequence number field. 

Since each HS memory word is labeled by a sequence number, one 

sequence can not access the macrowords of other sequences and all 

32 sequences are thus protected. Note that the macrowords of each 

protected sequence need not lie in one contiguous area of the HS 

memory. 
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OPERAND ADDRESS INTERPRETATION 

The instruction being executed by the processor has a 15-bit 

operand address. This address is the relative address of the original 

sequence and not the actual HS memory address, because the operand 
addresses of the original floating code have not been changed during 

the allocation. The operand address where the operand is actually 

stored in the HS memory must be found. The local address of the 

actual operand address, however, is the same as the original relative 
address which, now in the buffer register of the HS memory, is trans-

ferred to the local address field of the HS memory address register. 

The macroword address of the actual operand address is found by 
using the above-mentioned macroword-address-C interrogation.  In 
this interrogation, the interrogation fields are the sequence number and 

the macroword address C. The sequence number is taken from the 
current-sequence-number register, and the macroword address C is 

taken from the macroword address field of the original operand ad-

dress, now in the buffer register. The output of this interrogation is 
the macroword address B of the interrogated PS memory word; this 

macroword address is then transferred to the macroword address field 
of the address register of the HS memory. 

SHARED MACROWORD 

By shared macroword, we mean that one macroword may be a part 

of two or more sequences. If a macroword is shared by m sequences, 

m CA memory words are required. This makes macroword address A 
alone nonunique for interrogation, and both macroword address A 

and sequence number are required in the macroword-address-A inter-
rogation. The shared macroword provision requires more than 256 
CA memory words for the 256 HS memory macrowords. Of the 512 

CA memory words, 32 words are needed for the 32 sequence number 
registers, and the remaining 480 words are available for allocation use. 

BRANCHING 

Branching may occur when a transfer instruction is encountered. 
In this case, the operand address is an instruction address. The 

operand address is again interpreted in the same manner, except the 
local address in the HS memory buffer register and the macroword 

address from the CA memory are now transferred to the next-instruc-
tion register, instead of the HS memory address register. 

INDEXING AND INDIRECT ADDRESSING 

The operand address interpretation does not prevent the use of 
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indexing and indirect addressing. To include indexing, the contents 

of the index register are added to (or subtracted from) the original 
relative address before the operand address interpretation. For in-
direct addressing, an operand address is obtained from the operand 
address interpretation instead of an operand, and the operand address 

interpretation is repeated. 

PROGRAM SWITCHING 

When a sequence is complete, an interrupt, which can be initiated 

by an instruction, occurs. The Executive Program takes over and 
selects the next sequence. If the next sequence is already in the HS 

memory, it is only necessary for the Executive Program to insert the 
sequence number to the current-sequence-number register and the start 
address to the next instruction register. If the next sequence is not 
in the HS memory, the Executive Program must perform the storage 

allocation and then load the sequence into the HS memory in the 

manner described previously. 

STORAGE RELEASE 

When a sequence is completed and the Executive Program takes 
over, the latter may decide to release the locations of the sequence for 
other use. The release of such locations can be done by simply chain-

ing them to the available sequence. 

PROGRAM RETURN 

During the execution of a sequence, an interrupt occurs when an 
instruction of the sequence requires data transfer to or from the mass 

memory (or other device). The Executive Program places the return 
address (both macroword and local addresses) in the combined macro-
word address B and C fields of the corresponding sequence number 
register as illustrated by symbols w, x, y and z in Figure 3. The 
Executive Program now selects another sequence to make use of the 
processor. When the data transfer is completed another interrupt 

occurs, and the Executive Program may initiate the processor to re-
sume the original sequence by obtaining the return address from the 

appropriate sequence number register. 

DUMPING AND REALLOCATION 

When the Executive Program finds that the available sequence is 

not long enough for allocation, it can dump some sequences in the HS 
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memory to a mass memory. Reallocation of the dumped sequences 

does not present any problem since the values in the floating codes of 

the original references are not changed during the allocation, nor 
need the values be changed when the dumped sequences are again 
allocated. 

CONCLUSIONS 

The above-described technique for dynamic storage allocation can 

considerably reduce the task of executive control. Since address inter-
pretation takes place at execution time by the hardware, no special 
effort is needed at assembly time for dynamic allocation and realloca-
tion. The codes can be assembled relative to an origin. The assign-

ment of a sequence number and chaining together of a series of macro-
words into which consecutive macrowords of the sequence are loaded 

permits the floating code to be executed without being modified at the 
load time to adapt to the allocated HS memory locations. Further-

more, the sequence need not be specially segmented prior to loading, 

since the chain of macrowords into which the sequence are loaded are 
logically contiguous. 

The storage allocation technique offers an important feature of 

memory protection for many program sequences, and each program 
sequence need not lie in a physically contiguous area of the HS mem-

ory. The status bits in the CA memory offer a convenient and logical 

place for record keeping and, if desired, can also be used for addi-
tional memory protection. 

Since dynamic storage allocation function occupies a significant 
portion of the Executive Program, incorporation of hardware-oriented 

dynamic storage allocation can reduce the size of the Executive Pro-
gram and the overhead time. It may also limit the need for HS 

memory capacity to a reasonable amount, not only as by shortening 

the Executive Program, but also by increasing use of the HS memory. 
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