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A REVIE W OF THE EFFECT OF IMPERFECTIONS 

ON THE ELECTRICAL BREAKDO WN 

OF P-N JUNCTIONS 

BY 

H. KRESSEL 

RCA Laboratories 
Princeton, N. J. 

Summary—A review is presented of the effect of lattice and junction 
imperfections on the behavior of reverse-biased p-n junctions. The char-
acteristics of microplasma behavior are discussed. The presentation centers 
on the properties of Si junctions, since these have been the most extensively 
studied. It is believed, however, that the basic nature and origin of micro-
plasma behavior are generally similar in other semiconductors, although the 
effect of individual imperfections may vary. Data comparing the theoreti-
cally predicted values of breakdown voltage (obtained from photomultipli-
cation measurements) with the typical observed values for mesa Si and low-
voltage GaAs devices suggest that the two are not in very substantial vari-
ance despite the presence of microplasmas. 

I. INTRODUCTION 

A
VALANCHE multiplication in p-n junctions has been exten-
sively studied in semiconductors since it was shown by McKayl 
to be the process usually responsible for electrical breakdown 

of reverse-biased junctions. (Internal field emission is dominant only 
in very narrow junctions.2.3) Certain anomalies were observed, such as 
bistable behavior of the current in the breakdown region and slope dis-
continuities in the I-V curves. These were interpreted by McKay as 

due to nonuniform electrical breakdown of the junction. Subsequent 
investigations have shown that the reverse /-V characteristics of p-n 
junctions are, in fact, typically dominated by imperfections that limit 
the breakdown voltage to values lower than the so-called "bulk" values 

(determined by the carrier ionization rates and junction character-
istics). 

The localized currents that flow in imperfect junctions have been 
generally called microplasmas. Nonuniform breakdown has been ob-
served not only in Si but in GaAs," Ge, 7 and GaP8.9 junctions and 
appears, therefore, to be a general phenomenon. On the basis of the 
available experimental evidence in Si, Ge, and GaAs, it appears that 
the electrical microplasma characteristics are quite similar in these 

175 
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materials. The role of particular lattice defects may, however, be 

different in the various semiconductors. 

The origin of the microplasma sites has been under extensive in-

vestigation in recent years, particularly in Si, and a great deal of 
progress has been made in isolating some of the factors responsible 

for nonuniform breakdown. It is possible at this time to fabricate 

junctions that appear to be free of microplasmas." Relatively defect-
free junctions exhibiting high values of photocurrent multiplication 

have found application as solid-state photomultipliers.11 Such appli-
cations do not generally require completely microplasma-free junctions. 

The important requirement is that the microplasma breakdown voltage 

be within a volt or two of the bulk value. 

The object of this paper is to review the effect of various junction 

and lattice imperfections on the reverse-bias /-V characteristics. Con-
sideration is limited to bulk imperfections, i.e., imperfections that are 
not connected with surface effects such as the formation of inversion 

layers or ionic motion. 

II. CHARACTERISTICS OF P-N JUNCTIONS EXHIBITING 

NONUNIFORM BREAKDOWN 

Nonuniform p-n junction breakdown is typically detectable by one 

or more of the following symptoms: 

(1) Slope discontinuities in the I-V characteristics in the break-
down region. An example is shown in Figure 1 for a reverse-
biased GaAs diode. 

(2) "Soft" reverse bias I-V characteristics of the form / œ V", 
where n is a constant greater than 1 (values between 3 and 6 
are typical). An example is shown in Figure 2. These charac-
teristics are not to be confused with those of junctions that break 

down as a result of an appreciable current component resulting 
from internal field emission. This effect, however, is typical 

only for diodes fabricated on heavily doped substrates. In Si, the 

breakdown voltages observed are of the order of 5 volts or less. 

(3) Light emission in discrete spots. 

(4) Large amplitude fluctuations of the current in the break-
down region. These fluctuations are particularly pronounced as 
the junction temperature is reduced. 

The absence of the above symptoms is not proof that uniform 

breakdown is observed. In certain samples, for example, the emission 
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Fig. 1—GaAs diode exhibiting microplasma breakdown (Reference (5)). 

of light may not be observed because of reabsorption. Furthermore, 
not all microplasmas emit light. It is also possible that a smooth I-V 

curve is observed because the current is carried by a single large 
microplasma; a slope discontinuity may therefore not be readily ob-
served at a convenient current level. A further possibility in diodes 
fabricated from low-resistivity substrates, is that the slope discon-

tinuities may be difficult to detect because of the relatively low series 
resistance of the microplasmas. (This is discussed in Section V.) The 

observation of sharp I-V characteristics on a oscilloscope may thus be 
incorrectly interpreted as representative of bulk breakdown. A number 
of additional and more refined measurements may, however, be made 

to determine whether this is in fact the case and, if microplasmas are 
present, what the bulk breakdown voltage is. 
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Fig. 2—Typical "soft" reverse I-V curve of a silicon diode at room 
temperature. 
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In has been shown by Shockley" that the degree of junction 

"patchiness" may be determined from a plot of the current multipli-
cation factor (as determined from a photocurrent multiplication mea-

surement) as a function of the junction voltage; 

1  n(VB— V) 
(1) 

Vg 

where M is the current multiplication factor, V the junction voltage, 

VB the bulk breakdown voltage, and n a constant. This expression will 
hold if the multiplication is uniform over the illuminated region. Devi-
ation will occur if this is not the case, and from these deviations one 
may estimate the ratio of the microplasma area to the total illumi-

nated area. The value of Vg may also be calculated from these data 
by extrapolation. Haitz et aln have investigated the variation of the 

multiplication coefficient within a given junction by scanning with a 
small light spot and have shown that Equation (1) holds for values 

of M up to about 100 in small regions where uniform multiplication 
may be assumed to take place. 
A crude but frequently convenient check on the degree of junction 

uniformity requires only the use of an oscilloscope. If a junction con-
tains microplasmas that severely reduce the breakdown voltage, then, 
when the junction is illuminated, the photocurrent variation as a 

function of voltage will be as shown in Figure 3(a). Very little 
photocurrent multiplication will be observed before the I-V curve is 

dominated by the dark current carried by the microplasmas. If, on 
the other hand, the microplasma breakdown voltage is reasonably close 

to the bulk breakdown voltage (or the junction breakdown is uniform), 
then appreciable multiplication will be observed, as shown in Figure 

3(b). This simple test is based, of course, on the assumption that 

the total microplasma region (or regions) is small compared to the 
total junction area. This assumption is generally reasonable, since 

microplasmas typically tend to be of the order of a few microns in 
diameter. 
It should be noted that great care is required in interpreting noise 

characteristics in the breakdown region of very small diodes, since 

the distinction between small diodes and microplasmas tends to become 
blurred. The noise characteristics of such diodes have been studied 

in detail." The absence of noise pulses is not necessarily indicative of 
microplasma-free junctions. As shown by Kikuchi" and Kikuchi and 
Tachikawa," at least four types of microplasma sites appear to exist 

in Si junctions (Table I), some of which do not exhibit the typical 
microplasma noise behavior. 
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Fig. 3—(a) Oscilloscope trace of silicon junction containing a microplasma 
that breaks down at 70 volts (in the dark and under illumination). Note the 
very small degree of photocurrent multiplication. (b) Oscilloscope trace of 
more uniform silicon device fabricated on the same substrate as the diode 
shown in (a). Note the change in the voltage scale and the shape of the 

photocurrent versus voltage curve. 

Having determined that the breakdown voltage is imperfection-
limited, the question remains whether the surface of the device is at 
fault or whether a bulk defect is responsible. In the case of mesa 
diodes, for example, the question may frequently be settled by a re-
peated etching and surface-cleaning procedure that should improve 
the device if the surface is at fault. In planar oxide-passivated junc-
tions, the diagnosis is more difficult without permanent changes in the 

device, such as removal of the oxide. An indication of ionic motion 

on the junction surface may, however, be obtained from "walk out" 

Table /—Classification of Weak Spots in Junction (after Kikuchi, Ref. (15) ) 

Type 
Noise  Light  Local  I-V 
Pulses  Emission  Multiplication  Character 

I  yes  yes  no  hard 
II  yes  no  no  hard 
III  no  yes  yes  soft 
IV  no  yes  no  soft 
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effects of the breakdown voltage, i.e., a significant increase of break-
down voltage under bias (where the possibility of junction heating is 

eliminated). Soft characteristics are also frequently associated with 
surface effects, although, as discussed later, metallic precipitates result 

in a similar effect. Excessive values of saturation current combined 

with a relatively "hard" curve is frequently indicative of the presence 

of an inversion layer. 
Electron-beam scanning techniques have recently been applied to 

study defects in p-n junctions."'" The method consists of scanning 

the junction surface with a high-voltage electron beam a few microns 

PROBE 

TO 0/SPLAY 

Fig. 4—Schematic of scanning electron-beam microscope apparatus 
(Reference (17)). 

in diameter (or smaller if possible), using an apparatus of the type 
shown in Figure 4.17 The electron—hole pairs that are generated by 

the beam produce a current that is used to modulate the beam current 
of a cathode-ray display tube. Variations in the collected current 
arise from local variations in the recombination rate or electric field 
in the space-charge region. If the beam hits a high-field microplasma 
region, the generated current will be enhanced by avalanche multiplica-

tion. Such a microplasma site should, therefore, appear as a region of 

above-average brightness on the cathode-ray-tube display. This effect 
was observed by Gaylord' and correlated with localized light emission. 
A region of high recombination rate, on the other hand, will appear 

as a spot of below-average brightness. This technique has been used 
to detect high-recombination-rate regions in mechanically damaged 
junctions (see Section VII). 

ni. PHOTON EMISSION IN BACK-BIASED JUNCTIONS 
The subject of light emission from back-biased junctions is closely 

related to the general area of electroluminescence in semiconductors. 
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The subject has been reviewed,23-23  and the following discussion is 
therefore very brief. 

The emission of light was initially reported by Newman in reverse-

biased Si junctions." It was shown by Chynoweth and Pearson" that 

the spotty emission observed could be correlated with dislocations, 

although only a small fraction of the dislocation sites emitted light. 
Uniform light emission is observed in small-area microplasma-free 

junctions." The emission of light at various microplasma sites has 

been investigated by, among others, Kikuchi." As shown in Table I, 

not all microplasma sites give rise to the emission of light, and the 
detailed correlation is not well understood. Emission of light at some 

microplasma sites has also been observed in Ge," GaAs,2' and GaP.21 

The photon emission is frequently reabsorbed and, hence, difficult 

to detect, since the photon energy distribution extends to values well 
above the band-gap energy. The distinguishing feature of this emis-

sion in Si and Ge is that the spectrum is generally broad as compared 

to the emission from forward-biased junctions. In the case of Si, for 

example, the emission peaks at about 1.1 eV but the tail extends up-
ward up to about 3 eV.26 This high-energy distribution may be under-
stood in terms of the recombination of holes with hot electrons having 
energies up to the ionization energy. 

The low-energy tail of the photon distribution may be due to re-
combination through centers in the forbidden band. A Bremsstrahlung 
mechanism has also been suggested.27 In the case of GaAs, however, 

the emission spectrum is comparable in width to the one observed 
when the same diodes are forward biased,23 although the peak energy 

is shifted to a somewhat lower energy. The difference between the 
emission in GaAs and in the "indirect" materials, Si and Ge, may be 
explained by the fact that the recombination of energetic electrons 

and holes in GaAs is considerably less probable than the recombination 
of the relatively low-energy electrons located at the Tc = 0 minimum 

of the conduction band. A fraction of the hot electrons may, in fact, 

be located in the "heavy mass" band. Radiative transition from the 
bottom of this band is therefore relatively improbable. 

IV. ELECTRICAL CHARACTERISTICS OF MICROPLASMAS 

A number of detailed studies have been made in recent years of 
the electrical characteristics of diodes exhibiting breakdown through 
a single or a very small number of microplasmas in order to gain 
further understanding of the nature of the microplasma sites. Par-

ticular attention has been paid to the noisy behavior of the micro-
plasma current flow that is frequently observed and that was originally 
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described by McKay.' At a given voltage, the current pulses have 
constant amplitudes with rise and decay times of the order of 10-8  sec. 
The pulse intervals and lengths have random values. As the applied 
voltage is increased, the pulse amplitudes increase to some extent, but 

the most significant effect is a lengthening of the pulses and an in-

crease in the pulse repetition rate. Further increases in voltage result 
in the appearance of new sets of higher amplitude current pulses super-
imposed on the earlier set of pulses. These now give the effect of a 
continuous background current. McKay explained this behavior by 

APPLIED VOLTS 

Fig. 5—Schematic of typical microplasma pulse characteristics as a function 
of applied voltage. 

suggesting that one observes the successive contribution of a number 
of microplasmas, each of which is triggered at some particular voltage. 
A schematic sketch of the observed behavior is shown in Figure 5. 
It is evidently not possible to measure individual microplasma para-

meters in very soft junctions of the type shown in Figure 2, since the 
observed behavior may be due to a multitude of microplasma sites. In 
junctions with I-V characteristics in the breakdown region like those 
shown in Figure 1, however, the contributions of the individual sites 
to the junction current may be measured. The electrical effects of 
microplasmas in these junctions have been described in terms of four 
parameters: breakdown voltage VB, series resistance R„ turn-on prob-
ability P.,„ and turn-off probability P ort.  The breakdown voltage is 
defined as the voltage at which appreciable current flow occurs through 
a microplasma region. The series resistance is obtained from the slope 
of the linear I-V curve in the breakdown region. Typical values are 

of the order of 1-30 kilohms. The turn-on and turn-off probabilities 
are defined as follows. Let the average (d-c) current be < i >, the 

instantaneous current be i (as observed on an oscilloscope), and the 
number of current pulses per unit time be N. Then, 

N 
Pon 7--

<i> 
1   

(2) 
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and 

N 
Port =   

< i > 

(3) 

The variation of P. and Par as a function of temperature and hydro-
static pressure has been studied in Si by Meada and Suzuki." The 

variation of P. with applied voltage and temperature was found to 
be of the form 

P„n = A exp  {B (v — V R) 
kT 

(4) 

where A is a constant and E varies from 0.14 to 0.23 eV, depending on 

the sample. B decreases linearly with decreasing temperature and its 
variation in a linearly graded junction is given by 

1 dB 
- -= — 6 X 10-3  C-1 . 
B dT 

(5) 

P off was found to be independent of temperature. 
The microplasma noise spectrum was studied by Champlin" and 

Burgess." The measured spectrum extends into the microwave region.31 
While a detailed explanation of all of the observed microplasma 

phenomena is not possible at this time, some of the qualitative con-
cepts are believed to be well founded. The basic model is that the 
electric field in some part of the space-charge region is enhanced over 
the average value. Since the ionization rate a(€)  is usually an ex-

ponential function of the electric field, appreciable electron multiplica-

tion may occur locally but not in other areas of the space-charge region 
where the average field is still low. It is also possible, in some cases, that 

internal field emission occurs in the high-field regions. If the length of 
the high-field region Z and the field E are such that a(c)/  1, then the 

local current-multiplication factor will approach infinity. In GaAs or Si, 

for example, a field of about 7 x 103 volts/cm will correspond to a 
value of a  103. Hence, the critical length of the high-field region 

may be as small as 0.1 II. A carrier that enters this region has a 
certain probability of initiating a multiplication process. This prob-

ability will depend on the electric field in the region and on its extent. 
Such initiating carriers may consist of either thermally or optically 
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generated carriers that reach the vicinity of the high-field region. An 
experiment performed by Maeda and Suzuki" showed, as expected, 

that P.,, could be increased by illuminating the diode. Also of interest 

in this connection are experiments"." that showed that microplasmas 

interact among themselves through optical coupling—the light emitted 
at one microplasma could affect the pulsing behavior of other micro-

plasmas presumably through carrier generation as explained earlier. 
As discussed by McIntyre,34 it is not possible to explain the varia-

tion of P.,, with applied voltage in an unilluminated diode by simply 
assuming that the thermally generated current is uniformly distri-

buted through the junction and that each microplasma receives a share 
of it. It appears that the currents flowing into the microplasma sites 
are considerably larger than expected on the basis of the above assump-

tion. Two possibilities were suggested to explain this effect: (1) car-
riers are generated locally as a result of internal field emission and (2) 

minority carrier channeling into the microplasma site occurs. It was 
subsequently shown35 that the carrier-generation rate is, in fact, in-

fluenced by internal field emission and, furthermore, that carriers may 
be trapped during the conduction periods of the microplasma and sub-

sequently released, thus triggering a new current burst. 

The basis of the turn-off probability was explained34 by assuming 

that a microplasma turns off when, as a result of statistical fluctua-
tion, the carried density in its vicinity happens to be zero. P ort there-

fore increases with decreasing current in the on state, but is essentially 

temperature independent. 

The microplasma series resistance is believed to consist of two com-

ponente—a spreading resistance, R., and a space-charge resistance, 
R.,. R, is the resistance due to current flow outside the space-charge 
region. If the microplasma area is small compared to the pellet thick-
ness, as is usually the case, this part of the resistance may be esti-

mated by assuming that the carriers are generated in a region of 
diameter d and spread into a semi-infinite semiconductor of resistivity p: 

R8  

2d 
(6) 

The space-charge component R. is due to the resistance to current flow 

through the space-charge region, and is of a more complex form. 
McIntyre obtained expressions for graded and abrupt junctions. 

Note that R. will decrease with decreasing resistivity of the more 
lightly doped side of the junction. As a result, although microplasmas 
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may be present, their effect on the I-V characteristics may not be 

readily observed in diodes made from heavily doped material, because 
the slope of the I-V curve in the breakdown region will be relatively 

steep. 

V. ORIGIN OF MICROPLASMA SITES 

Microplasma sites have been shown to result from the presence of 

certain lattice imperfections in the space-charge region of the p-n 

junction. 

Dislocations 

Several studies have been reported attempting to correlate micro-

plasma sites and dislocations following early experiments" that related 
the spotty light-emission pattern in Si junctions to dislocation sites. 

It was found that only a small fraction of the dislocation sites (as 
revealed by etch pits) show light emission. Stair-rod dislocations in 
epitaxial Si films have also been correlated with soft breakdown be-

havior and light emission.36 The effect of other types of defects in Si 

epitaxial films on breakdown was described by Lawrence and Tucker." 
Also of interest is the result obtained when a nail-head bond (made at 
320°C) was removed in a given region and the region of the bond was 

examined." Light emission was observed in that region, particularly 
at the periphery of the bond, showing that some microplasmas may be 

formed in this manner. 
An experiment to determine the effect of dislocations in the start-

ing material was described by Prussin." Soft I-V characteristics were 
found to correlate with the presence of grain boundaries in the vicinity 

of the junction. There are reasons to believe that clusters of disloca-
tions (such as exist at grain boundaries) rather than isolated disloca-

tions are particularly harmful. In a recent experiment° a study was 
made of the breakdown characteristics of p+ -n and n+ -p Si diodes con-

taining individual dislocations that were introduced by hot-pressing 

either before or after junction formation by diffusion. The dislocation 
densities, as determined by a dislocation etch, were as high as 106 cm-2 . 

While a reduction in yield of good diodes was observed, the breakdown 
voltages of a large fraction of the diodes containing dislocations were 

still comparable to those of the undeformed control wafers. The de-
graded diodes typically exhibited I-V characteristics of the type shown 

in Figure 1. 
It has been suggested" that the effect of dislocations on breakdown 

(apart from the effect of associated clustered impurities) could be 

explained by the band-gap energy variation in the dislocation region. 
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This change in band gap results because part of the crystal in the 

vicinity of an edge dislocation is compressed and part is expanded. It 

was estimated that in the compressed region of the crystal, the change 
could be as large as 0.4 eV. This change would have two effects (assum-

ing that the edge dislocation axis traverses the space-charge region). 

(1) The electron energy required for impact ionization may be reduced, 
hence the ionization rate would be increased. (2) Channeling of car-

riers into the dislocation region is possible. The possibility of appre-

ciable channeling has however been questioned' on the grounds that 
the hot-electron energy is sufficiently large that the electrons are not 

likely to be significantly affected by the lowered potential in the disloca-
tion region. The first effect discussed above is nevertheless possible. 

Dislocations in the starting material may affect electrical break-
down indirectly through enhanced diffusion along their lengths. Spikes 
in the diffusion front may thus be formed giving rise to possible micro-

plasma sites (see Section VI). This effect may, however, not be par-
ticularly important for isolated dislocations.'" 

Since dislocations have been shown to be introduced in the process 
of diffusion,'" it does not appear possible for junctions formed in this 
manner to be completely free of dislocations. Since diffused diodes have 
been fabricated that do appear to exhibit reasonably uniform break-

down, however, these dislocations may not seriously affect the break-

down behavior in the absence of metallic precipitates. 

A serious problem appears to arise from the formation of individual 
dislocations and dislocation clusters during high-temperature heat 
treatment in regions that have been previously mechanically damaged. 
It has been shown that dislocations are formed in Si during oxidation 

of such regions." Using x-ray transmission diffraction microscopy to 

identify dislocations, Fairfield and Schwuttke" have correlated the 
formation of microplasma sites in the course of device fabrication with 
dislocations nucleated at scratches or other regons where the silicon 

surface was previously mechanically damaged. Tweezer marks and 
even the use of cotton swabs were suggested as sufficient to nucleate 

microplasma sites. As is the case with many experiments of this 

nature, the efféct on breakdown may be partially attributed to metallic 
precipitates at the dislocations, rather than by the dislocations them-
selves. The role of precipitates is discussed further below. 

Nonuniform Impurity Distribution 

The role of "pipes" in Si junctions, which arise from the accidental 
deposition of specks of dust containing impurities like phosphorus, has 
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been investigated by Shockley and Goetzberger.' These pipes may 

consist, for example, of highly doped n-type regions and hence may 
result in localized values of the breakdown voltage considerably below 

the average value for the junction. 

It has been suggested" that even in defect-free junctions, statistical 

fluctuations in the impurity distribution are probable and, hence, truly 

uniform breakdown of large-area devices would be difficult to achieve. 

The calculated fluctuations in breakdown voltage are, however, rather 

small (appreciably below one volt in junctions where impurity compen-

sation is negligible). The fluctuations are more significant in diffused 

junctions, where impurity compensation is, of course, significant. 

Precipitates in the Space-Charge Region 

A great deal of evidence that has accumulated recently strongly 
suggests that inclusions in the space-charge region are among the 

most important factors in the p-n junction degradation. The theoreti-

cal aspects of the problem were briefly discussed by Shockley." 

The role of either conducting or insulating inclusions in locally 
increasing the electric field in the space-charge region may be quali-
tatively understood by considering a spherical inclusion having a 
dielectric constant different from the medium in which it is immersed." 

For example, in the case of a spherical precipitate such as SiO2 in Si, it 
may readily be shown that the maximum field at the surface of the 
sphere is approximately 1.5 times larger than the average field in the 

surrounding medium. 

Goetzberger and Shockley" investigated the effect of precipitated 

metallic impurities on the reverse current and breakdown voltage in 
Si junctions. n+ -p junctions were prepared by diffusing phosphorus 

into 0.04 ohm-cm p-type Si. Nitrates of Cu, Fe, Mn, and Au were 
applied' to the wafers which were then diffused for 1 hr at 1000° C in 
a hydrogen atmosphere and cooled to room temperature in six minutes. 

Such a treatment is expected to produce precipitation of the excess 
metals, since their solubility at 1000°C is considerably larger than at 
room temperature. The result of this experiment indicated that the 

reverse diode I-V curve became "soft". A similar result may follow 

from normal heat treatment for long times at high temperatures, pre-
sumably because of the indiffusion of Cu, Ni, and Au. The diffusion 
coefficients of these metals are orders of magnitude larger than those 

of phosphorus or boron." 

Precipitation nuclei may be formed in two ways: (1) homogeneous 
nucleation, i.e., aggregation of metallic atoms, and (2) heterogeneous 
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nucleation, i.e., precipitation at existing sites such as dislocations, 

voids, or existing precipitates. Homogeneous nucleation usually re-
quires a very large supersaturation, while heterogeneous nucleation 

does not. Since many possible nucleation sites are usually present, 

heterogeneous nucleation is more likely to occur. 

Dashe has shown that copper in Si tends to precipitate at disloca-

tion sites. Schwuttk e demonstrated that copper precipitates also tend 
to form in regions of high oxygen concentration, possibly resulting in 

the formation of Cu-O complexes. These precipitates can take the 

form of either platelets that lie on the (100) planes or relatively large 
needles (20-34 jt in some cases) oriented along (111). 

Electron-microscope observations of copper segregates were made 

by Lawrence' in an attempt to correlate these directly with the ob-
served breakdown behavior of p-n junctions. Two types of precipitates 
were identified. The first consists of large hexagonal platelets formed 
at sessile dislocations. These platelets are typically 10 p. wide and a 
fraction of a micron thick. Their position was correlated with local 

light emission. The second type consists of smaller dispersed segre-
gates, possibly formed at lattice voids near the surface. No light emis-

sion was observed from these. Figure 6 shows how these segregates 

affect the I-V characteristics. The curve for junction "A" (which con-
tained a single large platelet) shows the worst characteristics. The 
effect of the loosely packed segregates (curve for junction "C") was 
relatively less detrimental, but still resulted in a 70-fold increase in the 

current over that of a copper-free junction. A study has also been 
reported relating the presence of metallic precipitates to the electrical 

characteristics of controller rectifiers." 

An important factor to consider is that the solubility of copper 
increases with the impurity doping level." Therefore, the copper con-

centration in the vicinity of the junction is highest during heat treat-
ment at high temperatures, since that region tends to be more heavily 

doped than the bulk of the crystal. Enhanced copper concentration in 
the diffused region has been graphically shown by introducing radio-

active copper at 600-700°C into boron-diffused planar junctions. Radio-

autograms showed very clearly that the copper concentration was en-
hanced in the areas covered by the junctions." 

While their electrical effects on junctions have not been directly 
examined, the formation of SiO2 inclusions was studied by Kaiser." 

Large clusters (0.1 p.) were estimated to have been formed after heat 
treatment of silicon with initial oxygen concentrations of about 10'8 

cm-3 . The density of such clusters was estimated to be about 101° 
a cm — . 
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The presence of other types of precipitates has been shown to affect 
the electrical behavior of junctions. For example, Sat e has shown 

that the presence of carbon blocks in the reaction tubes used for pre-
paring epitaxial silicon wafers could result in the formation of carbon 

precipitates that give rise to microplasma behavior in junctions made 
from this material. 
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Fig. 6—Leakage current as a function of reverse bias in a planar junction 
containing metallic precipitates. The origin of the various curves is ex-

plained in the text (Reference (49)). 

Among other metallic precipitates of interest are those of nickel, 
a metal which is frequently used in device processing. The precipita-

tion behavior has been studied by Yoshida and Furusho." As expected 
from the known behavior of copper, nickel precipitates should also be 
formed near dislocations and may be observed with infrared microscopy. 

Gold is frequently introduced into many devices as a minority car-
rier lifetime "killer" and, as a result, great care is required to prevent 
the degradation of the reverse I-V characteristics. Rapid quenching 

from high temperature is required in order to minimize the formation 
of precipitates. 

Effect of Radiation Damage 

Effects on the reverse-bias characteristics of p-n junctions are likely 
to arise from both changes in the surface properties of the junction 
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(a) 

(particularly in planar devices) and changes in the minority carrier 

lifetime and hence saturation current. While the forward character-
istics have been extensively studied," 57  little information is available 
concerning the effect of radiation damage on breakdown. It is possible 
that the formation of defect clusters, for example, as a result of heavy 
particle bombardment, will result in the formation of microplasma sites. 

Diffusion 
Mask 

Diffused 
Region 

(b) 

Fig. 7—(a) Cross section of planar diffused junction.  (b) Relationship 
between the diffusion depth and the radius of curvature at the periphery. 

VI. STRUCTURAL IMPERFECTIONS IN P-N JUNCTIONS 

In addition to lattice imperfections, the breakdown voltage may be 
limited by certain structural faults in the junction. The best under-
stood of these are the following. 

Junction Periphery in Planar Diodes 

A common observation is that the breakdown voltage of planar 
diodes is generally lower than that of mesa diodes fabricated on ma-
terial of the same resistivity. Figure 7 shows the geometry of a planar 

junction; as can be seen, the radius of curvature at the junction 
periphery depends on the diffusion depth. Hilibrand58 has solved the 
Poisson equation in cylindrical coordinates to determine the relation-
ship between the field in the junction, the applied voltage, and the 
radius of curvature. The breakdown voltage was computed" using an 
empirical relationship between a and e of the form a = 1.95 x 10-24  
The resultant plot of breakdown voltages as a function of depth of p+ -n 
junctions for various values of n-type crystal resistivity is shown in 
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Figure 8. The arrows on the figure point to the breakdown voltage for 

a uniform junction. The edge effect diminishes in importance with 

increasing carrier concentration, because the cylindrical geometry is no 

longer of significance when the space-charge region width becomes 
smaller than the radius of curvature. This subject has recently been 
examined in greater detail." 

1000 

800 

600 

400 

200 

60 

40 

20 

00IV 02  .04  06 08 0.1  02  0.4  06 OB 1 
Xi( Mils) 

Fig. 8—Breakdown voltage as a function of junction depth for diffused 
p f-n planar junctions for various values of substrate doping (Reference 

(58))• 

10 

Spikes in the Diffusion Front 

Irregularities in the diffusion front of a diffused junction perturb 
the plane parallel geometry of the space-charge region. This type of 

defect may give rise to a region of enhanced field as compared to the 
rest of the junction. One may estimate the effect of such a spike by 

assuming that it consists of a small hemisphere of radius r„, as shown 

in Figure 9. The problem of avalanche breakdown in hemispherical p-n 
junctions has been treated by Shields.  G1 As in the case of the edge of a 
planar junction, the hemispherical geometry is significant only for 
radius values that are small compared to the maximum space-charge-
region width. 
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" 
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SPACE CHARGE 
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Fig. 9—Cross section of junction containing a spike having a radius of 
curvature ro. 

Figure 10 shows the critical radius of curvature for various values 

of the carrier concentration of the lightly doped side of an abrupt Si 
junction. The effect of the hemispherical geometry may be neglected 

for values of r0 greater than the critical values shown. Figure 11 shows 
the expected breakdown voltage when r„ is less than the critical value 

for various values of the impurity concentration. 
These irregularities may be caused by the presence of grain boun-

daries or dislocation clusters that enhance the diffusion coefficient of 
impurities. In the case of Si, it was found that the diffusion coeffi-
cient of phosphorus is enhanced to a greater extent than that of boron. 
The effect of individual dislocations is believed to be generally unim-
portant. However, in the case of transistor structures with very thin 

base regions, the slight junction irregularity due to enhanced diffusion 
along individual dislocations may result in emitter-to-collector shorts» 
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Fig. 10—Critical radius of curvature ro as a function of the carrier concen-
tration of the lightly doped side of an abrupt silicon junction (Reference 

(61)). 
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VII. EFFECT OF MECHANICAL DAMAGE 

The application of large uniaxial mechanical stresses of the order 

of 10" dynes/cm2 to p-n junctions may result in permanent degrada-

tion of the reverse /-V characteristics—the curve usually becomes 
"soft." The stress required for serious degradation is difficult to pre-

dict, since it may depend not only on the semiconductor but on the 
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Fig. 11—Breakdown voltage of an abrupt hemispherical silicon diode as a 
function of the impurity concentration of the lightly doped side of the 
junction for several values of the radius of curvature (Reference (61)). 

tool used to apply the stress and the depth of the junction below the 
surface. It does appear, however, that the load that a junction may 

support when the load is applied over a small area (of the order of a 
few microns in diameter) is considerably in excess of the fracture 
stress in bulk specimens where the stress would be applied over large 
areas. 

Mechanical damage in p-n junctions may be readily detected by in-
crease of the saturation current, which is presumably due to the intro-
duction of recombination centers in the space-charge region and a 
consequent reduction in the minority-carrier lifetime. Scanning-elec-

tron microscope observations support this assumption."2 In the experi-
ments of Kressel and Elsea,R2 it was found that the excess saturation 

current began to decrease even after annealing at room temperature. 



194  RCA REVIEW  June 1967 

As shown in Figure 12, the saturation current decreased by several 

orders of magnitude in the course of isochronal annealing up to 410°C 
and recovers to a value that is not too far above its original value in 

the undamaged device. Figure 13 shows that the breakdown voltage of 

the damaged device may also recover to very nearly its original value 
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Fig. 12—Excess reverse-bias current (— 2.5 volts) of a mechanically dam-
aged silicon diode as a function of annealing temperature (Reference (62) ). 

following annealing at the relatively low temperature of 300°C. This 

temperature is believed to be too low for the removal of dislocations. 
The recovery of the saturation current and the breakdown voltage at 
such low temperatures suggests that relatively light mechanical damage 

may result in the formation of point defects, such as vacancies and 
vacancy clusters, in addition to dislocations that act as recombination 

centers. Since the point-defect migration energies are of the order of 
only one eV,°3 they may disappear at low temperatures, leaving the 

dislocations that may have only a minor effect on the saturation current. 
The recovery of the breakdown voltage observed in these experiments 
suggests that microcracks were probably not formed. Such cracks 

would be expected to act as permanent microplasma sites that would 
seriously impair the observed breakdown voltage. Cracks may, of 



ELECTRICAL BREAKDOWN OP P-N JUNCTIONS  195 

ln Vito 

course, be formed in junctions that are heavily damaged, for example, 
by deep scratches with a diamond needle. 
It has been reported that in some cases the breakdown voltage of Si 

junctions may be increased by mechanical damage. This effect was 

.-1-11111-111_ 1111111111111 

11111111131111111 

MI MI » 

111111111111111IIIII 

A. Aftei Mechanical Damage 
(60-grn Load on Diamond Stylia) 

B. Alto 30-Minute Anneal at 30 C 

Fig. 13--Oscilloscope trace of reverse-biased silicon diode: (a) after me-
chanical damage (60 gm load on diamond stylus) and (b) after 30-minute 

anneal at 800°C (Reference (62)). 

observed in n+-p junctions and was explained by assuming that me-
chanical damage resulted in the introduction of a donor concentration 
of the order of 1017 cm-3 , thus decreasing the net carrier concentration 
in the p side of the junction." A decrease in breakdown voltage was 
noted in p+-n junctions. Substantial recovery was noted after a one 
hour anneal at 600°C. Detailed measurements of the change in satura-
tion current were not given. 

In addition to the permanent damage for large stresses, junctions 
under uniaxial stress also show a reversible change in saturation cur-
rent,65.66 which has been explained as due primarily to a change in the 
band-gap energy.ez' 
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VIII. ELIMINATION OF MICROPLASMAS 

It is evident from the preceding discussion that microplasma forma-
tion may frequently be prevented by proper precautions in the course 

of device fabrication, particularly by exercising the greatest care in 

dust prevention, cautious handling of wafers to prevent mechanical 
damage, and use of starting material as free of imperfections as pos-

sible. In addition, two useful methods of eliminating microplasmas are 

described below. 

Removal of Precipitates 

Because it is so difficult to prevent contamination by rapidly diffus-

ing metals, metallic precipitates are apt to be among the chief factors 

in diode degradation. 

A method whereby such precipitates may be removed from Si de-
vices was described by Goetzberger and Shockley.45 It was found that 
slices that would have been expected to yield soft diodes because of the 
presence of precipitates, partially recovered when heated at 1050°C 

for 30 minutes in dry nitrogen in the presence of P205 glass deposited 
on the surface. Further work along these lines was done by Ing et al." 
These experiments were performed in planar boron-diffused p+-n junc-

tions, and the effect of various treatments on the reverse I-V charac-
teristics of these diodes was studied. The oxides investigated (with 

their melting points) were 13,03 (577°C), P205 (563°C), V205 (690°C), 
Pb2P07 (824°C), and the mixtures V.,05 — Be0 and B203 —P.,05. 

Solutions of these oxides were applied to the back of the wafers, the 
planar junctions having been formed in the opposite face. Heat treat-
ment at 900°C for about one hour was found to be sufficient for the most 

effective oxides (P205 and B203 or a mixture of the two), yielding 
"sharp" breakdowns. The effect of P205 gettering was of particular 

interest in that the devices tended to remain stable when subsequently 
baked for several hundred hours at elevated temperatures (190°C) 

with a bias applied. The diodes gettered with the other oxides degraded 
after 50 hours of this treatment. 

The simplest explanation for the gettering action is that the solu-

bility of the metals in the liquid phase at the surface is larger than in 

the bulk of the silicon. Segregation may therefore be expected to occur. 
It was also suggested45 that the metallic impurities form a chemical 
complex with the oxides. 

In the case of diodes where the minority-carrier lifetime is delib-

erately reduced by the in-diffusion of impurities like gold, the preven-
tion of precipitates is obviously difficult. As suggested earlier, one 
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technique consists of preventing precipitation by very rapid quenching 
from the diffusion temperature. 

Guard-Ring Planar Structures 

A guard-ring structure of the type shown in Figure 14 has been 
described by Batdorf et a/'° and Goetzberger et al.'  4 The idea consists 
of surrounding the active area of the planar device (in this case a p+ -n 

I   Aluminum 

SO2   

127 ia 

Fig. 14—Cross section of silicon guard-ring diode. 

structure) with another more deeply diffused region.  Breakdown 
should, therefore, first occur in the middle part of the device rather 
than at the periphery. This structure offers a convenient tool for study-
ing diode properties free of edge effects. 

Any other method that will decrease the radius of curvature at the 
junction edge will evidently be useful. This includes deeply diffused 
planar junctions. It is also of interest to note that tapering of the 

junction periphery has been found to be an effective method of mini-
mizing the field at the junction periphery surface of mesa structures 
and hence reducing the possibility of surface breakdown.°T 
Figure 15 is a typical plot of photocurrent as a function of applied 

voltage of a guard-ring diode of the type shown in Figure 14. The light 
source consisted of a GaAs electroluminescent diode pulsed at 50 kHz. 
Multiplication values in excess of 300 have been measured in such 

devices (having active area diameters up to 500 it) suggesting a 
relatively high degree of junction uniformity." In similarly fabricated 
junctions without guard-rings, the maximum value of photocurrent 
multiplication that may be measured under similar conditions is gen-
erally 5 or less. 
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IX. COMPARISON OF THEORETICAL 

AND OBSERVED VALUES OF BREAKDOWN VOLTAGE 

The ionization rates for hot carriers have been determined for 

Ge," Si,"." GaAs,4•72 and GaP73 on the basis of photomultiplication 

measurements. From such data it is possible to predict the avalanche 
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Fig. 15—Photocurrent as a function of reverse bias in a silicon guard-ring 
diode. 

breakdown voltage of ideal p-n junctions as a function of junction 
parameters. It is of interest to compare such predicted values74 with 

those observed on numerous samples of Si and GaAs diodes. Figure 16 
compares the theoretical and observed" breakdown voltage for graded 
Si diodes as a function of impurity gradient. Figure 17 is a similar 

plot for abrupt Si diodes.7° Figures 18 and 19 are similar plots for 
GaAs diodes. The experimental data for the GaAs junctions include 
both abrupt alloyed" and near-abrupt zinc-diffused p+-n diodes."' 
It is clear from these data that the typically observed values of 

breakdown voltage are reasonably close to those predicted on the basis 

of the ionization rate. A large discrepancy appears to exist, however, 
between the experimental and theoretical values for graded Si diodes. 

Since the experimental data are relatively old, it is possible that the 
values of breakdown voltage of these devices were strongly influenced 
by microplasmas. In general, good agreement between theory and ex-
periment is improbable in the case of diodes fabricated from lightly 
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Fig. 16 —Theoretical (Reference (74) ) and experimental (Reference (75) ) 
values of breakdown voltage of graded silicon diodes as a function of im-

purity gradient. 

doped materials unless special measures are taken, such as shaped peri-

pheries, mentioned earlier, to minimize surface breakdown. 
The rather good agreement between theory and experiment over an 

appreciable range of breakdown voltage suggests that, despite the 
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Fig. 17—Theoretical (Reference (74) ) and experimental (Reference (76) ) 
values of breakdown voltage of abrupt silicon diodes as a function of the 

carrier concentration of the more lightly doped base region. 
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Fig. 18 —Theoretical (Reference (74)) and experimental values of break-
down voltage of abrupt (References (77)) and near-abrupt zinc-diffused 
(Reference (78) ) GaAs diodes as a function of the carrier concentration of 

the more lightly doped base region. 
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Fig. 19 —Theoretical (Reference (74) ) and experimental (Reference (5) ) 
values of breakdown voltage of graded GaAs diodes as a function of impurity 

gradient. 
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presence of structural and lattice imperfections in most routinely fab-
ricated diodes, the microplasma breakdown voltage is in general only 

within a few volts of the bulk breakdown, at least for the mesa devices. 

As discussed previously, the discrepancy for planar diodes is apt to be 
considerably greater, particularly for shallow junctions diffused in 
lightly doped substrate materials. 

X. CONCLUSIONS 

While a great deal of empirical information has been accumulated 
concerning the role of lattice defects on breakdown, the theoretical 
models are not well developed. In particular, the role of internal field 

emission at some microplasma sites, particularly at metallic precipi-
tates, remains to be clarified. At this time, there is no theoretical model 
that predicts the observed current voltage behavior in junctions con-
taining such precipitates. 

So far, detailed microplasma studies have been reported only for Si 

devices. With the search for devices capable of operation at elevated 
temperatures, it becomes important to investigate the origin of micro-
plasma sites in GaAs, GaP, and SiC junctions. The technology of GaAs 
is the most advanced. While it is possible to fabricate small-area (50 

to 100 it diameter) junctions having breakdown voltages reasonably 

close to the theoretical values (as discussed in Section IX), the fabri-
cation of large-area rectifiers is considerably more difficult because a 
very much higher degree of crystalline perfection is required. In addi-

tion, it would be desirable to fabricate high-temperature rectifiers with 

breakdown voltages of a few hundred volts. This requires not only the 
ability to prepare high-purity materials but also the ability to prevent 
or eliminate microplasma sites. 
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A SURVEY OF RADIATION EFFECTS IN 

M ETAL—INSULATOR—SE MICONDUCTOR DEVICES* 

BY 

K. H. ZAININGERI AND A. G. HOLMES-SIEDLEt 

Summary—Unlike the solar cell and n-p-n transistor, the MIS device 
does not sustain a degradation as the principal effect of exposure to nuclear 
radiation. Instead, the MIS device undergoes a change of operating region. 
The change is in the nature of a parallel shift of the characteristic curve 
of the device, and is produced by the trapping of radiation-excited holes 
within the 2000-angstrom insulator and the consequent buildup of a fixed 
"bulk space-charge" in the insulator. Less significant changes under radia-
tion are variations in the shape of the characteristic curve and increased 
leakage current, which are effectively degradations. The authors discuss 
the physics of radiation effects in MIS devices and recommend methods of 
minimizing these effects. 

I. INTRODUCTION 

U
NTIL THE ADVENT of the metal—insulator—semiconductor 
(MIS) device, the insulator film used on the surface of sili-
con transistors and other devices (e.g., integrated circuits and 

diodes) was of interest only as an inert, passivating layer. In MIS 
devices, however, such as the metal—oxide—semiconductor (MOS) tran-

sistor, the film is an active, integral part of the device. The ability to 

grow thin, uniform and continuous insulator films makes it possible to 
apply a high electric field to the semiconductor surface via a metal gate 

evaporated on top of the insulator and, thus, to modulate the semicon-
ductor surface conductivity. Device operation is very sensitive to the 

properties of the gate insulator, and considerable sophistication in the 
production process is required to make good MIS insulator films. The 

migration of minute traces of impurities through the insulator, espe-

cially at elevated temperatures and under high-field conditions, can 
cause serious drifting of the type shown in Figure 1. It now further 
appears that radiation can cause similar drift and/or degradation in 

device characteristics, although the drift is caused by distinctly differ-
ent processes. 

Investigation of these distinctions and the basic nature of the 

* Presented at Symposium on Radiation Effects in Semiconductor Com-
ponents, Toulouse, France, March 1967. 

RCA Astro-Electronics Division, Princeton, N. J. 
RCA Laboratories, Princeton, N. J. 
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effects of radiation on MIS devices involves the techniques and concepts 

of semiconductor surface physics. This review attempts to relate these 
concepts to their manifestations in present-day MIS devices. The im-

portance of these effects arises from the interest in the MOS transistor 

as a very small, inexpensive, light, and low-power electronic device in 

industrial, space, and military electronic systems. In some highly spe-
cialized applications, MIS devices may be subjected to radiation levels in 

the megarad range. Typical radiation sources are radioisotope power 

BE FORE 

Avc 

Fig. 1—Change in operating region of MIS devices produced by ionizing 
radiation. 

generators, nuclear weapons, and the high-energy particles found in 
space. At radiation doses greater than a kilorad, exposure may cause 

strong electrical changes in the MIS system. In this review the basic 

physics of the radiation effects are described, the important irradiation 
experiments that have been performed on MIS devices are surveyed and 
compared, and finally some approaches for dealing with the effects 
are suggested. 

The study describes work performed on both MIS capacitors and 
MIS transistors. The former, because of their ease of fabrication, 
simplicity of structure, and the sensitivity of their capacitance-versus-

bias (C-V) and conductance-versus-bias (G-V) characteristics, consti-
tute excellent test vehicles for basic studies that can lead to a physical 
model for device degradation under radiation. Transistor devices, es-

pecially mass-produced forms, are inevitably more complex; they are, 
however, the devices most commonly posing a problem for the engineer 
who has to design an electronic system that will work under radiation. 

Thus, while radiation effects in such complex devices are less amenable 
to precise physical definition, it is possible to use the knowledge derived 
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from capacitor experiments to analyze radiation effects in transistors 
and to develop ways of improving the basic device "hardness" to radi-

ation. 

II. PHYSICS OF THE MIS SYSTEM 

General Comments on Solid—Solid Interfaces 

An MIS structure consists of a semiconductor substrate covered 
by an insulator layer (between 50 A and 5000 A thick) upon which a 
metal electrode (gate) is deposited. Early work on semiconductor 
surfaces was mainly concerned with the semiconductor—vacuum and 

semiconductor—gas systems.i In the latter, fortuitous room-tempera-
ture air oxidation normally produced a 30-50 A. thick oxide film that was 
considered part of the surface region. This could thus be regarded as 

a narrow region of discontinuity between the two media. The physics of 

such surfaces was reasonably well understood and the localized elec-
tronic states associated with the surface region were called surface 
states. A distinction was made between fast and slow surface states, 

i.e., between states that could exchange charge with the semiconductor 

space-charge region rapidly or slowly, respectively. The slow states 
were generally thought to be at the outside of the oxide film, and the 
fast ones right at the boundary between the semiconductor and the 

oxide layer. 
MIS physics is a natural extension of semiconductor surface physics 

into a systems of two solid—solid interfaces separated by an insulating 
film whose thickness is no longer negligible. Because of the presence 

of this film and its two surface space-charge regions, MIS physics is 
more complicated than semiconductor surface physics.2 Depending on 
the ratio of the insulator thickness to the extent of the space-charge 
regions, three different situations may arise. 

(1) If this ratio is very large, then there is no interaction between 
the metal—insulator and insulator—semiconductor interface regions, and 

the voltage drops linearly across the oxide except in the two (relatively 
small) surface space-charge regions. This is the condition usually 

assumed but rarely justified in device calculations. 

(2) If the ratio is in the order of unity, then the two surface 
regions in the oxide begin to interact. In this case the two interfaces 
cannot be separated, and the voltage profile is a complicated function 
of all the parameters involved. 

(3) For a ratio much smaller than unity, the integrated space 
charge in the oxide can be neglected with respect to the surface charge 
in the metal, resulting in a linear voltage variation through the oxide 
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film. The silicon surface potential in this case is essentially determined 

by the interaction between the metal and the silicon, and by the density 
of states at the interface. 

The concepts and terminology used are mostly inherited from semi-

conductor surface physics dealing with a semiconductor—gas system. 

Thus, for example, the simple distinction between fast and slow surface 
states is not applicable in an MIS system. However, because of the 

widespread use of the term "surface states" we have retained this 
expression, but use it in an operational manner. In this usage, the 

term "effective surface states" lumps together the effect of work-

function difference and both the charge configurations that can be de-
fined for the MIS system, namely, interface states and oxide charge. 

Charge Relations in the MIS System 

The charge neutrality of an MIS system is frequently expressed as 

Q».+Q.+Qm =0,  (1) 

where Q„, Q„, and Qv indicate charges in the effective surface states, 
semiconductor space-charge region, and metal electrode, respectively. 
In reality these quantities represent effective charges with consider-
able complexity as regards their distribution and energetics of forma-

tion? Charge-exchange equilibria exist between each region, and sev-
eral different types of charge can be distinguished within the insulator 
phase itself. A clear experimental separation of the charge in the 

effective surface states into its components, including their polarity, is 
difficult. Each measurement method can only distinguish between cer-

tain kinds of charge and, thus, classifications depend to a large extent on 
the method of measurement employed. Since high-frequency  1 
MHz) C-V measurements are relatively easily and rapidly carried out,' 

and since it has been shown5-G that they can yield interesting and mean-
ingful results if the proper experimental conditions are established 

and if care is taken in their interpretation, it is advantageous to 
classify the surface states in the MIS system on the basis of this 
measurement method. Thus, we have the following two categories. 

( 1) Interface states are stationary electronic states located right 

at the (Gibbsian) plane separating the semiconductor from the insu-
lator. Interface states are analogous to the fast surface states men-

tioned above. Because the insulator has a wide forbidden gap, the 
energy levels of interface states can lie either within or outside the 
forbidden gap of the semiconductor. This will determine whether or 
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not they change their charge state when a field is applied between 

metal and semiconductor. 

(2) Oxide charge is charge that is trapped in the space-charge 
region of the insulator film and cannot communicate with the semi-

conductor surface. There are two forms of this charge, namely, mobile 
and immobile. The immobile species is mainly held in traps that are 

part of the intrinsic defect structure of the insulator; the mobile charge 
is mostly due to ions that are capable of migrating through the in-
sulator, especially during conditions of high field and elevated tem-
perature. 

Measurement Methods 

Several measurement methods are available that give certain dis-

tinctions between the various types of charge in the MIS system. 

The High-Frequency MIS Capacitance Method 

The small-signal differential admittance of an ideal MIS capacitor 
with no surface states consists of the insulator capacitance, Ci, in 

series with the surface space-charge layer capacitance,7-11  C„. Ci is 
independent of frequency. C., also is independent of frequency in the 

accumulation and depletion regimes (up to 1011 Hz), but in the inver-
sion regime, C„ takes on different forms depending on whether or not 
the minority carriers can follow the applied a-c signal and/or bias. 

The dependence of this ideal MIS capacitance on effective bias is shown 
in Figure 2 for the case of a metal — SiO2 — Si structure. In all cases, 

this capacitance is uniquely determined by the semiconductor surface 
potential, ifr„. For an actual MIS diode in which surface states are 

present but in which loss mechanisms are neglected, the above equiva-
lent circuit is modified by adding the surface state capacitance, C,„ in 

parallel with C„. The dependence of C„ on frequency and surface po-
tential is a function of the density of surface states and their spatial 

and energy distribution. Since this is, in general, not known, little 
information about the physical properties of the interface can be ob-

tained from an analysis of the MIS C-V characteristics obtained at an 
arbitrary frequency. However, if the measurement frequency is suffi-
ciently high so that surface states cannot follow, then the surface-

state capacitance becomes zero and the MIS capacitance reduces to its 
high-frequency form, i.e., the series combination of Ci and C.,. When 

this condition is satisfied, the MIS capacitance is unambiguously re-
lated to the semiconductor surface potential. However, there is a 
difference between an experimentally determined high-frequency C-V 
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characteristic and one computed for an identical structure without 

surface states, and this is the voltage due to the total charge in surface 
states. By finding the difference, AV, between the measured voltage for 
a given capacitance value, say the "fiat-band" capacitance, and its 
"ideal" value, one can determine the total charge that is trapped in 
surface states as a function of surface potential. The density of 
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Fig, 2.— Normalized MIS capacttance vs. bias for 10 ohm-cm p-type sili-
con with 1000-A SiO. film. The solid curve is for the case of no surface states. 
In the inversion regime curve (1) holds if the minority carriers follow 
both a-c, and d-c signal, curve (2) if they cannot accumulate at the surface 
(Schottky depletion layer capacitance), curve (3) if they follow d-e but not 
a-c signal. The dashed curve is an experimental result for an identical struc-
ture with surface states. Curve (A) corresponds to curve (1) in the ideal 
case except for the limited response of the minority carriers; curve (B) is 
analogous to curve (3). AV is a measure of the density of ionized surface 

states. 

effective surface states for any particular value of capacitance, as 
reflected to the insulator—semiconductor interface, N„, is then given by 

N..= Ci AV/(1.6 x 10 -19 ) = (€1AV)/(1.6 X 10—'9d) (2) 

where ei and d, are the insulator dielectric constant and thickness, re-
spectively. If the experimental C-V curve is to the left of the ideal 
curve, the charge in surface states is positive; if it is to the right, the 
charge is negative. A comparison between experimental and ideal 
curves is shown in Figure 2. 

The MIS Conductance (G-V) Method 

The small-signal differential a-c conductance, G, of an MIS diode 
is essentially due to the exchange of charge between interface states 
and the bulk semiconductor. If this conductance is measured as a 
function of bias and frequency, information concerning the density, 
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distribution, time-constants, and capture cross section of the interface 

states present can be obtained.12 

Channel Conductivity (I d-V g) Method 

The property of MIS devices most commonly made use of in elec-

tronics is the modulation of channel conductivity g by gate bias Vg. 
Drain-to-source current Id is, of course, controlled by g, 

Id W e /Vg 2 Vd„ — =    g=  — VT 
Vd, L — 

(3) 

where Vd„ is the drain-to-source voltage, V, is gate voltage, VT is 
"pinch-off" or threshold voltage (here taken as a negative quantity as 
in n-channel depletion devices), p. is the carrier mobility, C is the gate-

to-substrate capacitance per unit area, L is the channel length (i.e., 
source—drain separation), and W is the channel width. As "pinch-off" is 
a gradual phenomenon, the definition of VT must include a statement as 

to the channel current or conductivity value chosen to represent the 

threshold between the turned-on and pinched-off conditions. 

Under certain conditions, measurements of the shift in threshold 

voltage (AVT) induced in an MIS transistor by radiation can be used 
to determine the density of charge àQ newly introduced into the oxide 

(see, e.g., Figure 8). The introduction of positive charge into oxide 
states and interface states induces a balancing increase of negative 
conduction electrons in the channel. The product of C and AVT repre-
sents the amount of electronic charge that must be suppressed in the 

channel in order to bring the conductivity back to the defined thres-
hold level. 

Particular care is needed, however, in interpreting such data. 
Gate—source capacitance must be eliminated from C; it must be as-

sumed that semiconductor doping is not changed by the irradiation; 
and Vd, must be small enough to be insignificant in Equation (3). If 
new interface states are generated by the irradiation (and several 
experiments discussed later suggest that they frequently are), the 

shape of the /d-V, characteristic will be affected, since changing the 

bias may now cause emptying or filling of these states. Thus, the cal-
culated value of fixed oxide charge density from /d-V, characteristics 

will contain an uncertainty equal to the density of interface states cre-
ated. Despite these limitations, the /eV, characteristics is of use 

for studying the inversion regime, while the C-V characteristic gives 
more unambiguous data concerning the accumulation regime. 
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Other Specific Measurement Methods 

The above methods give special information about electrical char-

acteristics of insulators, but no direct structural information about the 
material. Other methods, such as electron spin resonance and visible-

light spectroscopy give highly specific structural information. These 

methods are important in determining the defect structure of insu-

lators. 

III. BRIEF CHRONOLOGY OF STUDIES OF RADIATION EFFECTS 

IN MIS DEVICES 

The effect of radiation on MOS devices was first noted by Hughes 
and Giroux." This observation removed the earlier impression that, 

because surface-channel devices would not be affected by the produc-

tion of minority-carrier recombination centers in the silicon, they 

would not undergo strong changes under radiation. Even though radia-
tion-induced charge trapping had long been recognized as the source 

of "color center" formation"." in bulk silica and other insulators, it 
was not appreciated that similar effects could strongly influence the per-

formance of MIS devices. 
In early 1964, unusual degradation effects were also observed in 

planar bipolar transistors* under irradiation. Factual reports of this 

effect were made by Peden" and Peck and Schmid' in 1964. Experi-

ments that clarified the effect were made in late 1964 by Green" and 

by Brucker, Dennehy, and Holmes-Siedle."• 2° These indicated that 

charge-trapping effects in the passivating oxide were almost certainly 

the cause of the phenomena observed. The main phenomena were 
strong changes in d-c current gain and collector—base reverse leakage 

current under ionizing radiation. It could be shown that the effect was a 

surface effect analagous to the effect observed in MOS transistors (1) 
because it could be produced by x-rays and by electrons of energy 

below the minimum needed for bulk silicon damage and (2) because a 
strong, regular dependence of the gain degradation on injection level 

was always observed."-" During 1965, Szedon and Sandor," Speth 

and Fang,24 Messenger and Steele,25 Kooi," and Hughes" produced data 

on MOS devices that indicated that oxide charge build-up was clearly 
involved in radiation effects in grown oxides and the amount of charge 

trapped depended strongly on the field exerted on the oxide while it 

* These were junction transistors in which the intersection of junction 
and surface was protected from surface contamination, and consequent 
leakage effects, by the oxidative growth of a "passivating layer" of about 
5,000 A SiOz. 
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was being irradiated. In late 1965 Zaininger published capacitor meas-

urements that indicated that a well-defined hole-trapping effect was 

involved and was accompanied by variable amounts of interface state 
production.25•" Grove and Snow" published confirmatory capacitor data. 

In 1966, evidence was produced for strong interface-state production 

in transistors by Dennehy and coworkers," and studies of the practical 

aspects of the use of MIS devices under radiation were made by Gordon 
and Wannemacher32 and Barry and Page," while further details of the 

effect of bias on the radiation-induced shifts in MOS and MIS tran-

sistors were reported by Stanley." At present, several more profound 
studies of mechanisms and process effects are in progress, employing 

new techniques such as measurement of oxide-charging currents," 35 
probing with fine electron beams of varied energy,36.27 and the correla-
tion of degree of radiation effect with the process techniques used." 

The conclusion the authors have drawn from their experiments are 

that the two most important effects occurring when MIS structures 
are exposed to ionizing radiation are (1) the introduction of a fixed 

positive oxide space charge by the occupation of pre-existing charge-

trapping sites in the oxide and (2) the creation of new interface states 
at the silicon—silicon dioxide interface. 

Recent tests indicate that atomic displacement damage in the silicon 

or the insulator does not play a significant role in MIS transistor oper-
ation. Effect (1) appears to occur with all insulators to some extent 
and to be a strong feature of amorphous insulators of very low con-

ductivity. Effect (2) is not universal in MIS systems and the magni-
tude of the effect appears to depend strongly upon the initial perfec-

tion of the interface. In the following sections, each effect will be 
analyzed in detail. 

IV. MECHANISMS OF RADIATION-INDUCED OXIDE SPACE-CHARGE 

PRODUCTION 

Experimental Data 

General 

The radiation effect in MIS devices that is universally observed is 
the build-up of a fixed oxide charge. If no interfering effects are 

present, this results in an essentially parallel shift of the C-V and/or 
I-V characteristic. The parallel shift in characteristics that occurs in 

MIS devices under radiation appears to be the most significant effect 
as well as being the most amenable to analysis by virtue of the static 

nature of the charge configuration. Figure 3 shows an example of a 



RADIATION EFFECTS IN MIS DEVICES  217 

parallel shift of the C-V and G-V characteristic of an MOS capacitor 
under irradiation. The conductivity characteristics (Id-VP) of the in-

version layer in the semiconductor would also follow exactly these paral-
lel shifts. The degree of parallel shift observed in MIS devices varies 

very widely with the nature of the insulator film. Indeed, for the 

normal grown silicon dioxide layers, there is even a striking depend-
ence on the conditions used for the growth process. 
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Fig. 3—C-V and G-V shifts for the same MOS capacitor before and after 
electron bombardment at zero gate bias. 

The degree of parallel shift is also very strongly dependent on the 

field applied across the oxide during the particle bombardment. In 
this paper the applied field is usually given in terms of the bias applied 
to the metallic gate of the device during irradiation, and is called the 

bombardment bias, VB. Figure 4 is a generalized form of the behavior 
of those MIS devices that undergo virtually parallel shifts. The form 
shown is common to most of the data published and encourages the 

view that a common process occurs in most MIS devices. 

Several features are worth noting. There is a strong dependence 
of the threshold-voltage shift ( VT) on bombardment bias, negative 

bias having a smaller effect than positive bias. At a certain dose level, 
saturation occurs, and this level is higher under high bias. In the worst 
cases observed, the arbitrary AVT scale shown can be read directly in 
volts, while the best MIS devices show less than 1/10th this effect. 

It is seen later that the gross features of this figure can be ex-
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plained by some modification of an existing theory developed for hole 

trapping in bulk silica. 

Dependence of Shift on Bombardment Bias 

Figure 5 shows AVT, normalized to density of charge induced,* as 

a function of bombardment bias for a pair of oxides grown under 
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Fig. 4—General form of shift in MIS characteristics as a function of total 
irradiation. Gate bias during bombardment (VD) is the parameter. 

different conditions and irradiated with 1 MeV electrons to the equiva-

lent of several megarads of x-rays. The shape of both quadrants is 

roughly parabolic at low bias values. Grove and Snow" have shown 
that the data fits Von Hippel's theory" for color-center formation in 
alkali halides illuminated under bias, which predicts that, for any bias 

value, a steady-state thickness of space charge will be achieved when 
all hole traps within this range (of volume density N2) have been sat-

urated with holes. In an ideal case, 

2K° E° V 1/2 

d=   (4) 

qNt 

* This normalization eliminates the effect of different thicknesses and 
dielectric constants from the comparison of insulators. However, for the two 
insulators shown, since they are of the same material (grown silicon dioxide) 
grown using different oxidant gases, and of about the same thickness (0.12µ 
or 1,200A), the results can be read roughly as AVT on the vertical scale with 
a conversion relation: AV,. of — 10 volts -=-- AQ, of 1.76 X 1012 holes/cm2. 
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where Ko = dielectric constant of the oxide, co is the permittivity of 

free space, VB is bombardment bias, and q is unit electronic charge. It 
can further be shown that for low bias values the saturation value 

for volume density of charge in the oxide (Q0at ), is 

(La -= qN,c/ (1 —  
2x„ 

where x„ is the oxide thickness. 
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Fig. 5—Radiation-induced shifts in MOS capacitor characteristics (oxide 
charge generated AQ versus bombardment bias Vil). 

Such a simple model fits the curves of Figures 4 and 5 reasonably 
well (see also Figure 13). Von Hippel's theory indicates that the 
amount of positive charge (and hence  VT for a given oxide thickness) 

induced by a large (i.e., saturating) amount of radiation will be Q.„, 
VB1/2. Thus, the roughly parabolic shape of the bias dependence in 

Figure 5 would be expected. However, other experiments demonstrate 

a bias dependence of AVT that more nearly approaches linearity, i.e. 
Q  V,,. Thus, the data presently available is conflicting and probably 

not sufficient to generalize on the exact form of the dependence. The 

discrepancy probably lies in the fact that, in practice, very large 
amounts of radiation (in excess of le rads) are required to produce 
saturation of the radiation effect under all bias conditions, although, 

as indicated in Figure 4, the rate of change of àVT with radiation dose 
invariably decreases very markedly after about le rads. 
In addition, the assumption of hole traps at a single energy level 

and uniformly distributed throughout the insulator is somewhat over-
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simplified and can only serve as a first approximation in gaining under-

standing of the radiation process. Actually, there is ample evidence 

that insulators have a more or less continuous distribution of defect 

states throughout the forbidden gap,'° even though the density of cer-

tain levels may be large as compared with that of the quasi-continuum 

of states. 

Furthermore, it is reasonable to assume that, depending on the 
method of formation of the insulator film, gradients exist in the spatial 
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Fig. 6—Experiment on spatial location of oxide charge within oxide in dry-
oxygen-grown MOS capacitor. Successive layers were dissolved by etching. 

distribution of the traps. A thorough treatment of the bias depend-
ence of the radiation damage has to take into account all the levels, 

and their spatial distribution. It is quite possible, however, that there 
will always be a discrepancy in different authors' experimental results 

because of the different defect structure of insulator films prepared in 
various ways. 

CORRECTED CURVE 

• 

UNCORRECTED CURVE 

Distribution of Oxide Charge 

It is important to know the profile of the radiation-induced fixed 
oxide charge density over the depth of the oxide, since it can be demon-
strated" that the image charge in the semiconductor channel due to a 

fixed charge in the oxide is a function of its distance from the oxide— 
silicon interface. Von Hippel's theory predicts a form of the space-
charge in the oxide in which the density decreases with distance from 

the oxide—silicon interface. This feature of the distribution has been 
confirmed in experiments by one of the authors" and by Grove and 

Snow." The profile was studied by stepwise removal of layers of oxide 
with a buffered etch, thickness determination, and measurement of the 

oxide charge by a probe technique. The results, given in Reference 
(29), are shown in Figure 6. No bias was applied and a fluence of 1015 
MeV electrons/cm2 was used. 
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We can see from Figure 6 that almost all the positive charge is 
within 100 A of the SiO2 — Si interface. This is the region from which 
radiation-excited electrons can escape from the oxide even in the ab-
sence of an applied bias. In the presence of applied bias, a deeper 
space-charge region is likely, as described later. Its distribution will 
also depend on the bias applied during irradiation. Figure 7 indicates 
three classes of possible charge configuration. 
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Fig. 7—A possible model for the different positive space-charge distributions 
produced by various values of gate bias V. during radiation bombardment. 

Included also are the image charges in the metal and semiconductor. 

Successive Bias-Bombardment 

Several workers"." have found that the amount of charge intro-

duced into an MIS insulator during irradiation is determined by the 

"fluence" (integrated flux) and bombardment bias and is almost inde-
pendent of the previous bombardment history of the device. This again 
fits the theory of emptying or filling of existing traps. If MIS capaci-

tors are first bombarded with various values of positive bias applied to 

the gate and subsequently bombarded with various negative gate 
biases, it is found" that the C-V characteristics are almost the same as 

those for capacitors that have been irradiated under negative bias 
alone. However, a small discrepancy does occur in the position of the 
C-V curves and raises the possibility that there may be a small amount 

of positive charge that is more strongly retained in the oxide." 

Hypothesis 

The above observations have led to the physical model for fixed 
oxide charge production shown in Figure 8. Radiation generates elec-
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tron—hole pairs in the insulator that subsequently interact with trap-
ping sites within the insulating film. The radiation-generated electrons 

either recombine with the holes or move out of the insulator. The 
radiation-generated holes may diffuse in the insulator, but are less 
mobile than the electrons; many stationary hole traps are also present. 

The result is the observed net positive charge. 
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Fig. 8—Model for the effect of high-energy radiation on MIS structures: (a) 
device cross section, (b) energy-band picture, and (c) oxide charge distri-

bution. 

The influence of bias during bombardment on the amount and loca-

tion of the radiation-induced space charge is shown in Figure 7. If 
there is no electric field present in the insulator during irradiation, the 

major effect will be electron—hole recombination; only a relatively small 
number of holes will be trapped and no significant charge will be intro-
duced in the insulator. If there is an electric field present, the elec-
trons will readily move out of the insulator film, and the trapping of 
holes becomes significantly enhanced. Thus, a significant positive 

space-charge layer is built up at the insulator—semiconductor interface 
and moves into the insulator with continued bombardment. Most of 
this charge will be imaged in the semiconductor surface and MIS meas-
urements will show a large voltage shift. 
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If the gate is negative during irradiation, the positive space-charge 
layer is formed at the metal—insulator interface and moves into the 

insulator with continued irradiation. Most of the charge is imaged in 

the gate, and MIS measurements will not show an effect until the width 
of the space-charge layer is a significant portion of the insulator film. 

This may account for the flat minimum seen in Figure 5 at low nega-

tive biases. As Equation (4) predicts, at a given electron fluence 

and bombardment bias, the depth to which space charge extends into 
the insulator will be inversely proportional to the volume density of 
the charge. This depth is analogous to the depletion region in p-n 

junctions. This tendency is evident in Figure 5, where the influence 

of bias on the charge accumulated in the steam oxide begins to saturate 
at about 20 volts, because fewer hole traps are available and the whole 
film is nearly filled with space charge. On the other hand, the charge 

accumulated in the dry oxide is still increasing at this same bias. At 

high voltages, the dry-oxide curve would also presumably reach a sat-
uration level. 

If, in addition to the capture of holes, a significant trapping of 
electrons takes place or if the insulator is somewhat conductive (as is 

most probably the case for certain silicon nitride films), then no signi-
ficant net space charge will be built up. 

Nature of Hole Trap in Silicon Dioxide 

Indications of the nature of the hole trap in amorphous oxides 
grown on silicon are mainly by extension from observations made on 
bulk silica and glass samples under irradiation. Magnetic resonance 

band e and optical absorption bands,42 which are common to a wide 
range of x-ray-irradiated glasses, have been observed. The magnetic 
resonances can be correlated with the dominant optical absorption. 
These data lead Schreurs et al42 to the conclusion that: (1) the same kind 

of center is formed during irradiation of silicate, phosphate, and borate 
glasses, (2) this center is a trapped hole, and (3) the positive charge 
is localized on a network-forming tetrahedral group that carries a non-
bridging (i.e., singly bonded) oxygen atom. 

In other words, in silica derivatives, the trap is an Si-O—. Thus, 

the presence of a network modifier (e.g., sodium) is necessary for the 
production of the hole trap in glasses, since the alkali metal ions pre-

vent the formation of a bridge between two silicon atoms. This is the 
reason why no optical absorption is induced by radiation in ultrapure 
silica. The optical absorption data indicate that, in glasses, the hole 
traps exist as a pair of energy levels in the forbidden gap of the insu-

lator, lying at energies of 2.0 and 2.8 eV above the valence band. 
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Based on the above evidence, a tentative mechanism for the trap-
ping of a hole in thermally grown silicon dioxide layers might be the 
production, by radiation, of a neutral Si-0 • free radical group from 

an existing Si-0— group. Such species of nonbridging oxygen atom 

may exist even in the purest thermally grown oxides, since the forma-
tion of the oxide network in this case is a rapid process. Unlike the 

formation of glasses, the process is not allowed to come to equilibrium 
and hence some dangling bonds are likely to exist in the bulk of the 
oxide. With an impressed field, the ionized electron would be free to 

drift via the conduction band. Drift of the hole would be less easily 
achieved, since the availability of neighboring sites that could donate 

electrons to the Si-0 • groups and themselves carry the charge deficit 
would, on the average, be very small. 

It is worthy of note that, in a metal-ion-contaminated thermally 

grown oxide, many more Si-0— groups would exist to balance the metal 

ions (i.e., the metal acts as a network modifier). It would thus be ex-
pected that metal-ion-contaminated thermal-oxide films might show a 
larger radiation sensitivity than very pure oxide films. There is some 

evidence that this may be so. Other evidence that fits the extension of 
the bulk glass model to oxide films is the similarity of the annealing 
produced by heat and UV light in the two cases. 

V. PRODUCTION OF INTERFACE STATES BY IRRADIATION 

Experimental Data 

In the early work on MOS capacitors," it was observed that the 

state of the silicon oxide interface before bombardment had a strong 
influence on the number of interface states produced by irradiation. 

A result like that of Figure 3 is produced if the degree of perfection 
of the interface is high. If, on the other hand, the original interface 

already has a high density of interface states, these may be enhanced. 
A typical result of this type is shown in the C-V curves in Figures 9 
and 10. Figure 9 shows the special case where a defect is present that 

gives rise to a predominance of states concentrated around a single 

energy level. The states at this level appear to be enhanced over and 

above the general background of other interface states at other energy 
levels. By means of further studies of effects such as this, it may be 

possible to assign structures to some of the important forms of inter-

face states. 
Most irradiations of mass-produced transistors involve some gen-

eration of distributed interface states, which are manifested as a 

change in the shape of the /,1-17,, curve and an increase in surface re-



RADIATION EFFECTS IN MIS DEVICES  225 

o 

40 

e .1 0.1013 

ORIGINAL-

.2.5 >1012   

-15  -10  -5 
BIAS, V 

o 

Fig. 9—C-V characteristics showing the effect of electron bombardment on 
an MIS capacitor that contains a defect that gives rise to a narrow range 

of energy levels for interface states. 

combination velocity. In one experiments' a very strong generation of 

interface states actually reversed the direction of shift of the transfer 

characteristic of an n-channel transistor. In the experiment, the room-
temperature transfer characteristic also became unstable under gate 

bias, as shown in Figure 11. The direction of the instability is such 

that if positive voltage is applied to the gate, the characteristic shifts 
toward more positive voltage; if negative voltage is applied, the shift 
is toward negative voltage. These shifts are opposite in direction to 
the temperature-bias instabilities observed in some devices, which are 
attributed to the motion of ionic species in the oxide and occur only 
at elevated temperatures. The effect has, however, also been observed 
in unirradiated devices with large densities of interface states, such 
as many metal—silicon-nitride—silicon (MNS) devices. Kooiss also re-
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Fig. 10—C-V curves showing the effect of electron bombardment on an MIS 
capacitor that has a wide distribution of interface-state energy levels. 
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ported, but did not discuss, a slight instability of this kind in wet-

oxygen-grown oxides irradiated by x-rays. 

Hypothesis 

The structure of interface states is less amenable to close definition 

than that of fixed oxide charge. The introduction of interface states 
is less regularly observed, but seems to be highly dependent on trace 
impurities at the surface, since impurities produce disorder". 44 and 
disorder leads to a greater effect of radiation on the interface. 
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Fig. 11—Anomalous shift in characteristics of some MOS transistors under 
irradiation, illustrating room-temperature instability. 

The radiation-induced instabilities mentioned above can be ex-
plained satisfactorily as interface states with poor communication with 
the interface, as described by Heiman and Warfield.45 Further sup-
port for the hypothesis that fast surface states are created by radiation 
is found in measurements of surface recombination velocity at oxide-

passivated surfaces. Fitzgerald and Grove found that irradiation in-
creased the measured surface recombination velocity in planar diodes 
with field plates over the junction:46.47 The authors attributed the in-

crease to the production of fast surface states that captured colliding 
electrons and holes. This observation links the MIS device work with 
that done on radiation effects in bipolar transistors,". 4' in which low-

current gain degradation was correlated with increase in surface re-
combination velocity. 

The fact that complete recovery of gain in bipolar transistors at 
200°C is possible" and that interface states in MOS devices can also 



RADIATION EFFECTS IN MIS DEVICES  227 

be at least partially annealed"• 3t35 '38 below 250°C would indicate that 

the formation of the states does not involve any radical change in 

structure at the interface. 
It is not possible yet to construct a hypothesis on the structure of 

the radiation-induced interface states. The time constants for empty-

ing and filling of some interface states observed can be long and, hence, 
some states may lie at a distance of up to 20 A from the plane of the 

interface. 

VI. REVERSAL OF RADIATION EFFECTS 

It is to be expected that the production of trapped oxide charge in 

MIS devices should be completely reversible, unlike lattice damage in 

silicon or the creation of interface states. This is because the only proc-

ess needed for reversal is to supply the trapped hole with a recombining 
electron from the conduction band. This injection of electrons has been 
achieved by the authors and others using heat, ultraviolet light, and 

re-irradiation. 

Temperature Annealing 

Bombarded MIS capacitor samples are extremely stable at room 

temperature under various ambient and bias conditions, showing a 
reduction in oxide charge of not more than 1 x 1011/cm2 within a period 

of several months. Isochronal annealing of an irradiated MOS sample 

free of interface states in a dry noble gas at elevated temperatures 
resulted in an approximately parallel shift to the right of the C-V and 
G-V curves, indicating a reduction in the positive oxide charge. The 
major changes took place between 150°C and 300°C and were not 
affected by the polarity and magnitude of the gate bias during anneal-

ing. At 400°C all of the radiation effects in the oxide had been an-
nealed out.29•85 Similar results are observed with MOS3i and bipolar 

transistors." 

Photo-Annealing 

If SiO2 films that have previously undergone irradiation are illumi-

nated at room temperature by UV light, a reduction of the bombard-
ment-induced positive oxide charge is observed."'" Since UV light 

injects electrons from the Si valence band into the SiO2 conduction 
band," this experiment indicates that the positive charge induced in 
the oxide by the electron bombardment can be reduced or eliminated 
by electrons transported into the oxide from the silicon. 
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Radiation Annealing 

A slight negative-bias bombardment of MIS devices that were ini-
tially bombarded under positive bias also largely anneals out the initial 

radiation effect." Stanley" also found previous irradiation history of 
MOS transistors does not affect the final value of threshold voltage 
arrived at by irradiation of the device at a certain value of gate bias. 

Discussion 

Annealing at high temperature causes the trapped holes to recom-
bine with electrons and renders the insulator essentially charge free. 
However, the exact mechanism for this annealing is not yet fully 
understood and appears to be complex, possibly involving several differ-
ent processes. From the room-temperature stability of the radiation-
induced positive charge one can conclude that the energy level of 
the hole traps must be more than about 1.5 eV above the valence band 
of the insulator. However, since the post-bombardment illumination 
of MIS capacitors with a tungsten lamp for one hour and with a UV 
source covered by a Pyrex filter for a half-hour" did not produce a 
shift of the C-V curves towards less negative voltages, i.e., did not 
cause a reduction of positive charge, the traps must be located more 
than about 4 eV above the valence band of the oxide. Snow and co-
workers" were also unable to extract an activation energy from the 
observed temperature dependence of annealing. 

VII. PROCESS EFFECTS 

It has been found that insulators produced under only slightly 

different conditions exhibit very different behavior under radiation. In 
oxides, for example, growth rate, impurity content, and interface order 
have a major effect on sensitivity. This is understandable if the radia-
tion sensitivity is controlled by lattice-defect structure. Thermally 
grown oxides, while irregular, can be considered to contain a limited 
number of structural configurations and a hole trap concentration in the 
range 10'7 to 10'9 traps/cm3. Experiments concerning the relation of 
structure, processing and radiation effects are only of value if the 
oxide systems are very clean with respect to certain contaminants and 
have, as a result, low initial interface and oxide charges. 

Oxide Growth Atmosphere 

Experiments by the authors"' have found that in very clean oxides, 
the presence of -OH groups appears to have a strong influence on radia-
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tion sensitivity. Figure 5 illustrates the fairly general rule that oxides 

obtained by thermal oxidation in dry oxygen show a larger radiation 
sensitivity than steam-grown or anodically grown oxides, provided the 

degree of purity is similar. However, for each type of oxidation proc-

ess, the radiation sensitivity is also influenced by post-oxidation an-
nealing treatment. Also, it is possible to produce a range of sensitivities 

of dry oxides, the best of which are less sensitive than the worst steam 
oxides. 

Surface Orientation 

The dependence of the radiation sensitivity on semiconductor sur-

face crystalline orientation has been investigated  22•55 using capacitors 
made from (111) and (100) silicon with oxide grown in dry oxygen. No 

dependence of the radiation-induced shift on orientation could be de-

tected. This indicates that the radiation sensitivity of MOS devices 

is controlled by the structure of the oxide itself, most probably its 
defect structure, and not by the orientation of bonds immediately at the 
interface. 

VIII. PARTICLE EFFECTS 

Using the model described in Section IV, in which the major effect 
of radiation in MOS devices is reversible electron—hole pair creation, 
it would be expected that the quantitative effect of different particles 
and particle energies would follow the ratios of their ionizing power in 
the oxide film. In general, this is borne out in the literature. In fact, 
for predictions of shifts in MOS transistors, a practical approach would 

be to convert particle fluxes to rads of absorbed energy (as has been 
done for electrons in Figure 4) and equate the effects of each on a given 

sample. Although some suggestions have been made that oxygen-atom 
motion is involved in the effects of neutrons on MIS devices,25 no firm 

evidence for such an effect exists. 

When the MIS system is considered in relation to its metal contacts, 
junction geometry and other special design features, other differences 
between particles may appear. One example of a particle energy de-

pendence due to metal contacts is shown in Figure 12. These results 
are for an MOS capacitor made from dry-oxygen-grown oxide with vari-
ous gate thicknesses. Lowering the energy of the incident beam from 

1 MeV to 125 keV clearly increased the radiation effect. The increase 

in the effect follows the ratio of the rates of electron energy transfer to 
the oxide. It can be seen from Figure 12 that for 1.0-MeV electrons 
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the effect is largest under the 1.0-p. thick gate and smallest in the un-
covered oxide, emphasizing the role played by the gate electrode. 

IX. RADIATION EFFECTS ON HIGH-PERFORMANCE MOS DEVICES 

USED IN ELECTRONICS 

General 

In the course of the investigations described in earlier sections, the 

following MIS insulators have been irradiated; dry-oxygen grown SiO2, 
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Fig. 12—Dependence of oxide charge density induced by irradiation (with-
out bias) by electrons on 1000-angstrom oxides with various thicknesses of 

gate metallization. 

wet-oxygen grown SiO2, steam-grown SiO2, anodically grown SiO2, 
chemically deposited SiO2 glasses, and silicon-nitrogen compounds ("sili-

con nitride"), sputtered silicon oxides and nitrides, and evaporated sili-
con oxides. Within each class, of course, many significant variations are 
possible. In the case of commercial mass-produced devices, it is not 

usually possible to ascertain all the important insulator fabrication 
parameters, and thus it may not be possible to obtain guidance on proc-
ess effects from these data. However, the results of tests on some 
commercial devices are reviewed here in order to indicate the general 
level of oxide technology now in large-scale, practical use and also to 
point out some generically different degradation phenomena that are 
not observed in simpler laboratory test vehicles. Such differences may, 

for example, result from different channel geometry (e.g. bar geometry 
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versus closed geometry), special chemical treatments (e.g., phosphorus-
glass coating), or greater complexity of design in contacts (e.g., there 

is a possibility of special effects occurring beneath long evaporated 

leads). 

Figure 13 shows a collection of significant published experimental 
data on radiation-induced shifts in MOS transistors in the same form 
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Fig.  13 —Co mparison  of  published  data  on  radiation-induced  shifts  in 

transistor and capacitor characteristics (A VT and AQ) versus bo mbard ment 

bias (Vs). 

as Figure 5. In the cases selected, the irradiation is near to that pro-

ducing saturation of the radiation effect. The figure thus gives a 
broad indication of the limits of sensitivity found in commercial semi-
conductor device types in the recent past. Some curves for laboratory-
grown oxides, also shown in Figure 13, indicate that lower sensitivity 

is definitely feasible. 

The figure is plotted mainly from data on changes in Id-Vt, curves 
(AVT). Thus, if the gate insulator thickness and dielectric constant are 
known, it may not be possible to relate A171 to change in charge density 

A Qt, since they are related via oxide capacitance, which includes the 
above terms. However, for reference, the AQt corresponding to the 
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given AVT in an oxide 0.12 micron thick is given at the side of the 

figure. 

In the model given in Equation (4), AVT bears a square-root rela-
tion to bombardment bias, i.e., AVT CC VR1/2. The theoretical curve for 

this relation is shown in Figure 13, and it is seen that the actual curves 

follow this function for some portions of their length. 

The curve marked "Most Commercial Transistors" indicates the 
rapid rise with bias and high saturation values of the radiation-induced 

shifts reported by several authors for both mass-produced and lab-
oratory-made devices."."'"-36  This indicates that the samples quoted 
must have high trap concentration in the region of 3 x 1018 cm-2  for 
a 0.12-micron thickness. Thus, some feature common to most current 

commercial processes appears to produce high hole-trap concentrations. 
However, other data29.35.38 on laboratory-grown MOS devices indicates 
that hole-trap concentrations can probably be reduced below 1018 cm-3  
without resorting to very sophisticated processing techniques. Further-
more, many of the measures now being taken in the industry to 

ensure general device stability should also tend to reduce hole-trap 

concentration. A hole-trap concentration of, say, 5 x 1017 cm-3  would 
reduce the worst obtainable voltage shift for a transistor with 0.12 

micron of oxide to less than 3 volts. Of course, in radiation-environ-
ment situations (e.g., within the ESSA II satellite, now orbiting in a 
fairly stringent environment), the effective AVI, would be even smaller 

than this because the saturation dose of radiation would not be reached 
for several years. 

Inversion at p-n functions 

Several workers have observed strong increases in drain-to-source 
leakage current (iDs s) of commercial devices under bias-bombardment. 
Stanley,' for example, observed increases in the IDSS value from 10-10  

to 10-5  ampere for commercial devices when they were irradiated with 
reverse bias applied to the contact diodes. Also, after irradiation, the 

drain current for a strongly "on" gate bias was largely suppressed. 

These effects are shown in Figure 14 (inset). A generally accepted 
explanation for this effect, shown schematically in Figure 14, is as 
follows. An inversion layer develops at the edges of the contact diodes; 

this effectively removes the blocking diode between drain and sub-
strate (and/or source and substrate) causing leakage. At a certain 
surface channel depth (represented by "a"), conduction will also be 
blocked along the surface channel. At higher gate biases (condition 
"b") conduction along the surface channel may be reinstated. 



RADIATION EFFECTS IN MIS DEVICES  238 

X. OPERATIONAL IMPLICATIONS OF RADIATION 

EFFECTS ON SILICON DEVICES 

n-Channel versus p-Channel 

It is important to the electronic-circuit designer to know whether 

n-channel or p-channel devices are intrinsically better in any way for 

operation under radiation. Experience has shown that the semicon-

BEFORE RADIATION 

AFTER RADIATION 

loss 

VG — I. 5 V 

DRAIN 

OXIDE 

SILICON 

RADIATION -INDUCED 
INVERSION LAYER 
BLOCKING CHANNEL CURRENT 

Fig. 14—Possible mechanism for increase in leakage currents from drain to 
substrate (or source) after irradiation. Inset shows effect of radiation some-

times seen in MOS-transistor transfer characteristics. 

ductor part of an MIS system is not a strong controlling factor in 
determining oxide hole-trap concentration. Thus, an n-channel and 
p-channel transistor, made identically and irradiated under the same 

bias, should experience exactly the same behavior. However, the strong 
asymmetry of the radiation effect with respect to bombardment voltage 

(Figure 13) introduces an important operational factor. Logic devices 
that are p-channel tend to be operated with negative voltages on the 

gate or, at the worst, small positive voltages for the "off" portion of 
their duty cycle only. Thus, by virtue of the polarity of the bias, p-
channel devices will exhibit smaller shifts (at the same radiation dose) 

than comparable n-channel devices, i.e., made by the same oxide proc-
ess and operating in the analogous mode, because the latter undergoes 

positive excursions of gate bias. The worst case for applied bias would 
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seem to be the n-channel enhancement device, typically operated be-

tween two positive gate voltages (e.g., 1 and 20 volts). 

MOS Logic-Circuit Effects 

Commercial MOS integrated logic circuits will deteriorate in oper-
ation due to a combination of the effects described above. The dose 

at which such circuits fail will depend entirely on the tolerances allowed 
for the effects described, the monolithic circuit design itself, and the 

tolerance factors allowed in peripheral circuits (e.g., extra available 
voltage in the power supplies, small fan-out, etc). Current opinion is 

that, without internal changes, commercial MOS logic devices can be 
operated to megarad levels and higher if some drift of performance 
is anticipated in the circuit design and some preselection of devices 
for low sensitivity is carried out. Such preselection might involve 
(1) ensuring that units selected have not already taken up a part of the 

tolerance factor in performance drift by virtue of a poor fabrication 
step and (2) a preliminary radiation test. 

Approaches to Radiation-Hardening of Oxide-Passivated 
Devices and Circuits 

The foregoing discussions indicate that there are two general 
approaches to alleviating radiation effects in systems containing oxide-

passivated or MIS devices: (1) changes in the device itself and (2) 
modifications of the system around the device in order to reduce the 
impact of radiation. 

The second approach includes the brute-force method of shielding. 
This has been found practical in space because of the weak penetra-
tion properties of the radiation. In the electron and proton environ-
ment, even lightweight electronic box covers lend a significant degree 

of shielding. The practice will be much less rewarding in weight-
limited vehicles exposed to neutron-gama sources. Other system ap-

proaches are circuit design, optimized biasing schemes, and high-tem-
perature operation (150 to 200°C operation might produce significant 
thermal annealing of trapped charge). 

The method of preselection has been recommended widely for bi-
polar transistors for use under radiation and is probably applicable to 
MOS devices as well. It is applicable for cases where the user has 
little control over the fabrication of the devices he uses. A significant 
amount of variation in sensitivity from batch to batch is frequently 
found in mass-produced, oxide-passivated devices. Indeed, significant 
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variations in radation sensitivity of oxides, both in MOS and bipolar 
devices has been observed across the surface of the same wafer of 

transistors. Thus, a rapid test of all devices intended for use under 
radiation (e.g., the actual flight units for a satellite) should be carried 
out, possibly using a simple radiation source such as a bench-top x-ray 

machine or an enclosed isotope source. Table I summarizes these 
approaches. 

Table /—Applicability of Radiation-Hardening Techniques to MOS and 
Bipolar Silicon Devices 

Radiation Hardening 
Techniques MOS  Bipolar 

Change Oxide 
(a) Reduce Impurities 
(b) Modify Growth Process 
(c) Use Nitride, etc. 

Anneal  x  x 
Preselect  x 
Tolerant Circuit Design 
Geometry Modification 
Dope Bulk Silicon  9 

Shielding 

XI. CONCLUSIONS 

The object of this review has been to relate the known physics of 
the complex MIS system to the end-use of the MIS component in mili-
tary and space applications, or in other civil applications where pene-
trating radiation is involved. 

The most universal effect of subjecting MIS structures to ionizing 

radiation is the generation of electron—hole pairs by interaction of the 
radiation with the insulator lattice, and the establishment of a positive 
space charge in the insulator by predominant capture of the radiation-

generated holes into stationary traps. Bias during the bombardment 
strongly influences the number and spatial distribution of the trapped 

holes. Since the radiation sensitivity of MIS structures depends on 
the defect structure of the insulator and, thus, on the method of fabri-
cation and annealing and/or ambient treatment, quantitative physical 
models can only be derived when very detailed structure and fabrica-
tion data is available and certain simplifictions are introduced into the 
design of test devices (e.g., low interface-state density, low impurity 
levels). 
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On the other hand, informed engineering analyses of data on less 

well-controlled, mass-produced circuit components may reveal im-
portant effects not evident in laboratory test vehicles. Analysis may 

also frequently reveal ways in which radiation-sensitive MIS devices 
may be used operationally in the place of other circuit elements with 

an overall improvement in system performance, despite the radiation 
effects described. In any case, it is clear from the facts presented above 

that the effects of radiation on MOS devices do not by any means 

eliminate the use of current mass-produced devices in space and other 
high-radiation environments so long as the circuit designer has a suit-
able knowledge of the relevant effects. Further, the prospects of im-

proving MIS devices' resistance to radiation appear to be very good. 
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Summary—With the advancement of compact packaging and rapid 
response of semiconductors, the study of wave propagation on multiple 
parallel transmission lines has become increasingly important. Published 
works have been limited to consideration of two-conductor transmission 
lines—some make the additional assumption of loose coupling. This paper 
presents a new method for time-domain analysis of multiple parallel trans-
mission lines without these limitations. In the process, matched termination 
network and equivalent circuit concepts are developed for multiple parallel 
transmission lines. The new method is then applied to the case of two coupled 
transmission lines. 

INTRODUCTION 

F
4  LECTROMAGNETIC propagation on multiple parallel trans-

mission lines has been a topic of continuous interest since the 

  1920's. An early analysisl was made on such lines with modi-

fied line-to-line coupling characteristics that were artificially intro-

duced by line transpositions to obtain favorable propagation behavior. 

Works" published in the 1930's contained some general analyses of 

multiconductor transmission lines. Starting in the 1940's, a more con-

certed effort was directed toward the study of two parallel transmis-

sion lines.'" The structure exhibited a directional coupling effect under 
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certain terminal conditions and was the topic of many papers in the 

microwave field. 

In the present decade, with the advancement of compact packaging 

technique and improved rise and fall times of semiconductor devices, 

the study of multiple parallel transmission lines has become increas-
ingly important. For example, the backplane wiring of a modern high-

speed computer is best represented by multiple parallel transmission 
lines. A method is needed for time-domain analysis of such lines under 

general conditions. However, the works published to date have dealt 
with only the limited case of two conductors.10- '5 Also, some works 
make the additional assumption of loose coupling between lines. 

The purpose of this paper is to present a new method for time-
domain analysis of multiple parallel transmission lines without the 

limitations of previous works. Before describing the technique, the 
new concepts of matched termination network and equivalent circuit 
for multiple parallel transmission lines are described. The new approach 

is then applied to the case of two coupled transmission lines to obtain 
the same conclusions described in the previous works, although its 
applicability is not limited to this one case. 

MATCHED TERMINATION NETWORK 

A system of n parallel transmission lines and a ground generally 
has n modes of transverse electric and magnetic (TEM) wave propa-
gation.' When only one propagation mode exists, a set of n separate 
matching impedances can be used, as shown in Figure 1 (a), to termi-
nate the lines without producing reflections. However, each propaga-
tion mode normally requires a different set of matching impedances 

for proper termination. 
The matched termination network shown in Figure 1 (b), on the 

" W. J. Getsinger, "Analysis of Certain Transmission-Line Networks in 
the Time Domain." IRE Trans. Microwave Theory and Techniques, Vol. 
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other hand, is capable of providing matched termination for any propa-

gation mode. Since the principle of superposition holds, an arbitrary 
propagation involving multiple modes will be absorbed by the same 

matched termination network with no reflections. In other words, the 

LINE I 

LINE 2 

LINE 3 

LINE n 

3 
0  

(a) 

LINE I  VI II 

LINE 2  V2  12 

LINE 3 V3  13 
O  

LINE n  Vn 

(b) 

MATCHED 
TERMINATION -III 
NETWORK 

Fig. 1—Matched termination for a system of n parallel transmission lines 
and a ground: (a) Set of n impedances for a particular propagation mode, 

(b) Matched termination for any propagation mode. 

matched termination network is, by definition, equivalent to the trans-
mission lines extending to infinity." 
It is not always possible to build a matched termination network 

with a finite number of lumped constant elements. However, when the 

lines are lossless, a matched termination network can be constructed 
using n(n -I- 1)/2 resistors or less in the configuration shown in Figure 

H. Amemiya, "Matched-Termination Network for Multiple Parallel 
Transmission Lines," Electronics Letters, Vol. 3, No. 1, p. 13, Jan. 1967. 
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2. One convenient way to specify a matched termination network is 

with the conductance matrix [G]: 

[G]= 

G11 G12 G13 • • • Gin 

G21 G22 G23 • • • G2n 
G31 G32 G33 • • • G3n  = IJIV  1 , 

Gni Gn2 Gn3 

R11 

Fig. 2—Matched-termination network for lossless parallel transmission lines. 

where (see Figure 1 (b) ) 

/1 

1 2 

v, 
V2 
17 3 

LVj= 

V„ 

The conductance matrix can be expressed in terms of transmission 

line parameters as follows (see Appendix I for proof) : 

1 
[G] = [C] [V],„IvIIV1„, —' =  [V]„,  —I 117 1,„' , (1) 

Lvi 

where the matrixes [L], [C], [V],„, and [v] are given in Appendix I. 
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[G] is a symmetric matrix, i.e., the network is physically realiz-

able. Once the conductance matrix is specified, it is easy to obtain a 

matched termination network in the form shown in Figure 2. 

n 

I Gil= 

1 

R21 

1 

R31 

1 

R>,1 

1 

R12 

1 

R13 

1 

R23 

"  1 

R32  1 R;:i 

1  1 

Rn2  Rn3 

1 

R1„ 

1 

R2 n 

n 

E -1=1 1?„1 

R,1= Resistance between terminal i and ground, i = 1, 2, 3, ..., n 

Rij = Resistance between terminal i and terminal j, j * j and i, j = 1, 
2, 3, ..., n 

Rii = Rii j = 1, 2, 3, ..., n. 

Therefore 

1 
i — 1. 2  '3   , n 

j= 1, 2, 3,  n . 

If the propagation velocities are identical for all propagation modes, 
a matched termination network can be formed by applying the following 
simple rule. Connect a resistor between two terminals when capacitive 

coupling exists between the two lines corresponding to these terminals 

(ground is considered to be one of the terminals). The resistance value 
should be the reciprocal of the product of the propagation velocity and 
the corresponding capacitance per unit length. (See Appendix I for 

proof.) 
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Application of the rule is shown in Figure 3. A matched termina-

tion network is obtained by substituting a resistor for each capaci-

tance such that 

1 
= 

= propagation velocity 

(a) 

j= 1, 2, 3, ...,n 

(b) 

Fig. 3—Formation of a matched-termination network when propagation 
velocities are identical: (a) multiple parallel lossless transmission lines with 

mutual coupling, (b) matched-termination network. 

Cu = Capacitance per unit length between line i and ground, i = 1, 
2, 3, ..., n 

Cif = Capacitance per unit length between line i and line j, i * j and 
j= 1, 2, 3, ...,n 

C.1= C,,  j = 1, 2, 3, ..., n . 

In general, there are several equivalent configurations of a matched 
termination network. However, one configuration may be much simpler 

than others (see Figure 4). Figure 4(a) is a matched termination for 

n parallel lines and a ground where all lines are alike and all mutual 
couplings between any two lines are alike. The network is a special 
case of Figure 2, and consists of n(n ± 1)/2 resistors. Figure 4(b) is 

equivalent to Figure 4(a) in every respect, but is simpler because it 
consists of only (n + 1) resistors. 
Also, if certain propagation modes are not excited, simplification of 

the network is possible. Using the same example, if the ground-return 
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2 

3 

R, 

2 R2 R2 

ill 

R2 

R, 

R2 R2 

I. 

R2  

l't 

o 

2 

I. 

o 

• •  W.  I. 

eR, 
R, 

•  ........  hi 

(a) 

R,R, 

R3  nR, + R, 

R12 

R4  nR, + 

(b) 

Fig. 4—Simplification of matched-termination network: (a) matched-ter-
mination network, (b) simplified network. 

mode is not excited, it is possible to eliminate R1 (n resistors) from 
Figure 4(a) and R4 from Figure 4(b). 

As an example, a matched termination network for two lossless 

parallel transmission lines with a ground will be derived (see Figure 

5). The line parameters are as follows: 

LINE  I 

c, 
LINE  2 

(a) 

LINE I 

C l2 

C 21 ) 

LINE 2 

R11 

R22 

(b)  ( c) 

Fig. 5—Two parallel transmission lines: (a) line 1 and line 2, (b) capaci-
tance parameters, (c) matched-termination network. 
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L11 = self inductance per unit length of line 1 

L22 = self inductance per unit length of line 2 

L12 = L21 = mutual inductance per unit length between line 1 and line 2 

Cui = capacitance per unit length between line 1 and ground 

C22 = capacitance per unit length between line 2 and ground 

C12 = C21 = capacitance per unit length between line 1 and line 2 

In this general case, Equation (1) is used to obtain the network. The 
resistance values of the termination network of Figure 5(c) are 

1 
R11 =  y R12 =  R22 = 

G11 + G12  G12  G12 + G22 

1  1 

where 

±  112 
G11 —   (C11 + C12) +   I (C1I + C12) (L11 (C11 ± C12) 

2  2D 

— L22 (C22 ± C12)) — 2C12  L22 C12 ± L12 (C11 ± C12) )] 

± V2 — 1)2 
G12 =   ( C12) ±   [ C12 (LI1 (C11 ± C12) 

2  2D 

-1- L22 (C22 + C12) ) 2L12 (C11 + C12) (C22 ± C12)] , 

vi -1- V2 
G22 =    (C22 + C12) + 

2 

— V2 
  [ (C22 + C12) (— LII (C11  Cl2) 
2D 

-1- L22 (C22 + C12) ) 2C12  L11 C12 ± LI2 (C22 + C12) )1 

D  [(L11 (CI, + C12) — L22 (C22 ± C12 ))2 4 {— L11 C12 

Vi = 

V2 = 

LI2) (C22 ± C12) ) —L22 Cl2  L12 (C11 ± C12) )11/2 

2 

LI, (Cii + C,2) + L22 (C22 ± C12) — 2L12 C12 -1- D 

2 

L11 (CI, + C/2) -4- L22 (C22 + C12) — 2L12 Ci2 — D 
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If velocities y1 and y2 are equal, the following relationships must hold: 

- L11 C12 ± L12 (C22 + C12) = 0 

- L22 C12 4- L12 (C11 + C12) = 0 

L11 (C11 + C12) - L22 (C22 + C12) 

By substituting these relationships in the preceding formulas, we 
obtain 

G11 = V (C11 + C12), G12 =  - V C12, G22 = V( C22 + Cu ), 

or 

2 

L11 (C11 + C12) + L22 (C22 + C12) - 2 L12 C12 

1  1 
R11 =  , R12 = 

V Cui 

 , R22 = 

V C12 

1 

V C22 

This result could have been obtained directly by applying the simple 
rule given previously. 

When the two lines have identical geometry, the matched termina-
tion network can be obtained by inspection. In this case, 

L.= L11 = L22= self inductance per unit length of each line 

L. z--- L12 = L21 = mutual inductance per unit length between the two 
lines 

C. = C11 -= C22 = capacitance per unit length between each line and 
ground 

Cm = C12 = C21 = capacitance per unit length between the two lines. 

The two propagation modes are generally called the common mode (or 

even mode) and the differential mode (or odd mode). In common-mode 
propagation, the waves on the two lines are identical. In differential-

mode propagation, the waves on the two lines are equal in amplitude 
but opposite in polarity. Each mode has its own characteristic im-

pedance and propagation constant. For lossless lines, as assumed here, 
the characteristic impedances are resistive and the propagation con-
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stants are imaginary, indicating that the wave propagation involves 

delay but not attenuation: 

/1/ L. + Lm 
Zoe =   common-mode characteristic impedance 

C. 

2 Zo, Zod 

ZP  Zoc -- Zod 

(c) 

(1i) 

Z od 

Zt 

Zod 

Zoc- Zod 

Z t   
2 

(d) 

-HP 
VIRTUAL 
GROUND 

Fig. 6—Termination network for two balanced parallel lines: (a) common-
mode termination, (b) differential-mode termination, (c) w" matched-termina-

tion network, (d) T matched-termination network. 

L, — L„, 
Zod =   differential-mode characteristic impedance 

C. + 2 C. 

Vj = 1/V (Ls+ L,,,)C, common-mode propagation velocity 

V2 = 1/V (L, — Lm) (C8 + 2 C„,) differential-mode propagation velocity 

These characteristic impedances are defined relative to the ground 

as shown in Figures 6(a) and 6(b). It is a simple matter to construct 

networks that behave as in Figure 6(i.) for the common-mode input 

and as in Figure 6(b) for the differential-mode input. The e network 
of Figure 6(c) and the T network of Figure 6(d) have such properties, 

and therefore are the desired matched termination networks. Nor-

mally Z0 Z„d, making Z,, and Z, positive; this condition is necessary 
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for physical realizability. (Figure 6(c) could have been derived from 

the formulas for the general case of two parallel lines.) 

EQUIVALENT CIRCUITS FOR MULTIPLE PARALLEL TRANSMISSION Li me' 

The terminal conditions of a single transmission line over a ground 

can be represented by an equivalent circuit consisting of a voltage or 

LOAD 

.1 

III 

2V 

z 

(b) 

II  
I 

CHARACTERISTIC 
IMPEDANCE 

(e) 

Fig. 7—Single transmission line and its equivalent circuits: (a) single trans-
mission line terminated into a load, (b) Thevenin's equivalent circuit, (c) 

Norton's equivalent circuit. 

current source and an impedance (Figure 7). Figure 7(a) shows a 

transmission line with incident voltage wave V terminated into an arbi-

trary load impedance Z. Voltage wave V is accompanied by current 

wave I and their ratio is equal to characteristic impedance Z.. V' 

(terminal voltage) and I' (terminal current) are to be determined. 

Figure 7(b) is Thevenin's equivalent circuit with impedance Z. and a 

voltage source of twice the incident voltage wave.  Figure 7(c) is 

Norton's equivalent circuit with the same impedance Z„ and a current 

source of twice the incident current wave. Either equivalent circuit can 

be used to calculate the terminal voltage. 

Derivation of these circuits is simple. The voltage source in Theven-

17  H. Amemiya, "Time-Domain Analysis of Multiple Parallel Transmis-
sion Lines by Means of Equivalent Circuits," Electronics Letters, Vol. 3, 
No. 1, p. 14, Jan. 1967. 
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in's equivalent circuit is the open-circuit voltage. This voltage is ob-

tained by extending the transmission line to infinity, and by having 

two identical waves propagate toward each other as shown in Figure 
8(a). Where the two waves meet, the net current is zero, correspond-

ing to an open circuit. The voltages add, however, resulting in 2V for 

the open-circuit voltage. Similarly, the current source in Norton's 

V  V 
•• •••.11 . 

I 
.111.«110 . 

I I 

(a) 

V  -V 
... ....11 

 1   
11.... F... 

I -I 

(b) 

Fig. 8—Voltage source and current source in the equivalent circuits can be 
obtained by superposing two waves propagating in opposing directions: (a) 
Thevenin's voltage source (open-circuit voltage), (b) Norton's current source 

(short-circuit current). 

equivalent circuit is the short-circuit current. This current is 2/ (Fig-

ure 8(b)) because the two waves are identical in amplitude but opposite 

in polarity. 
The reflected wave can be obtaind as the difference between the 

incident wave and the terminal voltage (transmitted wave), V' — V. 
The reflection coefficient is defined as 

reflected wave  V' —V  Z — Zo 

P=  =  =   
incident wave  V  Z + Z.. 

The reflection coefficient is a function of the characteristic impedance 

and the load impedance, and is independent of the amplitude of the 
incident wave. Therefore, it is normal practice to calculate the reflec-

tion coefficient first, then to calculate the reflected wave and the terminal 

voltage. (Transmission coefficient (1 + p) is used occasionally.) Be-
cause of the simplicity of the reflection coefficient approach, the equiva-
lent circuits are not used frequently for these calculations for single 

transmission lines. 
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The equivalent-circuit concept can be applied to multiple parallel 

transmission lines. Transverse electric and magnetic (TEM) propaga-
tion is assumed, as it was for single transmission lines. In Figure 9(a), 

a system of n transmission lines and a ground with incident voltage 

V2 

V.3 
o 

LOAD 

v„ 
vr, 

o  

(a) 

(b) 

Fig. 9—Parallel transmission lines and equivalent circuit: (a) parallel trans-
mission lines terminated into a load, (b) Thevenin's equivalent circuit replac-

ing the transmission lines. 

waves VI, V2,  Vn is terminated with an arbitrary load. V'1, 17' 2, 
V'„ are terminal voltages and can be obtained from Thevenin's 

equivalent circuit in Figure 9(b). Terminal currents can also be ob-
tained. The equivalent circuit consists of a matched termination net-

work and source voltages with amplitudes twice those of the incident 
voltage waves. When terminating the transmission lines, the matched 
termination network absorbs all possible propagation modes without 
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reflections; i.e., for terminal conditions the matched-termination net-
work is equivalent to parallel transmission lines that extend to infinity. 

Norton's equivalent circuit can be used to represent multiple parallel 
transmission lines. This circuit consists of a matched termination net-
work and source currents with amplitudes twice those of the incident 

current waves in a configuration similar to Figure 7(c) for a single-line 
case. These equivalent circuits can be derived using the same approach 
as for the single line. 
The reflected waves can be obtained from the incident waves Vk and 

the terminal voltages Vic' as Vic' — Vk, where k = 1, 2, ..., n. Although 
a reflection coefficient can be defined for each line as the ratio of the 
reflected wave to the incident wave, its usefulness is questionable be-
cause it depends on the relative amplitudes of the incident waves. 
As stated previously, a system of n parallel transmission lines and a 

ground has n propagation modes, each characterized by its own propaga-
tion constant. In one extreme, all propagation constants may be identi-
cal, a condition that occurs when the medium is homogeneous and iso-
tropic. In the other extreme, all propagation constants may be different. 
However, the form of the equivalent circuit is not affected by any of 
these conditions. 

TIME-DOMAIN ANALYSES OF MULTIPLE PARALLEL TRANSMISSION 
LINES BY EQUIVALENT CIRCUITS 

One useful application of equivalent circuits for multiple parallel 
transmission lines is in the time-domain analysis of wave propagation 
over such lines. Signal cross-talk analysis on printed-circuit transmis-
sion lines in high-speed computers is a typical example. 
Using equivalent circuits, wave propagation on multiple parallel 

transmission lines can be studied according to the following steps: 

1. Calculation of the sending-end voltages by substituting the 
matched-termination network for the transmission lines. 

2. Separation of the sending-end voltages into mode components 
so that each propagation mode can be treated separately. 

3. Modification of the voltage components in each mode according 
to the particular propagation constant and the line length. 

4. Combination of the modified voltage components to obtain the 
incident voltage waves at the receiving end. 

5. Calculation of the terminal voltages and the reflected waves by 
using Thevenin's equivalent circuit. 

Step 2 is necessary because propagation constants are generally 
different from mode to mode. In each mode, the voltage amplitudes on 



MULTIPLE PARALLEL TRANSMISSION LINES  255 

the lines have ratios specified by the eigenvector for the mode. The 

eigenvectors are obtained when solving the differential equations gov-
erning the transmission lines (see Appendix I). Using the eigen-

vectors, an arbitrary set of input voltages can be divided into sets of 

mode components, with each set appropriate for a particular propaga-

tion mode. When the propagation modes that are excited have identical 
propagation constants, it is not necessary to separate voltages into 

components, and a considerable simplification results. For lossless 

transmission lines, this condition implies the same propagation velocity 
for all propagation modes. 

II 
SENDING  RECEIVING 

SOURCE  END  END 
L INE I  RI 

Z RI  H i , 

LINE 2 
il H  Z s2 

 1 - 1 2  Z R2  HI' 
Fig. 10—Two parallel transmission lines. 

For reflected waves, steps 2, 3, 4, and 5 are repeated. The receiving 
end is the new sending end. When the line parameters change with 
frequency, each frequency component in the source waveform must be 
subjected to the procedure separately. 

Let us examine two lossless parallel transmission lines (Figure 10) 

to demonstrate the effectiveness of this approach. This structure is 
well known as a transmission-line directional coupler.6-1 ° The direc-
tional-coupling action implies that when sending end Si is driven ex-
ternally, receiving end R2 will have no output if (1) the product of 

42 and ZR1 is made equal to a certain constant and (2) this condition 
is not affected by Zsi or by Z52 . Papers on transmission-line directional 

couplers have dealt primarily with the frequency-domain behavior. 

Time-domain studies of the structure have largely assumed a loose 
coupling between the two lines and resistive termination of particular 

values."-15 With the procedure described here, a general case can be 
solved with no restriction on the degree of coupling. With resistive 

terminations of arbitrary values, only algebraic manipulation is re-
quired. Laplace transforms are necessary only when one or more of 

the termination impedances are reactive. 
If we assume the same geometry for the two lines, the matched-

termination network is as shown in Figures 6(c) and 6(d). Directional 
coupling action occurs when the common mode and the differential mode 
have the same propagation velocity. 

Figure 11 shows the terminal voltage waveforms of the directional 
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coupler of Figure 10. These waveforms are obtained by following the 

five-step procedure described previously (see Appendix II for proof). 

The source is a step-function voltage and the termination impedances 

52  ! 

RI 

R2 

\ 
i 

K 

1 

1  
K3 

I 

t 
I-K4 

7- ____,„.....__T —.... -7- —  - • • 

Fig. 11—Terminal voltage waveforms of the transmission line directional 
coupler of Figure 10; Z82= Z8i= V Zot Zod , K is the initial ratio of the send-

ing-end terminal voltages, r is the delay. 

are chosen as follows: 

Zs1 : resistive 

Zs2 = ZR1.= \/Z0 Z0d (resistive) 

ZR2 : arbitrary 

In this example, the directional coupling action occurs in both directions 

of propagation, and, as a result, the input impedance at sending end Si 
is resistive and equal to VZ„, Z„,1. The waveforms are normalized, K 
indicates the initial voltage ratio at the sending end, and r is the delay 
between the sending end and the receiving end. When K is small, the 
waveform at R1 is essentially the same as the waveform at Si but 
delayed by T. The waveform at S2 is a pulse of amplitude K and width 

2r. With an arbitrary source waveform, the waveform at S2 is,"15  

Waveform at S2 =-. K ((waveform at Si) — (waveform at Si 
delayed by 2r) ). 
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When the two propagation modes have different delays, the direc-

tional coupling action is no longer possible. Voltage waves must be 

separated into common-mode components and differential-mode com-
ponents. Figure 12 shows the terminal voltage waveforms of the 

SI 

S2 

RI 

R2 

1\ 
1 1— \ _ i_ 

1 

—K3 

2 

K 

/ 
2  

K+K 3 

2 

1 

K3 

1  

K2 +K 4 
I I —K+ 

2 
I K2 

— 2-

1 — K 2  

2 2 

.0- Tc Tc Tc  

4- - Td 
rd rd 

Ar 

se 

—I. 
4--24T 

•-3A T 

I- K4 

4 

Fig. 12—Terminal voltage waveforms of the two coupled lines of Figure 10 
with unequal delays for the two propagation modes. Ze= Ze=- Ze= ZR2 
-= V Zo, Zod . K is the initial ratio of the sending-end terminal voltage. To is 
the common-mode delay and rd is the differential-mode delay. ar = rd — re is 

the delay difference. AT > 0 in the figure. 

coupled lines in which the common-mode delay is less than the differen-
tial-mode delay (see Appendix III for proof). The source is a step-

function voltage and the terminations are 

Zsl = ZS2 = ZR1 = Z R2 = V Z oe. Z . • 

When the two delays are equal, the waveforms of Figures 11 and 12 

are the same. When the common-mode delay is larger than the differen-
tial-mode delay, the notch in the sending-end waveform at Si becomes 
a bump, and the positive pulses in the receiving-end waveform at R2 

become negative pulses. The other two waveforms do not change. 
Normally, K is small and the source waveform has rise and fall times 

much larger than the delay difference. Under these conditions, the 

waveform at R2 can be shown to be proportional to the line length and 



258  RCA REVIEW  June 1967 

to the time derivative of the source waveform."' 16 The waveform at 

S2 is given by the same formula used for directional coupler. If 
K= 0 (occurs when Z0c = Zod), a different type of directional coupler 

(a co-directional coupler) is obtained.6 Sending end S2 (Figure 12) 

will now have no voltage. (Receiving end R2 has no voltage with a 

normal directional coupler.) 
When the two lines have different geometries, the structure of the 

matched-termination network will be unbalanced. However, the same 
approach can be used to show the directional coupling action and the 

cross talk. 
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APPENDIX I—MATCHED TERMINATION NETWORK FOR 
MULTIPLE PARALLEL TRANSMISSION LINES 

Let us consider a system of n parallel transmission lines and a 
ground. The following assumptions are made: (1) lines are lossless 
and (2) propagation modes are transverse electric and magnetic 
(TEM). Using matrix notation, the pertinent differential equations 

are :3' 18 

[ 

-- 

dV 
— ] = :10)11411] 
dx 

tr dl 
— 1 = jwICJIV] 
dx 

[V] 

"vi 
V2 

V2 

V„ 

In  L. A. Pipes, Matrix Methods for Engineering, Prentice-Hall, Engle-
wood Cliffs, N. J., 1963. 
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where 

Vi = Voltage on line i 

If= Current on line i 

i = 1, 2, 3,  n 

x = Distance in the direction of the lines 

[L] = 

L11  L12  L13  • • •  L1n 

L21  L22  L23  • • •  L2n 

L31  L32  L33  • • .  L3n 

11,11  Lte2  Ln3  • 

where 

= Self inductance per unit length of line i, i = 1, 2, 3, ..., n. 

Lq = Mutual inductance per unit length between line i and line j, 

1,11 = Li,, j = 1, 2, 3, ..., n. 

[C] = 

E Cl' — C12 
1= 1 

— C21  E c2i 

— C31  — C32 

- e n1 

— C23  . • • 

Ec3, 
1= 1 

— C,,2  — C„3 

-C,„ 

— C2, 

- C3n 

where 

= Capacitance per unit length between line i and ground, 
= 1, 2, 3, ..., n 
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Cif = Capacitance per unit length between line i and line j, i j and 
j= 1, 2, 3, ..., n 

Ci; Cii, j = 1, 2, 3, . . n. 

From Equations (2) and (3), 

[d2V 
] -- =  0)2 L] [C] [V] 

dx2 

Assume a solution of the form 

Vi = V0 ei$x 

= 1, 2, 3, ...,n. 

By substitution, Equation (4) becomes 

(4) 

(8 [U]—[L]1CD[V]= 0  (5) 

where 8 = /32/(02 and [U] is a unit matrix. 

For the solution to be practical, we eliminate the trivial solution 
(Voi = 0, i = 1, 2, 3, ..., n). Then the following must hold: 

18[U] — [L][C]l= 0  (6) 

Since [L] [C] is an n th  order matrix, n values of 8 are generally 
obtained. These values are called eigenvalues of [L] [C]. 

Propagation velocity and phase constants are given respectively by 

v = 1/V-Kand /3 =±w/v. 

The positive sign is for backward propagation in the negative x direc-
tion, and the negative sign is for forward propagation in the positive 

x direction. When a matched termination network is studied, only one 
direction of propagation should be considered. Let us choose the for-

ward propagation. Corresponding to n values of 8, there exist n values 
of propagation velocity. Each value is associated with a propagation 
mode. 

When the medium is homogeneous and isotropic, all propagation 
velocities coincide, and the eigenvalues are identical. This occurs when 

1 
[L] [C1 =  [U]  — [U1 . 

vo2 
(7) 
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Then Equation (6) gives 

= 8„  (n equal roots) 

and 

1 

V = Vo = -  (common velocity) . 

VS. 

A general solution is given by 

to 
[V] = exp {— j — .r} ly„ I , 

vo 
(8) 

where elements of the column matrix [170] can be chosen arbitrarily. 

Substituting Equation (8) into Equation (2), we obtain 

1  f dV1  1 
[11= —[L] -1  — —   

5w  dx 

Using Equation (7), we get 

[I] = v„[C][V].  (9) 

Let [G] be the conductance matrix of a matched termination net-
work. Then, 

where 

IS1= 
R31 

[1]= [G][V]  (10) 

"  1  1  1 

Rli  RI2 

1  "  1  1 

E 
R2I  = 1 R 21  R2n 

1  1 

E 
R::; R 32 

1  1 

Rol  R/.2 

1 

Ro3 

R 2n 

1 

R3/1 

1 
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Rii = Resistance between terminal i and ground, i = 1, 2, 3, ..., n 

= Resistance between terminal i and terminal j, j j and i, 
j= 1, 2, 3, ..., n 
Rii, j =1, 2, 3, ..., n. 

By comparing Equation (9) and Equation (10), we find [G_I = v„[C]. 
Therefore 

= 1/(Vc, C O,  = 1, 2, 3, ..., n.  (11) 

as given in the text. 

When propagation velocities do not coincide, Equation (11) is un-
usable. Inhomogeneous media and artificial transmission lines gen-
erally produce this condition. It is possible to find the conductance 
matrix of a matched termination network, but the process is much more 
involved. Assume that all propagation velocities are different. Then 
from Equation (6), 

8 = Si eigenvalues of [L] [C] 

vi = 1/ V-8. propagation velocities 

i = 1, 2, 3, ..., n. 

For the ith  propagation mode with 8, and v,, a set of n voltages, one 
for each of n lines, is determined by using Equation (5). This set is 
called an eigenvector. An eigenvector has a direction without speci-
fied amplitude, that is, only the ratios between the voltages are mean-

ingful. A solution for the ith  mode is then given by 

exp 1— j —  [17„1,  (12) 

Vii 

v2, 
V:11 I 17,,]; = 

Val i 1 

V,,2j 

Vu3i 

V„„; 

i 1, 2, 3, . . n, 
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where both [V], and [Vo], are eigenvectors. 

Substituting Equation (12) into Equation (2), we get 

1 
[I] = -IL] -I [VI, 

vi 

= 

I„; 

i = 1, 2, 3, ..., n. 

(13) 

[V], and [f]; are column matrices, where i can be any one of the inte-
gers, 1 through n. It is possible to form square matrices whose col-

umns are those of the column matrices with different i: 

[V]„, = 

V11 

V•.1 

V31 

V1 2 V13 

V 22 

V32  V33 

V n1  V n2  V n3 

/II  /12  /13 

/2 1  /22  /2„, 
ran= 4, /3.., 1:48 

inl In3 

V2o 

V3„ 

/2n 

1 3, 

Inn 

1 
A diagonal matrix is formed by placing — 's on the diagonal. 
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' 1 

vl 

1 

[ 11  1 
-  =  0 

V  V3 

1 
O  0 

V. 

Then, from Equation (13), 

1 
[1]. = [L] -1  [V],„[  . 

It is known from the matrix theory 

where 

1 

1 
[171„,-1 [L][Ci [Vi m = [8]  , 

v2 

(14) 

(15) 
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Equation (15) can be rewritten as 

where 

fv1= 

1 
[C] [V]. [v] = [L] -1 [V].[ — 

v 

vi 0  0  0 

o y, O  0 I 

O  0 y, 0 

O  0  0 

Combining Equations (14) and (16), we have 

(16) 

1 
= [C] [V].[v] = [L] —1  [V].[ —  .  (17) 

The conductance matrix of a matched termination network must satisfy 

[i]. = [G] [V]m •  (18) 

From Equations (17) and (18), 

1 
[G] = [C] [V].[v] [V].-1  = [L] —1 [V] . [—[ [V].-1 . (19) 

By Equation (19), a matched termination network can be computed 
from inductance and capacitance parameters of the given transmission 

lines. [17]„„ which is sometimes called a modal matrix, is made of n 
different eigenvectors of [L][C]. Therefore [V],,, is not uniquely de-

fined. However [G] is uniquely determined by Equation (19). 
For a matched termination network to be physically realizable, [G] 

must be symmetric. From Equation (19), 

and 

[C] —1 [G] = [V].[v][V].-1  

rmrci=rvimí-
1 
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or 

2 VR11  
Zt = - 2VR21 . 

Zoa -f- Zt+ ZR1  

The implication of the preceding equation is that due to the current 

produced by 2VRII , the potential of point J of Figure 14(b) is equal but 

(b) 

, 2VSI2 
Vs12  . 

SI 

52 

Zod 

Zod 

V322  2V322 

(c) 

Zt 

Fig. 14 —Equivalent circuits for the directional coupler of Figure 10. 
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opposite in sign to 2VR21 , thus making VR21 ' zero. This is valid even 
though point J is a fictitious point. 

Now the functions of Zs2 and 4 1 in the directional coupling action 

are clear. Z82 controls the ratio between the primary waves Vs21  and 

Vs11  and, consequently, the ratio between the incident waves VR21  and 
VR11 at the receiving end. ZR1  controls the reaction from VR,1 through 

Zt so that the terminal voltage V 821' is zero. For instance, when Zs2 

is zero, Vs21 and VR21  are zero, which means no reaction is desired. 

Therefore, Z81 is made an open circuit. 

It is necessary to consider reflected waves to prove the directional 

coupling action conclusively. The reflected waves at the receiving end 

are: 

Z od  Zt — Z81 

V 812 =  VRII'  VRII =   VR11 
Z od + Zi  ZR1 

Zt 

VR2" = VR21' — V R21 =  V 1121 =    VR11 , 
Z od  Zi  ZR1  

V 812  Zod  Z t  ZRI 

V8 00 Z' 

V R12 and V 822 propagate toward the sending end and become incident 
waves V812 and Vs— at the sending end. 17„1., and V802 are identical to 

VR1 .. and 171,—, respectively, except for the line delay. Therefore, 

V 812  V 81"  Z nd  ZRI 

V822  VR2" Z, 

The terminal voltages V812 ' and V.,' and the reflected waves V313 and 
Vsn3 can be calculated by using the equivalent circuit of Figure 14(c). 
The calculation, which requires some manipulation, shows that Zs, does 

not affect the ratio between Vsn3 and V812  although it does affect indi-
vidual amplitudes; 

Vs23 zt 
• 

V813  Z od-1- Zt  ZR1 
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This is the ratio needed between the two primary waves to obtain the 
directional coupling action. Therefore, the tertiary waves will produce 

no output at receiving end R2. It can be proved by induction that the 

two waves on the two lines propagating toward the receiving end al-
ways have the specific ratio that produces the directional coupling 

action; 

S21  V823  V..,.25 Zs 
• 

V811  V813  V813  Zod  Zt  ZR1 

It can also be proved that the two waves on the two lines propagating 

toward the sending end have a constant ratio; 

VR12  VR14 Zn4 + Zs — Z111 
= 

VR22  VR24 Z, 

This ratio is normally not proper to obtain the directional coupling 

action. However, if 

= ZR1 = \/Z j. Zo4 

then 

V8„1 V5.12 Vs..3 VR14  Vs25  
= -  = -  = -  = 

V811  V.R22  V813  VR24  VS15 

Zs Z04 + Zs — V Zor Z„4 

zo„ + z, + Vz„, zod 

Zpr Zod 

Z,,,.  Z„d -I- 2 VZ0, Zoa 

Z, 

Zn,. ± 4,4 + 2 V Z„,. Z„4 
 = K , 

Zo,. — Zod 

which implies that the directional coupling action occurs in both direc-
tions of propagation. In other words, not only is the terminal voltage at 

receiving end R2 zero, but the terminal voltage at sending end Si is 
also zero for all higher-order waves. Therefore, the input impedance 
at terminal Si becomes resistive when the preceding condition is satis-

fied. The input impedance is determined from Figure 14(a) to be 
N,Tro ,d, for Z82 = \an,. Z0,1 When a terminal voltage is zero, the 
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reflected wave is the same as the inverted incident wave; therefore the 

relative wave amplitudes can be easily calculated. In the following 

equations, the waves are expressed as a function of time, VR1 (t), and 
the delays are indicated (7 is the one-way delay) ; 

Vs21  (t)  KVsn (t), 

Vim  (t) = Vsti(t — 7), 

Vsn(t) = KVsii (t — r), 

V, 20 (t) = —Vs2i(t) =  (t — 7), 

V„12 (t) = KV1122(0  K2V N11( t — r), 

Vs22 (t) = —KVsli (t — 2r), 

V 812 (0 = —K2V  (t — 2r), 

Vsi3 (t) = —V812 (t) = K2Vsn (t — 27), 

V823(t) = KV813 (t) = K3Vsli (t — 2r), 

V,13 (t) = K2Vsii (t — 3r), 

VR23  (t) = K3Vsu (t — Sr), 

VR24 (0 =- — V R23  =  (t — 3r), 

VR,4(t) = KVR2 , (t) = — K4Vsii(t — Sr), 

and so on. 

From these wave equations the voltages at the four terminals can 

be obtained. 

At sending end Si, 

V81(t) — V811(t) + V812(t)  + V313(t) +  • • • 

= V 811 (0 — IC2VS11(t — 2r) ± K217 811 (t. — 2r) 

V811 (t) . 

At sending end S2, 

1782(0 = V821(t) + V822(0 + Va,3(t) + 

= KVsn (t) — KVN„ (t — 2r) + K317>,11 (t —27) —  . 

At receiving end R1, 

VR1 (t) = VR11 (0 ± V R12 (0 + V R13( 0  + V R14  ( 0 +  • • • 

= V811 (t  7)  K 2VS11(t  r)  K 2VS11 (t  37) 

K 4Vsii(t  37) + .... 

At receiving end R2, 

V10(t) = V R21 ( 0 + V R22( 0 ± V R23 ( 0 + V 1...4 (t) 

= KV8ii (t — r) — KVsii(t — r)  K3Vsn(t — 3r) 
— K3Vsii (t — 3r)  . = 0. 



272  RCA REVIEW  June 1967 

Waveforms in Figure 11 are obtained from the previous equations by 

assuming a step function for the source voltage. 

In the preceding discussion of directional coupling action, Z52 and 
Z in were considered resistive. This is not a necessary condition, how-

ever, and a similar approach can be used to prove directional coupling 

action by replacing the voltages with their Laplace transforms. Z 

and Z in may be reactive, but the product must be real, because Z00 and 

Z a are both resistive; i.e., when either ZR., or Z,1 is capacitive, the 
other must be inductive. Also, equal geometries were assumed for the 

two transmission lines. Accordingly, the matched termination network 
has a balanced structure with two equal arms as shown in Figure 6(c) 
and (d). When the lines have unequal geometries, these two arms will 

become different, but otherwise the same derivation will hold. 
To obtain directional coupling action, the common mode and the 

differential mode must have the same propagation velocity. Otherwise, 
the cancellation effect which made a receiving-end terminal voltage 

zero is no longer possible because of the waveform distortion caused 

by the two components propagating with different velocities. 

APPENDIX Ill— CROSSTALK 

When the common mode and the differential mode have different 
delays, the directional coupling action ceases. As noted in the text, 

waves must be separated into common-mode and differential-mode com-
ponents. After each one-way propagation, they are combined to obtain 
the incident waves. However, the paticular terminations, Zsi. =Z,., 
= Z31 = ZRO =  Z od , used for Figure 12, permit some simplifica-

tion. When the two balanced lines are terminated into two equal im-

pedances, there is no mode conversion. The common-mode incident 
waves will produce common-mode reflected waves only, and similarly the 
differential-mode incident waves will produce differential-mode reflected 

waves only. Therefore, combination of the two components is not re-
quired after each propagation. Of course, to obtain the true waveforms 
at the terminals, all components involved must be combined. 
The voltage ratio K is defined in the same manner as previously: 

V 821( 0 Z, 

vsn(t)  Z04 + Z1 + V Z„.. 

= K . 

A common-mode component and a differential-mode component is 
defined for each pair of waves; 
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Sending end: 

1 
Common mode  V i(t)  — (V (t) + Vs„(0), 

2 

1 
Differential mode  V (t) = — (V (t) — VS2J(t)) 9 

2 

J=1, 2, 3, ... 

Receiving end: 

Common mode 
1 

V„j(t) = — (VRir(t) +17R2.1(0), 
2 

1 
Differential mode  Vim./(t) = — {  ( t) - V R 2 j (t)  , 

2 

J = 1, 2, 3, ... 

The subscript for these components consists of two letters and one 

numeral (J indicates a numeral). The first letter, which is either S or 
It, indicates either the sending end or the receiving end, respectively. 

The second letter, which is either C or D, indicates either the common 
mode or the differential mode. The numeral indicates the sequence of 
waves. 

The following relations hold: 

Common Mode 

1 + K 
sci (t)=  V sn (t) 

2 

1 + K 
Virci(t)=   17811 (t  r,.) 

2 

V R C2 ( t 

+K)K 
 V  (t  7,.) 

2 

(1+ K)K 
V 8(72 (0 =   V sii(t  2-re) 

2 

Differential Mode 

1 — K 
(f)  V sii(t) 

2 

1 — K 
V Roi(t)=  V s11 (t — 7,1) 

2 

(1— K)K 
V 1:1,2(t)=   sii(t — 7,1) 

2 

(1— K)K 
Vso2(t)=  Vsii(t —2rd) 

2 
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Common Mode 

(1 +K)K2 
Vse3 (t) =   Vs11 (t  27, 

2 

(1 + K) K2 

V Rea( 0 =  Vsn(t 
2 

(1 ± K)K3 
Vier4 (t)=    Vsi t 3r,.) 

2 

etc., 

where 

Differential Mode 

(1— K)K2 
Vsi,:t(l)=   V sii(t —  

2 

(1 — K) 
no3( 0 —  V sii(t  3 %) 

2 

(1 — K)K3 
Viln4  (t)=  Vsn(t 

2 

etc., 

where 

re = common-mode delay.  Td = differential-mode delay. 

The terminal voltages are calculated separately for each mode: 

(a) Common mode 

Sending end Si and S2: 

V (t) = Vsci  + V 8c2(t) + V 3(t) + 

1 + K  (1  K)K 
 •  V sii (t)    V sii (t — 2r,.) 
2  2 

(1 + K)K2 
 Vsi (t — 2r,) + . . . 

2 

1 + K  (1 —K2)K 
 •  V  (t)    V sii(t — 2r,') — 
2  2 

Receiving end RI and R2: 

Vier. ( t ) = V, 1(t) + V12 (t) + V13 (t) + Vac4(t) + 

1+ K  (1+ K)K 
 •  V 1 (t    Vs11 (t  r,.) 
2  2 

(1 + K)K2 (1 + K)K3 
 V 11 (t  3r,.)   Vfm  — 3r,.) + • • • 

2  2 
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1 — K2 (1 — K2)K2 
 Vsn (t  re) +  Vsn(t — 3r,) 
2  2 

(b) Differential Mode 

Sending end Si (change sign for sending end S2) : 

VsD(t) = V s m (t)  VsD2(t) + V81)3(t) 

— K  (1 — K)K 
 V sn(t) +  V „11 (t — 2rd) 
2  2 

(1 — K)K2 
(t — 2rd) + 

2 

1 — K  (1 — K2)K 
  V sii(t) 
2  2 

(t — 2rd) 

Receiving end R1 (change sign for receiving end R2) : 

VI?,, — V,,.,,1 (l) + V R1,2(i) + V RD3(t) + V no4(t) + • • • 

1 — K  (1 — K)K 
 V sii(t  rd)  Vsn(t  1-4) 
2  2 

(1 — K)K2 (1 — K)K3 
 Vs] (t  3rd) +  Vsi (t — 3rd) -F . . . 

2  2 

1 — K2 (1 — K2) K2 
  17,1,(t  rd)   V,ii(t — 3rd)  .... 
2  2 

Figure 15 shows the common-mode and the differential-mode com-
ponents of the terminal voltages when the source voltage is a step func-
tion. The true terminal voltages are obtained by combining the two 

components: 

Sending end S1:  l', 1( t ) = 17.qc (t) + V AD M , 

Sending end S2:  V,.,( t 

Receiving end R1: 17„, ( t ) 

Receiving end R2:  ) 

=  — 1,„„(t) , 

= v„c(t) + v„„(t) , 

_ 171,e(t) — V"(t) . 
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Thus, by adding the corresponding waveform components shown in 

Figure 15, the terminal voltage waveforms of Figure 12 are obtained. 

SI : VSc (t) 

1 + K 
2 

 1S2: V  22 (t) 

I K3 

T" 

+ K 
2 

+ K3 
2 

R I V22 (t) I - K4 

RI  VRC (t) 
t 2 
I- K 
2 

.• —r2 

S  V8 (t) 1 

S2 - V„(t —) I  

RI: VR0(t) 

(a) Common-mode component 

I-K 
-2- 2 

I - K 
2 

I- K3 

I-K 2 _ K 4 

2 

R2 .- VD(t) 

.4 —Td 

I-K2 

1 2 

4. Td 

(b) Differential-mode component 

I - K4 _ 
2 

t 

Fig. 15 —Common-mode and differential-mode components of the terminal 
voltages; (a) common-mode component; (b) differential-mode component. 



UNLOCK BEHAVIOR OF THE SECOND-ORDER 
PHASE-LOCKED LOOP WITH AND 

WITHOUT INTERFERING CARRIERS 

BY 

F. S. KEBLAWI 

RCA Astro-Electronics Division 
Princeton, N. J. 

Summary—The mean time to unlock of a second-order phase-locked loop 
was experimentally measured for a single carrier perturbed by white gaus-
sian noise and for the same carrier perturbed by both white gaussian noise 
and another interfering carrier. The latter differed from the tracked carrier 
by both frequency and amplitude. The experimental technique used is based on 
correlating the output of a strongly driven loop with that of a loop operating 
near threshold. Experimental results agreed reasonably well with available 
theoretical results. 

INTRODUCTION 

SEVERAL theoretical investigations of the behavior of sec-
ond-order loop perturbed by noise have been published.1-3  San-

neman and Rowbothaml presented results of a digital simulation 

of the loop. Their results relate, in effect, the normalized mean time of 

unlock (NMTU) and the signal-to-noise ratio in the loop bandwidth, 

(S/N) 2Bz . They encompass the range 

5 < NMTU < 600 

—2 db < (S/N)2B,< 6 db , 

Viterbi's2 results are basically for a first-order loop.  Charles and 

Lindsey3 presented distributions of the intervals between cycle-skip-

ping events but did not present the mean time to unlock at different 

signal-to-noise ratios. However, this information can be obtained from 

the distributions they present. 

'R. W. Sanneman and J. R. Rowbotham, "Unlock Characteristics of the 
Optimum Type II Phase Locked Loop," IEEE Trans. on Aerospace and 
Navigational Electronics, March 1964. 

2 A. J. Viterbi, "Phase Locked Dynamics in the Presence of Noise by 
Fokker-Planck Techniques," The University of Michigan Engineering Sum-
mer Conference on Communication Theory, July 1965. 

3 F. J. Charles and W. C. Lindsey, "Some Analytical and Experimental 
Phase Locked Loop Results for Low Signal to Noise Ratios." JPL Contract 
No. NAS-7-100. 

277 
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Thus, to the best of the author's knowledge, there is no direct experi-

mental evaluation of the mean time to unlock as a function of the signal-
to-noise ratio. Furthermore, no analyses or data could be found to 

assist in evaluating the limitations of coherent types of modulation 
systems in a multipath environment. This was of importance for a plan-

etary exploration capsule relay link system design and it is in support 

of this system design that the present study has been undertaken. 

SIGNAL 
2298 33 mt-h 

REFERENCE 
OS'ILLATOR 

VARIABLE 
ATTENUATOR 

MIXER 
AND  AIMFP 

PRE AMP 

FREQUENCY 
MULTIPLIER 

IX 961 

XTAL 
FILTER 10 29.35 MH: 

(By. 30 KI-1.1 

VCO 
123.635 /O W 

 1-› 
Io 29 3V 
RH 

LOOP 
DETECTOR 
& LIMITER 

1.4 _. LOW—PASS 
FILTER 

Fig. 1—Block diagram of test receiver. 

Information was obtained on the unlock behavior of the loop for 
an interfering carrier in addition to thermal noise perturbing the 
tracked carrier. Unfortunately, no theoretical analysis was available 
with which these results could be compared. However, the only mean-
ingful comparison of the loop behavior with an interfering carrier 

and thermal noise is with the loop behavior perturbed by thermal 
noise alone. 

TEST RECEIVER 

Figure 1 is a block diagram of the test receiver used. The tracked 
r-f input-signal frequency fed into the receiver is 2298.33 MHz. The 

loop voltage-controlled oscillator (VCO) has a center frequency of 

23.635 MHz. The VCO frequency is multiplied by 96 and then mixed 

with the input signal to the receiver. Some amplification is provided 
in the i-f stage of the receiver in addition to the preamplification fol-

lowing the mixing. The signal is then passed through a crystal filter 

having a center frequency of 29.35 MHz and a bandwidth of 30 kHz. 
Following band limiting, the signal is amplitude limited prior to phase 

detection, which is accomplished by multiplying the signal by the out-
put of a reference oscillator whose frequency is 29.35 MHz. The output 



UNLOCK BEHAVIOR  279 

of the phase detector is then filtered by the loop low-pass filter. The 
output of the latter drives the loop VCO. 

NOISE BANDWIDTH OF THE LOOP 

The linearized transfer function of the second-order loop (see Fig-
ure 2) is given by 

LOOP FILTER 
F(s) 

Ts +1 

Tis +1  T, 

= (R, + R2)C  K =  = static gain of the loop 

=- RzC  = 
2 

Fig. 2—The second-order phase-locked-loop diagram and related parameters. 

T2On 

00(8)  2 e  s + w„2 
H(s)  (1) 

Oi(s)  s2 -I- 2 0,„s  w„2 

where O,, Oi= phase of output and input signals, respectively, in degrees 
(or radians) 

= damping factor (dimensionless) 

w„ = undamped natural frequency of the loop (radians/sec) 

H(s) describes the frequency response of the loop for any t. Due to 
the variation of C with the signal strength (or the gain of the system), 
the frequency response varies with the signal level. Another factor 

that affects the frequency response is the limiter preceding the loop. 
The frequency response of the loop was found experimentally by 

frequency modulating the input signal to the loop and taking the ratio 
of the signal amplitude at the loop VCO input (see Figure 1) to that 

of the modulating signal. This ratio as a function of the modulating 
frequency is the closed-loop frequency response to within a multiplica-

tive constant. Figures 3, 4, and 5 show the frequency responses of the 
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11 111  7  I I 

-2 
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2 -4-
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-10 
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• 0.707 

B„• 30 KHz 

13 DB • 465 Hz 

2B, •I500 Hz AT 
STRONG SIGNAL 

I 1 1 11 111  I  1 1 1111 
100  1000 

FREQUENCY (Hz) 

Fig. 3—Closed-loop frequency response for strong signal. 
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2-2 - 

0 
- 0.48 

o  BIT. 30 KHz 

-4  f30 B• 255 Hz 

2BL• 892 Hz 

(S/N)8 IF • -3 DB 

a • 0.575 

-e 
'I 

10  100 
FREQUENCY (Hz) 

1000 

Fig. 4—Closed-loop frequency response. 
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loop for different signal levels. These figures illustrate that the fre-

quency response varies with signal level when the latter is below a 

certain value. This is discussed further in a later section. 

e 

4 

C 
—  0 

z  6 DB PER 
OCTAVE 

2 -4 
o 

- 0.535 
o B„• 30 KHz 

-6  (556 .155 Hz 

213,.• 530 Hz 

(S/N)  B1,  DB 

a • 0.33 
-12 

-16 

10  100  1000 
FREQUENCY (Hz) 

Fig. 5—Closed-loop frequency response. 

Two parameters of the frequency-response curve are observed to 

vary with signal strength: 

(1) The magnitude of the peak and the frequency at which it occurs. 

(2) The 3-db bandwidth of the loop, which varied between 155 Hz 
and 465 Hz over the measured range of signal-to-noise ratio. 

Thus, the 3-db bandwidth continues to increase with increased 

signal strength up to the point where the suppression factor 

of the limiter is unity.6. 7 The loop noise bandwidth also varies 

with the variation of the 3-db bandwidth, although not linearly. 

This variation is described by the following relations4. 5 

4 T. J. Karras, "Equivalent Noise Bandwidth Analysis from Transfer 
Functions," NASA Technical Note TND-2842, Goddard Space Flight Center, 
Greenbelt, Maryland. 

5 F. M. Gardner, S. S. Kent, and R. D. Dasenbrock, "Theory of Phase 
Lock Techniques," NASA N-66-10515. 

6 B. D. Martin, "The Pioneer IV Lunar Probe: A Minimum Power 
FM/PM System Design," JPL TR 32-215 March 15, 1962. 

W. B. Davenport, Jr., "Signal to Noise Ratios in Bandpass Limiters," 
Jour. App!. Phys., Vol. 24, p. 270, June 1953. 
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( 4 e2 + 1  ) 
2B,,  (2) 

4 

r— ib] 
1 + 2 C2 [(1 + 2 Z2)2 + 1]1/2 ,  (3) 

or 

4 C2 + 1  (0 3db 

2 BL =  X  •  (4) 
4t  (I +2C2+[(1 +2C2)2 + 1]1/2 )1/2 

where 2BL is the double-sided loop noise bandwidth and (03db is the 
3-db bandwidth of the loop. In order to obtain the signal-to-noise ratio 
in the loop bandwidth, (S/N)oilL , for any S/N ratio in the i-f band-
width, (S/N) Bit , i.e., at the output of the crystal filter, it is necessary 
to take into account the variation of the loop noise bandwidth with 
signal level. An illustration of (S/N) 2BL  versus (S/N) Rif  is presented 

later. Here, the experimental evaluation of the loop noise bandwidth 
is considered. 
With Equation (4), the loop noise bandwidth can be obtained from 

a knowledge of the 3-db bandwidth and e, both of which can be ob-
tained experimentally from the frequency response curve. While the 
3-db bandwidth is obtained directly, the damping factor can be obtained 

from a knowledge of the peak of the response curve as follows. In 
general, for any C, 

0). 2 + 4 C2  1 ± 4 C2 ( — 
con 

1H(w)1 2 =  =  • (5) 
((on 2 _ 0)2)2 +4 e2 („.20) 2  ( 0,2 )2  to )2 

)2 
1 — —  -I- 4 e (— 

o.2  con 

If we let (0/0).) 2 = x and  (0) 12 = A (X) , 

1 + 4 C2X 
A (x) =  • 

(1 —x)2+4 ex 

The peak of this function occurs at 

1 

Xpeak = —  [V1 + 8  — 11 . 
4 C2 

(6) 

(7) 

(8) 
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For different damping factors, Equation (8) can be substituted into 

Equation (7) and the [A(X)]peak  is found in db's above the 0-db level, 
which corresponds to the low-frequency response. I H(w) I peak  is plotted 

as a function of C in Figure 6. Figure 7 is a plot of Equation (8). Thus, 
an experimental knowledge of peak of the frequency response yields 

by the use of Figure 6. 

9.0 

8.0 

7.0 

6.0 
li) a. 
5.0 

o 4.0 
o 
Cs.1 

3.0 

2.0 

1.0 

1.0 1.2 0.2  0.4  0.6  0.8 

Fig. 6-111(0) Ipe.k versus e. 

The noise bandwidths for Figures 3, 4, and 5 were calculated using 
Equation (4), where Z' was determined by correlating the peaks of the 
frequency response curves of these figures with Figure 7. 

LIMITER SUPPRESSION FACTOR 

The limiter suppression factor, a, as given in References (6) and 

(7), is shown in Figure 8. These references give the following relation 
for small (S/N)i = (S/N) Bit  (the signal-to-noise ratio at the input to 
the limiter), 

a2 
1 

4/ S 
1 — — 

(9) 
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For (S/N) Bit  < —20 db, this can be simplified to 

ir  S 
2 —  .  (10) 

4 \N /1 

Equation (10) is plotted in Figure 9. 

The suppression factor at threshold can be obtained for any loop 

.2  0.4  0.6 e 
Fig. 7—x, versus ï. 

0.8 1.0 

by using the following relations8: 

2BL 1  2 
 =  (1 +  
2BLo  3  P. 

= aitto • (12) 

where 2B/,0 is the loop noise bandwidth at threshold. If either ao or 

2BL0 is known, the other can be determined using Equations (11) and 
(12). It is assumed that 2B,, is known for a strong signal. It is virtu-
ally impossible, however, to determine 2B1,i, experimentally, because the 
loop maintains lock for only a very small percentage of the time. a„ 

can be determined by eliminating 2B10 as follows: 

2/31,1 1  2 
(1 

2B/,0 3  ¿Li 
(13) 
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Fig. 8—The suppression factor (a) for an ideal limiter. 

2BL2  1  2 

= — (1 + — ). 
2BL0  3 

Dividing Equation (14) into Equation (13) yields 

2BLi ao 2a2 

2BL2  ao + 2«1 

0.08 

.0.06 

a 

0.04 

0.02 

234  -32  -30  -28  -26  -24 
(S/N)Ihr (DB) 

-22 -20 

Fig. 9—Expanded region of limiter suppression factor a. 

(14) 

(15) 
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Substitution of values from Figures 4 and 5 results in «0 = 0.0587 
for the particular loop under study. A check of this value by a process 

of iteration yielded «0 = 0.056, or a descrepancy between the two values 

of only 4.6%, indicating the reliability of the experimental determina-

tion. 
The process of interation is as follows: 

(a) Assume a value of 2BL0 . As a start, 2BL for a strong signal, 
which is assumed known (or can be found by measurement), 

may be used. 

2BLo  

(b) Find (S/N),1f =(i) 
2B4 gif • 

Note that ( —  = 0 db is the absolute threshold point, by definition.8 
N  2BL0  

(c) Find «0 using either Figure 8 or 9. 

(d) Find a new value of 2BL0  using 

2131,  1  q 
3 ( 1+ ao/ . 2/34,  a 

2 

Here a =1 at strong signal, and 2131, for a strong signal is also 

known. 

(e) Reiterate the previous steps until there is a convergence on 

values for 2BL0 and «0. 

When the value ao= 0.0587 is inserted in Equations (11) and (12), 

they yield the bandwidth at threshold for the specific loop under con-

sideration. Thus, since 2/3r, = 1500 Hz for this loop, 

and 

«0 0.0587 
p, 

1 

1500  1  2 
= — (1 +   
3  0.0587) 

2BL0  = 130 Hz. 
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SIGNAL-TO-NOISE RATIO IN THE LOOP BANDWIDTH VERSUS 

SIGNAL-TO-NOISE RATIO IN THE I-F BANDWIDTH 

From the experimentally established values of ao, 2BL0 , and 

(S/N) Bit at absolute threshold (corresponding to ac, in Figure 9), the 

(S/N) 2BL  can be found using Figure 10. This figure yields, for any a 

10 

1.0 

t 
» 

0.1 

0.0 10.1 1.o  io 
zeLize,0--. 

Fig. 10-2B L/2BL„ versus P. 

100 

other than ao, a corresponding 2BL. Knowing 2BL and B 1 , which is 30 
kHz in this case, the (S/N) 25L  can be found; 

(S/N) 2ft  L := (S/N) Bit  
B lf 

X  -  • 

at ao  2BL 
(16) 

The result of this calculation is shown in Figures 11 and 12. Fig-

ure 11 gives the variation of (S/N)2BL  as a function of the double-sided 
loop noise bandwidth, 2BL, for the loop under consideration. The range 
of signal-to-noise ratio covered by the figure is more than adequate for 
the purpose of the mean-time-to-unlock measurements to be discussed 
in the following section. 
Figure 12 indicates that there is no one-to-one correspondence be-

tween à(S/N)Bir  and 3.(S/N).,Hr . The relationship is essentially non-

linear, but it can be subdivided into the following four linear regions. 
Here, all quantities are in db's, and pertain to the loop under consid-

eration. 
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60 80 100  200 300  500 700 1000  2000 
28L(Hz) 

Fig. 11 —(S/N)2RL versus 2B1, for the loop. 

e -32  -28  -24  -20  -16  -12  -El  -4 
(S/N) 131F  (DB) 

Fig-. 12 —(S/N)28r, versus (S/N)B,i. 
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Region 1: —34 < (S/N) Bff  < —19 or —7 < (S/N) 2BL < 3. In this re-

gion, the equivalent linear relationship is 

(S/N) 25L  0.65 (S/N) Dif  + 15.  (17) 

Region 2: —19 < (S/N) nif  < —6 or 3 G (S/N),,1 < 11. The relation-

ship is adequately described by 

(S/N) 2BL = 0.588 (S/N) °if  + 14.23.  (18) 

Region 3: —6 < (S/N) nil. < 6 or 11 < S / N) < 19.  Here, use can 

be made of the approximate relation 

(S/N) 2BL = 0.75 (S/N) Bif  + 15 .  (19) 

Table I 

Region  (S/N) 281,  Corresponding to .1 (S/N) Bif  = 1 db 

1  0.65 

2  0.5888 
3  0.75 

4  1.0 

Region 4: (S/N) Bir  > 6 or (S/N) 2n,  > 19 . The straight line relation-
ship is 

(S/N)2ni= (S/N) nif -1- 13 .  (20) 

Thus an incremental change of (S/N) nif  by 1 db produces different 
incremental changes in (S/N) 2n r, depending on the region of operation. 
They are enumerated in Table I. One-to-one correspondence is obtained 

in region 4 where the signal is relatively strong, which is in agreement 
with theoretical investigations. 

MEASUREMENT TECHNIQUE FOR THE UNLOCK CHARACTERISTICS 

The experimental setup is shown in Figure 13. The phase-lock test 

receiver No. 2 is driven by a strong signal and is in lock at all times. 
Phase lock receiver No. 1 is driven through an attenuator so that the 

signal-to-noise ratio can be controlled to be within the region where 
the technique yields best results. The outputs of the loop voltage-con-

trolled oscillators of both receivers are summed and then correlated by 
passing them through a diode. If we let the output of the continuously 

locked oscillator be A cos wnt and the output of the intermittently un-
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locking oscillator be B cos wt, then the output of the diode can be easily 

shown to be of the form 

K, cos w ot + K2 cos wt  K 3 cos 2wot -I- K4 cos 20,t 

± K 5 COS (Wo t  K6 COS ( — 0.1) t K7 . 

The low-pass filter provides filtering of the higher-frequency compo-
nents and transmission of the frequency component of interest, 
(0)„ — (0), in addition to the d-c component K7. Thus, when both 

SIGNAL 
(2298 33 NH:1 

. 1111 p 

 H  PHASE 
ATTENUATOR  LOCK RECEIVER 

NO I 

I  LOCK 
RECEIVER 
NO 2 VCO 2 OUTPUT 

VCO I OUTPUT 

DIODE 
CORRELATOR 

LOW PASS 
FILTER 

(ipi 160 KI-h, 

TO SCOPE 

Fig. 13—Block diagram representation of the experimental technique used 
to measure unlock characteristics. 

voltage-controlled oscillators are in lock, the output of the low-pass 
filter is d-e, i.e., K6 + K7. When they are out of lock, the difference fre-

quency (too — w) is observable on the scope. 

If the lightly driven VCO skips a few cycles due to noise bursts but 
locks on again, the difference (wo — to) -during the "skip time" is dis-
played. The incremental phase difference between the two oscillators 

corresponding to the two consecutive conditions of lock is displayed as 

a difference in d-c levels. Similarly, if due to noise the lightly driven 
VCO skips a fraction of a cycle, the jump in phase, 0„ — 01, is displayed 

on the scope by a jump in d-c level proportional to cos (Bo— 01). 

Both voltage-controlled oscillators operate at 23.635 MHz, while the 

input signal frequency is 2298.3 MHz. The frequency multiplication 
and mixing are performed within the test receiver. 

Thus, if x cycles are skipped at the r-f level, the VCO skips x/96 
cycles (see Figure 1). If one cycle is skipped at the r-f level, the phase 

of the lightly driven VCO jumps by ±- 360°/96 = -±- 3.75°, and thus the 
d-c level changes instantaneously by an amount proportional to the 
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cosine of that angle. Because there is only one stable point in each 

cycle, the minimum possible phase jump is 3.75°, and all other phase 
jumps are integral multiples of 3.75°. These phase jumps are recorded 

on a photograph such as that shown in Figure 14. This technique was 

used to measure at least 100 different periods of continuous lock for 

each signal-to-noise ratio. The mean time to unlock was then obtained 

on the basis of these one hundred samples. 

Horizontal scale: 2 sec/cm  (S/N),8,-= 6.6 db 

Vertical scale: 0.1 volt/cm  (S/N)Bit= —13 db 

2B,  350 Hz 

Fig. 14—Unlock behavior for second-order loop for single carrier. 

An interfering carrier displaced in frequency by a Af Hz was added 
to the original carrier at different relative amplitudes and the same 
technique was used for finding the mean time to unlock. The frequency 

Af was measured in the loop at the input to the VCO. 

RESULTS 

The normalized mean time to unlock for a single carrier at different 

signal-to-noise ratios in the loop bandwidth, (S/N).,111 , is plotted in 
Figure 15. To normalize, the mean time to unlock in seconds was multi-
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plied by wn. For the range over which the measurements were taken 
Reference (5) indicates that 

wfl-2BL. (21) 

This relation was used to compute the normalized mean time to unlock. 

SANNEMAN AND ROWBOTHAM 
THEORETICAL RESULTS 

• EXPERIMENTAL RESULTS 

2 -1  O  I  2  3  4  5  6  7  8 
(S/N)28, 

Fig. 15—Normalized mean time to unlock for single carrier. 

Figure 15 indicates that the experimental technique yields results 
that are compatible with theoretical results as obtained by Sanneman 

and Rowbotham.1 In Sanneman's theory, the system is assumed per-

fectly linear;  = 0.707 and 2BL = 1.06%. Over the experimental range, 
varied between 0.4 and 0.6. This variation does not affect the results 

appreciably, since in that range5 w„  2BL. Sanneman's results can 

therefore be compared to the experimental results in this range. The 
linearization does not hold for (S/N).,„1, near 0 db and any experimental 

results will not, strictly speaking, be compatible with Sanneman's 
theory. 

It should be mentioned here that the theoretical curve in Figure 15 
was obtained from Sanneman's results by using the approximation, 
for the noise phase jitter (rp, 
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2 e 10 4  6 
(SI/N)28L  

Fig. 16—Normalized mean time to unlock for interferring carriers 3 db 
below the main carrier. 

a P2 = 

1 

(S/N)oi,L 

12 

(22) 

which is true" for (S/N) < 10. 

Figure 16 is a plot of the NMTU against the (SI/ N)2BI , where S1 
is the power of the tracked carrier. The three different graphs are for 
an interfering carrier whose power is So such that S1 — S2 = 3 db, with 
different frequency separations between the carriers. For comparison, 
the NMTU for a single carrier is also shown. Figure 17 shows the 

4 8 toll -   
I  I 

_J  - 
Z 
o  SINGLE CARRIER 

o  o  iâf I < 20 Hz 
i-

• At --.165 Hz id 
Z  2B L .1500 Hz FOR STRONG SIGNAL 
P 
z 
4 
ta 
e 103 
o  - 
Id  - 
N 
Zi 
4 
M 
cc 
o 
z 

R-

3 
100  I  I  
-2  0  2 

(siiN4)28L  

Fig. 17—Normalized mean time to unlock with interferring carriers 5 db 
below the main carrier. 
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NMTU versus (S/N) 2RL  for a single carrier and for an interfering 
carrier such that S1 — S2 = 5 db, with different frequency separations. 

In Figure 18, S1 — S2 = 10 db. 
Because the loop noise bandwidth is variable with signal level, there 

is a need to show the NMTU versus a signal-to-noise ratio in a constant 

bandwidth. This is provided in Figure 19, where the bandwidth is taken 

as Bit' 

CONCLUSIONS 

The experimental results for a single carrier perturbed by white 

gaussian noise are within the order of magnitude theoretically pre-
dicted by Sanneman.' In particular, the experimental loop behavior 

within the region 102 < NMTU < 104 coincides with the theoretical 
results to within the experimental accuracy. The experimental tech-

nique is not suited for measurements of NMTU < 102 and therefore 

comparison in that range is not possible. 

On the other hand it is not possible to extract meaningful informa-
tion from the photographic technique for NMTU > 104. The limitations 

imposed by the photographic technique of recording does not impair the 
basic correlation technique used to detect unlock. Thus, counters and 

other recording devices may be used in the NMTU regions where either 

may be applicable. 
It is clear from Figure 16 that an interfering carrier with a fre-

quency separation of 500 Hz and an amplitude separation as large as 
3 db below the tracked carrier has negligible effect on the unlock char-
acteristics of the loop tracking a carrier perturbed by noise. An 

interfering carrier with a frequency separation of 165 Hz may require 
an increase of S1 by 2 to 3 db in order to produce the same NMTU. For 

the same (S/N)onL , the degradation of NMTU with an interfering car-
rier may be anywhere between one or two orders of magnitude. Curve 
(b) of Figure 16 was taken for —10 Hz < Af <10 Hz. Since Af can 

take any value in that range, both carriers will have the same fre-

quency part of the time and hence the tracked carrier is enforced. This 
causes the noise bursts to be less effective in unlocking the loop. The 

NMTU for lAfl > 10 Hz is then larger than that for _If - 165 Hz, as 

shown in Figure 16. 
The same type of behavior is observable in Figure 17 for interfer-

ing carriers whose level is 5 db below the tracked carrier. The fre-
quency difference between the carriers is 20 Hz and 165 Hz. The order 
of magnitude of the performance degradation is less, however, since 
the interfering carrier is smaller in magnitude. For the same (S/N),B1 , 
the degradation may be anywhere between 0.5 and 1.5 orders of mag'-
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lo4 - I  1  I  I 

SINGLE CARRIER 

o  IfI <2OHz 

•  Af czI60 Hz 

2B, -1500 Hz FOR STRONG 
SIGNAL 

100  a a  e   isi/N)20L  

Fig. 18 —Normalized mean time to unlock with interferring carriers 10 db 
below the main carrier. 

-24  -20  -16 
(S/N). 

.zr 

Fig. 19 —Normalized mean time to unlock for a single carrier versus S/N 
in the i-f bandwidth. 

-8 
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nitude. Equivalently, to obtain the same NMTU as in Figure 15, the 

level of the tracked carrier may have to be increased by 1.5 to 2.5 db. 
In Figure 18 the maximum degradation is one order of magnitude; 

it remains less than that for the rest of the experimental data range. 
In this figure the results for —20 Hz <  < 20 Hz do not display im-

provement over the 160 Hz difference-frequency curve. The reason for 

this remains unresolved. 
One important facet of the loop behavior emphasized by the present 

investigation is the nonlinear relationship between (S/N).,Br and 
(S/N) Bit . The relationship is linear only for strong signals. It is im-
portant also to exercise extreme care when determining the signal-to-
noise ratio at threshold in the loop bandwidth because of the fact that 

the loop bandwidth changes with signal level. 
In the instance where the mean time to unlock is an important loop 

parameter, the (S/N).,BL  corresponding to that parameter can be de-

termined directly by the use of Figure 15 for no interfering carrier 
and by interpolation of the curves of Figures 16, 17, and 18. For the 

designer, however, Figure 19 provides the NMTU for the (S/N) Bif , 
where Bit = 30 kHz. This can be simply translated into a (S/N) in a 

different i-f bandwidth when desired. 
Figures 16, 17, and 18 indicate that for a certain signal level and 

for a certain NMTU, there is a frequency of interfering carrier at 
which the (SI/N)..Bi is maximum. Further study in this respect seems 

justifiable. 
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LANDAU DAMPING IN ELECTRON BEAMS 

BY 

MARTIN CAULTON 

RCA Laboratories 
Princeton. N. J. 

Summary—lt is shown that the exponential (lain ping rate predicted by 
Landau for a stationary plasma with a Maxwellian distribution of velocities 
is equivalent to the spatial damping rate calculated for a moving electron 
beam with a cut-off Maxwellian distribution of velocities. This is done (1) by 
extracting the spatial damping rates and converting them to temporal 
equivalents, and (2) by using a Galilean transformation and a Doppler 
frequency shift to show that the damping-determining factors of the moving 
electron beam are equivalent to the damping-determining factors for a 
stationary plasma, i.e., the ratio of plasma wave number to Debye wave 
number. The damping rates of over 50 experiments reported earlier involving 
the decay of space-charge waves in electron beams are then found to agree 
with the predictions of the electron beam theories, i.e., Landau damping. It 
is suggested that this constitutes a quantitative verification of Landau damp-
ing in electron beams. 

INTRODUCTION 

T HAS been shown experimentally' 2 that space-charge waves, ex-

cited in electron beams with large velocity spreads, decay with 

  distance along the beam. Berghammer3 and Bloom and Vural" 

have made theoretical studies of an electron beam with a cut-off Max-

wellian distribution of axial velocities. Their theory (referred to here 

as the BBV theory) predicts the damping of one of the Hahn—Ramo 

space-charge waves. The resultant r-f power decay with distance is 

similar to the experimental results mentioned. It is claimed that this 

decay is that predicted by Landau,G who studied the decay of waves 

1 M. Caulton, B. Hershenov, and F. Paschke, "Experimental Evidence of 
Landau Damping in Electron Beams," Jour. Appl. Phys., Vol. 33, p. 800, 
March 1962. 

2 T. G. Mihran, "RF Current Behavior in Electron Beams with DC 
Velocity Spread," Jour. Appl. Phys., Vol. 33, p. 1582, April 1962. 

3J. Berghammer, "Landau Damping of Space-Charge Waves," Jour. 
Appl. Phys., Vol. 33, p. 1499, April 1962. 

S. Bloom and B. Vural, "Noise on a Drifting Maxwellian Beam," Jour. 
Appl. Phys., Vol. 34, p. 356, Feb. 1963. 

5 S. Bloom and B. Vural, "Space-Charge-Wave Decay Along a Signal-
Current-Excited Multivelocity Beam," Jour. Appl. Phys., Vol. 34, p. 2007, 
July 1963. 

e L. P. Landau, "On the Vibrations of the Electronic Plasma," Jour. 
Phys. U.S.S.R., Vol. 10, p. 25, 1946. 
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with time in a stationary plasma with a Maxwellian distribution of 

velocities. The claim that the r-f power decay in a current-modulated 
electron beam is Landau damping has been questioned." A recent 
paper by the author' describes an experimental quantitative study of 
the damping of waves in electron beams. The values of the damping 

rates are in agreement with the predictions of the BBV analysis. It is 
the purpose of this paper to show that the predictions of this theory lead 
to a damping rate of equivalent to Landau's. This is done by showing 
that when the BBV spatial damping in a moving electron beam is trans-
formed into a temporal damping in a stationary plasma, the result is 

the same as that predicted by Landau. Thus the damping rates meas-

ured in electron beams can be considered a quantitative verification 
of Landau damping in electron beams. 

LANDAU DAMPING 

The BBV and Landau theories are compared in the framework of 
the temporal damping of a stationary plasma as developed by Jackson." 
The linearized, collisionless, one-dimensional Boltzmann equation yields 

the dispersion relationship: 

03  1  a f0 
— — 

k2 no av 
— =1  dv, 
tû 2  J v - wk 

- co 

(1) 

where y is the velocity, 

fo(v)  is the unperturbed velocity distribution, 

no is the average number of particles per unit volume, 

w is the frequency of oscillation, 

k is the wave number or propagation constant, 

w1 is the plasma frequency, 

' T. G. Mihran and S. P. Yu, "Nonlinear RF Behavior of Electron Beams 
with Velocity Distribution .II—Application to Rectangular Velocity Distribu-
tion," Jour. Appt. Phys., Vol. 34, p. 2976, Oct. 1963. 

R. L. Gunshor, "Landau Damping in Plasmas with Finite Transverse 
Dimensions," Jour. Appt. Phys., Vol. 37, p. 3630, Aug. 1966; Vol. 37, p. 1904, 
1966. 

9 M. Caulton, "Damping of Waves in Electron Beams," Jour. Appt. Phys., 
Vol. 38, p. 1839, March 1967. 

i° J. D. Jackson, "Longitudinal Plasma Oscillations," Jour. Nucl. Energy, 
Part C, Plasma Physics, Vol. 1, p. 171, 1960. 
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e is the charge of an electron, 

m  is the mass of an electron, 

to is the permittivity of free space. 

Equation (1) in principle can be used to find the frequency w as a func-
tion of k for any given velocity distribution fo(v). If the problem is 

specified in terms of an initial-value problem as was done by Landau, 

we find that w is made up of a real part wr and an imaginary part wi, for 
real values of k; 

0)=.(0,-Fjwi.  (2) 

For small values of k the denominator in the principal value of the 
integral of Equation (1) can be expanded to show that the real part 
of w is approximately given by 

0,1,2 + 3 kz < v2 > (3) 

where <y2> is the mean squared velocity of the assumed symmetric 
distribution fo(v). 

Jackson also derives a general expression for the imaginary part of 
w (wi) that causes damping that is valid for wi < < wr : 

7r  (w )2  1 (af„  k dw,.) 
tui  —  —  —  • (1 — - - 

2  k  no av  wr dk 
cur/li 

(4) 

We shall evaluate Equation (4) both for a stationary plasma and for a 
moving beam. 

THE STATIONARY PLASMA 

A one-dimensional Maxwellian velocity distribution of a stationary 
plasma in thermal equilibrium is 

1  1 v2 
f„(v) = n„  exp 

2C-

where C =  KT/in 

K is Boltzmann's constant, 

T is the equivalent temperature of the distribution. 

(51 
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For a full symmetric Maxwellian distribution such as Equation (5) the 

mean squared velocity < y2 > is identically C2 or KT/m. Then 

o),.2 + 3 k2C2 .  (6) 
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Fig. 1—Exponential damping rates a (from Reference (10)) and Ur/op as 
function of ic/ko. 

Using Equation (6) and the velocity distribution of Equation (5), 
Jackson derives from Equation (4) an expression for the Landau 

damping constant, called here am ; 

coP 
Ot u  = -  ( —)3 2 3 exp   . 

8 KC  2 k2C2 2 

Figure 1 shows a i d  as a function of kC/wp; this is reproduced from 

Jackson' e Figure 3. Also shown in Figure 1 are the results of a more 
exact expression derived by Jackson, called here aj, which is a better 

approximation when wi and kC,10,,, are large. The real part of w,./(0,, from 

Equation (6) is also plotted. We note that the approximate term aLj 
coincides with the more exact a., only for small kC/w,„ since a u is 
limited by the validity restrictions of Equations (4) and (6). The 

(7) 
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abscissa of Figure 1, kC / 0,„ can also be expressed as k/kD, where kD is 
the Debye wave number c»,,/C. 

In the preceding, wp is the plasma frequency for an infinite plasma. 

For a plasma with finite dimensions, such as in an electron beam, the 

plasma frequency op is reduced to id,. The reduction factor %/0), is a 
function of k and drift tube and beam diameters. However, the form 

of the Equation (7) would be unchanged for the finite plasma, and 

Figure 1 should still give the same results in terms of wg. Gunshors 
derives Equation (7) in terms of wp, taking into account to,/wp, and 

shows the large increase in the damping constant a" that results. This 
increase appears only because the damping is compared with the infinite-
beam plasma frequency 

THE ELECTRON BEAM OR MOVING PLASMA 

Let us now examine the moving plasma. The papers by Berghammer 
and by Bloom and Vural in principle solve the problem of finding (0,. and 

the damping constant toi. Figure 2 is a schematic representation of the 
predictions of the BBV theory. In Figure 2(a), a univelocity beam that 
is velocity modulated is indicated as giving rise to equal-amplitude fast 

and slow space-charge waves. The velocity modulation on the univelocity 
beam sets up plasma oscillations at the plasma frequency 0,9 about the 

electrons' equilibrium position. The Galilean transformation from the 

electron equilibrium position to the laboratory system Doppler shifts 
the plasma frequency w, or to,. to the modulating frequency (0„„ and 

transforms the waves going forward and backward in the beam coor-

dinate system to the slow and fast waves interfering with one another 
spatially in the laboratory system." Figure 2(b) and (c) indicates 
the prediction of BBV for a cut-off Maxwellian distribution. The sharp 

low-energy cutoff would still give rise to a discrete slow space-charge 
wave. The exponential high-energy tail, on the other hand, gives rise 
only to a collection of waves of a continuous frequency spectrum. At 
the modulating cavity, the integral over this continuous spectrum would 

give rise to a so-called wave packet. This packet is supported by the 

electrons in one velocity class only. There is no collective behavior and 
this packet decays with distance from the modulating cavity via Landau 

damping. According to this model, a slow wave is left, representing the 
remaining coherent r-f power in the beam. Figure 2(c) indicates the 

prediction of the decrease of the amplitude of the remaining wave with 
increasing velocity spread. It is desired to compare the Landau damp-

n C. L. Hemenway, R. W. Henry, and M. Caulton, Physical Electronics, 
p. 318, John Wiley & Sons, New York, 1962. 
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and Bloom" derive a relation for this change in terms of the invarient 

cathode temperature T and yo. We express this as 

or 

KT, KT)2 
=( —  , 

KT 
Cy° = —  . 

nt 

(10) 

In the theoretical results of BBV, no analytical value is given for oh. 

However, a solution for wi was derived and numerical values are given 

by BBV from which wi can be calculated. Berghammer,3 for instance, 
shows damping curves (r-f current squared versus distance for a beam 
with an initially pure velocity modulation) in terms of a quantity E/À. 

Bloom and VuraP show similar curves (r-f current versus distance from 
an initially pure current modulation plane) also in terms of the param-
eter E/À. The parameters E and À. are given as 

KT 

2 eV() 

(12) 

where wo, is the modulating or signal frequency in the laboratory refer-
ence frame and the plasma frequency wo, is defined as 

eio 

Meous 
(13) 

We can now show that E/À, which determines the damping in the 
BBV theory, is nearly equal to k/kD of the stationary plasma descrip-

tion. The term k is an invarient in the Galilean transformation from 

the laboratory system to the beam coordinate system." The frequencies 
of the two systems are Doppler shifted from one another and are re-
lated by 

—kus) 2 = 04.2 .  (14) 

12 J. Berghammer and S. Bloom, "On the Nonconservation of Noise 
Parameters in Multivelocity Beams," Jour. Appt. Phyo., Vol. 31, p. 454, 
March 1960. 
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Equation (14) gives the wave number for the well-known fast waves 

(k1) and slow waves (k„) of electron beams; 

For systems where 

wm — tar 
kf =   

us 

wm  wr 
k,=   

u, 

(Up <  <  (Oln 

°)r <  < 

(15) 

(16) 

the propagation constant k is mainly determined by (um and u, imposed 

in the laboratory system. 

Completing the re-expression of E/À, we have, from Equation (10), 
(11), and (13) and using the approximation* vo u,, 

C  KT 
 = 8. 

V0 2 eV0 
(17) 

Approximatingt w,  CODR  for small E, and using Equation (16) for the 
slow wave, we have 

E  kC  (Ur k 
(18) 

À  (Up V o 

for c small compared with vo, and w„ of the order of wp. 
With the equivalence of E/A. and k/kD established, it might appear 

that the damping rates exhibited in Figure 1 would apply to the BBV 

theory. However, the real part of w, wr, is not the same for the full and 
the cut-off Maxwellian distributions. References (4) and (5) explicitly 

describe a slow-wave propagation constant s as a function of E À. We 
now derive a new dispersion relation to apply to the cut-off Maxwellian 

distribution. The slow wave is described by exp (— jEs9), where 

* More exactly, v../u, = (1 + e — 2e2 ) 

t More exactly, 6.1,2 = 0,2 (1 — e 3.2  ). 
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at, 

= — z , 

Us 

and z is the axial distance along the beam. Then 

Thus 

{ 
wr 

exp (— WO} = exp  — j— z} , (19) 

vo 
(A, = — Swpg —  • 

Vo 

us 

As before we let op, 03,, and the average velocity vo — us, so 

ear  —  8 op • 

(20) 

(21) 

Equation (21) is the dispersion equation that applies to the cut-off 
Maxwellian distribution of the moving beam and is to be used to derive 

co4 for the moving beam. From Reference (4), Equation (27), s is im-
plicitly a function of E/A. given by 

€  2  1 

—  = ea Ei(_s)  — ,  (22) 

where Ei (— s) is the exponential integral 

00 

1 
Ei (— s) = — f  e—t dt 

Let us now use the dispersion relation Equation (21) for or as 
derived by BBV, along with the Galilean transformation discussed 

earlier, in the general expression for coi derived by Jackson, Equation 
(4). Evaluating the terms of Equation (4) 

e 
d —  d 

dw,.  A  e  ds  À  E 
± - W p  S  • 

dk  dk  A  E dk  A dk 
d 

(23) 
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The term dwp/dk is zero for an infinite beam. For a finite confined beam, 

the equivalent dwo/dk would be negligible for large values of w„,b/us, 
where b is the beam radius. Using Equations (18) and (22), we have 

k d,to,.  2 

04. dk  s E  )2 

1 — ( — 3 

À 

(24) 

We obtain a modified damping constant we call am, which is the 

moving-beam BBV Landau damping constant applied to a stationary 

plasma. This is found by using Equation (24) and the fo for a station-
ary Maxwellian distribution of Equation (4) . The use of the stationary 

distribution function of Equation (5) is plausible. It is equivalent to 
examining the cut-off Maxwellian distribution of Equation (8) from a 

system moving at velocity u8 along with the beam and seeing only the 

faster electrons with positive velocities.* We are then only describing 
the damping constant for the wave associated with the faster electrons. 
The transformation invarients and the Doppler-shifted frequency are 
as described earlier. Then 

( E )4 
— 8 _ 

au = — V  ir ( 'DP )3 exp {— (— s  •   
8 kC  A  2k2C  s  . (25) 

E )2 wp 2 } 2  X 

1 — (— s 

E )2 

X 

This can be expressed in terms of the Landau damping rate a m de-
scribed by Jackson; 

4 ( E  ) 

— 3 

2  x  1  À ) 2 ]  3 
am = a 1, j  exp { — — [ s2 — ( —  -F — 

8  (£ )2 2  e  2 
1 — — s 

X 

I. (26) 
* We are also neglecting the ions that are stationary in the laboratory 

system. In the beam system they are back streaming with velocities greater 
than the thermal velocity. They should not interact, although their presence 
is necessary to neutralize the average space charge. 
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We use Equation (26) to obtain the equivalent temporal damping rate 

am for a moving beam. In Figure 4, am is plotted for e/À from 0.2 to 1.0. 

COMPARISONS OF THEORIES OF MOVING AND STATIONARY PLASMA 

The solid line of Figure 4 is the damping rate we call aBv extracted 

from Bloom and Vural5 (Figure 4) as described in Appendix I. Three 
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Fig. 4—Exponential damping rate a as function of e/X =  crat is the 
stationary plasma theory modified by Reference (4) dispersion term, asv is 
the electron beam theory extracted from Reference (5), and as is the electron 

beam theory extracted from Reference (3). 

points aB found from Berghammer's Figures 3, 4, and 5 are also shown. 
These differ slightly from Bloom and Vural's determinations found by 

a different approximation. It is noted that am rises above «Br for high 
e/À or k/km, similar to the manner in which au  rises above Jackson's 
more accurate aj. More importantly, we see that Otgv and an of the 

moving-beam theory approaches am of the stationary plasma theory at 

small values of E/À. It is only at these small values of e/À or k/kD that 
« 11  of Figure 4 or au  of Figure 1 would be valid. The agreement of am 

and am, at e/À = 0.2 is considered very significant, since the correction 
factor (Equation (26) ) to au  of Figure 1 to obtain am of Figure 4 is 



LANDAU DAMPING IN ELECTRON BEAMS  309 

almost 2 orders of magnitude. This correction brings au  into agree-

ment with am. Of course, the damping rate for the electron beam applies 

to only one of the Hahn—Ramo waves. 

The real part of w, 04., can be solved for as a function of E/À using 

Equations (21) and (22). In Figure 1, (0),./top)mmv  is plotted and the 

decrease of ¡Ur with increasing E/À is noted. It is very interesting to 

observe that the full Maxwellian distribution, as well as the rectangular 

case, predicts an wr that increases with k/km (Equation 3), whereas 

the half-Maxwellian distribution used for beams predicts a decreasing 

tor. This latter decrease was also found by the analysis of Watkins" 

and by an exact computer analysis of Morrison." It is noted that these 

studies of the cut-off Maxwellian"-" consider the lower edge of the dis-

tribution to be of constant velocity, us, while the rectangular and full 

Maxwellian studies consider the average velocity, ys, to be constant. 
This consideration does not alter the results of the previous calcula-

tions, i.e., a rectangular distribution predicts15 an increase in tt.), and a 

cut-off Maxwellian a decrease in wr with increasing velocity spread, 

regardless of which velocity (vs or us) is kept constant. Although the 
different behavior was not studied in detail, it is felt to be due to the 

difference (assymmetry) in velocity distribution functions. The in-
crease in 0.4. and corresponding decrease in interference-pattern wave-
length is more likely to be observed experimentally, because a cut-off 

Maxwellian distribution would often be masked by velocity spreads that 

cause an increase in plasma frequency. 

COMPARISON WITH EXPERIMENT 

It is concluded that the electron-beam theory of BBV predicts the 
same exponential damping rate for the small E/À or k/km limit as does 

the approximate solution developed for the Landau theory of a station-
ary plasma. On the other hand am holds for large E/À and is limited 

only to small E. The BBV results would therefore be expected to more 
accurately predict the r-f damping behavior in electron beams (that can 

be represented by an equivalent cut-off Maxwellian distribution), than 
the approximations* developed from the closed-form solutions of the 

stationary plasmas. 

13  D. A. Watkins, "The Effect of Velocity Distribution in a Modulated 
Electron Stream," Jour. Appt. Phys., Vol. 23, p. 568, May 1952. 

14  J. A. Morrison, "Noise Propagation in Drifting Multivelocity Electron 
Beams," Jour. Appt. Phys. (Letter) , Vol. 31, p. 2066, Nov. 1960. 

13  G. A. Gray, "Single-Velocity Equivalents for Multivelocity Electron 
Streams," Jour. Appt. Phys., Vol. 31, P. 370, Feb. 1960. 

* The more accurate calculations developed by Jackson for large damping 
cannot readily be put in a form applicable to an electron beam. 
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Normal electron beams do not have the cut-off Maxwellian distribu-

tion described by Equation (8) and Figure 3(a). Figure 3(b) is a 

typical measured voltage F(V) for electron beams.° It was found in 

the experiments described in Reference (9) that the electrons going 

slower than the average (shaded region), rather than the faster elec-

trons, determined the measured damping rates. The BBV theory de-

rived for Figure 3(a), Equation (8), has not yet been rigorously deter-

mined to apply to the distribution with a low-energy tail, but certain 
features can be inferred. The highest-energy electrons in Figure 2, (d) 

and (e) (region C), have too large a slope of df(u)/du to have any 
measurable damping. If we do not consider the highest-population 

region (B), we can also infer that the low-energy tail (region A) (very 
close experimentally° to an equivalent Maxwellian distribution) should 
give rise to a decaying slow-wave packet. The power remaining in the 
beam would then be that of the fast wave. A phenomenological proof 
that the theory of BBV will be appropriate to compute the damping 

for distributions of the type represented in Figure 2, (d) and (e), 
with slow-velocity tails is given in Appendix II. 

A more complete calculation has been carried out by L. S. Ner-

gaard." He shows that the low-velocity tail produces damping of the 
slow space-charge wave equivalent to the damping of the fast space-
charge wave for a high-velocity tail. He solves the Volterra equation for 
an arbitrary distribution that can represent the half-Maxwellian dis-

tribution of BBV or the distribution functions experimentally meas-

ured; the damping results are equivalent. 

With the considerations described, it was possible to find for over 
50 experiments a value of the constant exponential damping rate « 

versus the damping determining factor e/À. Here a was computed from 
the measured spatial damping rate a' and E/A was computed from the 
measured voltage distribution of the slow-energy tail (shaded area of 
Figure 3 (b) ). Figure 5 presents the results of the analyses of Refer-

ence (9) on a logarithmic plot of a versus E/A. Various beam experi-
ments are listed by different symbols. 

Figure 5 also exhibits the theoretical plots of « versus E/A (obtained 
by the author (Figure 4)) from the predictions of Bloom and Vural" 
(«Bv ) and Berghammer° («B). These predicted values are in good 
agreement with the analyzed data. While the individual points have a 
relatively large spread about the theoretical curves, the bulk of the data 
follows the variations predicted by the BBV theory. More importantly, 
the absolute damping values derived cluster about the predicted curves. 

16  L. S. Nergaard, RCA Laboratories, Princeton, N. J.; private com-
munication. 
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In view of the irregularities in the beam profile and the distribution 

across the beam, the agreement found is remarkably good and within 

the experimental error. For large E/À, the a's are not as high as pre-
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Fig. 5—Experimentally determined exponential damping rates a as a func-
tion e/X and Ic/ku (symbols refer to different beam conditions). Reproduced 

from Reference (9). 

V 

2 2.5 

dieted by as;-, but, as described," large damping curves are difficult to 
measure and tend to be on the low side. In addition the normalization 
equations used a measured interference length which would under-

estimate a. 

To conclude, the rates follow in the main the predictions of the BBV 
theory. Neither beam irregularities nor transverse effects appear to 

play any appreciable role. Figure 5 exhibits a remarkable agreement 
with the theoretical decay rates. Since the BBV theory should, from 
our earlier considerations, predict the Landau damping rates in elec-

tron beams, we consider the data in good agreement with that pre-
dicted by Landau. The original designation' of the author that this 
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decay of space-charge wave was Landau damping now appears to have 

quantitative justification. 

SUMMARY AND CONCLUSIONS 

The bulk of the experiments described in Reference (9) showed 

behavior that can be predicted by Landau damping in electron beams, 
as developed in the BBV theory. The experiments are mainly in the 
region of plasma frequency small compared to the modulating fre-

quency. Gunshors and Mihran,2 on the other hand, describe current-
modulation experiments with relatively larger plasma frequencies. They 

distinguish between a ballistic phase mixing (sin 0/0 damping) and the 
exponential-type Landau damping in light of the fact that Landau did 
not explicitly describe the ballistic case. The author does not wish to 

argue the semantics of the designation, but classifies Landau damping 
as multivelocity effects causing damping by nondissipative forces. The 

measured velocity distribution of both Gunshor and Caulton show both 
a low-velocity tail and a rounded or uniform region. The Bloom and 
Vural papere 5 contain implicitly a description of such a sin 9/O decay 

for a current modulated beam with a rectangular distribution. 

Gunshor2 describes such a decay; we suggest it is due to the use of 

a current or density-modulated beam coupled with a large rounded or 
flat portion of the velocity spread, and a relatively small number of 

electron contributing the Maxwellian-type low-energy tail. Thus their 

so-called ballistic decay associated with the flat portion appears to 
override the exponential decay due to the low-energy tail. The cur-

rent-excited beam theory of Bloom and Vura1,5 when the proper initial 
conditions are used, describes a decay similar to the "ballistic decay." 
This perhaps explains their successful comparison with Mihran's ex-

periment,2 although his experimental beam did not have the cut-off 
Maxwellian distribution they postulated. 

This paper describes experiments on a velocity-modulated beam. 
Berghammee predicts that a rectangular distribution on a velocity-

modulated beam would yield no damping, and indeed the experiments 
described indicate damping solely of an exponential-decay nature, sug-

gesting that any rectangular-type parts of the distribution did not in-
fluence the decay. 

The equivalence of the BBV results for an electron beam and Landau 

damping for a stationary plasma has been shown for the small E/À or 
k/kD limit. If the BBV theory holds for larger E/À (it should be limited 

only to small c), then Landau damping predictions most closely appli-
cable to an electron beam are valid. Over 50 experiments of plasma 
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oscillations in electron beams showing wave decay in which the data 
could be analyzed and the results exhibited in the framework of the 

BBV and Landau theories were described in Reference (9). While the 
individual experiments are of limited accuracy, the bulk of the results 

quantitatively agree well with the predictions of the theory over a wide 

range of damping parameters. The results then constitute a quantita-

tive experimental verification of the existence of Landau damping in 
electron beams. 
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APPENDIX I—EVALUATION OF DAMPING RATES FROM R-F POWER 

VERSUS DISTANCE CURVES 

The BBV publications did not derive the damping rates as an ex-
plicit function of E/À. Figure 6 shows the r-f power interference pat-
tern of a slow wave and fast wave with one of the waves decaying at 
an exponential rate a'. The dotted lines are loci of the maxima and 
minima. The difference term, max—min, at a given z will vary as exp 

z), as may be seen from Figure 6. Semi-log plots of max—min as a 
function of z yield straight lines and their slopes yield a'. Such plots 

were made from Berghammer's3 Figures 3, 4, and 5 for E/À of 0.25, 
0.5 and 1. These points are shown in Figure 4. 
Bloom and Vural4 show current damping patterns for E/À of 0.3 to 

0.9. Again semi-log plots of maxima-minima yield straight lines and 

the slopes yield a. These rates are shown in Figure 4 along with an 
extrapolated decay rate at E/À = 0.2. The spatial decay rate is readily 
converted to the temporal decay one represented as tui/cup. In particular 
AB, the normalized distance in BBV, is (cup/w„,)(0)„,/uR) z = (Opt. 

APPENDIX TI—DAMPING RATES WITH HIGH- AND LOW-VELOCITY TAILS 

Jackson" indicates that the Landau damping term for stationary 
plasmas is the imaginary part of the plasma frequency w. He derives 

for small damping our Equation (2). 

7r ( (Op )2 1 (at° (1_  k dw,.\ 

2  k  n„ a u   cer/k  dk I 
(27) 
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where (0,. is the real part of the plasma frequency, no is the number of 
particles, and k is the phase constant (invarient to a Galilean trans-

formation).  This expression, although derived from a stationary 
plasma, is invarient17 for a Galilean transformation, and we can apply 
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Fig. 6—Computer relative power versus distance z in space-charge waves 
(current amplitude of one wave decays as e-a'; in References (3) and (5) 

the abscissa is X0 and the wave decays as e-ax0). 

it to a moving electron beam. In doing so, one must use the quantities 

appropriate to the system. For the laboratory electron-beam system 

k dig,.  Vg 
1 — —  = 1 — — 

or dk  vP 

(28) 

where vp is the phase velocity and v, is the group velocity. 
It will be demonstrated that the damping expression given by Equa-

tion (27) will yield approximately the same results for two distribu-
tions of fo(u). One is a low-velocity tail that is approximately Max-
wellian: 

17J. M. Dawson, "On Landau Damping," Phys. Fluids, Vol. 4, p. 869, 
July 1961. 
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f, = exp — a (u,2 — u2), 0 < u < u,  (28) 

where u is the velocity of the individual electrons in the beam, 

u, is the velocity of the fastest electron u02 = (2 e/m)yo, 

a = m/(2KT) 

Vo is the drift potential, 

subscript s refers to slow-velocity distribution. 

This distribution is similar to that encountered in practice. The other 
distribution ff is given by the cut-off Maxwellian distribution with a 
high-velocity tail (Equation (8)) written as 

f = exp { — a (u2 — u,2)), u > u, ,  (29) 

where the subscript f refers to the fast-velocity distribution and this 
is the distribution for which the damping rates are derived in the BBV 
theory. Here u, is the same as in Equation (28), but refers now to the 
slowest electrons. In examining how the damping rates of the two dis-
tributions compare, the major terms of concern are 

(af  ( t 1, 9 1 

and — 
af.  V, 

1 — 
au Id -=- t e)   V W  fast to il au u =-- vps  Vps  slow tall 

1 -  

In the limit of small damping we use" 

VP/ 

and the approximations 

Vo!  v„ 
 , vps =   

lov 

1 — 1  —  

uytlt 

voi =vo(l+e+...), 

vo.= vo (1 — + • • •) 

yoL , Ito. 

With these approximations, remembering that e and (0),/0)„, = À) are a 
few per cent or less, and neglecting second-order terms, 
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("  vg 1 - -  2auc(1 +E+À)exp(—aue2 (2E+ 2 À)) 
au).  v p 

(fast) 

2 au,(1 —E—À)exp{—CitUe2 (2E+ 2 À)) 

(slow) 

(31) 

We conclude that (1) the sign of wi is negative for both distributions 
as expected, (2) the exponential term, which is the principle factor, is 
the same for both distributions, and (3) there is slight difference in 
the damping from the other parenthetical terms that would be insignifi-
cant for (a) small c or small damping and (b) for a small w,./.). (which 

is the case in these experiments). As the damping term, Equation (27), 
is valid for small damping only, it is concluded that there is no signifi-

cant difference between the damping terms of a slow or fast tail half-

Maxwellian distribution. That this holds for large damping remains 
to be proved. 
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Summary—In the sonic-film memory, thin magnetic films and scanning 
strain waves are combined to realize a nonvolatile block-oriented random-
access memory. The interaction of strain waves with magnetic thresholds is 
used to obtain serial accessing and nondestructive read signals. Experimental 
data showing coincidence selection and nondestructive read operation is 
presented for a variety of geometries and strain-pulse characteristics. For 
high bit densities and transfer rates, strain pulses of 10 nanoseconds dura-
tion, and 10-4 amplitude are required. Transducers capable of generating 
these pulses have been developed and are described. Experimental data are 
presented. A reduction in the required strain amplitude by a factor of 5 is 
realized by using Fe-Ni-Co films. The results of magnetic materials investiga-
tion leading to the new composition are presented. 

INTRODUCTION 

prI-3HE SONIC film memory represents a novel approach to the storage of digital information. Thin magnetic films and scan-

ning strain waves are combined to realize a memory in which 

information is stored serially. The remanent property of magnetic 

films is used for nonvolatile storage. The effect of strain waves on 

magnetic films is used to obtain serial accessing. This effect is also 

used to derive a nondestructive read signal for interrogation. 

The sonic film memory represents one possible realization of a block-

oriented random-access memory' (BORAM). In such a memory, infor-

mation is stored in blocks with random access to blocks being accom-

plished at electronic speed. Information in a block is retrieved serially 

at bit rates compatible with computer speeds. 

* The work described in this paper is partially supported by the USA-
ERL under contract numbers DA36-039-AMC-03248(E) and DA28-043-
AMC-01392 (E). 

This material was presented at the 1966 Fall Joint Computer Confer-
ence, San Francisco, Calif. 

$ Now at the Xerox Corporation, Webster, N. Y. 
B. H. Gray, D. R. Hadden, Jr., and D. Haratz, "Block Oriented Random 

Access Memory," Proc. National Symposium on The Import of Batch 
Fabrication on Future Computers, Los Angeles, Apr. 1965. 
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SYSTEM DESCRIPTION 

The simplest configuration for a sonic film memory block2» 3 consists 
of a glass tube with a magnetic film coating. A conductor threads the 
tube and an ultrasonic transducer and an ultrasonic absorbing termina-
tion are attached to the ends, as shown in Figure 1. The magnetic 
coating has square-loop properties and is originally saturated circum-

MAGNETIC 
FILM 

17,777'/777,7•7777777.7,_, 

774'Z'Zr2,711/ 9 .7:7777 
TUBE 

TRANSDUCER  ABSORBING 
TERMINATION 

STRAIN 

DIGIT 

to 

Fig.1 —Simple sonic film memory configuration. 

ferentially in one direction along the entire length. To enter informa-
tion serially into the block, a strain wave is launched along the tube and 
propagates from the transducer end to the termination, where it is 
completely absorbed. As the wave propagates along the tube, it reduces 
the switching threshold of the strained region. A pulse of current 
applied to the conductor linking the magnetic coating will cause flux 
reversal only in the strained region, permitting the selective writing 
of information. 

Nondestructive serial retrieval of the stored information is effected 
by propagating a strain wave along the rod. This produces a reversible 
change in the magnetization of a strained region. This change induces 
in the linking conductor a voltage whose polarity depends on the rem-
anent state of the flux corresponding to the stored information. 

2 J. A. Rajchman, RCA Technical Notes, RCA TN No. 346 (1959). 
3 J. W. Gratian and Freytag, "Ultrasonic Approach to Data Storage," 

Electronics, May 4, 1964, p. 67. 
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Figure 1 shows that the region in space occupied by the strain wave 
determines the dimensions of a "bit." The spatial dimension d, shown 
in Figure 1, is given by d = vt, where y is the velocity of sound, and t 
is the time duration of the strain wave. 

To enter information, it is necessary that the strained magnetic 
region complete its switching in a fraction of the time duration of the 

strain pulse. For high bit densities, say in excess of 50 bits to the 
inch, this implies a switching time of the order of 10 nanoseconds. 

Assuming that the strain wave causes a reduction in the magnetic 
threshold of only a factor of 2, it is clear that switching must be accom-
plished with relatively modest overdrives. The requirement of high-
speed switching with relatively modest overdrives rules out the possi-
bility of using isotropic magnetic materials for the storage medium. 

However, thin magnetic films with uniaxial anisotropy have the re-
quired property of very fast switching (of the order of 2 nanoseconds) 
with drives of the order of the anisotropy field.4 

For the memory configuration shown in Figure 1, and high bit den-
sities, it is necessary that the magnetic coating have uniaxial anisot-

ropy and be capable of fast switching. Such coatings with a circum-
ferential easy axis and an axial hard axis are in use for random-access 
memories.5 

STRAIN DEPENDENCE OF MAGNETIC CHARACTERISTICS OF 
FILMS WITH UNIAXIAL ANISOTROPY 

The gross magnetic properties of a planar film with uniaxial anisot-

ropy may be described by specifying the direction of the anisotropy 
(easy axis), the magnitude lik of the anisotropy field, and H,, the easy-
axis coercive field. The dependence of the anisotropy direction and 
anisotropy field on uniaxial strains applied at an arbitrary angle with 
respect to the easy axis may be derived analytically." The results of 
these derivations are 

4 H. Weinstein, An Investigation of Serial, Nonvolatile Computer Mem-
ories Based on a Magnetoelastic Interaction in Ferromagnetic Storage 
Media, Ph.D. dissertation, Polytechnic Inst. of Brooklyn, E. E. Dept., 1965. 

5 T. R. Long, "Electrodeposited Memory Elements for a Nondestructive 
Memory," Jour. Appt. Phys., Vol. 31, p. 123s (1960). 

O T. S. Crowther, "Angular and Magnitude Dispersion of the Anisotrophy 
in Magnetic Films," Jour. Appt. Phys., Vol. 34, p. 580 (1963). 

7 E. N. Mitchell, G. I. Lykken, and G. D. Babcock, "Compositional and 
Angular Dependence of the Magnetostriction of Thin Iron-Nickel Films," 
Jour. Appt. Phys., Vol. 34, p. 715 (1963). 

8 H. L. Pinch and A. A. Pinto, "Stress Effects in Evaporated Permalloy 
Films," Jour. Appt. Phys., Vol. 35, p. 828, (1964). 
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sin 20 
tan 20,. = K   

1 K cosIrk 

hk = Hk/Hk° = (1 ± K2 -I- 2K cos 20) 1/2 

= sin 20/sin 2(0 — Or) 

where 4, = angle between the strain axis and the unstrained easy axis, 
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Fig. 2—Axis rotation angle 0, versus strain parameter K. 

= the angle through which the strain rotates the easy axis 
(referred to the unstrained easy axis), 

He = the strain-free anisotropy field, 

H k = the effective anisotropy field in the strained film, 

S Al-lk 
K = strain parameter = —  —  for 4, = 0 or 7r/2, and 

Hko 

S = strain. 

Figures 2 and 3 are plots of the above equations.8 In Figure 2, 0,. is 

plotted as a function of K with  as a parameter. In Figure 3, H k is 

plotted versus K with  as a parameter. 
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Inspection of Figure 2 shows that if the strain is applied along the 

easy axis (4, = 0), the anisotropy direction is unchanged for all values 

of strain (tensile or compressive). On the other hand, if the strain is 

applied at right angles to the easy axis (cf, = 7r/2), the anisotropy direc-

tion changes discontinuously at K = 1 from Or = 0 to Or = 7r/2. 

Inspection of Figure 3 shows that Hi; can be increased or decreased 

by application of strain. For a positive magnetostriction coefficient and 

20 
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4 0.8 

o 

04 

cc 
o 

- 

I  I 

1.'cr 
0=15' 

-0.4  0  04 

K (NORMALIZED STRAIN) 

Fig. 3—Normalized effective anistropy field versus strain parameter K. 

a tensile strain, K is positive (a compressive strain corresponds to K 

negative). For this case the normalized anisotropy field H k is reduced 

by the application of a compressive strain along the easy axis (0 = 0) 

or a tensile strain along the hard axis (4, -= 7r/2). Figure 3 shows that 

for values of K >1 and 95 = 7r/2, H . < O. This is a result of the discon-

tinuous rotation of the easy axis as indicated in Figure 2. 

Experimental data on planar thin films,' and films with cylindrical 

symmetry' are essentially in agreement with these theoretical predic-

tions. 

For highly magnetostrictive iron-nickel films the experimental data 

indicates that a strain of — 10 -4  is required to produce discontinuous 

rotation of the easy axis. Similarly, a reduction in the anisotropy field 

by a factor of 2 is realized with a strain of — 10 -4 . To accomplish 

sequential selection in a memory block, either the rotation of the easy 

axis with strain, or the reduction of the anisotropy field with strain, or 

H. Weinstein, "Static and Dynamic Stress Effects in Cylindrical Ferro-
magnetic Films," 11th Annual Conference on Magnetism and Magnetic 
Materials, San Francisco, Nov., 1965. 
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a combination of both effects may be used. In either case, the required 

strain is of the order of 10-4 , and it is necessary to generate this strain 

at the film. Use of magnetic compositions with higher magnetostriction 
permits a reduction in the required strain amplitude. 

HARD AXIS 

' HK. 

(0) REDUCTION IN 
ANISOTROPY FIELD 

H 

( b) EASY AXIS 
ROTATION  / 

HARD AXIS BIAS 
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EASY AXIS 
DRIVE AMPLITUDE 
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H Ku 

EASY AXIS 
DRIVE AMPLITUDE 

Fig. 4—The switching astroid. 

STRAIN SWITCHING OF THIN MAGNETIC FILMS 

The switching thresholds for thin magnetic film are given by the 
well-known astroid shown in Figure 4. For an unstrained element the 

thresholds are determined by the value 1-1À„ and the outside astroid in 

Figure 4a. For a strained element, the threshold is given by H" 
shown by the inside astroid in Figure 4a. This assumes that the strain 
is applied along the easy axis or along the hard axis and is of a magni-

tude so as not to produce discontinuous rotation. Consider the points 
P1 and P2 in Figure 4a. It is clear that a hard-axis bias in combina-

tion with either a positive or a negative easy-axis drive will cause 
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switching of a strained element but will not cause switching of an un-

strained element. Thus a coincidence of an easy-axis drive with a strain 

pulse will cause switching at the local strained region. 
Alternatively, the rotation of the easy axis due to the application 

of strain may be utilized to enter information into the memory. In this 

case, the strain rotates the easy axis and an easy-axis drive completes 
switching of the strained region. This is illustrated by the astroids 

shown in Figure 4b. Bipolar easy-axis drives are required to produce 

both remanent states. In an actual film, a combination of both rotation 

and reduction in the anisotropy field is probably the cause of switching. 

PZT TRANSDUCER 

SONIC 
DRIVER 

FUSED QUARTZ 
(4"x rx 

8 8 

50 TURN SENSE COIL 
(MICROMETER MOUNTED) 

HELMHOLTZ 
COILS 

PERMALLOY FILM 
DOT(0 2" DI A ) 

Fig. 5—Memory-device geometry. 

MEMORY-CELL TEST DATA 

Static Magnetic Fields 

The storage system selected for initial testing consists of thin perm-
alloy films deposited on a fused quartz substrate. The substrate meas-

ures 4 x 3/8 x 3/8 inches and has a PZT (lead zirconate—lead titanate) 

transducer bonded to one end surface as shown in Figure 5. The PZT 
transducer operating in the longitudinal mode is used to generate strain 
pulses in the substrate. This is accomplished by exciting the trans-

ducer at its resonant frequency of 4 MHz from an external generator 
with a modulated sine wave voltage. 

The thin-film storage elements have a composition of 60 :40 nickel— 
iron and a diameter of 200 mils. The film spots are spaced 0.5 inch 
apart to eliminate magnetic coupling between the spots from interfer-
ing with the measurements. The hysteresis loops measured under 

static strains for samples of this composition indicated a uniaxial an-
isotropy together with a relatively high strain sensitivity. The sub-
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strate with the magnetic films is inserted in the mounting jig shown in 

Figure 6. 
For the device shown in Figure 5, the strain pulse propagates in a 

direction along the hard axis of the magnetic films. Helmholtz coils 

provide bipolar magnetic fields of approximately 5 oersted in the easy di-
rection during writing and are used to establish the original direction of 

Fig. 6—Sonic film memory rod mounted on drive jig. 

magnetization of the films. A 50-turn coil is positioned close to a film 
element and is used to detect the output sense signal. A strain pulse 

packet is generated by the transducer and sequentially scans the mag-
netic films. Figure 7 shows the voltage applied to the transducer. The 
first signal is the voltage applied by the generator to the transducer, 

and the second wave form is due to the strain wave being reflected from 
the far end of the quartz substrate and impinging on the transducer. 
The lower trace in Figure 1 shows the wave form obtained from the 

sense coil. This wave form is expanded in Figure 8 for both binary 
remanent states in the films. As can be seen in Figure 8, the sense 
signals are bipolar in nature. They are truly nondestructive for limited 
strain amplitudes. 

The magnitude of the sense signal was found to be linearly de-
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Fig. 7—Sonic drive and sense signal. 
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(WAVEFORM EXPANDED 
IN FIG.8) 

pendent on both the strain amplitude and the diameter of the film spot. 
When a static easy-axis magnetic field is maintained during the sense 

operation, the magnitude of the sense signal diminishes. For a field of 
7 oersted, the sense signal is reduced to zero. 

A threshold value exists for the static magnetic field needed to 
switch a film with a given strain amplitude. The higher the amplitude 
of the strain pulse, the lower the threshold value for causing magnetic 

reversal. For transducer excitation of 100 volts peak value, the mag-

netic threshold is 2.8 oersted. For a sonic drive amplitude of 50 volts 
peak value, no change in magnetization is observed when the magnetic 

field is reversed. This demonstrates that a coincidence of a magnetic 
field and strain pulse is required to cause switching in the magnetic field. 

To further demonstrate the need for coincidence between strain 
pulses and magnetic field pulses to produce switching, dynamic "Write— 
Read Disturb" testing was undertaken. 

Dynamic Testing 

For dynamic testing the sense coil of Figure 5 is used to apply the 
magnetic bit field. A common clock provides synchronization between 
the sonic and magnetic pulses. The sonic drive program consists of a 

rITELITelmlog 

1111111111110111d11111111111111111 
ilrumuranrirre 

11111111111111111111011111111111111 

SENSE "1" 

SENSE "0" 

VERT 200p.V/dtv 
HOR, 0 2µsec/dtv 

Fig. 8—Expanded sense signals. 
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doublet of sinusoidal bursts as shown in the timing diagram of Figure 

9. The first burst is used to write information into a memory element. 

The second burst is used to read out the information. The magnetic 

field pulse is applied via the sense coil in coincidence with the strain 
burst arriving at the storage element. The upper trace in Figure 10(a) 

DI
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T 
FI
E
L
D 

WRITE READ 

SE
N
S
E 
SI
G
N
A
L 

 '4. 

Td  PROPAGATION TIME FROM TRANSDUCER 
TO MAGNETIC FILM 

Fig. 9—Timing sequence for dynamic testing. 

shows the voltage wave form applied to the transducer for a write—read 
sequence. The lower trace illustrates bipolar magnetic digit drives 
(one and zero) timed to coincide with the arrival of the write strain 

pulse at the test storage location. Figure 10(b) illustrates the disturb 

condition. Only magnetic energy is applied to the memory cell under 

test without a write strain pulse. Figures 10(c) and 10(d) show the 

sense signals corresponding to the write and disturb conditions, respec-
tively. For Figure 10(c) the sense signals are bipolar corresponding 

to the binary state. Figure 10(d) shows the sense signals obtained by 

disturbing the binary one state by both positive and negative digit 
pulses. As can be seen, the digit pulses produce very little disturb 

effects. 

For this set of dynamic tests, distinct thresholds were observed for 
both the strain and magnetic drive amplitudes. However, the margins 
of operation for both the strain and magnetic field pulses were nar-

rower than in the case of static magnetic testing. 
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PZT TRANSDUCER 

SENSE 
(WINDING PARALLEL TO E A 

MAGNETIC FILM DOT, 
"0  0 15" 

TO SENSE AMPLIFIER 
& DRIVE CIRCUITRY 

(WINDING PARALLEL TO H A ) 

Fig. 11—Planar film storage array. 

I nipolar Strain Pulse Testing 

For this set of tests, films with an iron—nickel--cobalt composition 
having very high magnetostriction are used. The elements, with a 

rectangular shape, measure 0.1 x 0.15 inch and are approximately 1000 
thick. These films are deposited on conventional microscope glass 

slides measuring 1 x 3 x 0.04 inches. A shear mode PZT transducer, 

resonating at 1.5 MHz, is bonded to one end of the glass slide; a fine 
layer of viscous material is used for damping ultrasonic reflections. 
Figure 11 shows the geometrical arrangement of the magnetic films, 

direction of the easy axis, and the direction of particle motion in the 
shear mode wave. 

The glass substrate is sandwiched between two copperclad etched 

circuit boards that form the sense and drive windings for the magnetic 
films. Unipolar pulses from an external generator are applied to the 

transducer to generate strain pulses in the substrate. Excitation ranges 
from 30 to 100 volts and is adjusted in width for optimum transducer 
response. 

Figure 12 shows the sense signal (sense winding parallel to easy 

mu m 
Illiimmommisumma 
lemmuireamer, 
imutimm 

(a) SENSE "I" 

(b) SENSE "0" 

0.5 mV/div., 2p.secidiv. 

Fig. 12—Sensing a single bit. 
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axis) generated when a given storage location is switched into one of 
the two remanent states. This is accomplished by the coincidence of 

a strain pulse generated by the transducer and a magnetic field pulse 
generated by the drive winding. As can be seen, the sense signals are 
bipolar and of an amplitude of 0.5 millivolt. 

The magnitude of the sense output may be enhanced by applying a 

constant hard-axis bias during the sense operation. For the device con-

figuration of Figure 11, a hard-axis bias is applied by a pair of Helm-
holtz coils. The output sense signals are shown in Figure 13. In the 

absence of a hard-axis bias, the sense signals induced in a winding 
parallel to the hard axis are negligible. 

I (a) Hh = +100e 

(b) Hh = - 10 Oe 

0.5mV/div., 2 /J. sec /di v. 

Fig. 13—Sense signal from a 4-element storage array. 

STRAIN-WAVE GENERATION 

For operations of a high-density sonic film memory, unipolar strain 
pulses with a width of approximately 10 nanoseconds and a strain am-

plitude no greater than 10 -4  must be radiated into a fused quartz sub-
strate. The most practical method for generating such pulses is by 
means of piezoelectric transducers. 

Of the many piezoelectric materials, five were selected for investi-
gation—quartz, cadmium sulfide (CdS), lithium metagallate (LiGa02), 

antimony sulfur iodide (SbSI), and lead zirconate-lead titanate (PZT). 

The emphasis was on quartz, which is readily available and capable of 
fundamental-mode operation up to approximately 100 MHz. PZT is 
used in the low MHz range because of its high conversion efficiency. 

The three other materials were investigated because of their great po-
tential. A brief survey is given below of the piezoelectric characteristics 

of these materials. 

Material Characteristics 

(1) Quartz 

For X-cut quartz vibrating in its thickness mode, the strain gener-



330  RCA REVIEW  June 1967 

ated" by an applied electric field, E, is 

s= du x E 

where d11 is the transmission sensitivity. For quartz d11 =-- 2.3 X 10-12  

coulomb/newton. 
The strain propagating in a fused quartz substrate may be evalu-

ated by using a transducer as a receiver. The electric field generated 

by the transducer due to an incident strain pulse is 

E = g11 xT=g11 ><Yxs 

where T is the incident stress, Y is Young's modulus for fused quartz, 

and gli is the reception sensitivity. For quartz, 

gli = 0.058 volt-meter/newton. 

For an exact determination of strain at a specific location, losses in 

the bond and the substrate must be taken into account. 

To generate a narrow strain pulse, a wide-band transducer is re-
quired. The pass band of a transducer is defined almost entirely by 

the ratio of the acoustic impedance of the transducer to that of the 
delay medium.11 Fortunately, the characteristic acoustic impedance of 
quartz (15.1 x 10-6 kg/m2—s), and fused quartz (13.1 x 10-6 kg/m2—s), 

are almost equal. A quartz crystal loaded with fused quartz and air 

backing has a mechanical quality factor Q.  
The objective is to have a strain pulse with a rise or fall time r of the 

order of 5 nsec. This requires a transducer bandwidth B of 80 MHz 
x B  0.4) and a natural-resonance frequency in excess of 60 MHz. 

For a 1-mil-thick transducer, the resonance frequency is 100 MHz. 
To generate a strain of 10-4  requires 1100 volts. The emf generated 

by the transducer operating as a receiver due to an incident strain of 

10-4  is 11.5 volts. 
Quartz has a low dielectric constant (K = 4.5) ; the acoustic losses 

are extremely small and the capacitive loading is unimportant for the 

required pulse response. 

(2) Cadmium Sulfide, (CdS) 

CdS has a higher transmission sensitivity than quartz: 

1° W. P. Mason, Physical Acoustics and the Properties of Solids, Van 
Nostrand, Princeton, N. J., 1958. 

11 Brockelsby et al, Ultrasonic Delay Lines, Iliffe Books, London, 1963. 
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d33 = 10.3 x 10-12  coulomb/newton. 

The single-crystal material is difficult to lap down to thin wafers (below 

3 mils thick). However, CdS can be evaporated and recrystallized" 

giving an attractive approach for making practical high-frequency 

transducers. Fundamental-mode operation at 100 MHz requires a film 
thickness of 17.5 t, and 175 volts will generate a strain of 10-4 . 

The characteristic impedance of CdS is 21.5 x 10-6  kg/m2—s and 

there is a mismatch to fused quartz representing a 2.3 db loss, which 
must be added to bond losses caused by imperfect bonding. With evap-

oration techniques, however, inherently good bonds are expected. 

(3) Lithium Metagallate, (LiGa02) 

Relatively little is known about this material." Single crystals are 

mechanically hard and have a low dielectric constant. The acoustic 

Q (> 105) has been measured. The electromechanical coupling coeffi-
cient kt = 0.25 and d33 = 7.7 x 10-12  coulomb/newton. The compound 

seems to have most of the attractive qualities of quartz, but is capable 

of generating three times higher strain for the same drive voltage. 
The characteristic impedance is 27 x 106 kg/m2—s and the mismatch 
of LiGa0., to fused quartz causes a loss of 3.5 db. 

(4) Antimony Sulfur Iodide, (SbSI) 

This material has only recently been investigated as a piezoelectric 
transducer." It is the strongest piezoelectric material known. At 18°C, 

d„3 = 2000 x 10 -12  coulomb/newton which is three orders of magnitude 

greater than for quartz. The coupling coefficient lc, ranges from 0.8 to 

0.9. Disadvantages are the very high dielectric constant, and the Curie 
temperature of 22°C. 

(5) Lead Zirconate-Lead Titanate, (PZT) 

This ceramic compound is readily available and has been investi-
gated thoroughly. Its transmission sensitivity d33 = 260 x 10-12  cou-
lomb/newton. A potential of 110 volts across a 20-mil-thick transducer 

produces a strain of 10-4 . The relative dielectric constant is large 
(K3 = 1300), and makes unipolar pulse operation difficult. The char-

12  N. E. Foster, "Ultra-High Frequency Cadmium-Sulfide Transducers," 
IEEE Transactions, Vol. SU-11, Nov. 1964. 

,9 J. P. Remeika and A. A. Hallman, "Flux Growth, Czochralski Growth, 
and Hydrothermal Synthesis of Lithium Metagallate Single Crystals," App!. 
Phys. Letters, Vol. 5, No. 9, (1964). 

li D. Berlincourt, et al, "The Piezoelectric Effect in the Ferroelectric 
Range in SbSI," APP!. Phys. Letters, Feb. 1964. 
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acteristic impedance is 30 X 106 .kg/m —s and losses due to mismatch to 

fused quartz are 4.2 db. 

Experimental Data 

(1) Quartz 

Transducers having thicknesses of 1, 2, and 3 mils were tested in 

the longitudinal mode of vibration. One-mil thickness corresponds to 
a resonant frequency of 100 MHz, and is about the upper practical 

limit for fundamental-mode operation. 
For the delay material we used fused quartz because of its low 

attentuation characteristics. Most of the material used is commercial 
grade. The end surface of the fused quartz rod is given a conductive 

coating of gold. 
A good bond between the crystal and the metallized rod is difficult 

to achieve at high frequencies. The bonding agent finally adopted was 
waterglass (potassium silicate). The tensile strength of the bond is 
high and its characteristic impedance is close to quartz  9 x 10-6  

kg/m2—s), although the bond is not of a permanent nature. 

We tested the samples to estimate strain magnitude, determine 
pulse shape, optimize the width of the drive pulse, determine ampli-

tude/frequency response, signal-to-noise ratio, insertion loss, attenua-
tion in bonds and delay medium, and observe extraneous modes. The 
transducer assemblies are mostly operated single-ended, i.e., the same 

crystal is used for both transmitting and receiving with the signal 

reflected from the polished end of the fused quartz. 

A figure of merit F may be defined as the ratio of the transducer 
output voltage when operating as a receiver to the exciting voltage 
applied to the same transducer. The figure of merit measured for the 

best samples is: 

F = 1.4 x 10—" 

for a 3-inch-long single-ended sample, and 

F = 2.5 x 10-3  

for a 7/8-inch-long single-ended sample. 
These samples were excited with unipolar pulses from a mercury 

pulse generator. The output voltage is measured across a 50-ohm ter-
mination. Up to 1000 volts are applied. The figure of merit values 

include losses in bonds and in the delay material. 
The losses are measured at 100 MHz by observing the exponential 
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decay of reflected echoes while the transducer is excited with bursts of 

100-MHz sine waves. Losses in a bond are 2.45 db, and the intrinsic 

loss in fused quartz is 0.26 db/cm. Similar values are given in the lit-

erature." 
Figure 14 illustrates pulse response from 1-mil-thick crystals. The 
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Fig. 14—Output from three different samples of quartz transducers, single-
ended. 

output amplitude can be maximized by adjusting the width of the input 

pulse. The optimum input pulse width Tin is related to the transducer 

resonance frequency fr by 

1 

Ti„ =  =  5 nsec 
2f, 

We measured Tin = 7 nsec and the output pulse width is T =  6 nsec. 

W. P. Mason, l'hysical Acoustics, Academic Press, New York, 1963, 
Vol. I, part A. 
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The pulse response is indicative of a wide-band transducer. This is 

confirmed in the amplitude/frequency response curve shown in Figure 

15. The 3-db bandwidth in this curve is 100%. The signal-to-noise 

ratio of the sample is 67:1. The S/N ratio is defined as the ratio be-

tween the first echo and the largest spurious signal following it. The 
measurement is done with short bursts of sine waves at 100 MHz. 

While the transducer ideally should vibrate only in its longitudinal 

mode, some shear modes, mode conversions, and spurious modes will 
always be generated. 

E 

o 

30 40 50  60  70  80  90  100  110  120  130 
f (Niels) 

140 150 

Fig. 15—Frequency response characteristic for 1-mil quartz transducer. 

(2) Cadmium Sulfide, (CdS) 

High-resistivity films that are piezoelectric active in the 100-MHz 

and lower frequency range have been produced by an approach based 
on the de Klerk method." 

Figure 16 shows the response from a 1-inch-long sample operated 

with bursts of sine waves at 100 MHz. The figure of merit (unipolar 
operation) is F = 30 X 10-3 . 

(3) LiGa02, SbSI, and PZT 

Lithium metagallate has been used at a natural-resonance frequency 

16  J. de Klerk and E. F. Kelly, "Vapor-Deposited Thin-Film Piezoelectric 
Transducers," Rev. Sei. Instr., Apr. 1965. 
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H 20,1s/cm  V:200mV/cm. 

FUSED QUARTZ ROD: lux 0.25« DIA. 

Fig. 16—Echo response from evaporated CdS transducer (f = 100 MHz). 

of 19 MHz. The figure of merit is about three to four times higher 
than observed for quartz. 

SbSI is a difficult material to cut and polish because of its soft 

porous nature. One 5-mil-thick sample operated at 23 MHz. However, 

the figure of merit is far below theoretical expectation. 

Experiments with PZT-4 material were carried out for samples as 

thin as 5 mils and fundamental operation of 17 MHz. The figure of 
merit for unipolar pulse operation is 130 x 10-3 . This is two orders of 

magnitude higher than for quartz. 

(4) Guided Wave Propagation 

To check the feasibility of strain-wave interaction with anisotropie 
thin magnetic film, a guided-wave structure is employed. In this struc-

ture, planar films are evaporated on a standard microscope glass slide 
(1 x 3 x 0.040 inch). The glass slide serves as the delay line. As 
shown in Figure 17, a shear-mode transducer with indicated polariza-

DIRECTION OF 
POLARIZATION 

Fig. 17—Strip delay line with shear-mode transducer. 
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tion is attached to the end of the glass slide. The end surface is first 

polished and metalized with an evaporated gold electrode. The trans-

ducer is bonded to the substrate with silver epoxy. 

According to earlier work," an infinite number of width shear modes 

can propagate in a strip of infinite width. All of these modes are dis-

persive with cutoff characteristics except for the zero-order mode, 
which propagates at all frequencies from zero upwards. At frequencies 

sufficiently low that an acoustical wavelength is greater than twice the 
strip thickness, only the zero-order mode can propagate and it is com-
pletely free from dispersion. From the viewpoint of acoustical trans-
mission alone, the fundamental nondispersive shear mode of propaga-

tion offers the most advantageous characteristics. Also the shear-wave 

velocity is less than the velocity of extensional waves by a factor of 
about three-fifths, and permits greater bit packing density. 
The lowest cutoff frequency of the longest dispersive mode for the 

chosen substrate geometry is fc= 1.9 MHz. The resonance frequency 
of the transducer used for testing is chosen as 1.5 MHz, and the 
acoustical wavelength is 100 mils. Since the strip width is many times 
the wavelength, the main lobe is narrow in the width direction. Furth-
ermore, the minor surfaces are coated with an absorbing material to 

lower reflections of energy from secondary lobes. 

The echo pattern reflected from the end of the 3-inch-long strip is 
shown in Figure 18. Figure 18(a) illustrates sine-wave drive, while 

unipolar-pulse operation is shown in Figure 18 (b). The first pulse 
echo is expanded in Figure 18(c). The optimum width of the input 
pulse is 330 nsec and the bandwidth of the transducer is 34%. 

MAGNETIC MATERIALS 

Requirements 

The objective of the investigation of magnetic materials is to find 
a composition with high sensitivity to strain and low threshold values 

—H, or H k. 

In addition, the films must have the following properties: good 
orientation of the easy axis, good squareness of the hysteresis loop, 
and low dispersion. 

Nickel—iron magnetostrictive alloys have thresholds below 10 oersted, 
good squareness, and good orientation. The highest strain sensitivity 

encountered with these materials yields a change in threshold by a 
factor of 2 for a strain of — 10-4 . For practical operation of a sonic 

17  A. H. Meitzler, "Ultrasonic Delay Lines Using Shear Modes in Strips," 
IRE Transactions on Ultrasonic Eng., 1960. 



SONIC FILM MEMORY  337 

memory, a material with a similar change for a strain of 10-6 is de-
sirable. 

Materials Investigation 

To find a desirable film material special instrumentation was con-

structed for production and static testing of samples as described below. 
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Fig. 18—Echo response for l'ZT shear-mode transducer on strip delay line 
1 X 3 x 0.040 inch. 

Fabrication Facilities 

For this phase, the films are produced by evaporation. The melt ma-

terial is evaporated from an alumina crucible by r-f induction heating. 

Eight substrates can be coated serially in a single run. The vacuum 
during evaporation is of the order of 10 -6  torr. 

The substrates are heated to 350°C by specially developed individual 

ceramic heaters. The heat distribution over a slide is rather critical. 
A thorough investigation shows a maximum variation of only -± 5°C 
from slide to slide and over a single slide from its edge to the center. 

The temperature of the slides is closely monitored by thermocouples. 

Thickness is measured by a crystal monitor. The reading is differ-
entiated to produce a rate reading; this in turn is fed back to control 
the power output of the r-f power supply to achieve a constant rate. 
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Automatic shuttering is used to produce films of very uniform thick-

ness. 
The films are evaporated and cooled in a uniform magnetic field of 

50 oersted produced by Helmholtz coils. 
Both glass and fused silica are used as substrates. Cleaning of the 

substrates is accomplished by boiling in chromic acid, ultrasonic shak-
ing, and repeated rinsing in acetone, alcohol, and distilled water. Pat-

Fig. 19—Typical films produced for testing. 

terns of spots are produced by masking. Figure 19 shows some of the 
films used in this program. In order to prevent oxidation of some of 
the more active films, they are coated with plastic spray immediately 
after opening of the bell jar. 

Static Testing Facilities 

In order to measure the magnetic parameters of the films under 
various conditions of static strain, a unique hysteresis-loop tester was 

constructed, the active part of which is shown in Figure 20. 
This instrument permits testing of film spots of various diameters 

from 1/, inch to 20 mils. To accomplish this, sensing heads of various 
sizes are used. The sensing heads consist of coils, wound in a figure-8 
pattern, each half consisting of 200 turns of small wire. 
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Magnetic drive at 10 kHz is applied to the sample with a maximum 
of 60 oersted peak-to-peak. 

Strain can be applied to the sample—both tension and compression. 

The substrate is cemented with epoxy into bakelite jaws that are 

coupled to a pneumatic system. The system can apply static strains in 

Fig. 20—Apparatus for measuring hysteresis loops. 

excess of 10-4 . Strain gages are used to monitor the strain induced 
in the substrate. 

Both the sensing coil and the film sample can be rotated and moved 

laterally with respect to the driving field. A d-c bias field at right angles 
to the driving field is also provided. 

Materials Tested 

Figure 21 shows the Ni-Fe-Co melt compositions tested to date. 
Samples were prepared corresponding to the points indicated in the 
figure. The films were then tested by fluorescence and wet-chemical-

analysis techniques to determine the exact composition. Note that the 
chart in Figure 21 gives the melt compositions rather than the film 
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compositions. The exact percentages for the eight films evaporated 
serially from a melt differed by a few percent both from the melt and 

among themselves. The films were then subjected to testing on the 

hysteresis loop tester, and, selectively, to x-ray diffraction analysis to 

determine the crystal structure. 
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Fig. 21—Nickel—iron—cobalt compositions. 

Results 

The best results obtained so far are from melts in region A on the 
chart of Figure 21. Films from melts more iron-rich than that end up 
with a mixture of a Ni-Fe-Co alloy in a body-centered (a) or face-

centered (y) cubic crystal and precipitated a-iron. More-cobalt-rich 

films give a mixture of body-centered cubic (a) and hexagonal (E) 
phases; this causes instability and very high values of coercivity. 

Nickel-rich films have lower magnetostriction, which actually goes 
through a null along the line indicated in the chart. 

In region A one can obtain very good films, provided a single crystal-

line phase is achieved. Substrate temperature, surface cleanliness, rate 
of deposition and other factors determine the film characteristics. An-

nealing may be used to improve these characteristics. 

Figure 22 shows the hysteresis loop of an especially good film ob-
tained from a melt in region A of Figure 21. The photograph shows 
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Fig. 22—Stress sensitivity of a magnetic film made from a 25% Fe, 15% Co, 
60% Ni melt. 

the hysteresis loop in the direction of the original easy axis under 

various conditions of strain, applied along the original hard-axis direc-
tion. The film is well oriented, with a square loop in the easy direction; 

the unstrained Hr= 7.7 oersted, I-4 = 3.8 oersted. Under strain the easy 
axis rotates and H k and H, change. A strain of 1.6 x 10-5  decreases the 
switching threshold in the original easy-axis direction by a factor of 2 

(see Figure 23). Some films made from this melt composition were 
used in the dynamic experiments described in the section on memory 
cell test data. 
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Fig. 23—Coercivity in the easy direction versus strain. 
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CONCLUSIONS 

The experimental data presented show conclusively that rotational 

switching of thin magnetic films with uniaxial anisotropy may be 

accomplished by the coincidence of strain pulses and magnetic field 
pulses. The tested films exhibit thresholds for both strain and mag-

netic fields. Nondestructive read signals are obtained by subjecting a 
film element to a strain pulse. 
The relative magnitude of the current pulses required to switch a 

film is compatible with semiconductor circuitry—of the order of 1 
ampere. The sense signals derived from elements of 0.1 inch diameter 
for a strain pulse of 100-nsec rise time are 0.5 millivolt. The magni-
tude of the sense signal is proportional to the diameter of the film spot 

and inversely proportional to the rise time of the strain pulse. For 

smaller film spots, shorter rise times may be used to maintain the sense 

signals outputs. Thus for a 5-nsec rise time and a spot size of 5 mils, 
the sense output is expected to be of the order of 0.5 millivolt. 
Transducer developments resulted in evaporated CdS films of the 

required thickness that generated high-amplitude strain pulses of the 

required speed with modest drive voltages. The developed magnetic 
materials, with magnetostriction coefficients considerably higher than 

permalloy, further reduce the transducer drive voltage to levels com-
patible with semiconductor circuitry. 

Magnetic interactions between adjacent bits will undoubtedly be of 

importance at high bit densities. For random-access film memories, bit 
densities of the order 50 per inch appear feasible." For the sonic 
film memory, the number of disturbing magnetic field pulses to which 

a given bit is subjected does not exceed the number of bits in a block. 
Thus it is expected that disturb effects will be of smaller magnitude, 
allowing high bit densities. 

Achieving high bit densities and block lengths of several thousand 
bits is crucial to the economic success of the sonic film memory. Con-

tinuing effort is being directed toward achieving this goal. 
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18  Q. W. Simkins, "A High Speed Thin-Film Memory—Its Design and 
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BORON NITRIDE AS A 

DIFFUSION SOURCE FOR SILICON 

BY 
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RCA Electronic Components and Devices 
Somerville, N. J. 

Summary—This paper describes a boron deposition—diffusion technique 
based upon the oxidation of boron nitride slices. The technique offers many 
ad vantages in conventional two-step (deposition—redistribution) diffusion 
methods, including elimination of flow-pattern problems, maximum utiliza-
tion of the deposition furnace, close control of the impurity flow density, 
use of a single inert gas, and compatibility with other systems and existing 
equipment. The paper describes the procedure used for the boron nitride sys-
tem, and shows curves of sheet resistance as a function of deposition time 
and temperature. 

INTRODUCTION 

I
N SILICON, a two-step diffusion process is normally used when 
surface impurity concentrations below the solid solubility are re-

  quired. The two steps are referred to as deposition and redistri-

bution (or drive-in). Ideally, this process consists of a deposition step 
that produces a thin, highly doped region in the silicon surface. The 
impurity source and any glass that may have formed on the surface 
are then removed, and the impurities are redistributed in the silicon 
by a second heating. Because the number of impurities available dur-

ing the redistribution step is limited, the surface concentration de-
creases as the junction depth increases. 
In practice, the ideal deposition—redistribution process is only ap-

proximated for boron diffusion into silicon, particularly when a steam 

environment is used during the redistribution step. Because boron is 

removed from the silicon by a combination of preferential segregation 
into the growing oxide and volatilization, the total number of diffused 

impurities becomes a function of both the deposition and redistribution 
cyc ies. i. 2 

If steam is not used during the redistribution step, the loss of boron 

is reduced considerably. As a result, fewer impurities must be intro-

1J. T. Law, "Surface Properties of Vacuum-Cleaned Silicon," Jour. 
Phys. Chem. Solids, Vol. 14, p. 9, 1960. 

2 A. S. Grove, O. Leistibo, Jr., and C. T. Sah, "Redistribution of Ac-
ceptor and Donor Impurities During Thermal Oxidation of Silicon," Jour. 
Appl. Phys., Vol. 35, p. 2695, Sept. 1964. 

344 



DIFFUSION SOURCE FOR SILICON  345 

duced at the deposition step. In previous boron deposition systems, 

reducing the total number of impurities, while at the same time main-

taining precise doping control and uniformity over the wafer surface, 

has been an exceedingly difficult problem. 

It is apparent that improvements in boron diffusion can be made 

by improving the control at the deposition step. Prior methods of 

deposition depend upon the transfer of the doping agent, in its gas 

phase, from a source that is distant from the heated wafer. The uni-

formity of the deposition is thus necessarily subject to flow patterns 

along the length of the furnace tube. Furthermore, the furnace tube 

itself may act as both a source and a sink for boron during a single 

deposition cycle, depending upon the vapor concentration of boron 
being supplied by the distant source. 

The limitations of the conventional techniques can be appreciated 
by examination of Pick's Law,3 F = —DvN, which relates the flow 

density F of the diffusing impurity to the diffusion constant D and the 

concentration gradient. This law states that the rate of impurity flow 
into the silicon is proportional to the impurity-concentration gradient 
within the silicon. In the early minutes of deposition, the silicon can 

accept all of the impurity atoms reaching its surface, and the surface 
concentration is limited by the rate at which the impurity can be sup-

plied. The wafer continues to act as an infinite sink until the concen-
tration gradient decreases to the point where the impurity flow density 

arriving at the silicon surface (Fs) is greater than the product DvN. 

Until this point is reached, the first sections of the volume in which the 
diffusion is carried out severely deplete the vapor concentration and, 

thus, prolong the time before the inequality is fulfilled for regions 
downstream.* This effect can be reduced by increasing Fs to minimize 

the period of severe vapor depletion. In practice, Fs is increased by 
supplying a surplus of dopant impurity in the vapor and by arranging 

the flow distribution and wafer placement to provide essentially unde-

pleted vapors to all surfaces. The success of the boron tribromide 
system4 depends upon application of these principles. 

Unfortunately, providing an excess of dopant impurity to reduce 

F. M. Smits, "Formation of Junction Structures by Solid-State Diffu-
sion," Proc. I.R.E., Vol. 46, p. 1049, June 1958. 

* From wafer to wafer down the length of the furnace tube, allowance 
must be made for depletion of the vapor stream by both the tube and the 
boat. 

Although this technique is virtually standard throughout the indus-
try, the authors know of no formal published paper describing the system. 
Some information may be found in, Integrated Silicon Device Technology, 
Volume IV—Diffusion, pp. 110-111, prepared by Research Triangle Institute, 
Durham, N. C. (AD 603716 available from the Clearinghouse for Federal 
Scientific and Technical Information, Department of Commerce.) 
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the nonuniformity from wafer to wafer does not achieve the desired 

goal, which is to obtain control by limiting the number of impurity 

atoms introduced. In addition, there are other undesirable side effects. 
For example, the large excess of boron in the vapor can cause earlier 

mask failure because more of the masking oxide is converted to a 

boron glass. Furthermore, the use of high local concentration of boron 
results in severe damage' to the silicon crystal structurel. 

The ideal deposition system would have the following features: 

(a) equal flow densities to all wafers, with uniform impurity flow 

density to all portions of a wafer; 
(b) an impurity flow density that is easily controlled and inde-

pendent of wafer temperature; 
(c) a positional independence and good space utilization within the 

furnace. 

Obviously, no diffusion technique will satisfy all of these requirements. 

Although the doped oxide method' comes closest, it requires major revi-
sions in equipment and in present diffusion practice. The technique 
described in this paper, in which the impurity supply is direct rather 
than indirect, seems to be the next best. This technique, the boron 

nitride system, can be considered as a modification of the boron box.' 

THE BORON NITRIDE SYSTEM 

The boron nitride system is based upon the oxidation of boron 
nitride (BN) slices. When oxidized, these slices form B003 on their 
surfaces. The oxidized surfaces are then placed between (parallel and 
close to) the silicon wafers to be diffused, and the assembly is inserted 
into the heated furnace. In this arrangement, each silicon slice has its 

own flat, large-area impurity source during the deposition. This sys-
tem provides the following advantages: 

1. Because impurity transport is between two close-spaced, plane 
parallel surfaces, flow-pattern problems are eliminated. 

E. L. Jordan of RCA, using x-ray diffraction, found the surface to con-
sist of elemental boron after a heavy boron tribromide deposition. 

5 H. Rupprecht and G. H. Schwuttke, "Distribution of Boron-Induced 
Defects in Shallow Diffused Surface Layers of Silicon," Jour. App!. Phys., 
Vol. 37, p. 2862, June 1966. 

5 J. Scott, Jr., and J. Olmstead, "A Solid-to-Solid Diffusion Technique," 
RCA Review, Vol. 26, p. 357, Sept. 1965. 

7 R. S. Yatsko and J. S. Kesperio, "A Modified Closed-Box System for 
the Diffusion of Boron in Silicon," Jour. Electrochent. Soc., Vol. 107, p. 911, 
1960. 
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2. Because each slice of BN serves as a diffusion source for two 
silicon slices, maximum utilization of the deposition furnace is obtained. 

3. The BN source is easily activated by a periodic firing in an 

oxygen atmosphere. Because negligible material is consumed during 

any diffusion, the source lasts virtually indefinitely. 

Fig. 1—Boron nitride wafers arranged in quartz boat for oxidation and 
subsequent use as diffusion sources. 

4. The value of Fs during the deposition is controlled solely by the 
temperature. This value can be kept low to reduce damage to the sili-

con and the masking oxide. 

5. Use of a single inert gas during the deposition eliminates the 
usual variable of carrier-gas composition. 

6. Because the quantity of available boron oxide is limited, the 

common problem of sticky furnace tubes is eliminated. 
7. BN is an inert, easily handled material, available in high purity. 
8. The BN system is compatible with other systems and existing 

equipment. 

9. Because the control of low doping levels is excellent, steam is 
not required during drive-in. As a result, a more meaningful value of 
sheet resistance after drive-in can be obtained by measurement after 
deposition. 
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EXPERIMENTAL PROCEDURE AND RESULTS 

Boron nitride was obtained as bar stock, 6 inches long and 1.5 inches 
in diameter, from the Carborundum Corporation. The bar stock was 
milled into slices 0.025 inch thick with flats on two edges at right angles 
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Fig. 2—Deposition sheet resistance as a function of temperature for deposi-
tion times of 20 and 50 minutes. 

to each other. The quartz boat used to hold the wafers is V-shaped and 
has eight 0.01-inch-wide slots to the inch, with every third slot en-

larged to 0.03 inch. The BN slices are cleaned and then placed in the 

widened slots, as shown in Figure 1. 

Before BN can be used as a diffusion source, the surface must be 

oxidized. This operation is not critical; heating for an hour at 950°C 
is sufficient. Periodic reactivation is required, the frequency depending 

upon the time and temperature at which the wafers are used. If the 
wafers are in continuous use at high temperature, weekly reoxidation 

may be required. The need for reactivation is indicated by an increase 
in the deposition sheet resistance. 
The silicon wafers are loaded into the boat, with each wafer facing 

a BN wafer. The boat is then placed in a furnace for the time and 
temperature necessary to provide the desired sheet resistance. The 

curves needed to decide on the deposition schedule were obtained for 
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temperatures ranging from 815° to 1150°C and times ranging from 10 

to 50 minutes. Sheet-resistance data obtained in one set of experiments 

are shown in Figures 2 and 3. At temperatures of 1100°C and greater, 
argon was used in place of nitrogen as the ambient gas to prevent the 

growth of silicon nitride on the 1- to 2-ohm-centimeter n-type silicon 

wafers. At all temperatures investigated, uniformity from wafer to 

Fig. 3—Deposition 
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sheet resistance as a function of deposition time for 
several deposition temperatures. 

wafer, and across a wafer, was excellent. Variations in sheet resis-

tance were less than -± 
The curves of Figures 2 and 3 show that the boron nitride system is 

very sensitive to temperature. This sensitivity is not objectionable 
because modern furnaces are capable of maintaining constant temper-
ature (within 0.5°C) over lengths exceeding 20 inches. If changes are 

made in furnace design, however, some variation from the curves in 

Figures 2 and 3 may result because of differences in the recovery time 
of the furnace (the source temperature is the controlling factor during 
deposition). An example of the variation that may occur is evident 
from comparison of Figures 3 and 4. The values shown in Figure 4 

were obtained in the initial experimental evaluation of the BN system. 
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Fig. 4—Deposition sheet resistance as a function of time in an early ex-
perimental furnace. 

The furnace used was smaller and had a much larger recovery time than 

the one used in subsequent work. 
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A PROGRAMMING SYSTEM FOR 

ELECTRON OPTICAL SIMULATION 

BY 

H. E. KULSRUD* 

Summary—A programming system for the RCA 601 computer has been 
developed and is used to simulate electron optical devices. Computer simu-
lation permits the testing and analysis of designs at a minimal cost and in 
a short time. The system unifies all computer programs for the simulation 
and allows their use by the computer novice. Important features of the 
system are a user-oriented language, simple problem specification, extend-
ability, batching of problems, and speed. Potentials, trajectories, equipo-
tential contours, field lines, Gaussian constants, and aberrations of electro-
static lenses can be calculated. 

INTRODUCTION 

THERE is an ever-increasing need to design electron optical de-

vices to high accuracy. A computer programming system pro-
vides a cheap and effective means for designing and analyzing 

such devices as image tubes, electrostatic lenses, and electron guns for 

traveling-wave tubes. The device to be analyzed is simulated on the 

computer and questions about its performance are asked. To utilize 

the computer as if it were a simple piece of laboratory equipment, the 

specification of the device and the requests for information about the 

device should be made in a manner natural to the engineer working on 
the device. It should not be necessary for the engineer to know very 

much about computers. The system should be easily extendable so 
that as new mathematical methods are developed these can be added. 

Furthermore, self-explanatory error diagnostics should be issued by 
the system when the user makes a mistake. 

A programming system that fits these specifications has been writ-

ten for the RCA 601 computer. This system for simulating electron-
optical devices has many advantages over other specialized problem-

solving routines.1-3 Of particular importance is its use of an electron-

* Formerly with RCA Laboratories, Princeton, New Jersey; now at 
Yale University, New Haven, Connecticut. 

'J. E. Boers, "Digital Computer Analysis of Axially Symmetric Elec-
tron Guns," IEEE Trans. Electron Devices, Vol. ED-12, p. 425, July 1965. 

2 V. Hamza and E. A. Richley, "Numerical Evaluation of Ion-Thruster 
Optics," NASA Technical Note D-1665, Lewis Research Center, Cleveland, 
Ohio, May 1963. 

3 Dubois, et al., "Digital Computer Analysis of Axially Symmetric Solid-
Beam Electron Guns," RADC-TDR-64-119, University of Michigan, Ann 
Arbor, Michigan, April 1964. 
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optics language, generality in the shape of the devices studied, and 

ease of extendability. 

MATHEMATICAL SIMULATION 

To study an electron optical device, the shape of the region and the 

boundary potentials are specified. The program then prepares a com-
puter-memory mapping of the discrete mesh form of the region. Po-
tentials inside the region are found by solving the applicable partial 
differential equation using relaxation techniques. " The properties of 

the potential distribution (and thus of the device) are explored in terms 
of equipotential contours, field lines, trajectories of electrons with given 
initial velocities, aberrations, and other characteristics. Output from 

the system is given in both numeric and graphic form. 

A problem is considered to be a set of tasks pertinent to a given 
device geometry and boundary potentials. However, any computer run 
of the Electron-Optics System can process many "problems" either 
related (e.g., a systematic change in a potential value) or unrelated 

(e.g., an image tube followed by a vidicon). The output of a problem 
can be saved in case additional tasks are desired in the future. 
Tasks are specified by a set of task or function words. On proc-

essing a given task word, the system will ascertain whether it is pos-
sible to perform the task at the present time (for instance, one cannot 

trace trajectories unless there is a potential distribution available). 
Then it will check for any optional features requested and read in the 
required numerical data for the task. Finally the task will be carried 
out. 

TASKS CARRIED OUT BY THE SYSTEM 

The tasks carried out by the system are of four types, as sum-
marized in Table I. Tasks of Type 1 are concerned with creating the 

mesh mapping in the computer memory. On any first computer run for 
a device, the mesh must be generated from punched cards via the 

INPUT CARDS task. Thereafter it is stored on magnetic tape from 
which it may be obtained on subsequent runs by use of the INPUT 

TAPE task. The SUBREGION task allows for extracting a subregion 
of a previously generated map, e.g., in the neighborhood of the cathode. 
Type 2 tasks are those that obtain the potential distribution. At 

the present time, these include the solution of Laplace's equation in 

4 D. Young, "Iterative Methods For Solving Partial Difference Equa-
tions of Elliptic Type," Trans. Amer. Math. Soc., Vol. 76, p. 92, 1954. 

5 G. E. Forsythe and W. Wasow, Finite-Difference Methods for Partial 
Differential Equations, pp. 242-266, John Wiley and Sons, Inc., New York, 
1960. 
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two dimensions, in three dimensions with cylindrical symmetry, and 

the solution of Poisson's equation for some special conditions. 
Type 3 tasks are those that describe the properties of a given po-

tential distribution. These include the TRAJECTORY task for the 

Table /—Tasks Carried Out By The System 

TYPE 1: Memory Mapping 

INPUT CARDS  Data read from cards 
INPUT TAPE  Previous map read from tape 
SUBREGION  Extract a subregion from a map 

TYPE 2: Potential Solution 

POTENT  Solve Laplace's equation in cylindrically 
symmetric region 

POTENT XY  Solve Laplace's equation in x-y geometry 
POTENT SC  Solve Poisson's equation in cylindrically 

symmetric region 

TYPE 3: Properties of the Potential Solution 

TRAJECTORY  Plot trajectories 
CONTOUR  Plot equipotential contours 
FIELD LINES  Plot field lines 
ABERRATIONS Plot paraxial rays and calculate aberrations 

TYPE 4: System 

REWIND  n  Rewind tape n 
DUMP  n  Write region map on tape n 
SKIP  in  Skip m maps on the input tape 
ADDITION  Go to a user written program 
END  Last card of the case 

tracing of electron paths, the CONTOUR task which traces equipoten-
tial contours, and the FIELD LINES task which traces the field lines. 

A group of jobs listed under the task word ABERRATIONS produces 
tracings of the paraxial rays and computes the aberrations of an elec-
trostatic lens. 

Type 4 tasks are the executive tasks of the system and provide for 
rewinding, reading, and writing of magnetic tapes containing the mem-
ory map with the internal potentials. The END task allows for the 

running or batching of several problems on a single computer access. 
The ADDITION task permits the addition of FORTRAN subroutines 
coded by the user to a system run. 
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The electron optics system is run under the RCA 601 FORTRAN 
operating system and therefore requires no special computer setup. 

SPECIFICATION OF THE REGION 

The specification of the region's shape is essentially a geometric 
problem. It requires that the continuous problem envisaged by the 

Table // -Sample of Line-Segment Specification 

r value z value Potential Line code Comment 

252. 0. .115 0 Cathode line 
246. 3. 0. 2 Point 
12. 3. 0. 5 Vertical line 
11.999 6. 0. 1 
12. 7. 0. 2 A corner 
24. 7. 0. 5 
42. 12.4 0. 5 Line at an angle 
48. 13. 0. 2 
246. 13. 0. 5 
252. 18. .014375 0 Gap 
252. 48. .100625 10 Potential varies linearly 
252. 54. .115 0 Electrode 
252. 288. .115 0 
252. 294. .2340476 0 Gap 
252. 498. 24.608762 10 Potential varies linearly 
246. 593. 25.115 2 
192. 593. 25.115 5 
188. 498. 25.115 1 
188. 264. 25.115 4 Horizontal line 
186. 264. 25.115 0 
126. 264. 25.115 0 
126. 276. 25.115 0 
168. 276. 25.115 0 
168. 756. 25.115 0 Closing the region 
0. 756. 25.115 0 1 Last card code 

engineer be discretized. The boundary is specified by segments and 
the end points of these segments are given to the computer. In addi-

tion, a code is used to specify whether the potential is constant or 
varies along the segment and whether the segment is a straight line, 

arc of a circle, or other conic section. Table II gives boundary data 
for a typical problem. 

The computer program then generates the discrete representation 
of the line segment to the requested accuracy. The user specifies the 
accuracy by first giving the number of mesh lines and the maximum 
dimensions. An optional feature that the user may request is a graphic 

plot (via card output) of the input supplied. This provides a means of 

checking whether the boundary has been properly specified. In the 
present version a grid of 9000 points or less may be used. 
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Boundary lines need not fall on the mesh lines of the discrete 

representation. The program properly adjusts the relaxation formula 

in the neighborhood of a non-grid boundary. Furthermore, the pro-
gram examines the range of variables (distance and potential) to carry 

out all calculations to the required accuracy. Data is usually printed 
in a fixed-point format rather than floating point format (e.g., .00012 

rather than 1.2E-4), as this is more natural to the engineer. 

SOLUTION OF THE PARTIAL DIFFERENTIAL EQUATION 

To obtain the potential distribution, it is necessary to solve one of 

the following three partial differential equations. 

Laplace (x-y geometry) 

Laplace (r-z geometry) 

024, 024, 

ay2 ax2 

024, 1 34 , 329‘ 

ar2 r Or  az2 

Poisson (r-z geometry) 

020  1 ack  020 
— + - -+ — =--, 
ar2 r Or  az2 co 

(1) 

(2) 

(3) 

where to is the dielectric constant. Equation (3) actually involves the 
solution of Equation (2) many times, since both the potential 4> and 

the charge density p are unknown. Values for p are assumed, the po-
tential is then found, and the values for p are corrected. The process 

continues until the solution for both has converged.° 
We reduce these partial differential equations. For instance, Equa-

tion (3) is reduced to its difference analogue form, 

h  ph2 
400 = 401 +  +  +  (4,3 — 4)4) 

2ro co 
(4) 

where Ctbo is a point in the region, and 4,1, 02, 4)3, and 04 are its four 

6 P. T. Kirstein and J. S. Hornsby, "An Investigation Into the Use of 
Iteration Methods for the Analysis of Axially Symmetric and Sheet Beam 
Electrode Shapes With an Emitting Surface," IEEE Trans. Electron Devices, 
Vol. ED-11, p. 195, May 1964. 
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equidistant adjacent neighbors, as shown in Figure 1. The mesh size, 

h, is the distance between points, and ro is the r co-ordinate of 00. 

Equation (4), or an analogous equation for nonequidistant points 
and/or axis points, holds for each point on the mesh and, therefore, 
we obtain a system of linear equations. The linear system is solved 

02 
s3h 
s2h  

130  s4h 

EQUIDISTANT 
POINTS 

sih 

NON - EQUIDISTANT 
POINTS 

Fig. 1—Graphic representation of difference analogue form of Equation (3). 

by the successive over-relaxation method, which is an iterative method. 
Equation (4) and its three counterparts take the following forms. 

Equidistant Off Axis: 

W I  h 
00(n+ 1) = (1 — (0) 00(n) — 01 (n) (1)2(n+ 1) ± (1 + — ) 03(n+ 3) 

4  2r0 

h  poh2) 
+ (1  __) 4,4(n) 

• 

2r0  to 

Equidistant On Axis: 

poh2 
4,0(n+1) = (1 .._ W ) 4,o(n)  4, 1(n)  4,21t1 +1) + 4 4,3(n +1) 

6 

Non-Equidistant Off Axis: 

4,0(n +1) =  (1  W ) 4,0(n) ± 

k1 

01 (n)  4,2 (n +1) 

8 1( 8 1 ± 82)  82( 8 1 + 82) 

co 

h  h 
(1  —  84) 03°1+1'  (1 — —  se) 04' 

2r0 2ro  poh2 

83(63 -I- 84)  84(63 -I- 84)  eo 

(5) 

(6) 

,  (71 
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where 

k, 

h 
1 + —  (Si — s3) 

( 1  2ro 

SIS 

Non-Equidistant On Axis: 

838-t 

o (  o i(n)  0 2(n-1-1)  203(n +1)  po h2 

0 0 f  — (1  to ) 0 010 +  .  (8 ) 

k2  (S1 + 82)  32 (S I + s2)  832 to 

where 

1  2 
k2 =  —  • 

8182  832 

In the above equations, 81, 82, 83, and 81 are related to h as indicated in 

the right-hand part of Figure 1, and n is the iteration number. The 

convergence of the iteration is speeded by proper choice of w, the opti-

mum relaxation factor.' 
When the potentials have reached the desired accuracy, usually 10-8  

times the maximum boundary potential, they are printed. Special fea-

tures that allow printing of only the axis, no printing, and more or 
less accuracy can be obtained through commands in the Electron-Optics 
language. During the solution of Poisson's equation the charge density 

will also be printed. 

PROPERTIES OF THE POTENTIAL SOLUTION 

The tasks of Type 3 are formulated as systems of first-order differ-
ential equations that can be solved by a standard predictor—corrector 

method.' The equations of motion for trajectories of a given initial 

velocity are 

d2z  e ao  d2r  e Do 

dt2  rn az  dt2  m ar 
(9) 

The derivatives of 4> with respect to r and z are found by double linear 

interpolation within a mesh box. This order of interpolation, which 

7 H. E. Kulsrud, "A Practical Technique for the Determination of the 
Optimum Relaxation Factor for the Successive Over-Relaxation Method," 
Comm. of the ACM, Vol. 4, No. 4, p. 184, April 1961. 

8 P. Henrici, Discrete Variable Methods In Ordinary Differential Equa-
tions, pp. 187-202, John Wiley and Sons, Inc., New York, 1962. 
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requires twelve points, is justified, since the mesh size has been chosen 

to keep the variation within a box to this accuracy. 
The standard mode of operation assumes a flat cathode. Trajec-

tories of a specified velocity, the initial values of dr/dt and dz At given, 

are traced starting at every mesh line along the cathode. Trajectories 

are terminated when they come within one mesh box of the edge of the 

region. Special options permit starting trajectories every pH' line along 
the cathode or any place in the region. Curved cathodes may also be 
used. The end points of trajectories may be saved (on magnetic tape) 
and later used as starting points for an adjacent region. This feature 

is useful when the region near the cathode is analyzed in more detail 
than the region near the anode. The accuracy criterion (four signifi-

cant figures) can also be increased or decreased. 
The output will consist of the position of the electron as it moves 

through the region, and the derivatives of position with respect to 

time. The output can be obtained as a printed list or as a graph. A 
sample of graphic output is given in Figure 2. 

Contour tracing is formulated as a pair of first-order differential 
equations" where s is an arc length, 

aft, 
-4- ____ 

dr  az 

ds  0 30)2  (30)2 

al. 9'  az 

act, 
7_ 

dz  ar 

ds  v (a4))2  30 )2 

Dr  az 

Similarly the field lines are found from 

a4, 
--

dr  ar 

(ao  a )2  (a,b)2 

r  az 

(10) 

" R. W. Klopfenstein, "Zeroes of Non-Linear Functions," Jelin ACM, 
Vol. 8, No. 3, p. 366, 1961. 
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Fig. 2—Sample of graphic output showing plot of trajectories in gun S, 
30 x 264 mils. 

dz 
— 
az 

ds  (act, \ 2 y 

This method is faster than a straight-forward searching technique and 

the output is in a good form for plotting. 
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Contours can be traced for a given axial potential value or by 
specifying where the contour is to start. Field lines are usually begun 

on the cathode, but can be started at any arbitrary position r, z. 

SPECIAL FEATURES 

The SUBREGION task allows for studying the region of interest 

accurately when the boundary potentials are known at a large distance. 
To handle this situation, the use of a coarse mesh over most of the 

region joined to a fine mesh in the region of interest was suggested by 
Shortley et cd." However, the program logic required to attach the 
edges of the two regions is formidable and time consuming. Some 
authors have allowed different spacing in the r and the z directions" 
or completely arbitrary spacing for each r and z line.12 The former 

solution is not flexible enough whereas the latter is too cumbersome 
for the inexperienced computer user. 

Thus, it appears simpler in concept and faster in time to solve 
the problem in two or more passes, each pass having the correct size 

mesh for the amount of accuracy required. For example, first the 
entire region is run with a coarse mesh, then the region of interest is 
extracted from the larger region and run with a finer mesh spacing, 
etc. The computer performs the extraction, and the potentials from 

the coarse mesh act as a good initial guess for the fine-mesh iteration. 
The ADDITION task has proven to be extremely valuable. Besides 

serving as a means of adding FORTRAN coded programs and even 
machine language programs to the system, it has functioned as an 

important debugging device. When new tasks are to be added to the 
system, they are first tested under the name ADDITION. The Elec-
tron Optics System is not changed until a final version of the new task 
coding has been accepted. Furthermore, suspected errors in the sys-

tems can be analyzed and corrected in the same way. 
The general parameters of the system, such as the mesh size, num-

ber of mesh points, and values of potentials, are available to the user 
via FORTRAN COMMON storage. These parameters are listed in 
Table III. 

An effort has been made to catch all user errors and print out 
diagnostic comments. When an error is detected, the "problem" is 

1° Shortley, Darby, Weller, and Gamble, "Numerical Solution of Axi-
symmetrical Problems with Applications to Electrostatics and Torsion," 
Jour. of App!. Phys.. Vol. 18, p. 116, Jan. 1947. 

" R. L. Beurle, W. M. Wreathall, and B. A. Carré, "Re-eearrdi on Ele,..-
tron-Optical Design," English Electric Valve Co. Ltd., England, February 
1962. 

12  D. C. Prince, G. Kuskevics, and R. Edwards, "Computer Evaluation 
of Ion Engines," NAS 8-623, G. E., Cincinnati, Ohio, Nov. 1962. 
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Table ///—COMMON Storage 

Name  No. of Words Use 

MODE  1 

NR  1 
NZ  1 
NRZ  1 
RMAX  1 
ZMAX  1 
H  1 
RDOT  1 
ZDOT  1 
FREQ  1 
NQ  1 
NPUNCH  1 
NOALL  1 

FM  3 
NTRACK  1 

POTMAX  1 
ALPHA  1 
CONVER  1 

NCURVC  1 
NADJ  1 

NAME  10 
REGION  9000 

MTAPE  1 
NTAPE  1 

0 for cylindrical mode, 1 for two dimensional, 
iteration count for POTENT SC. 

Number of mesh lines in r direction. 
Number of mesh lines in z direction. 
Number of mesh points. 
Maximum actual value of r (in mils, cm, etc.) 
Maximum actual value of z. 
Mesh size. 
dr/dt at the initial point of a trajectory. 
dz/dt at the initial point of a trajectory. 
Frequency at which trajectories are to be started. 
Length of table of special points. 
0 for no punching, 1 for punching cards. 
-1 for no printing of potentials, 0 for printing, 
1 for printing the axis only. 

Format for card punching of trajectories, etc. 
Point in the REGION table where table of spe-
cial point distances ends. 

Maximum value of potential on the boundary. 
w/4. 
Number of significant figures in potential solu-
tion. 

0 for flat cathode, 1 for curved cathode. 
0 normal, 1 for ADJ REGION option in 
ABERRATIONS task. -1 for SAVE END 
option, -2 for ADJ REGION and SAVE END. 

80 characters of problem identification. 
Region mesh picture of length NRZ, table of 
special point distances, table of special point 
potentials, space charge table if POTENT SC. 

Tape number for Optics Commands input data. 
Tape number for INPUT CARDS and SUB-
REGION data. 

Table /V—Possible Diagnostic Comments 

Illegal first control word 
Repeated boundary point 
Program logic error 
Input data not valid 
Ltype not programmed 
Too many mesh points 
Too many special points 
R-Z scaling too large 
Bad input word 
Values too large to be printed 
Unclosed region at r --- — 
Boundary not on coarse mesh line 
Machine or program error in spherical aberration 
Divergence during relaxation 
Logic error in subregion program 
Terminated by operator 
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abandoned and the END card searched for. Processing continues with 

the next card, new "problem", after the END. Certain errors, how-

ever, are so extreme that they will completely terminate a machine 

run (e.g., errors that may destroy the system itself.) Table IV gives 
a listing of the possible diagnostic comments. 

START PROBLEM 

READ NAME 

SKIP 

POTENT 

POTENT 
XY 

POTENT 
SC 

DUMP 

REWIND 

 .( SWITCH - - - - • 

INPUT 
CARDS 

INPUT 
TAPE 

ADDITION 

CODED 
EXIT 

•-•! TRAJECTORY 

CONTOUR 

FIELD 
LINES 

._.IABERRATIONS ( NOT AFTER \ 
\ POTENT  XYJ 

SUBREGION 

ADDITION  l• —• 

CODED EXIT 

Fig. 3—General flow chart. 

A listing of the tasks and special options currently included in the 
system is given in Table V. A general flow chart, Figure 3, gives a 

pictorial representation of the tasks and when they may be used. 

ACCURACY AND TIMING 

As yet there has been no complete mathematical theory of the size 

of mesh required to produce a solution of Laplace's equation to a given 
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accuracy. The user must chose the mesh size on the basis of experi-

ence with his type of problem. If no knowledge is available a problem 

should be run twice, the second time with half the mesh size, and the 
results compared. Unless instructed otherwise, the Electron Optics 

Table V—Tasks and Special Options Currently Included in System 

Task Code Words  Options  Numeric Data 

INPUT CARDS  PUNCH  No. of R lines, no. of 2 
lines, R„,..; line segments. 

INPUT TAPE 

DUMP  n 

RE WIND  n 

SKIP 

POTENT 
POTENT XY 
POTENT SC 

PRINT AXIS 
NO PRINT 
CUT OFF 
ITERATIONS n 
SIG FIGURE n 

T,k/e, field zero point 
(applies only to POTENT 
SC) 

TRAJECTORY 

CURVED CATH 
MAX TRAJECT n 
START TRAJ p 
SAVE END 
READ CARDS 
ADJ REGION 

k, or É,z,É, 

z edge 

CONTOUR 
CURVED CATH 
START CONTOUR p 
READ CARDS 

Potential or r, z 

FIELD LINES 
CURVED CATH 
START LINE p 
READ CARDS 

9', 

ABERRATIONS 

PUNCH 
SAVE END 
READ CARDS 
ADJ REGION 

z of cathode 
z edge 

SUBREGION PUNCH 
READ CARDS  increase in line number. 

r mln, Zrnin, znIaz, 

ADDITION 

END 

System will find potentials to six significant figures and carry out the 
tasks of Type 3 to four significant figures. 

The normal problem handled by the system runs between one and 
ten minutes on the RCA 601 computer. A typical problem with 4000 

points and plotting twenty trajectories requires two minutes of com-

puter time. Ten minutes is used by a problem with 9000 points, a 
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subregion extraction and solution, and processing of trajectories and 

contours through both regions. Table VI gives the input data for a 

sample problem for finding potentials and tracing equipotential con-

Table V/ -Sample Problem: Post Accelerating Anode Potential Field 
as Given in Figure 4. Find the Potentials in the Region and Plot the 
Equipotential Lines of .95, .9, .8, .6, .5, .4, .3, .2, .1, .05 and .03 volts. 

Card Comment 

*JOB SAMPLE 0008t050  FORTRAN System-time and pages. 
*PAUSE MOUNT OPTICS SYSTEM 
ON RPD 1  Command to machine operator. 

*EXECUTE  FORTRAN System command. 
*COMPILE  FORTRAN System command. 

CALL CHAIN (1,1)  FORTRAN language to call Optics. 
END  FORTRAN language end. 

*DATA  FORTRAN System data command. 

SAMPLE PROBLEM, POST ACCELERATING ANODE POTENTIAL 
FIELD 

INPUT CARDS  Optics system task word. 
35.  41.  17.  No. of r lines, z lines, r„.  value. 
1.  0.  0.  0  First region shape card. 
1.  4.  0. 
17.  17.  1.  10  Linear potential variation. 
17.  20.  1. 
0.  20.  1.  0 1 Last region card. 

POTENT  Compute Potentials. 
CONTOUR  Equipotentials. 

.95  Potential values to be traced. 

.90 

.80 

.60 

.50 

.40 

.30 

.20 

.10 

.05 

.03  1 Last Potential card. 
END  End of problem 

*END FILE  End of Optics System and Fortran 
job. 

tours. It took less than a minute on the computer. The graphic solu-

tion of this problem is shown in Figure 4. 

CONCLUSION 

The system described in this paper reflects the current status of 

computer simulation of electron optical devices, but allows for the in-
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5 

.05 
.03 

AXIS 

Fig. 4—Equipotential lines of post accelerating-anode potential field. 

corporation of new methods as they become available. Older methods 
are retained in case regression is necessary. Accessing the system 
through a user-oriented language permits use by the computer novice 

and the engineer unfamiliar with the details of the mathematical tech-
niques. Enlarging the number of users of the system reveals new 

applications for the system. The system developers receive new ideas 
on how to improve and extend the system. Thus the system approach 

serves not only to consolidate current knowledge but to point to new 

areas of research both on mathematical methods and devices. 
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Summary—The stability of a system consisting of electrons and holes 
with relative drift transverse to a static magnetic field is considered. Colli-
sion-free theories have predicted unstable interaction between the electron 
and hole hybrid space-charge waves. It is noted that the addition of colli-
sions not only modifies the hybrid—hybrid interaction but also induces an 
entirely new mode of instability. An approximate analytic solution that 
reveals the nature of this collision-induced mode is presented. Since both 
modes may be pertinent to the theory of microwave emission from InSb, 
exact numerical solutions including collisions and diffusion are presented. 

INTRODUCTION 

-ll- T HAS BEEN KNOWN for some time that the addition of dissipa-tion into a hydrodynamic system not only modifies instabilities that 

exist without dissipation but, under some conditions, actually in-

duces new instabilities.' Since the initial paper by Furth, Killeen, and 
Rosenbluth,2 considerable analysis has been made of finite-resistivity 
instabilities in hydromagnetics. Once again, in addition to modifying 
zero-resistance instabilities, finite resistance induces entirely new modes 
of instability. In these cases, the introduction of collisions permits 

more general sets of motions by which the system can reach lower 

energy states. For example, in the hydromagnetic case the fluid is no 
longer "frozen" to the field lines when collisions are present. 

In the recent literature concerning streaming instabilities in solids, 

a number of so-called "resistive" instabilities have been discussed. It 
has been noted by Vural and Bloom' that some of these instabilities 
are really collision-modified and not collision-induced. They also noted 

* The research reported in this paper was sponsored by the Air Force 
Systems Command, Rome Air Development Center, Griffis Air Force Base, 
New York. 

1 C. C. Lin, The Theory of Hydrodynamic Stability, Cambridge Uni-
versity Press, 1955. 

2 H. P. Furth, J. Killeen, and M. N. Rosenbluth, "Finite-Resistivity 
Instabilities of a Sheet Pinch," Phys. of Fluids, Vol. 6, p. 459, April 1963. 

3 B. Vural and S. Bloom, "Streaming Instabilities of Solids and the Role 
of Collisions," IEEE Trans. on Electron Devices, Vol. ED-13, p. 57, Jan. 
1966. 
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the possibility of a collision-induced mode. Shimomura et al4 and others 

have discussed the possible role of collisions in inducing instability by 

creating a population inversion in the electron velocity distribution. 
The purpose of this paper is to describe a collision-induced instability 

that occurs in the analysis of an infinite system consisting of two 
streams of charged particles in the presence of a static magnetic field 
perpendicular to the streaming direction. This work is based on the 

two-fluid model of an electron-hole plasma and is, therefore, inde-

pendent of the detailed structure of the velocity distributions. As in 

the hydrodynamic and hydromagnetic cases, collisions induce a more 

general set of motions. 

DISPERSION RELATION 

Consider an infinite system consisting of electrons and holes stream-

ing along the z axis in the presence of a static magnetic field along 
the x axis. If one linearizes the two-fluid model of the electron-hole 

plasma, assumes perturbed quantities to vary as exp (icat — ikz) and 

makes the quasi-static approximation, one arrives at the dispersion 

relation 

where 

O = 1 + E 
a  V0.2 
(0)— kuu) [0),-a2 — 21 + k2 st„ --

2 

wpa 2 

OE, to — ku„ — iv. . 

(1) 

The summation is over electrons and holes, w„„  [n„e2/(€on.)11/2 is 

the plasma frequency of carrier a, u„ is the drift velocity, y0 is the 
collision frequency, Ve„ (2kTa/m„) 1/2 is the thermal velocity, to,.„ is 

the cyclotron frequency, and Ej. is the dielectric constant of the lattice. 
Hasegawa5 has discussed this problem making a number of approxi-
mations to make it analytically tractable. It is easily shown that his 

"resistive" instability is a collision-modified version of the hybrid-hy-
brid mode that occurs without collisions. Under suitable conditions, 

the dispersion relation also admits of a collision-induced mode, the 
nature of which can be revealed with approximate analytic solutions. 

N. Shimomura, K. Mitani, and S. Tanaka, "Collision-Induced Insta-
bility in a Magnetoactive Plasma," Jour. Phys. Soc. Japan, Vol. 21, p. 1372, 
1966. 

5 A. Hasegawa. "Microinstabilities in Transversely Magnetized Semi-
conductor Plasmas," Jour. Appl. Phys., Vol. 36, p. 3590, Nov. 1965. 
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If one assumes no collisions (v+ = v_ = 0), no diffusion (Ve+  

= Vo_= 0), and no hole drift (u+ = 0), the dispersion relation is 
cubic in k and yields the solutions 

ku=w -± Vwc_2 Wp_ 2 (Wc+ 2 — (04+ 2 — w2 + Wp+ 2)  (2) 

and 

ku = 0.  (3) 

Solution (3) is invariably ignored in the literature but plays an im-
portant role when collisions are present. One of the above solutions 
is unstable when 

<Up + 2 Wc_ 2 

WC + 2 ±  < (0 2 < wp+ 2  044. 2 

(Wc- 2 Wp- 2) 

(4) 

When electron collisions are introduced, Equation (1) is still cubic 
but now has two potentially unstable modes. If one assumes that v_ is 
smaller than the other frequencies involved and expands about the zero-
collision solutions, the first two solutions (2) are only quantitatively 

modified; however, solution (3) can now become unstable. If one as-
sumes  — ku--- 0, and v_ < < 04_, Equation (1) becomes 

Wp_2 (W — ku_ — iv_)  Op+ 2 

0  1 +   

(w  — ku_) «4_2 2  2 Wc+ 

from which one obtains 

(5) 

iv _ COp 2 

ku_ --= w  (6) 

[ 

2  2 
(úp+ 2 <Op_ 

(„ 2  1 4_   -1_ _  

_ op.  (0,  2 

Equation (6) indicates a convective instability when 

and 

0.1p+ 2 Wc_2 

<  ±   • 
04 _2 

(7) 

With a little more algebra, one may include hole collisions and, assum-
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ing wc+ < < v+ , obtain the conditions 

v_ 54 0 

and 

for instability. 

' 
E 

z". 
o 

16 

- 35 

tup+ 2 

0)2 <   P+ 2 

wc-2 + (0P-2 

COLLISION INDUCED  HYBRID- HYBRID 

16 

0.0  200 GHz 

15 

120 GHz 

UNSTABLE 

STABLE 

13 
13  14  15 

14 

13 

UNSTABLE 

90 

58 

STABLE 

13  14  15 

LOGIoN_ (cm -3 )  LOGIoN- (cm -3 ) 
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(8) 

Fig. 1—Onset conditions, B = 1 kilogauss,  P- =  3 X 1011  sec- 1, the effec-
tive mass nt..* = 0.014 of the electron mass mo m:** = 0.4 ms, T, = T_ = 260° 

K, u_ = V 0_ . 

The complete dispersion relation, Equation (1), has been solved 
numerically without approximation using parameters appropriate for 

InSb.6 Both the hybrid—hybrid mode and the collision-induced mode 

have been studied including collision and diffusion effects. The result-
ing onset conditions for a typical set of parameters are shown in Figure 
1, with several onset frequencies indicated. 

DISCUSSION 

In order to understand this collision-induced instability, it is use-
ful to consider the problem from the mode interaction point of view.' 
In this picture, the hole and electron fluids are considered as semi-

G. A. Swartz and B. B. Robinson, "Coherent Microwave Emission from 
Indium Antimonide Structures," App!. Phys. Letters, Vol. 9, p. 232, Sept. 
1966. 

7 B. Vural and M. C. Steele, "Possible Two-Stream Instabilities of 
Drifted Electron-Hole Plasmas in Longitudinal Magnetic Fields," Phys. Rev., 
Vol. 139, p. A300, July 1965. 
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independent systems that are weakly coupled. Each fluid supports a 

set of plasma waves. When their relative drift is sufficient to Doppler 
shift an electron wave into synchronism with a hole wave, an unstable 

resonant coupling between the two systems is possible under appro-

priate conditions determined by energy considerations. When no colli-
sions are present, each fluid supports waves described by the relation 

wpa2 (w — ku.) 
0 = 1 +   (9) 

(w — ku.) [c(402 — (w — kua — iv„) 2I 

where diffusion has been omitted. This relation yields three solutions; 

ku = w  w,,„2 (10) 

ku = w  (11) 

and 

The first two solutions are the familiar fast and slow hybrid waves. 

The usual zero-collision two-stream instability shown in Equation (2) 
is due to the unstable interaction between the fast hybrid mode of the 
holes and the slow hybrid mode of the electrons. Since the third solu-

tion (11) is not discussed in the literature, a few words about its nature 
are in order. 
Consider the electron fluid as seen in its rest frame with respect to 

drift along the z axis. There are two steady-state solutions to the 
fluid equations; 

e  e 
0 = —E+ —vx B  (12) 

m  m 

v • (nv) = 0  (13) 

ne 
v • E = — — ,  (14) 

of the form e-1 ke. In addition to the usual homogeneous-density sta-
tionary solution, one may obtain 

E = Ez êz 

vy  =  e—ikz 

(15) 

(16) 
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n = i — k E, e—ike . 
e 

(17) 

That is to say, an inhomogeneous-space-charge steady-state solution 
exists. This is possible because the restoring electric fields can be 

balanced by a Lorentz force created by a spatially varying transverse 

motion of the electron fluid. If this steady state is drifted along the 
z axis, it takes the form of a wave traveling at the electron drift 

velocity and described by the dispersion relation (11). The a-c cur-

rents associated with this wave are transverse to all of the electric 

fields associated with the coupling problem that are parallel to the 
direction of propagation. As the dispersion relation (3) reveals, this 

wave does not interact at all with the hole system. When collisions 
are introduced, the steady-state solution becomes 

and 

E = E, e—ike  êz  (18) 

n  — k Ez e—ike  (19) 

vx =  (20) 

=   E, e--"z  (21) 
m w_ 2 +  2 

e  v _ 
vx =     

m w _ 2 ±  2 
(22) 

The collisions have not only modified the y component of a-c current 

but have also introduced a component along the direction of propaga-
tion that can interact with the electric fields. As the dispersion rela-

tion (6) demonstrates, an unstable interaction with the fast hole-
hybrid wave is now possible. 

CONCLUSION 

The introduction of collisions into an electron—hole system with rela-
tive drift transverse to a static magnetic field modifies the usual 
hybrid—hybrid instability. In addition, the collisions induce an entirely 

new mode of instability. The role of collisions in this new mode is 
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essentially catalytic. They do not create new lower energy states, but 
merely modify the possible motions of the system, opening previously 
unavailable paths to existing lower energy states. Calculations using 
realistic parameters for InSb indicate that both the collision-modified 

and the collision-induced modes should be observable. In particular, 
frequencies predicted for the collision-induced mode agree with those 
of the coherent microwave radiation obtained from 5 x 1014 cm-3  

p-InSb (20-33GHz). 
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