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# MOS FIELD-EFFECT TRANSISTOR DRIVERS FOR LAMINATED-FERRITE MEMORIES 

By<br>W. A. Bösenberg. D. Flatley, and J. T. Wallmark*

R(:i) I.nlmoratorics
l'rinceton, N. .I.


#### Abstract

Summary-Various alternatives for driving a low-current ferrite memory with a cycle time of ${ }_{2} \mu_{\mathrm{s} c \mathrm{c}}$ arc considered. Onc approach, bascd on MOS ficlel-effect-transistor drivers, is selected for cxperimental tests because of complete bidivectionality, high brcaktlown voltage, and simple technology. The drivers were fabricatce in 64-unit monolithic strips on $10-\mathrm{mil}$ centers with a channel length of 0.3 mil. The channel width was 110 mils for the word drivers and 30 mils for the digit drivers.

The word drivers delivercd 120 mA with a source-to-drain voltage of 4 volts, a substrate bias of -9 volts and a gate swing of 4 volts. The digit drivers, essentially smaller copics of the word drivers, delivered 20 mA under similar circumstances. The gate capacitance was 31 pF per word driver and the drain capacitance with -9 volts substrate bias was 14 pF per word driver.

On the basis of limited post-fabrication testing and limited life testing, it was found that a practical size for the word driver strips, compatible with an experimental yield of $30 \%$, was $3 *$ drivers to a monolithic strip. The limitation in size was primarily caused by the relatively large gate arca, demanding silicon dioxide with a very low density of diclectric defects.


## Considerations of MOS Transistors for Current Drivers

$T$HE APPLICATION to ferrite memories of methods of simultaneous fabrication of large numbers of elements and their interconnections has led to monolithic laminated ferrite memories. ${ }^{1,2}$ In these memories, the magnetic cores are replaced by ferrite sheets, so that, in a manner of speaking, the cores are all processed together and need not be handled individually. For this reason smaller equivalent dimensions, and therefore smaller currents, are possible than in the case of conventional ferrite cores. Thus, with the ferrite sheet memory, it is feasible to use MOS field-effect transistors for switching the currents need to drive the memory. With the cores, bipolar transistors with their much lower impedance levels provide a

[^0]better match and are universally used. The various considerations that enter into a choice of driving circuits may be summarized as follows:

The bidirectionality of currents is a problem in regular diffusedbase n-p-n silicon transistors, since the collector region has a smaller carrier concentration than the base region and, therefore, the inverse common-emitter current gain is low. A pair of n-p-n transistors can be used, with the emitter of one transistor connected to the collector of the other, and vice-versa, and with some base resistance added to avoid "current hogging." This arrangement works well, but the maximum voltage is limited to the emitter breakdown voltage. This is usually around 7 volts but it can be increased to about 15 volts by reducing the base impurity concentration (and the frequency response) somewhat. In the present application, a minimum breakdown voltage of 25 volts is required because laminated ferrite arrays have a comparatively large back voltage. This large back voltage results because the magnetic material is distributed evenly between, as well as in, the core positions. Thus, pairs of diffused-base n-p-n transistors cannot be used.

Alloyed-emitter/alloyed-collector structures have good inverse current gain. They require individual etching, however, and do not lend themselves to batch processing. For this reason, alloyed silicon transistors have found application only in the high-power, low-frequency single-device area.

Integrated circuit techniques use diffused-base, diffused-emitter, $n-n-n$ transistors almost exclusively. p-n-p transistors are usually avoided, partly because of the lower performance (lower current gain for equal dimensions) caused by the low mobility of holes compared to electrons, and partly because it is difficult to fabricate n-type base regions free of channel formation (which leads to poor reverse characteristics of back-biased p-type collectors). Use of a p-n-p transistor with a low current gain followed by an n-p-n transistor with high current gain provides sufficient current gain, but the frequency response is inadequate. In addition, the fabrication of both $p-n-p$ and n-p-n transistors on the same substrate, yet isolated, is cumbersome. Therefore, a complementary bipolar driver approach was ruled out for this project.

MOS field-effect transistors, on the other hand, can easily be fabricated with a breakdown voltage $\geqslant 25 \mathrm{~V}$, with pulse rise and fall time $\leq 200 \mathrm{nsec}$, and with complete bidirectionality. The technology involved is relatively simple. With field-effect transistors, only one transistor per driver (and no passive components) is needed. A 64-output
integrated strip, therefore, contains only 64 field-effect transistors; all sources are common but the gate and drain of each unit is individually accessible.

In addition to the word-current drivers, the laminated ferrite memory system, shown in Figure 1, contained digit-current drivers and


Fig. 1-Exploded view of the laminated ferrite memory sub-system. Four ferr:te planes, each containing $256 \times 100$ lines, are each driven by four word-driver strips of 64 MOS transistors each. The decoder and digit-driver strips shown are shared by the four ferrite frames.
word-decoders, all fabricated by the same technique, i.e., all employed MOS transistors exclusively. ${ }^{3}$ The word decoder has been described elsewhere. ${ }^{4}$ The digit drivers are essentially small copies of the word drivers, reflecting the fact that the digit drive currents are 20 mA as compared to word-drive currents of 120 mA .

[^1]
## Design Considerations

MOS transistors with full gate strip structures (see Figure 4) have bidirectional current properties and the source and drain contacts can be interchanged. An MOS transistor can be designed either with a built-in (depletion type) or an induced channel (enhancement type), i.e., for zero gate bias, there is or is not a drain current flowing. For this application, an enhancement unit with no drain current at zero gate bias would be desirable. However, as a result of the processing. particularly the double-gate insulator construction needed for long-


Fig. 2-Drain current versus drain voltage for an MOS driver transistor. Gate voltage is parameter.
term stability under bias, the transistors were depletion type, requiring about 3 volts negative bias to reduce the current to less than 100 $\mu \mathrm{A}$ per unit on all units.

Note that quite symmetrical drain-current/drain-voltage characteristics occur if the same potential (either positive or negative) is applied to both the gate and drain (Figure 2). In this mode of operation, the sources are grounded. The systems requirements are such that larger drain currents are needed for reading than for writing. Therefore, the MOS transistors are used with negative bias in the read mode and positive bias in the write mode.

The drain current $I_{p}$, in the saturation region can be calculated from first-order theory; ${ }^{5}$

[^2]$$
I_{D}=\frac{\mu_{\mathrm{eff}} \mathrm{E}_{n, r}}{2 t d_{o x}} W\left(V_{g}-V_{p}\right)^{2}
$$
where
\[

$$
\begin{aligned}
& \mu_{\text {crf }} \text { is the effective majority carrier mobility in the channel } \\
& \text { region, } \\
& \epsilon_{o x} \text { is the dielectric constant of the gate insulator, } \\
& d_{o x} \text { is the thickness of the gate insulator, } \\
& W \text { is the channel width, } \\
& t \text { is the channel length, } \\
& V_{g} \text { is the gate voltage, } \\
& V_{p} \text { is the pinch-off voltage. }
\end{aligned}
$$
\]

It can be seen that for large drain currents ( 100 to 150 mA are required), the aspect ratio of width to length (in the direction of current flow) should be maximized while the thickness of the insulator should be minimized. The latter can be done only to a point where the field across the gate insulator equals the maximum dielectric field (about $10^{7} \mathrm{~V} / \mathrm{cm}$ for this silicon dioxide layer). In practice, gate breakdown voltages of larger than 20 volts require at least $500 \AA$ of silicon insulator. A channel length of 0.3 mil and a chamnel width of slightly more than 100 mils were chosen for the word drivers. There is a high field at the drain contact, ${ }^{3}$ which limits the source-drain voltage to about 25 to 35 volts in these devices. For the digit devices, the channel width of 28 mils corresponding to a maximum current of 20 mA was chosen while the channel length and oxide thickness were the same as for the word drivers.

Since the laminated ferrite has orthogonal lines on aproximately 10 -mil centers, the MOS drivers were designed on the same center-tocenter spacing. Both the drain and the source are U-shaped with the gate electrode meandering between them (see Figures 3, 4, and 5). All source contacts are combined as a common bus. The drain contacts go to one end of the silicon chip, while the gate electrodes pass underneath the dielectrically isolated source bus to the other side of the silicon chip.

For good yield, high utilization of the silicon surface area is necessary. The geometry in Figure 6a, which was used for the driver strips, resulted from a compromise in mask making. Originally, a geometry as shown in Figure 6b was used. At that time satisfactory masks with consistent 0.3 mil chamel lengths could not be obtained, even with the use of a recticle layout for the step and repeat process that split the
artwork along the center of the source area instead of the center of the much smaller gate area. Therefore, the perimeter of the driver strips was extended by $33 \%$, since only three edges of the two drain contacts draw current (Figure 6a) instead of all edges of drain contacts drawing current (Figure 6b). At present, advances in photomask technology would make the original layout feasible and would reduce both the gate and the drain capacitances by $25 \%$. Also the yield figures should improve considerably.


Fig. 3-Cross-section of MOS driver transistor.
The gate capacitance for a strip width of 0.5 mil and $800 \AA$ insulation was measured as 31 pF with the gate biased into the accumulation region, which is the maximum value. The drain capacitance at zero substrate bias is quite large, about 160 pF . For this reason, the substrate is biased negatively in operation. At a substrate voltage of -9 volts and a drain voltage of +6 volts, the drain capacitance is 14 pF .

The precision photolithographic masks contain 64 word drivers with $110-\mathrm{mil}$ channel width and, on a different set, 100 digit drivers with $30-\mathrm{mil}$ channel width.

A comparison of the complexity of the driver circuits for the lami-nated-ferrite memory system is shown in Table I. The table gives figures on the total gate area per strip, which is related to the proba-


Fig. 4-Ton view of part of the word-driver strip.
bility of gate shorts through defects in the gate insulation; the total device area per strip, which is related to yield; the number of devices per monolith; and the number of crossovers per monolith, which is related to the probability of short circuits in the lines. As can be seer, the word driver strip and, particularly, the decoder are more complex than judged commercially feasible at the present time.


Fig. 5-Top view of part of the digit driver strip.

Table I-Comparison of Silicon Switches.

|  | Total Gate Area Per Strip ( $\mathrm{mil}^{2}$ ) | Total Device Area per Strip ( $\mathrm{mil}^{2}$ ) | Number of Devices Per Strip | Number of Crossovers Per Strip |
| :---: | :---: | :---: | :---: | :---: |
| Word switch strip | 520 | 45000 | 64 | 64 |
| Digit switch strip | 230 | 84000 | 100 | 100 |
| Decoder strip | 2200 | 130000 | 85 | 1634 |
| Decoder load strip | 150 | 54000 | 64 | 64 |

## Processing

The substrate was made of 10 ohm-cm n-type Czochralski-grown silicon single crystal of (111) or (100) orientation, chemically polished. Source and drain contacts were phosphorus diffused, with a surface concentration of $5 \times 1\left(0^{20} \mathrm{~cm}^{-3}\right.$. The gate oxide was grown in two steps. A dry oxide layer of about $600 \AA$ was grown first; this was then covered with a $200-\AA$-thick phosphor-silicate layer.

A number of metallization schemes were tried. Aluminum contacts are most straightforward, but do not allow soldering or welding of the driver strips to the laminated ferrite. Therefore, aluminum was used only on the gate contacts; chrome-silver-chrome metallization was adopted for the source/drain contacts, with blending during the evaporation. ${ }^{6}$ Dielectric isolation using $1000 \AA$ of pyrolytically de-


Fig. G-Step-and-repeat pattern for MOS driver transistor: (top) stepping one transistor pattern (errors are taken up between units) and (bottom) stepping two halves of a transistor pattern (errors are taken up in source bar).

[^3]posited silicon dioxide was used for the common-source bus bar over the gates. The bus represents a series resistance to the drain current and should have as high conductivity as possible ( $: 520,000 \AA$ thickness). Therefore, the bus was re-inforced by an additional evaporation through a metal mask. In addition, contacts to the bus were provided at both ends, further reducing the series resistance that amounted to about 1 ohm (corresponding to a voltage drop of 0.1 to 0.2 volt).

On the digit device strip, all digits would be activated simultaneously. Therefore, the source bus was made 38 mils wide, resulting in a series resistance of about 0.1 ohm and a voltage drop of about 0.2 V .


Fig 7 -Drain current at $V_{s \prime}=4 \mathrm{~V}, V_{n}=0 \mathrm{~V}$ and 4 V for typical driver strip. Two units indicated by vertical bars have gate shorts.

## Device Yield in fabrication and Electrical Performance

A 64-unit word-driver strip occupies a silicon area of approximately $70 \times 650$ mils. This is a relatively large area for defect-free devices. However, half of this area is occuplied by relatively noncritical contact areas. With limited laboratory fabrication facilities (without clean laminar flow hoods), only one strip with all 64 units good has been obtained. However, the number of half strips with 32 consccutive goad units on two typical wafers, shown in Figure 7, was 13 (out of a total of 40) about $30 \%$ yield. However, the strils were not tested at the voltage extremes encountered in an operating system. With clean-room facilities, higher yield may be expected, but it is still felt
that a 32 -unit driver strip is a practical compromise as regards size versus yield.

The drain currents on a given wafer were quite uniform. Measurement results with a typical word-driver strip are shown in Figure 7. At a gate voltage of $V_{g}=4 \mathrm{~V}$ and a source-drain voltage of $V_{k d}=4 \mathrm{~V}$ with the substrate connected to the source, the average drain current is close to 200 mA . For our application, only $100-150 \mathrm{~mA}$ drain current is required, which can be achieved with a gate bias of $2-3$ volts. The source-drain current is approximately 40 mA at zero gate bias and can be reduced to less than $100 \mu \mathrm{~A}$ with negative gate bias.

A map of the completed wafer surface showing the zero-gate-bias drain current of two full wafers is shown in Figure 8. The number of good units for each 64-unit strip is indicated, together with the maximum spread in drain current for the strip. There was a systematic variation of the drain current for each wafer, as indicated by the equi-current contours. The reason for the current variation is related to the difference in processing experienced by various parts of the wafer. In addition Figure $8(a)$ shows an area of high series resistance in source-drain contacts resulting in anomalously low drain current. This resistance was probably caused by an oxide layer at the source and drain contacts.

While it was realized that a practical system would require hermetic encapsulation by a surface cover, such as silicon nitride, no attempt was made to develop such a cover. All the tests were done with bare units or, where longer life was essential, with units divided into small groups and encapsulated in TO-5 enclosures. Consequently, life tests and changes in characteristics with life were not studied. It may be of interest to note that the plastic used for the mounting frames contained an ingredient (most likely the hardener, which was an aliphatic amine) that over a period of several months severely degraded the breakdown strength of the silicon dioxide. This degradation was particularly noticeable in units stored in closed containers where the partial pressure of the hardener could build up. For this reason, Photoform glass frames were substituted for the plastic, with the connection fingers brazed to metallized strips.

From destructive tests, it appears that the short-circuited gates, which constituted one of the most prevalent faults, were not caused by faults in the cross-overs but, as in 20 out of 20 cases investigated, by faults in the gate thermal oxide.

The experimental testing of the drivers in combination with a laminated ferrite memory plane with a cycle time of $2 \mu \mathrm{sec}$ has been described elsewhere. ${ }^{1}$


Fig. 8-Experimental results obtained with two wafers, each containing ten 64 -unit driver strips. Contours show equal drain current at $V_{s n}=4 \mathrm{~V}$, $V_{G}=0 \mathrm{~V}$. Number of good units per strip and the maximum and minimum drain current for each strip are given to the right.

## Connection of Driver Strips

The method for interconnection developed for the laminated-ferrite memory used a solder-reflow technique for connecting the various parts of the driving circuitry to themselves and to the ferrite matrix. Each word-driver strip was mounted in a plastic frame as shown in Figure 9.


Fig. 9-Word driver strip mounted in plastic frame by solder reflow method. Center-to-center distance 10 mils; frame length 940 mils.

The mounting was done at room temperature except for a heat pulse to about $250^{\circ}$ to $300^{\circ} \mathrm{C}$ of about a millisecond duration on the contact pad, and with very small mechanical pressure. Therefore, the method was expected to introduce no change in the transistor characteristics, and none was observed.

## Conclusions

It has been shown that the bidirectionality of MOS field-effect transistors can be utilized to construct very simple all-MOS drivers for low-current ferrite memories with a cycle time of $2 \mu \mathrm{sec}$. On the basis of limited post-fabrication testing and limited life testing, it was found that a practical size of the word driver strips with an experimental yield of $30 \%$, was 32 drivers to a monolithic strip. The limita-
tion in size was primarily caused by the relatively large gate area, which required silicon dioxide with a low-density of dielectric defects.

Because of this limitation, another alternative for the driving circuits, which has appeared more recenly, apmears advantageous. This alternative utilizes $n-1$-n transistors in combination with a small MOS field-effect transistor to reverse the polarity of current (BIMOS).? It also has the advantage of simple fabrication in that the MOS transistor, which is a p-channel unit, is obtained with the same processing as that used for the n-p-n transistors. The gate area is very small, even though the total silicon area is comparable to the all MOS alprosach.
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# DEVELOPMENT OF A 64-OUTPUT MOS TRANSISTOR SELECTION TREE 

By<br>J. T. Grabowski<br>RCA Laboratories Princeton, N. J.


#### Abstract

Summary-A 64 -output selcction tree consisting exclusively of p-channel MOS enhancement transistors is described. Possible areas of application include display and information storage systems. The design parameters, fabrication techniques and electrical testing of the tree network are discussed. A complementary decoding circuit incorporating the selection tree operates at a 2 MHz decoding rate with a power dissipation of 20 mW .


## Introduction

ASELECTION tree provides a basic decoding function such that a signal appears on one of $N$ output lines during the period of an applied input code. A 1024 -output decoding circuit was required for the word-selection portion of the laminatedferrite memory. ${ }^{1,2}$ The 1024 -output circuit was partitioned into $64-$ output units. This approach reduces the semiconductor wafer to manageable fabrication size, and improves overall yield by permitting selection of only good 64 -output selection trees for use in the decoder. The design, fabrication, and evaluation of the 64 -output selection tree using MOS transistors are described in the present paper. The MOS transistor is a field-effect, unipolar device with an insulated gate. This device has been extensively covered in recent literature. ${ }^{3.5}$ The principal advantages of the MOS transistor, as compared to the conventional bipolar transistor, are extremely high input resistance, ease of fabrication, and improved thermal stability.

[^5]
## Selection-Tree Design

## Logic Configuration

The selection tree must provide output signals on the order of +10 volts to drive the word-selection switches. ${ }^{1}$ Since each MOS transistor


Fig. 1-Complementary decoder incorporating MOS selection tree.
can be turned ON or OFF by controlling its gate voltage, the most economical logic array for a decoder is the tree-type structure illustrated in Figure 1. An ON output appears only at the particular output line selected by the input code; the other output lines remain in the DFF state.

The internal coding system of the decoder (binary, quaternary, etc.) determines the number of individual transistor units needed, the number of levels of the decoder, and the intraconnection complexity. Each transistor stage in a signal chain leading to an output line repre-
sents one level. The important features of the basic tree-type selection network using binary, quaternary, and octal codes are compared in Table I for a 64 -output decoder.

Table I-Characteristics of Selection Trees Using Different Internal Coding Systems for a 64-Output Decoder

|  |  | Requirements |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Internal <br> Code | MOS Transistors | Levels | Input <br> Code Lines | Signal <br> Crossover <br> Points |
| Binary | 126 | 6 | 12 | 252 |
| Quaternary | 84 | 3 | 12 | 336 |
| Octal | 72 | 2 | 16 | 576 |

In general, the number of MOS transistors and the number of levels decrease for higher-order internal coding systems, but the number of input code lines and the intraconnection problem due to crossovers increase. The selection of an internal coding system for the decoder must, therefore, be a compromise, with any increase in decoder performance weighed against the intraconnection problem and the problem of converting from the external binary code (i.e., the code used in the computer system external to the decoder) to the selected internal code. The present work considers only the quaternary code.

## Selection Tree Model

A mathematical model, consisting of a discrete $G$ - $C$ (conductancecapacitance) transmission line with voltage-dependent conductances and capacitances was used to characterize the MOS selection tree operating as a decoder. The validity of the model was established by comparison of predicted and actual operating performance of a 64output decoding circuit using discrete MOS transistors. ${ }^{2}$ The polarity and physical dimensions of the MOS transistors can be varied within the model to study their effect on such performance factors as output signal rise time and uniformity.

The specific model for a 64 -output selection tree, with the output lines terminated in load conductances ( $G_{4}$ ) to operate as a decoder, is shown in Figure 2. Only the conductances in the ON signal chain are considered since all OFF transistors are assumed to have zero conductance. The equations governing the transient behavior of the model in Figure 2 are

$$
\begin{equation*}
C_{1} \frac{d V_{1}}{d t}=I_{1 N}-G_{1}\left(V_{1}-V_{2}\right) \tag{1a}
\end{equation*}
$$

$$
\begin{align*}
& C_{2} \frac{d V_{2}}{d t}=G_{1}\left(V_{1}-V_{2}\right)-G_{2}\left(V_{2}-V_{3}\right),  \tag{1b}\\
& C_{3} \frac{d V_{3}}{d t}=G_{2}\left(V_{2}-V_{33}\right)-G_{3}\left(V_{3}-V_{4}\right),  \tag{1c}\\
& C_{4} \frac{d V_{4}}{d t}=G_{33}\left(V_{3}-V_{4}\right)-G_{4} V_{4} . \tag{1d}
\end{align*}
$$



Fig. 2-Model to calculate performance of 64-output MOS decoder.

## Contuctance Characteristics

The MOS transistor may be operated in either the saturated or non-saturated mode. In the non-saturated, or linear, region, the drain-to-source current ( $I$ ) is an increasing function of the drain-to-source voltage ( $V_{D S}$ ). In the saturated region, this current is independent of changes in the drain-to-source voltage, neglecting the second-order efferts. ${ }^{\text {. }}$

The equations that govern the channel conductance of an MOS transistor over a wide range of gate fields, $V_{G S} / T_{o x}$, have been established analytically ${ }^{\text {i }}$ and verified experimentally by testing n-type MOS transistors of varying sizes. All equations in the present section refer to n-type MOS transistors. The equations characterizing p-type MOS transistors are identical in form to those for n-type, but the polerities of the gate and substrate voltages are reversed. For p-type transistors, $V_{s G}$ and $V_{S H H S}$ replace $V_{G S}$ and $V_{S S v^{\prime}}$ in the device equations as positive quantities. I then refers to source-to-drain current.

[^6]ON transistor, linear region: $\left(V_{G S}-V_{T}\right) \geq V_{D S}>0$

$$
\begin{equation*}
G=\frac{\mu_{o} \epsilon_{o, S}}{T_{o S}} \frac{W}{L} V_{G C}\left[1-\frac{V_{G C}}{V_{D B S}\left(1+\frac{V_{G S}-V_{T}-V_{D S}}{V_{G C}}\right)}\right], \tag{2a}
\end{equation*}
$$

ON transistor, saturated region: $V_{D S}>\left(V_{G S}-V_{T}\right)>0$

$$
\begin{equation*}
G=\frac{\mu_{0} \epsilon_{O x}}{T_{o x}} \frac{W}{L} V_{a C}\left[\frac{V_{G S}-V_{T}}{V_{D S}}-\frac{V_{G C}}{V_{D S}} \ln \left(1+\frac{V_{G S}-V_{T}}{V_{a C}}\right)\right], \tag{2b}
\end{equation*}
$$

OFF transistor: $\left(V_{G S}-V_{T}\right) \leq 0$

$$
\begin{equation*}
G=0, \tag{2c}
\end{equation*}
$$

where $G=$ total channel conductance ( $I / V_{D S}$ )
$\mu_{o}=$ mobility of the majority carriers in the conduction channel neglecting the effects of diffuse surface scattering,
$\epsilon_{o x}=$ dielectric constant ( $3.8 \epsilon_{0}$ ) of the oxide insulator between the metal gate and the semiconductor,
$\epsilon_{S i}=$ dielectric constant ( $11.8 \epsilon_{0}$ ) of the semiconductor,
$T_{a r}=$ oxide insulator thickness between metal and semiconductor,
$W=$ channel width in the direction perpendicular to drainsource current flow
$L=$ channel length in direction of current flow (usually $W>L$ ),
$V_{G S}=$ gate-to-source voltage,
$V_{T}=$ gate-to-source threshold, or pinch-off, voltage,
and $V_{G C}$ is defined as

$$
\begin{equation*}
V_{a C}=\frac{\epsilon_{S i}}{\epsilon_{o x}} T_{o z} E_{S C}, \tag{d}
\end{equation*}
$$

where $E_{S C}=$ gate field at which the diffuse surface scattering mobility becomes equal to $\mu_{0}$.

Equations (2) account for the diffuse surface scattering of majority carriers in the conduction channel, which becomes important at high gate fields. The general form of the conductance characteristic as a function of $V_{G S}$ is illustrated in Figure 3, including the distinction between the linear and saturated regions. Parasitic resistance in the
source and drain contacts can also produce a "saturation" of the channel conductance characteristic similar to that shown in Figure 3. The present work assumes this saturation is medominantly a result of diffuse surface scattering at high gate ficlds, and uses Equations (2) to characterize the channel conductance. Average values for $\mu_{n}$ and $E_{\text {sc }}$ have been derived from measurements on the previously mentioned n-type MOS transistors of varying geometries:

$$
\begin{aligned}
\mu_{o} & =357 \mathrm{~cm}^{2} / \text { volt }-\mathrm{sec} \\
E_{S c} & =4.9 \times 10^{5} \text { volts } / \mathrm{cm}
\end{aligned}
$$



Fig. 3-Conductance characteristic for MOS transistor.
The threshold voltage of an MOS transistor is determined by the electric charge distribution in the vicinity of the conduction channel. This threshold voltage can be changed by altering the substrate doping level, or the source-to-substrate voltage $V_{\text {s.st }}$. The magnitude of the change in threshold voltage from its $V_{s s c^{\prime} h}=0$ value ( $V_{T 1}$ ) has been predicted by Hofstein for the case of an abrupt junction between the source region and the substrate: ${ }^{7}$

$$
\begin{equation*}
\Delta V_{T}=2 \frac{\epsilon_{S i}}{\epsilon_{o x}}\left(\frac{N q T_{o x}^{2}}{\epsilon_{S i}}\right)^{1 / 2}\left[\left(V_{S S C i i}+V_{0}\right)^{1 / 2}-V_{0}^{1 / 2}\right], \tag{B}
\end{equation*}
$$

[^7]where $V_{0}$ is the semiconductor junction barrier voltage. Experimental measurements of $\Delta V_{T}=\Delta V_{T}\left(V_{\text {SSUB }}\right)$ for n-type MOS transistor units indicate that
\[

$$
\begin{equation*}
\Delta V_{T}=0.70\left(V_{\text {ssl: }}+0.8\right)^{0.50} \text { for } V_{S S E L}=4.0 \mathrm{~V} \tag{4}
\end{equation*}
$$

\]

provides a good description of the pinch-off voltage variation as a function of source-to-substrate voltage for 10 ohm-cm substrate material.


Fig. 4-Characterization of MOS transistor capacitances.

## Capacitance Characteristics

The capacitance associated with the MOS transistor can be represented by the model illustrated in Figure 4. The $C_{c h-s u и}$ capacitance, usually an order of magnitude less than the $C_{g-c h}$ capacitance, can be neglected for all practical purposes because it is so small. Studies on typical transistor units resulted in the following expressions for the remaining capacitances:

$$
\begin{gather*}
C_{y-\cdots h}=\frac{\epsilon_{0, r} L W}{T_{u, x}}, \text { for }\left(V_{(i, s}-V_{\gamma}\right)>V_{b, s}  \tag{a}\\
C_{y-s}=\frac{\epsilon_{u, x} L_{o} W}{T_{o, x}}  \tag{b}\\
C_{s-s u l t}=\frac{0.67 A_{s}}{\left(V_{s s C^{\prime} h}+0.8\right)^{0.4}} \tag{c}
\end{gather*}
$$

where $A_{g}$ is the area of the source region in contact with the substrate and $L_{0}$ is the length of the metal gate overlap on either a source or drain region. The capacitances $C_{y-l}$ and $C_{n-s, n}$, may be obtained from the last two expressions by substituting the drain for the source in the subscript notation. When the transistor is $O N$ in the linear region,


Fig. 5-Partial circuit structure of a G4-output all-n-type MOS decoder using quatenary internal code organization.
$\left(V_{G M}-V_{T}\right)>V_{n S}$, then $C_{y-s}$ and $C_{y-\|}$ appear in parallel with $C_{y-c h}$ through a large conductance; in the OFF state, $\left(V_{G i}-V_{T}\right)<0, C_{y-r h}$ is essentially isolated from $C_{y-s}$ and $C_{y-i}$.

## Comparison of Selection Trees

The preceding $G-C$ transmission line model was used to compare the performance of all-n-type and all-p-type 1024-output selection trees operating as decoders. The output lines of the selection trees were terminated in a nonlinear MOS load conductance of the same tree po-
larity as illustrated in Figure 5. An analysis of the 1024 -output decoding circuit was chosen to emphasize the performance differences among selection trees and also to indicate the general level of realizable performance from an actual circuit.

In the performance analysis, all the MOS transistors in the selection tree of a particular decoder consist of identical, interdigitated structures. The dimensions of the individual source/drain are $W / 2$ $\times 2.0$ mils. Imposition of this identical geometry condition simplifies both the decoder design and fabrication process. A few decoders are analyzed to determine if their performance can be significantly improved by increasing the channel width of the MOS transistors near the input end of the selection tree.

Values for the following constants are necessary if the electrical properties of the MOS transistors in the decoder are to be completely characterized by Equations (2), (4), and (5) : (1) the majority carrier surface mobility, $\mu_{o}$, (2) zero threshold voltage, $V_{T 0}$, and (3) the majority carrier scattering intensity in conduction channel $V_{G C}$.

The following five parameters characterize the physical structure of an MOS decoder operating with an output signal amplitude of 10 volts: (1) the transistor channel oxide thickness, $T_{o x}$, (2) the channel length, $L$, (3) the channel width, $W$, (4) the load conductance at 10 volts, $G_{L}$, and (5) the substrate resistivity, $\rho$.

Four additional parameters, specifying the external operating voltages, completely determine the decoder design: (1) the OFF gate voltage supply $V_{\text {OFF }}$, (2) the ON gate voltage supply, $V_{o x}$, (3) the substrate bias supply, $V_{s r^{B}}$, and (4) the decoder input voltage during ON period, $V_{I N}$.

Measurements with $p$-type MOS transistors have resulted in values of $\mu_{o}$ and $V_{G c}$ very close to the corresponding values for n-type transistors. The p-type transistors exhibit a negative zero threshold voltage of a few volts, whereas the n-type units usually display very little if any zero threshold voltage. To be turned ON, a p-type transistor requires a gate-to-source voltage more negative than the threshold voltage. The physical constants used for the n - and p -type transistors in the present section are listed in Table II.

The channel oxide thickness, $T_{o r}$, is fixed at $1000 \AA$. This thickness represents a compromise between reliability and transistor transconductance. The resistivity of the selected silicon substrate material is $10 \mathrm{ohm}-\mathrm{cm}$, the value most commonly employed in the fabrication of n -type MOS transistors. An OFF gate voltage of 3 volts beyond zero pinch-off voltage is sufficient to hold an MOS transistor in a state of minimum conductance.

Table II-Physical Constants Used for n- and p-Type MOS Transistors

| '「ype | $\begin{gathered} \mu_{0} \\ \left(\mathrm{~cm}^{2} / \mathrm{V}-\mathrm{sec}\right) \\ \hline \end{gathered}$ | $\begin{gathered} V_{c c}\binom{\left.T_{o x}=1000 \AA\right)}{\text { (volts) }} . \end{gathered}$ | $\begin{gathered} V_{r o} \\ \text { (volts) } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| n-Type | 357 | 15.2 | 0 |
| p-Type | 357 | 15.2 | -3. |

In order to obtain a meaningful comparison between the two decoder systems, the value of $\left|V_{G S}\right|_{\text {max }}$ and $\left|V_{\text {sSUB }}\right|_{\text {min }}$ will be stanc?. arized for the n - and p-type selection trees. The minimum value of $\left|V_{S S U_{B}}\right|$ will be set at 4.0 volts. The values of $\left|V_{G S}\right|_{\text {max }}$ and $\left|V_{s s r^{\prime}}\right|_{\text {am }}$ occur at the beginning of the turn-on period for an n-type selection tree and at the end of the turn-ON period for a p-type selection tree. The required $O N$ gate voltages and substrate voltages are included in Table III for the different polarity decoding systems.

The input voltage, $V_{A N}$, becomes a dependent parameter if $\left|V_{G S}\right|_{\text {max }}$, $W, L, G_{L}$, and the desired 10 -volt output signal are specified. These four parameters will be treated as independent variables to determine their influence on the uniformity and switching speeds of the decoder output signal.

Very little quantitative information is presently available that relates reliability and yield factors to the parameters of an MOS transistor. Previous circuit experience with MOS transistors suggests that both reliability and field are noticeably degraded under any of the following conditions:

$$
\begin{aligned}
L & <0.25 \text { mil, } \\
W & <40.0 \text { mils } \\
T_{o x} & <1000 \AA, \\
V_{D S} & >20 \text { volts (OFF state) }, \\
V_{G S} & >34 \text { volts. }
\end{aligned}
$$

Decoders containing any transistor parameters in this range will not be analyzed, as their reliability and yield factors are considered unacceptable.

T'able III-Required Operating Voltages

| Type of Decoding System | $\left(V_{G}\right)_{0}$ | $V_{\text {stin }}$ |
| :---: | :---: | :---: |
| n-Type | $\left\|V_{\text {bs }}\right\|_{\text {max }}$ |  |
| p-Type | $V_{S^{\prime}}-\left\|V_{i ; s}\right\|_{\text {MAX }}$ | $V_{I s}+\left\|V_{s s c s}\right\|_{M 1 s}$ |

A p-type decoder possesses a potential advantage over an n-type decoder in the gate-breakdown reliability area. One quarter (using the quaternary code) of the transistors in an n-type tree start off with maximum $\left|V_{G S}\right|$ voltage, and all but the five in the selected signal path for a 1024 -output decoder remain at maximum $\left|V_{6 ; s}\right|$ during the period of the applied input code. In comparison, the $25 \%$ of the transistors in the p-type tree that are addressed begin with minimum $\left|V_{i, s}\right|$ voltage, and only those five in the selected path proceed to a state of maximum $\left|\mathrm{V}_{n \times s}\right|$. Therefore the gate field breakdown stress (number of transistors with maximum $\left|V_{G i}\right|$ times duration of maximum $\left|V_{G S}\right|$ ) is at least two orders of magnitude greater for the n-type selection tree than for the p -type selection tree.

The output-signal uniformity is established by the values and tolerances of conductances of the selection tree and load transistors. If the ratio of the ON signal-path conductance in the selection tree to the load conductance at 10 volts is known, then the output-voltage uniformity is a unique function of the applied input voltage. The outputvoltage uniformity can be measured by a voltage tolerance parameter, $P$, such that

$$
\begin{equation*}
V_{\text {OUT }}=(1 \pm P) V_{n}, \tag{6}
\end{equation*}
$$

where $V_{0}$ is the desired output-signal amplitude.

## Calculation of Switching Speed

In the switching-speed calculation, it is assumed that the application of the $V_{o x}$ voltage to the selected input code lines has preceded the initiation of an ideal voltage step at the decoder input. The output signal fall times are referenced to the instantaneous grounding of the decoder input terminal. The detrimental effect of stray intraconnection capacitances will be neglected since these capacitances represent an unknown quantity and are subject to reduction as the intraconnection technology advances. In the calculation, it is assumed that the output lines are connected to an external load capacitance of 14 pF .

The switching speed of a decoder was computed in terms of the $0-80 \%$ rise time (TR80) and the $100-20 \%$ fall time (TF20). The computer solution of differential equations of the form of Equation (1) was accurate to better than 1.0 nsec. The computed $0-90 \%$ rise times are approximately $35-40 \%$ longer than $0-80 \%$ rise times; the $100-10 \%$ fall times generally require $40-50 \%$ more time than the $100-20 \%$ fall times. The switching speeds and worst-case outputsignal variations are presented in Figure 6 for selected combinations
of $\left|V_{G S}\right|_{\text {MAX }}, G_{L}, W$, and $L$, in n-tylue and p-type decoding systems. The worst-case output-signal variations were computed assuming $50 \%$ variations in the majority-carrier mobility within the decoder transistors. Figure 6 clearly shows that a decoding circuit using a p-type selection tree is capable of better output-signal uniformity and faster rise-time switching speed than a comparable decoding circuit with an n-type selection tree. For an identical set of $\left|V_{G s}\right|_{\operatorname{sax}}, G_{L}, W$, and $L$ parameters, a p-type decoder typically possesses a TR80 that is $7-10 \%$ faster than an n-type decoder, a TF20 that is $30-40 \%$ slower than an n-type decoder, and a worst-case output signal tolerance that is at least


Fig. G-Possible operating points of n- and p-type decoders in terms of output-signal uniformity and rise-time speed.
$50 \%$ better than that for an n-type decoder. This conclusion results from the polarity of the output signal. If a negative-voltage output signal were required, the performance roles of the n-tylje and p-type selection trees would be interchanged.

The consequences of increasing the channel width of the transistors near the input end of the selection tree are examined in Table IV. The switehing-speed performance of a decoder using $20,25,30,35$, and 40 mil channel widths in preceding levels from the decoder output terminals is compared to the performance obtained with a similar type decoder using a uniform $30-\mathrm{mil}$ channel width throughout the selection tree. An increase of $10-15 \%$ is obtained in switching speed if the graduated channel widths are substituted for the uniform channel
width in the selection tree. This gain in switching speed is an increasing function of the size of the load capacitance relative to the level capacitances in the selection tree. In the present case, the level capacitances are the same order of magnitude as the load capacitances.

Table IV-Computed Switching Speed Performance of MOS Decoders with Varying Channel Widths

|  | All-n-Type Decoder |  | All-p-Type Decoder |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { TR80 } \\ & \text { (nsec) } \end{aligned}$ | TF20 <br> (nsee) | TR80 (nsec) | TF20 (nsec) |
| $\begin{aligned} & \text { "Standard Conditions" } \\ & W=30.0 \text { mils } \\ & L=0.25 \text { mils } \\ & \left\|V_{\sigma s}\right\|_{\text {зsax }}=30.0 \text { volts } \end{aligned}$ | 23.6 | 21.9 | 21.1 | 29.4 |
| $\begin{aligned} & \text { Varying Channel Width } \\ & W_{1}=40 \text { mils } \\ & W_{2}=35 \\ & W_{3}=30 \\ & W_{4}=25 \\ & W_{5}=20 \end{aligned}$ | 20.1 | 18.8 | 18.2 | 25.1 |

## Selection of Design Parameters

Two important conclusions are evident from the computational results. First, a 1024 -output MOS decoder employing an internal quaternary code structure is capable of $0-80 \%$ rise times of less than 50 nsec. Second, there is no sharply defined set of optimum decoder parameters. Both the rise-time switching speed and the output-signal uniformity are continuously improving functions of $\left|V_{G S}\right|_{\mathrm{MAX}}, W$, and $1 / L$. Therefore, the $W$ and $1 / L$ dimensions should be maximized consistent with current technology capability and yield factors. For positive output signal applications, a p-type selection tree is preferable to an n-type selection tree in terms of turn-ON switching speed and output-signal uniformity.

The specific vehicle chosen for evaluation of the selection tree is a variation of the complementary-type decoder proposed by Burns and Gibson. ${ }^{\text {s }}$ In the present decoder, an n-channel transistor is connected to each tree output. An output signal is initiated by simultaneously switching the n-channel transistors to an OFF state and the strobe transistor to an $O N$ state. The necessary selection tree connections and driving waveforms for the complementary decoder are indicated

[^8]in Figure 1. The n-channel transistors were mounted in TO-5 header cans and externally connected to the silicon slice containing the selection tree.

## Selection-Tree Fabrication

## Topological Features

A completed selection tree on a silicon substrate and packaged in a beam-lead structure is shown in Figure 7. The selection tree requires a silicon area of $740 \times 150$ square mils. Each tree exhibits a twocolumn structure. The 64 outputs are available from the second col-


Fig. 7-Completed selection tree.
umn. The lines running the length of the columns consist of the $12-$ gate address lines and the signal line for the strobe transistor at the beginning of the selection tree. These 13 lines are consecutively labeled $S, A_{1}, A_{2}, A_{3}, A_{4}, B_{1}, B_{2}, B_{3}, B_{4}, C_{1}, C_{2}, C_{3}, C_{4}$, with $C_{4}$ being the address line closest to the output side of the selection tree. Contact tabs are provided at both ends of the address and strobe lines to facilitate the stacking of selection trees in larger selection-tree networks.

A basic group in the selection tree consists of 11 diffused (source/ drain) regions. The dimensions of the diffused regions are $20 \times 2.5$ square mils and the separation between regions is 0.25 mil. The physical construction and circuit representation of such a group is indicated in Figure 8. Each MOS transistor in the group has a chamnel area of


Fig. 8-Physical construction and circuit representation of a basic group.
$40 \times 0.25$ square mils. The 64 -output tree requires one basic group in the first column and 16 basic groups in the second column. Figure 9 is a photomicrograph showing part of the selection tree. This figure illustrates the selective oxide etching used to enable each $B$ address line to contact every fourth group.


Fig. 9-Photomicrograph showing partial area of selection tree.

## Fabrication Procedure

A flow chart of the procedures used to fabricate a selection tree is presented in Figure 10. Mechanically polished silicon wafers oriented in the [100] plane result in higher transconductance ( $g_{m}$ ) transistors than comparable wafers that are chemically polished or oriented in the [111] plane. The starting $n+$ wafer ( 0.01 ohm-cm) is doped to produce a 2 to $15 \mathrm{ohm}-\mathrm{cm} n$ surface layer. The depth of the $n$ epitaxial layer is approximately 0.6 mil. The $n+$ region provides a low-impedance contact to the evaporated metal substrate connection on the bottom of the wafer.

The basic group of transistors is constructed within an oxide well or "bathtub" area. The bathtub region is surrounded by $10,000 \AA$ of oxide grown in a steam atmosphere. This oxide is used to insulate the intraconnection wiring from the substrate. Within the bathtub area, the 11 source/drain islands are defined by standard photoresist techniques and diffused using a boron-nitride source. A stained angle-lap view of the resulting $p+$ diffused regions is shown in Figure 11. The measured diffusion depth is 0.022 mil. There is negligible undercutting of the diffused regions into the channel area when the diffusion is performed at $975^{\circ} \mathrm{C}$ for 40 minutes. The resistivity of the diffused regions is in the range of $30-40$ ohms/square.

The channel oxide consists of a $250 \AA$ thermal oxide layer grown in a dry $\mathrm{O}_{2}$ atmosphere followed by a 750 A layer of deposited oxide doped with phosphorus. The doped oxide is commonly used to increase the electrical stability of the MOS transistor by inhibiting the mobility of charge carriers in the channel oxide. ${ }^{0,10}$

The most critical steps in the fabrication procedure are the etching of oxide "windows" for the source and drain contacts and the selection and application of the device metallization and crossover insulation. Failures within the finished selection tree can usually be traced to problems in one of these areas.

A 0.5 -mil-wide metal gate is used to completely cover the 0.25 -mil-wide channel. Any oxide pinholes in the overlap area between the metal gate and source or drain islands will result in a gate-to-source or gate-to-drain short. Oxide pinholes are most frequently introduced during the etching of the windows in the oxide prior to the source and drain metal evaporation. Clean photoresist masks and careful handling to avoid dirt contamination are essential in this operation.

[^9]


Fig. 10-The selection-tree fabrication process.

The limiting factor in the present work appears to be the quality of the applied photoresist-a mixture of Kodak KPR $89 \%$ and Kodak KPL $11 \%$. The photoresist was spun dry on the wafer at 3000 rpm . The pinhole count was reduced by $60 \%$ by coating the wafer twice with photoresist before pattern exposure. A further improvement in the pinhole count was observed when the photoresist was applied directly to the wafer through a filter-loaded hypodermic syringe. The above techniques produced an average of three gate-to-source/drain shorts among the 85 transistors in a selection tree.


Fig. 11—Angle lap, $1000 \times$ photomicrograph showing source/drain diffusion region.

The device (lower level) metallization and crossover insulation are interdependent and must be considered jointly. The metal and insulator materials should be chemically and electrically inert after the initial metal-insulator adherence. The metal must provide a lowimpedance contact to the source/drain regions. Gate-line intraconnections require that contact openings be etched in the insulator without disturbing the underlying metal.

The insulator selected was a low-temperature-deposited $\mathrm{SiO}_{2}$ layer. The chemical reaction involves the decomposition of silane: ${ }^{11}$

$$
\begin{equation*}
\mathrm{SiH}_{4}+\mathrm{O}_{2} \rightarrow \mathrm{SiO}_{2}+2 \mathrm{H}_{2} \tag{7}
\end{equation*}
$$

The temperature of the silicon wafer was maintained at $325^{\circ} \mathrm{C}$ during

[^10]

Fig. 12-Different thicknesses of deposited $\mathrm{SiO}_{2}$.
the insulator deposition. The $\mathrm{SiO}_{2}$ insulator is relatively simple to deposit and can be etched with good definition without disturbing the metallization systems investigated. The incidence of crossover shorts in the deposited insulator decreases as the ratio of metallization layer thickness to insulator thickness decreases. The basic problem is indicated schematically in Figure 12. Several burned crossover shorts are shown in Figure 13. The shorts usually occur along an edge of the bottom metallization pattern, the "weak" area indicated in Figure 12. The high electric field existing at conductor edges further aggravates


Fig. 13-Burned crossover shorts (within circles).
the breakdown problem. No significant decrease in crossover shorts was observed for metallization/insulator thickness ratios less than 0.6.

Two metallization procedures were studied-an all-Al evaporation and a $\mathrm{Cr}-\mathrm{Ag}-\mathrm{Cr}$ mixed evaporation. Pairs of similarly processed test wafers were prepared to evaluate the two metallizations. Performance vas measured in terms of yield and breakdown voltage data between iower and upper metallization crossover points. Using an insulator thickness of $5000 \AA$, a lower metallization thickness of $3000 \AA$, and a 200 -volt test voltage, the failure rate on a Cr-Ag-Cr metallization wafer was $0.9 \%$. On a comparable Al metallization wafer the failure rate was $0.2 \%$. Breakdown voltages on the $\mathrm{Cr}-\mathrm{Ag}-\mathrm{Cr}$ wafer were between $250-300$ volts; on the Al wafer, they were between $450-500$ volts. These tests indicated the superiority of an Al metallization for the selection tree. The difficulty in the $\mathrm{Cr}-\mathrm{Ag}-\mathrm{Cr}$ metallization may be due to metal migration into the insulating oxide or poor adherence of the oxide to the silver component in the $\mathrm{Cr}-\mathrm{Ag}-\mathrm{Cr}$ structure. ${ }^{19}$ The deposited silicon dioxide field breakdown strength was $0.8-1.0$ $\times 10^{7} \mathrm{~V} / \mathrm{cm}$.

Aluminum metallization frequently results in poor source/drain contacts, which appear as reverse bending of the $I-V$ characteristics as seen in Figure 14(A). The solution to this mroblem required the Al evaporation to be done in an ultra-clean vacuum system, preferably a vac-ion system with electron-gun evaloration. Particular care was taken to ensure complete removal of the $\mathrm{SiO}_{2}$ in the contact areas prior to evaporation.

The $\mathrm{SiO}_{2}$ insulator was deposited and etched (for the gate-addressline contact openings) in two layers to decrease the probability of etching pinholes. Each layer is about $2500 \AA$. Two different photomasks, both printed from the same master mask, are used to cancel out pinholes due to acquired contact dirt. Crossover failures approaching $0.1 \%$ were obtained for the 1634 crossovers per selection tree.

Because of the large number and close spacing ( $10-\mathrm{mil}$ centers) of input output tabs, the selection tree required packaging in an external beam-lead structure, as shown in Figure 7, to facilitate external connections. A parallel gap welder was used to connect the package leads to the selection tree input,output tabs. The metal on these tabs must be solderable material such as silver (or $\mathrm{Cr}-\mathrm{Ag}-\mathrm{Cr}$ with the last layer of Cr less than 100 A ) or nickel to be compatible with the paral-

[^11]lel-gap welder. Therefore, the aluminum contact tabs on the selection tree are usually reinforced with $\mathrm{Cr}-\mathrm{Ag}-\mathrm{Cr}$ by evaporating through a metal mask or by evaporating over the entire wafer and using selective etching techniques, or with Ni by selective electroplating.

## Transistor I-F Characteristics

The selection-tree transistor characteristics were recorded before application of the intraconnection wiring. The drain current was


Fig. 14-Effect of poor source/drain contacts on transistor characteristics.
measured as a function of drain voltage and gate voltage. A typical characteristic for a series transistor pair is shown in Figure 14(B). The drain current and threshold voltage were then studied as a function of position on the wafer at fixed bias values. The current and voltage change gradually over the wafer surface, corresponding to localized material conditions. Overall uniformity is within $20 \%$. There appear to be smoothly varying regions of drain-current and threshold-voltage levels.

## Operation of a 64-Output ('omplementary Decoder

## Test System

The 64-output selection tree was connected to n-type load-switch transistors mounted in TO-5 header cans to form a complementary decoder (see Figure 1). Connections were made to the selection tree


Fig. 15-Sequential addressing system.
with a 13 -point in-line probe for the gate address and strobe lines and a 16 -point in-line probe to test 16 consecutive output lines. The MOS load-switch transistors were characterized by a channel area of 20 $\times 0.4$ square mils and a gate oxide thickness of $1000 \AA$.

A sequential addressing sustem was assembled as shown in Figure 15. This system tests an output line under all possible combinations of input address signals every 64 clock cycles. A good output line will moduce an output signal once during 64 consecutive clock signals as shown in Figure 16.

## Selection Tree Yield

The most serious problem affecting the selection-tree yield is the presence of shorts or current leakages. The observed shorts are of three general types: gate to source or drain; source to drain; and substrate so source or drain. The first of these types is the most frequent and the most troublesome. The failure factors of several wafers are listed in Table V.


Fig. 16-Normal output-line response.

The gate-to-source or gate-to-drain shorts can result either from leakage in the thermal oxide between the metal gate and the doped source or drain regions, or from leakage between the gate and source/drain intraconnection lines through the deposited oxide insulator. Experimentally, it is difficult to distinguish whether a gate-to-source or gate-to-drain short in a finished selection tree is due to a failure in the thermal oxide or the deposited oxide. Both possibilities are electrically in parallel in the selection tree. Separate measurements of the thermal oxide and the deposited oxide indicate that failures

Table V-Selection-Tree Defects

| Selection Tree | Defects |  |  |  | Operable Lines | Yield |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Shorts |  |  | Open Lines |  |  |
|  | $g-s, d$ | $s-d$ | subs-s, ${ }^{\text {d }}$ |  |  |  |
| J16-2-- | 2 | 1 | 1 | 1 | 47 | $73 \%$ |
| J18-4 | 10 | 0 | 0 | 1 | 24 | 38\% |
| J20-2 | 9 | 0 | 0 | 0 | 25 | 39\% |
| J21-1 | 1 | 1 | 0 | 1 | 61 | 95\% |
| J21-2 | 8 | 0 | 0 | 0 | 23 | 36\% |
| J21-3 | 4 | 0 | 0 | 1 | 51 | 80\% |
| J21-4 | 6 | 1 | 0 | 1 | 37 | $58 \%$ |
| J22-1 | 2 | 6 | 0 | 0 | 44 | $69 \%$ |
| J22-2 | 1 | 4 | 0 | 1 | 28 | $44 \%$ |
| J22-4 | 1 | 1 | 0 | 0 | 44 | 69\% |

within both types of oxide contribute equally to the problem. The gate-short failure rate for the 85 unconnected selection-tree transistors was 3.0 gate shorts per tree. A simulation of the selection-tree two-layer wiring with the 1634 crossovers produced a failure rate of 3.3 gate shorts per tree.

The presence of a gate short can be detected during a 64 -address cycle by an output line response as shown in Figure 17(A). This figure illustrates the effect of a gate-to-output-line short in a C (third) level transistor. Because of the sequencing pattern of the quaternary input code, a C level gate is ON every fourth clock pulse (low-voltage level) and OFF during the intervening three clock pulses (high-voltage level). When the load switch is opened, the output will follow either the high- or low-voltage gate signal. When the load switch is closed and the gate signal is OFF, an intermediate voltage will appear on the output line as determined by the voltage divider network of the gateshort impedance and the closed load-switch impedance.

Source to drain shorts in the selection tree are almost invariably


Fig. 17(a)-Output-line response with gate to source or drain short in "C" level.


Fig. 17(b) -Output line response with source to drain leakage in " $B$ " level.


Fig. 17(c) -Output line response with substrate to source or drain short in "C" level.
due to the imperfections in the source/drain photomask. This problem is not serious in the present work and can be eliminated by using highquality photomasks. In a wafer containing 680 channel regions (between adjacent source-drain areas) each with dimensions of $20 \times 0.25$ mils, there was only one occasional channel short because of a mask defect. An example of a source-to-drain short in a $B$ level transistor is shown in Figure $17(\mathrm{~B})$. The failure of the B level transistor to turn OFF introduces three extra output pulses during each 64-word cycle.

Source or drain to substrate shorts occurred even less frequently than source-to-drain shorts. The signals appearing on an output line that is shorted to the substrate is shown in Figure $17(\mathrm{C})$. The display is similar to that obtained from a gate short, except the substrate is always at a positive voltage instead of returning to a low (ON) voltage every fourth cycle.

## Discrimination Ratio

The address sequencing program also permitted a check of cross talk between output lines. A measure of this cross talk is the discrimination ratio-the ratio of the maximum signal on an unselected output line to the minimum signal appearing on a selected line. The output signal on an unselected line may occur from current leakage through one or more OFF MOS transistors. The magnitude of this output signal is proportional to the strobe pulse duration and inversely proportional to the load capacitance on the output side of the MOS transistor(s). Barring catastrophic transistor failures, the discrimination ratio was less than 0.05 for output lines operating with a load capacitance of 80 pF and a strobe pulse width of 300 nsec .

If the load capacitance is known, an estimation of the minimum MOS OFF resistance can be obtained by simple $R C$ network analysis. Under the above operating conditions, the minimum OFF resistance for a single selection-tree MOS transistor must be $>100,000$ ohms.

## Switching Speed

The switching speed of a decoder incorporating the selection tree depends on such factors as the applied bias voltage and driving waveforms, the characteristics of the MOS selection-tree transistors, and the loading conditions on the output line. For a decoder with an output signal amplitude of +10 volts, the following bias voltages are used in the circuit of Figure 1:

$$
\begin{aligned}
V_{1 \mathrm{~S}} & =+10, \\
V_{\mathrm{OFF}} & =+10, \\
V_{\mathrm{ON}} & =-4, \\
V_{\mathrm{SCM}} & =+15 .
\end{aligned}
$$

In all cases, the $V_{\mathrm{Or}}$ voltage on the gate address lines is sufficient to hold the selection-tree transistors in an OFF state, since the threshold voltage, $V_{T}$, is always greater than 2 volts (source-to-gate voltage) under all operating conditions. The strobe signal is normally at +10 volts ( $O F F$ ) and decreased to 0 to turn on the decoder. The $90 \%$ to $10 \%$ fall time of this strobe signal is 20 nsec. Figure 18(A) shows a timing diagram for the decoder operating at a 2 MHz rate. Figure


Fig. 18-(a) Decoder timing diagram and (b) decoder output signal.
18(E) illustrates an actual output signal on and output line with a load capacitance of 27 pF .

The switching speeds of decoders using selection trees of several different wafers are compared in Table VI for a load capacitance of 881 FF . The selection-tree starting material and electrical characteristics of four transistors connected in series are also included in this table. The fastest switching speeds are associated with the high transconductance ( $g_{m}$ ) and low source and drain to substrate capacitance

Table VI-Selection-Tree Characteristics and Switching Time

wafers. The high-transconductance wafers are usually oriented in the [100] direction; the low-capacitance wafers have higher values of surface resistivity ( 15 ohm-cm). The apparent discrepancy between the actual switching times obtained from the 64 -output decoder and those computed for the 1024 -output decoder arise primarily from the increased value of load capacitance ( 88 pF versus 14 pF ). Also, the use of finite-rise-time input signals and the additional strobe level incorporated in the 64 -output tree act to reduce the switching speed.


Fig. 19-Switching time as a function of load capacitance.
Switching-time data as a function of load capacitance are presented in Figure 19. The 0 to $10 \%$ delay time is determined primarily by the internal selection-tree conductances and capacitances, and is relatively independent of the load capacitance. For load capacitances greater than 27 pF , the output rise times and fall times vary linearly with load capacitance, suggesting a simple $R C$ charging relation of the following form:

$$
\begin{equation*}
T_{10 \rightarrow 00 C_{o}^{\prime}}=R_{\text {culuik }} C_{L} \ln 9 \tag{8}
\end{equation*}
$$

If the load capacitance and rise time are known, this equation can be solved for $R_{\text {rquix }}$, the effective resistance of the ON path in the selection tree. For a rise time of 100 nsec and a load capacitance of 90 pF , this effective ON path resistance is 500 ohms. This value is in general agreement with those obtained by direct ohmic measurement, which are in the $300-500$ ohm range.

The influence of the various voltage biases on the switching times was studied. The rise time ( $10-90 \%$ ) as a function of substrate bias,

ON gate-address voltage, and ON strobe voltage are shown in Figure 20. Increasing the substrate bias reduces both the source and drain to substrate capacitances, which should decrease the rise time, but the transistor conductances (at fixed gate voltage) are also reduced through interaction with the threshold voltage. The latter effect should


Fig. 20-Decoder rise time as a function of bias voltage.
increase output signal rise time. For increases in $V_{\text {sin }}$ greater than 12 volts, very little change in rise time is noted, as seen in Figure 20. Increasing the $O N$ address-gate voltage, $V_{0, x}$, increases the conductance of transistors within the tree (decreasing resistance of $R_{\text {rumi }}$ which charges $C_{1 .}$ ) and therefore decreases the rise time. For $V_{0,}$ less than -4 volts, the tree transistors approach maximum conduction and further rise time improvement is slight. Similarly, decreasing the ON strobe voltage below 0 volts has relatively little effect on the rise time.

The fall time is relatively independent of bias-voltage settings and remains at approximately 80 nsec. This fall time is determined principly by the ON resistance of the load-switch transistor and the size of the load capacitance. The 0 to $10 \%$ turn-on delay time, typically 40-60 nsec, has also been observed to be relatively independent of the bias voltages.

## Input Power Requirements

Both real and reactive power must be supplied to the decoder. The real fower is supplied from the $V_{I N}$ voltage source and is dissipated through the tree source drain lines and the load switch. This power has been measured at 20 mW under operating conditions of 2 MHz and 27 pF output capacitance. For output load capacitances sufficiently greater than the internal tree capacitances ( $\sim 20 \mathrm{pF}$ ), a relation between power dissipation and operating speed has been derived by Burns. ${ }^{13}$

$$
\begin{equation*}
P_{1 N}=C_{l_{0}} V_{\mathrm{I}: ⿺} \because f_{0} \tag{9}
\end{equation*}
$$

where $C_{l}$, is the output load capacitance and $f_{0}$ the frequency of operation.

The voltage swings on the transistor gate lines are responsible for the reactive power. Measured capacitance values for the different types of tree gate lines to the substrate material are:

> A address line: 52 pF ,
> B address line: 64 pF ,
> C address line: 90 pF ,
> S strobe line: 14 pF .

For 2 MHz decoder operation, the transition times (10 to $90 \%, 90$ to $10 \%$ ) were set at 100 nsec for the address lines and 20 nsec for the strobe line. A 14 -rolt transition on the address line requires a current $\left[I=C\left(d v v^{\prime}(l t)\right]\right.$ of 29 mA and a reactive power of 116 mW . A 10 -volt transition on the strobe line requires a current of 7 mA and a reactive power of 84 mW .

## Conclusion

This paper has discussed the design and fabrication of a 64 -output MOS selection tree and the performance of a complementary decoder circuit using the selection tree. The decoder is designed to produce output signals of +10 volts amplitude. A load capacitance of approximately 90 pF is used to simulate the loading effect of MOS transistor gates being driven by the decoder: The discrimination ratio between an unselected output line and a selected line is less than $5 \%$ for an output pulse duration of $250-300$ nsec. The decoder is capable of operating in a moderate-speed ( $>1 \mathrm{MHz}$ ) digital system. Typical delay times; and rise times of the decoder are 50 nsec and 100 nsec respectively. Fall times, determined primarily by the discrete load-switch

[^12]transistors, are approximately 80 nscc. Real power consumption at 2 MHz operation is 20 mW . Reactive power required to charge the gate address and strobe lines is approximately 200 mW . The yield of operable output lines in selection trees that have survived the fabrication process varies between $36-95 \%$. The average yield of 10 selection trees is $60 \%$. The primary cause of non-operable output lines is gate leakages. Three techniques to reduce the number of gate shorts within a selection tree are suggested for future work.
(1) The metallization topology can be redesigned to reduce the number of metal crossovers. By expranding the size of the selection tree and shifting the gate address lines to the areas between transistor columns, a reduction from 1,684 to 415 crossovers is possible.
(2) Semiconductor tunnels can be used at crossover points. Degenerately doped semiconductor material can be substituted for the bottom-layer metallization at crossover points. An oxide insulator should adhere better to the degenerate semiconductor than a metal because of similar crystal structure and climination of the vertical edges around a raised metal line.
(3) Use a different insulator or a different method of applying a silicon oxide insulator can be used to lower the crossover defect rate.

The MOS selection tree discussed herein has the property of establishing a unique low-impedance path from the input to a selected output line. Possible areas of application include display and information processing and storage systems.
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# MONOLITHIC SENSE AMPLIFIER FOR LAMINATED-FERRITE MEMORIES 

By<br>H. R. Beelitz<br>MCA Lahoratories Princelon, New Jersey


#### Abstract

S'ummary-A high-sensitivity ( 1 mV ) moderatc-bandwidth (10 MHz) ac-coupled sense amplifier has been designed and integrated. The amplificr, designated TA519G, includes provision for strobing, detceting, pulsc forming, and intcrnal inversion logic. It can be uscd with a split-scnsc-line-organized laminated-ferrite memory.

A design technique called "thermal fecdback," which permits the fabricution of a high gain all de-coupled integrated sense amplificr with minimum chip arca, has becn proven feasible. The input imbalance of a diseretccomponent high-gain ( 60 dB ) (d-c amplificr was controlled to within $\pm 30$ microvolts with thermal fecdback. This represcnts an improvement by a factor of 100 over the identical amplifier using conventional design techniques.


## Introduction

IIN SUPPORT of the laminated-ferrite-memory program at RCA Laboratories, ${ }^{1}$ a design study was initiated to determine the feasibility of integrating a very high sensitivity ( 1 mV ), moderatebandwidth ( $\geqslant 3 \mathrm{MHz}$ ) sense amplifier.

The broad specifications of the design objective are listed in Table I. By far the most stringent specification is the requirement of high sensitivity. The amplifier should be capable of "sensing" a $1-\mathrm{mV}$ pulse and amplifying it sufficiently to drive standard logic circuitry. This requires an overall gain of 60 dB to provide a 1 -volt output signal.

The specified $\pm 2$-volt digit pulse preceding the $1-\mathrm{mV}$ signal pulse poses another severe problem. The recovery of the amplifier from an overdrive condition due to this "digit blast" must be sufficiently fast for it to be able to sense the small $1-\mathrm{mV}$ signal.

The specification that the amplifier be intergratable arises, of course, for reasons of economy and reliability. In addition, the monolithic environments offers certain opportunities in design (transistor matching, temperature tracking, etc.). On the other hand, area and

[^13]nower constraints arise due to the yield problem inherent in monolithic construction. Chip size should be kept as small as feasible to maximize yield. This is especially important if arrays of sense amplifiers are to be fabricated.

The differential amplifier was chosen as the basic building block for the sense amplifier. This was done to take advantage of the high common-mode rejection that is possible with the differential amplifier for limiting overdrive conditions while writing into the memory. The differential amplifier also lends itself particularly well to monolithic fabrication, since its performance characteristics (gain, temperature stability, etc.) are primarily dejendent upon resistance ratios, device matching, and tracking, etc., that can be readily achieved in monolithic form.

Table I-Sense Amplifier Nominal Specifications

| Gain (Overall) | 60 dB |
| :--- | :---: |
| Bandwidth | 3 MHz |
| Digit Pulse, Maximum | $\pm 2 \mathrm{~V}$ |
| Threshold | 1 mV |
| Output Voltage | 1 V |
| Temperature Range | $10^{\circ} \mathrm{C}$ to $65^{\circ} \mathrm{C}$ |

Since a complete sense amplifier is proposed, provision for strobing, thresholding, pulse forming, internal logic, ete must be provided. This must be done within the constraints of minimum area (component count) and power as noted before.

A further complication is the requirement that the amplifier be used in conjunction with a single crossover-per-bit, split-sense-lineorganized laminated-ferrite memory. Figure 1 shows a schematic diagram of the split-sense-line laminated-ferrite memory and differentialinput sense amplifier.

## Split-Sense-Line Laminated-Ferrite Memory

The motivation behind using a split-sense-line arrangement for the laminated-ferrite memory is twofold.

1. Memory capacity for a given sense signal can be increased, perhaps doubled, due to the reduction in sense-signal attenuation. Reduced attenuation is a result of the shortened signal-path length obtained with the split line.
2. The high (several volts) digit blast back voltage present during digiting can be coupled to both inputs of a differential input sense amplifier. Amplifier over-drive is thereby considerably reduced due to the high common-mode rejection of the input differential stage.

The split sense line imposes a logic problem, however, in that a "one" signal on one half of the split line produces the opposite differential amplifier (D.A.) output to that for a "one" signal on the other half of the split line. In addition, for bipolar inputs, a "one" on, say, the top split sense line produces the same D.A. outputs as that for a "zero" on the bottom sense line. Clearly then, in order to be able to


Fig. 1-Single-crossover-per-bit, split-sense-line organization of laminatedferrite memory.
distinguish a sensed "one" from a sensed "zero", it is necessary to know in which half of the split sense line the signal originates (from the contents of the current address register') and then to perform the necessary inversion logic prior to detection.

Of course, digiting could be done so as to generate the proper sense signals (say a positive sense signal on the top line and a negative sense signal on the bottom line for a stored "one"), which would result in a single D.A. output polarity. However, the digit blast would then appear differentially across the D.A. inputs, creating severe overload problems. This approach does not appear to be very practical.

The required logic could also be performed at the output of the differential sense amplifier. This requires, for simplified gating, that the amplifier be kept differential throughout, precluding the use of "single ending" with the resultant savings in component count and chip area (important for integration) and, of course, in cost. The additional gates required at the amplifier output increase signal propagantion time as well as further increasing circuit complexity and cost.

The approach adopted was to perform the required logic (inversion) internal to the sense amplifier. The circuit shown in Figure 2, which is discussed later, provides the required logic.

## Alternative Approaches

A number of approaches for implementing the high-gain sense amplifier were examined. These are outlined below along with a brief discussion of their applicability.


Fig. 2-Current-steered logic differential stage.
A. All-dc-Coupled Amplifier. In an all-de-coupled differential sense amplifier, the sense signal must be larger than the inherent $\mathrm{d}-\mathrm{c}$ offset uncertainty. Since the principal offset is due to the $V_{b, c}$ mismatch of the input differential transistors, typically 5 mV , it is obvious that only signals greater than 5 mV can be discriminated. A $1-\mathrm{mV}$ signal cannot be sensed unless the input offset uncertainty is reduced to less than 1 mV . Since a completely monolithic structure is proposed, individual clevice matching is not possible. Trimming with external resistances is possible but certainly not desirable, as it is neither economic nor compatible with the monolithic approach.
B. All-dc-Coupled Amplifier with Offiset Error Schsing and Correction. This approach can be further characterized by the method of error correction employed, electrical or thermal.

## 1. Offset Correction by Electrical Means

This method requires error detection (offset detection) during some quiescent period of the memory cycle (no input signal) and electrical feedback of a correction signal. Strobing and analog memory are required in the feedback loop. A large capacitor would probably be required for implementing the analog storage function. Since large-value capacitors are incompatible with monolithic fabrication, this technique is not practical.

## 2. Offset Correction by Thermal Means

Here, again, error detection during a quiescent period is required, but the feedback lool is completed via thermal coupling. This method, which we may term "thermal feedback"," uses the temperature dependence of the base-emitter characteristic of the input differential transistors as the control parameter, thus permitting large time constants and sensitive control without reactive elements or electrical loading or disturbance of the input stages. The scheme has the advantage (as does electrical feedback) of correcting imbalance dynamically regardless of the cause. The technique appears feasible, and experiments with integrated structures and amplifiers utilizing thermal feedback are described later.
C. AC-Coupled Amplifier. This aplroach is the most obvious and straightforward solution to the dc-offset problem. Unfortunately, it introduces new problems associated with the repetition rate and duty cycle of the signal pulses and the difficulty of obtaining the long time constant required during signaling and a short time constant during digiting. In addition, only low values of capacitance (less than 50 pF ) are practical with the monolithic apmroach.

## Tifermal Feedback for Automatic Offset Correction

The adrantages that acerue from using some type of built-in automatic offset correction thermal feedback rather than the apparently simpler a-c coupling are readily seen. Ninety percent of similar transistors on a chip typically have $\mathrm{V}_{\text {me }}$ 's matched to within 5 mV . However, in a high-gain de-coupled amplifier, even these relatively small imbalances would be sufficient to saturate the output stage, even in the absence of a signal, unless a sufficiently broad voltage range were allowed. This is, of course, costly in terms of excessive dissipation. Capacitive coupling from the front-end de-coupled amplifier (comprising perhaps several stages) to the threshold detector would

[^14]still be required in order to distinguish the amplified $1-\mathrm{mV}$ signal pulse from the amplified $5-\mathrm{mV}$ input de offset. In view of the above and the previous discussion of the alternative techniques, a preliminary investigation of thermal feedback for automatic offset correction was undertaken.


Fig. 3-Differential amplifier with thermal feedback.

## Experiments with Thermal Feedback

A breadboarded high-gain ( 60 dB ) dc-amplifier test vehicle for the thermal-feedback concept was constructed using discrete components. A diagram of the test amplifier is shown in Figure 3. With the thermal-feedback loop open, the output offset (input offset multiplied by the amplifier gain) was measured to be 3 volts for a given set of devices and resistors. With the thermal-feedback loold closed, the output imbalance was controlled to within $\pm 30$ millivolts. This represents an effective input imbalance of $\pm 30$ microvolts, or an improvement by a factor of 100 .

The flip-flop shown in the bottom part of the diagram stores the offset polarity as sensed during the quiescent period. Storage is performed so that power may be continuously dissipated in the appropriate heat-source resistor $R_{t 1}$ or $R_{t 2}$, thus generating the required thermal difference between input transistors $Q_{1}$ and $Q_{2}$. As indicated in the diagram, $R_{11}$ is tightly coupled (thermally) to transistor $\mathrm{Q}_{1}$, while $R_{f 2}$ is tightly coupled to transistor $Q_{.3}$. The flip-flop is set to the
proper state during the sampling period by energizing strobe transistor $Q_{y}$.

To determine the feasibility of implementing the thermal feedback approach in a monolithic structure, a number of tests were made of thermal coupling and temperature difference between elements of avail-



Fig. 4-Thermal coupling tests (1).
able integrated circuits. Plots of these test results are given in Figures 4 and 5 . A photograph of the test structure used is shown in Figure 6.

The tests results indicate that, for the test structure used, a $2-\mathrm{mV}$ differential in $V_{l n}$ can be developed with less than 50 mW dissipation. Of course, the test structure is not optimum; the heat-source transistor is too distant from its associated differential amplifier transistor. A closer spacing (more readily obtained with a heat-source resistor) would reduce the power dissipation required for a given thermal difference.

The thermal-coupling experiments discussed above are interesting,



Fig. 5-Thermal coupling tests (2).


Fig. 6-Integrated structure used for thermal coupling tests.
but are not conclusive as to the pacticality of incorporating thermal feedback into a monolithic amplifier. We decided, therefore, to proceed with the design and integration of the more straightforward (but marginal) ac-coupled sense amplifier. Since the differential amplifier stages of the thermal feedback amplifier are very similar to the differential amplifier stages of the ac-coupled amplifier, a large portion of the thermal-feedback sense amplifier could also be verified with the integration and testing of the ac-coupled amplifier. To complete the measurements required for designing the thermal-feedback circuit in monolithic form, two resistor-transistor pairs were included on the chip. These allow more realistic determination of the chip-dissipation-thermal-gradient parameters.

## AC-Coupled Sense Amplifier

The ac-coupled sense-amplifier circuit that was developed is shown schematically in Figure 7. Essentially, the amplifier is composed of a two-stage high-gain differential amplifier capacitively coupled to a strobed detector. By single ending the output of the second stage, a relatively simple circuit requiring a low total value of coupling capacitance ( 22 pF ) resulted. However, amplifier performance had to be kept to marginal levels in order to hold the circuit complexity and dissipation to a minimum.

The need for maintaining extremely close device matching has been partly circumvented by a one-shot correction scheme. The correction consists of shorting out, external to the flat pack in which the integrated circuit chip is mounted, ten percent of either collector resistor of the first stage, depending on the imbalance polarity. This effectively reduces the input imbalance (offset) from 5 mV to less than 3 mV . The remaining d-c imbalance is eliminated by the a-c coupling prior to detection.

The second stage of the D.A. provides additional signal gain while incorporating current-stecred logic for inversion. The need for internal inversion logic was discussed previously.

The combination analog and digital circuit is shown separately in Figure 2. Note that the upper transistors ( $Q_{2}, Q_{3}, Q_{13}, Q_{14}$ ) of what appears to be a logic circuit are also in the signal path and, additionally, provide analog gain of the sense signal, functioning as an integral part of the amplifier. The logic signal inputs (at ECCSL cur-rent-mode logic levels of -0.8 V ["one"] and -1.6 V [."zero"]) labeled $\mathrm{FF}_{1}$ and FF , are derived from the address register. They determine whether or not sense-signal inversion will occur prior to detection.

The single-ended output of the second stage is capacitively coupled


Fig. 7-Schematic of ac-coupled sense amplifier.
via a $22-\mathrm{pF}$ capacitor to the base of the saturating transistor $Q_{5}$. The strobed clamp transistor $Q_{1:}$ effectively bypasses any signal to ground when saturated. When $Q_{1 ;}$ is cut off, a 0.5 -volt positive signal at the base of $Q_{5,}$ is sufficient to turn on $Q_{5}$, saturating it briefly and developing the output pulse at its collector. The emitter voltage of $Q_{5}\left(-0.45 \mathrm{~V}\right.$ at $\left.25^{\circ} \mathrm{C}\right)$, which determines the detector threshold, is set by emitter followed $Q_{11}$. Because of the temperature tracking of detector transistor $Q_{.3}$ with the threshold setting transistor $Q_{11}$, the threshold is relatively independent of temperature. The amplifier output is taken from the collector of $Q_{5}$.


Fig. 8-Integrated sense amplifier chip (TA5196).

## Integrated Sense Amplifier

The ac-coupled sense amplifier circuit of Figure 7 was integrated by RCA Electronic Components, Somerville, N. J. The circuit has been given the development designation of TA5196. It has been fabricated with standard, $N+$ pocket, and gold-doped processes. A photograph of a complete circuit on a chip is shown in Figure 8. The chip measures 70 by 75 mils. Note that the chip also contains (at the upper left and lower right corners) the resistor-transistor pairs required for thermal testing for the thermal-feedback amplifier. They are not electrically a part of the sense amplifier. The large square area at the lower left corner is the $22-\mathrm{pF}$ coupling capacitor. Little attempt was made to optimize the layout for minimum area, since the integrated chip serves primarily as a design test and verification vehicle.

## Sense Amplifier Evaluation

## Operating Level and Input Offset Tests

Evaluation of the integrated sense amplifier involved both d-c (level) and a-c (pulse) testing. The d-c testing consisted essentially of setting up the flat-pack-mounted amplifier in a test jig, applying nominal power supply voltages, appropriate strobe and logic levels, and noting the circuit operating levels. Correct operation of the inversion

Table II—Standard Process Samples, DC Tests

| Unit No. | Circuit Connection ${ }^{1}$ | D.A. Normal Output ${ }^{2}$ |  | D.A. Inverted Output ${ }^{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#1 (volts) | \#2 (volts) | \#1 (volts) | \#2 (volts) |
| 1. | Normal ${ }^{\text {a }}$ | $+2.83$ | +1.31 | +0.74 | +2.82 |
|  | $9 \rightarrow 8^{5}$ | 0.79 | 2.74 | 2.89 | 1.43 |
|  | $10 \rightarrow 8{ }^{6}$ | 4.81 | 3.04 | 0.69 | 2.99 |
| 2. | Normal | 2.44 | 3.88 | 3.43 | 2.92 |
|  | $9 \rightarrow 8$ | 1.29 | 5.02 | 4.59 | 2.99 |
|  | $10 \rightarrow 8$ | 3.73 | 2.60 | 2.16 | 4.20 |
| 3. | Normal | 1.92 | 4.55 | 4.25 | 2.71 |
|  | $9 \rightarrow 8$ | 0.99 | 5.50 | 5.13 | 3.41 |
|  | $10 \rightarrow 8$ | 3.28 | 3.16 | 2.99 | 3.48 |
| 4. | Normal | 2.76 | 3.31 | 2.66 | 3.36 |
|  | $9 \rightarrow 8$ | 1.26 | 4.58 | 4.24 | 2.69 |
|  | $\xrightarrow{10 \rightarrow 8}$ | 4.15 | 2.54 | 1.21 | 4.61 |
| 5. | Normal | 2.55 | 3.79 | 3.66 | 2.62 |
|  | $9 \rightarrow 8$ | 2.06 | 4.28 | 4.13 | 2.60 |
|  | $10 \rightarrow 8$ | 3.06 | 3.26 | 3.15 | 3.14 |

${ }^{1}$-see Fig. 7 for pin locations.
${ }^{2}$ —with amplifier logic input labeled $\mathrm{FF}_{1}$ set to -0.8 V
${ }^{3}$-with amplifier logic input labeled $\mathrm{FF}_{2}$ set to -0.8 V
${ }^{4}$-pins 9 and 10 are left open
${ }^{5}$-pin 9 is shorted to pin 8
${ }^{6}$ _-pin 10 is shorted to pin 8
and offset correction circuitry is readily checked. Tables II, III, and IV list the results of the de-level tests made on the sample sense amplifiers.

The columns labeled "Circuit Connection" refer to the single-shot offset correction technique discussed previously. Input offset before correction can be determined from the tabulated data. The approximate input offset can be obtained by dividing the differential output offset (the difference between D.A. output No. 1 and D.A. output No. 2) by the nominal amplifier differential gain (1000). Calculated input offsets for the gold-doped amplifiers of Table IV are given in Table V.

Note that, for the sample sense amplifiers tested, the effective input offset is less than 2 mV . Since the design allowed for up to 5 mV

Table III-n+ Pocket Samples, DC Tests

| Unit No. | Circuit Connection ${ }^{1}$ | D.A. Normal Output ${ }^{\text {a }}$ |  | D.A. Inverted Output ${ }^{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#1 (volts) | \#2 (volts) | \#1 (volts) | \#2 (volts) |
| 6. | Normal ${ }^{-1}$ | $+2.76$ | $\mp 3.21$ | $+3.19$ | +2.73 |
|  | $9) \rightarrow 8^{5}$ | 1.39 | 4.71 | 4.55 | 2.83 |
|  | $10 \rightarrow 8^{\text {b }}$ | 4.25 | 2.59 | 1.70 | 4.32 |
| 7. | Normal | 2.03 | 4.13 | 3.99 | 2.44 |
|  | $9 \rightarrow 8$ | 0.99 | 5.21 | 5.05 | 3.24 |
|  | $10 \rightarrow 8$ | 3.52 | 2.57 | 2.49 | 3.65 |
| 8. | Normal | 2.11 | 2.95 | 3.81 | 2.20 |
|  | $9 \rightarrow 8$ | 1.01 | 3.85 | 4.94 | 3.06 |
|  | $10 \rightarrow 8$ | 3.65 | 2.09 | 2.29 | 2.84 |
| 9. | Normal | 1.64 | 4.49 | 4.41 | 2.74 |
|  | $\xrightarrow[9]{ } \rightarrow 8$ | 0.87 | 5.03 | 5.26 | 3.41 |
|  | $10 \rightarrow 8$ | 3.09 | 3.10 | 2.96 | 3.15 |
| 10. | Normal | 2.01 | 3.84 | 3.64 | 2.25 |
|  | 9) $\rightarrow 8$ | 0.95 | 4.87 | 4.86 | 3.11 |
|  | $10 \rightarrow 8$ | 3.60 | 2.26 | 2.09 | 3.77 |

Notes: (See Table II).
offset, this is well within tolerance. As Tables II through IV indicate. offset correction by externally shorting out $10 \%$ of either input collector resistor does not result in further improvement with these already small offsets. The offset-correction circuitry could be easily modified,

TABLE $I V$ —Gold-Doped Samples, DC Tests

| Unit No. | Circuit Connection ${ }^{\text { }}$ | D.A. Nornal Output ${ }^{2}$ |  | D.A. Inverted Output ${ }^{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#1 (volts) | \#2 (volts) | \#1 (volts) | \#2 (volts) |
| 1. | Normal ${ }^{4}$ | +3.11 | +3.11 | +2.59 | +3.59 |
|  | $9 \rightarrow 8^{5}$ | 1.32 | 4.91 | 4.63 | 1.52 |
|  | $10 \rightarrow 8^{\text {G }}$ | 4.87 | 1.34 | 1.16 | 5.04 |
| 2. | Nornal | 3.23 | 2.92 | 2.91 | 3.22 |
|  | $9 \rightarrow 8$ | 1.44 | 4.79 | 4.69 | 1.41 |
|  | $10 \rightarrow 8$ | 4.82 | 1.31 | 1.29 | 4.91 |
| 3. | Normal | 4.10 | 2.05 | 2.07 | 4.05 |
|  | $9 \rightarrow 8$ | 1.97 | 4.17 | 4.15 | 1.95 |
|  | $10 \rightarrow 8$ | 4.97 | 1.25 | 1.19 | 5.01 |
| 4. | Normal | 3.36 | 2.62 | 1.86 | 4.11 |
|  | $9 \rightarrow 8$ | 1.40 | 4.60 | 3.96 | 1.97 |
|  | $10 \rightarrow 8$ | 4.83 | 1.17 | 1.05 | 5.05 |
| 5. | Normal | 2.97 | 3.19 | 3.26 | 2.89 |
|  | $9 \rightarrow 8$ | 1.29 | 4.89 | 4.83 | 1.31 |
|  | $10 \rightarrow 8$ | 4.80 | 1.35 | 1.3 G | 4.80 |
| G. ${ }^{\top}$ | Normal | 2.98 | 3.19 | 3.10 | 3.05 |
|  | $9 \rightarrow 8$ | 2.98 | 3.19 | 3.10 | 3.05 |
|  | $10 \rightarrow 8$ | 2.98 | 3.19 | 3.10 | 3.05 |
| 7. | Normal | 2.45 | 3.58 | 3.43 | 2.55 |
|  | $9 \rightarrow 8$ | 1.24 | 4.85 | 4.73 | 1.29 |
|  | $10 \rightarrow 8$ | 4.49 | 1.52 | 1.40 | 4.60 |
| 8. | Normal | 4.01 | 2.05 | 2.34 | 3.72 |
|  | $9 \rightarrow 8$ | 1.97 | 4.11 | 4.38 | 1.63 |
|  | $10 \rightarrow 8$ | 4.86 | 1.25 | 1.19 | 4.93 |

Notes ${ }^{1}{ }^{\text {fi}}$ : See Table II
?-Pins 9 and 10 are evidently not bonded to the chip.

Table V—Calculated Input Offsets for Gold-Doped Amplifiers of Table IV.
Input Offset (mV)

| UNIT | $\mathrm{FF}_{1}$ Input Set to -0.8 v | $\mathrm{FF}_{2}$ Input Set to -0.8 v |
| :---: | :---: | :---: |
| 1 | +0.0 | -1.0 |
| 2 | +0.31 | -0.31 |
| 3 | +2.05 | -1.98 |
| 4 | +0.74 | -1.25 |
| 5 | -0.22 | +0.37 |
| 6 | -0.21 | +0.05 |
| 7 | -1.13 | +0.88 |
| 8 |  | 1.96 |

however, so as to short out say $5 \%$ of either collector resistor, resulting in an improvement in offset if the $2-\mathrm{mV}$ limit holds for larger samples.

## Preliminary Small-Signal Pulse Tests

Dynamic (pulse) testing included both gold-doped and standardprocess sense amplifiers. Because of excessive saturation delay, the dynamic tests on the standard samples of Table II were restricted to small-signal pulse tests with the strobe circuitry disabled. Figure 9 shows the typical performance obtained from a sense amplifier made

TEST "o"
SHARP RISE TIME INPUT PULSE


TEST "b"
degraded rise time input pulse

TOP TRACE (BOTH PHOTOS):- $500 \mathrm{mv} / \mathrm{cm}$ DETECTOR OUTPUT WITH STROBE DISABLED.
MIDDLE TRACE (BOTH PHOTOS):- $500 \mathrm{mv} / \mathrm{cm}$
DIFFERENTIAL AMPLIFIER OUTPUT (PIN 3)
BOTTOM TRACE (BOTH PHOTOS):- $1 \mathrm{mv} / \mathrm{cm}$
SENSE AMPLIFIER INPUT PULSE (PIN 12)

| pulse input (PIN 12 ) | DA DUTPUT SNGLE ENDEO (PIN 3) $m \mathrm{~V}$ | OA OUTPUT RISE TIME ns | InPUT-D A OUT delay <br> ns | OETECTOR |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{aligned} & \text { AMP } \\ & (\text { PEAK }) \\ & \mathrm{mV} \end{aligned}$ | RISE TMME ns | $\begin{aligned} & \text { OVERALL } \\ & \text { OELAY } \\ & \text { ns } \end{aligned}$ |
| 1 mV SHARP | 475 | 38 | 29 | 612 | 30 | 48 |
| ImV DEGRADED | 440 | - | 30 | 530 | 43 | 60 |

Fig. 9—Sense-amplifier pulse test (standard unit No. 3).
with standard processing. Oscillograms showing the response to both sharp- and degraded-rise-time input pulses are included.

Testing of the gold-doped samples included operation of the strobe circuitry. This was made possible due to the gold-doping process whereby the excessive storage time in the saturating transistors, such as the strobe (clamp) transistor, could be limited. Thus, the gold-doped amplifiers could be tested and operated in an entirely realistic manner.


> INPUTS A (PIN I2) AND B (PIN I3) HAVE BEEN SHORTED TOGETHER FOR THIS TEST.
> POSITIVE SUPPLY (NOMINAL + GV) HAS BEEN SET TO - 8 OV FOR SATURATION PREVENTION.
> GOLD DOPED SENSE AMPLIFIER

Fig. 10-Common-mode rejection tests.

## Common-Mode Rejertion

Preliminary common-mode rejection tests of the grold-doped samples were made. Figure 10 includes oscillograms indicating common-mode rejection. A measure of common-mode rejection is the common-mode rejection ratio, which can be defined as the ratio of differential gain to the common-mode gain. High-frequency common-mode rejection, as evidenced by the sharp peaking at leading and trailing edges of the output pulse, can be readily approximated. High-frequency ( $\sim 10$ MHz ) common-mode gain (single ended) was measured to be 1.3 and nominal differential mode gain (single ended) is 500. giving a highfrequency common-mode rejection ratio of $500 / 1.3=385$. In a similar
manner, the low-frequency common-mode rejection ratio was found to be $500,0.25=2000$.

## Pulse Test Apparatus and Arrangement

The test setup of Figure 11 was used in all subsequent pulse testing of the gold-doped sense amplifiers. It provides a means of combining a high-voltage ( 2 V ) common-mode pulse (coupled to both inputs) with


SIGNAL GENERATOR :- RUTHERFORD MODEL B 16
DIGIT GENERATOR:- HEWLETT PACKARD MODEL 214 A
STROBE GENERATOR:- RUTHERFORD MODEL B7B
OSCILLOSCOPE:- TEKTRONIX TYPE 567 READOUT SAMPLING OSCILLOSCOPE

Fig. 11-Pulse test arrangement and apparatus.
a low voltage ( 1 mV ) differential-mode signal pulse (coupled to a single input). The high-voltage common-mode pulse simulates the large digit blast back voltage generated by the laminated-ferrite memory. The low-voltage differential pulse, occurring approximately $0.5 \mu$ sec later, simulates the memory signal pulse. A digital readout sampling oscilloscope was used for all measurements and oscillograph recording.

## Small-Sigual Pulse Tests

Table VI lists the pulse-test results obtained with the gold-doped samples. The digit pulse was not applied for these preliminary tests, in order to aroid interference with the measurements by the digitpulse tail (decaying exponential), which can be seen in Figure 13. This tail is due to the pulse generator used, and is not a characteristic of the sense amplifier. It is discussed later.

Since the sense amplifier is somewhat sensitive to signal rise time due to the differentiating action of the coupling capacitor, separate
tests were run with input pulses of 3 nsec rise time and 40 nsec rise time. Performance differences were not significant. Input-pulse rise time had to be increased to more than 100 nsec before sense-amplifier sensitivity was significantly reduced.

The start of the strobe pulse was adjusted to coincide with the start of the signal pulse at the sense-amplifier input. Since there is apmoximately a $35-$ nsec signal delay (see Table VI) through the two

TABLE VI-Gold-Doped Samples, Pulse Tests

| Unit No. | Input Pulse ${ }^{1}$ |  | D.A. Single Ended |  |  | Detector (Strobed) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Amplitude: (mV) | Rise <br> Time (ns) | Output: <br> (mV) | Rise <br> (ns) | $\begin{aligned} & \text { Delay } \\ & (\mathrm{ns}) \end{aligned}$ | Amplitude ${ }^{-1}$ (mV) | Rise Time (ns) | $\begin{gathered} \text { Delay }^{4} \\ (\mathrm{~ns}) \end{gathered}$ |
| 1. | $1^{-}$ | 3 | 560 | 35 | 34 | 910 | 11 | 42 |
|  | 1 | 40 | 540 | 57 | 38 | 920 | - | 39 |
| 2. | 1 | 3 | 500 | 33 | 33 | 820 | 12 | 44 |
|  | 1 | 40 | 480 | 56 | 37 | 850 | - | 41 |
| 3. | 1 | 3 | 450 | 36 | 34 | 850 | 16 | 50 |
|  | 1 | 40 | 430 | 56 | 38 | 860 |  | 43 |
| 4. | 1 | 3 | 510 | 38 | 34 | 920 | 13 | 46 |
|  | 1 | 40 | 490 | 57 | 39 | 930 | - | 41 |
| 5. | 1 | 3 | 540 | 33 | 33 | 950 | 12 | 49 |
|  | 1 | 40 | 520 | 57 | 37 | 950 |  | 47 |
| 6. | 1 | 3 | 480 | 31 | 32 | 920 | 13 | 45 |
|  | 1 | 40 | 460 | 58 | 35 | 920 | 14 | 46 |
| 8. |  | 3 | 500 | 38 | 34 | 900 | 12 | 40 |
|  | 1 | 40 | 450 | 59 | 35 | 900 | 14 | 39 |

' - 100 nsec input pulse width, at " $A$ " input signal only, no digit pulse

- Peak amplitude

3-Pin 3
${ }^{1}$-Overall delay through the sense amplifier
amplifier stages, the strobe (clamp) transistor ( $Q_{1:}$ in Figure 7) has this period of time to come out of saturation and completely cut off. Without gold doping, the strobe transistor will not completely cut off in 35 nsec. It maintains, due to stored charge, a sufficiently high conductance path to ground so as to short out the amplified signal pulse. For standard-process sense amplifiers (no gold doping), the strobe had to be turned off more than several hundred nanoseconds before the signal pulse, so that the signal could trigger the detector. With the gold-doped amplifiers, however, the 35 nsec proved to be more than adequate.

Figure 12 includes oscillograms showing the small-signal pulse performance of a gold-doped sense amplifier (Unit 1 of Table VI). The middle trace of each photograph, showing the single-ended output of
the D.A., was taken with the strobe disabled, in order to prevent signal distortion caused by the strobe from interfering with the measurements. Strobe distortion is discussed in detail later. However, the


SOns /cm
TOP TRACE: $500 \mathrm{mv} / \mathrm{cm}$ DETECTOR OUTPUT (STROBED)
MIDDLE TRACE: $500 \mathrm{mv} / \mathrm{cm}$ D.A. OUTPUT (NO STROBE) ВOTTOM TRACE: $1 \mathrm{mv} / \mathrm{cm}$ ImV INPUT PULSE WITH 3 ns RISE TIME


## $50 \mathrm{~ns} / \mathrm{cm}$

..TOP TRACE: $500 \mathrm{mV} / \mathrm{cm}$
DETECTOR OUTPUT (STROBED)
MIDDLE TRACE: $500 \mathrm{mV} / \mathrm{cm}$
D.A. OUTPUT (NO STROBE)

BOTTOM TRACE: $1 \mathrm{mv} / \mathrm{cm}$
Imv INPUT PULSE WITH 4Ons RISE TIME

$50 \mathrm{~ns} / \mathrm{cm}$
TOP PAIR:
TOP TRACE $500 \mathrm{mV} / \mathrm{cm}$ DETECTOR OUTPUT (STROBED) BOTTOM TRACE: $1 \mathrm{mv} / \mathrm{cm}$ 0.5 mV INPUT PULSE WITH 3 ns RISE TIME
BOTTOM PAIR:
TOP TRACE $500 \mathrm{mV} / \mathrm{cm}$
DETECTOR OUTPUT (STROBED)
BOTTOM TRACE : $1 \mathrm{mv} / \mathrm{cm}$
0.5 mV INPUT PULSE WITH 40 ns RISE TIME

Fig. 12-Oscillograms of pulse tests of gold-doped sense amplifier (Unit No. 1).
detector output (the top trace) was obtained with the strobe activated.
The top and middle oscillograms of the figure correspond to the tabulated data of U'nit 1 , but these are typical for all the gold-doped samples tested. The bottom photograph of the figure indicates that substantially full output from the detector is still obtained with 0.5 mV input signal pulses.

Simulated Digit and Sense Input Signals
Oscillograms of the composite test-signal inputs to the sense amplifier, including the digit pulse, are shown in Figure 13. The test set-up was that of Figure 11 described previously. The top photograph in


```
100m V/cm
```

$100 \mathrm{~ns} / \mathrm{cm}$
DIFFERENTIAL SIGNAL INPUT TO S.A.
AS SEEN BY SAMPLING SCOPE
TEST CONOITION: 2 V OIGIT
PULSE FOLLOWED EY 10 mv
SIGNAL PULSE


```
20mv/cm
100 ns/cm
AS ABOVE BUT WITH EXPANDEO
    VERTICAL SCALE
```


$50 \mathrm{mV} / \mathrm{cm}$
$100 \mathrm{~ns} / \mathrm{cm}$
INDIVIDUAL INPUTS TO SA ARE SHOWN
BOTTOM TRACE INVERTED IN SCOPE FOR CLARITY
NOTE PRONOUNCED TAIL ON DIGIT PULSE

Fig, 13-Oscillograms of differential input signal tests.
Figure 13 shows the differential digit-signal input to the sense amplifier as seen by the sampling oscilloscope. If the common-mode coupling of the digit pulse to the sense amplifier inputs were perfect, then no differential signal would be observable. However, due to the slightly unequal attenuation and path delays occurring in the two separate paths from the digit pulse generator to the two sense amplifier inputs, somewhat unequal digit pulses occur at the inputs.

The middle photograph of Figure 13 shows, on an expanded verticle scale, the differential digit signal input. A negative $10-\mathrm{mV}$ simulated sense-signal pulse can also be seen. Note the tail immediately following the large digit pulse. The bottom photograph, showing the individual sense amplifier inputs, shows this tail more clearly. It is obviously a characteristic of the digit pulse generator used and would not be present when the amplifier is used in conjunction with the lam-inated-ferrite memory.


GOLD DOPED' SENSE AMPLIFIER (UNIT 5 )
Fig. 14-Oscillograms of differential amplifier saturation tests.

## Saturation Effects

Pulse tests were made on the gold-doped sense amplifiers to determine the effects of second-stage saturation. The collector resistors of this stage are returned to a separate positive power supply at pin 4. Nominal supply voltage is 6 volts. With this supply voltage, the second stage will not saturate at the small sense-signal levels expected from the laminated-ferrite memory. It will, howerer, saturate at the high digit-pulse levels, as is readily seen in the oscillograms of Figure 14. The top photograph shows the effects of second-stage saturation with the supply set to 6 volts. The lower photograph illustrates how saturation can be avoided by setting the supply to 8 volts. This costs an additional 50 mW in amplifier power dissipation with the present de-
sign. Whether saturating or non-saturating operation is employed will depend upon the memory-cecle time requirements. If maximum sense amplifier performance is required, non-saturating operation should be used.

## Strobe Distortion

Figure 15 shows oscillograns indicating the effect of strobe-circuit


GOLO DOPED SENSE AMPLIFIER (IJNIT 2),

+ EV POWER SUPPLY
Fig. 15-Oscillograms of strobe circuit tests.
operation on the pulse waveforms. The complete pulse test pattern including the 2 -volt digit pulse followed by the $1-\mathrm{mV}$ signal pulse is used. The output is taken at pin 3 (D.A. output). The strobe has been disconnected for the tol photograph. The bottom photograph shows the waveform distortion with the strobe reconnected. This distortion is due to either the collector-base capacitance ( $\sim 4 \mathrm{p} F)$ or stored charge in the strobe transistor. Increasing the size of the coupling capacitor reduces this effect. The $22-\rho F$ capacitance used represents about the minimum usable without introducing too severe distortion (enough to trigger the detector without a signal pulse) and without making amplifier sensitivity too rise-time dependent. Increasing the capaci-
tance would result in less marginal amplifier performance at the cost of increased chil area.


## Detector Discrimination

The detector output, for the same input pulse test pattern as above, is shown in Figure 16. The tol photograph again shows the output


```
1v/cm
100 ns/cm
TOP TRACE:
    +2V DIGIT PULSE \pm1mV
        SIGNAL PULSE
BOTTOM TRACE: DETECTOR OUTPUT
            (PINS) WITH STROBE RE-
        CONNECTED
```

GOLD DOPED SENSE AMPLIFIER (UNIT'।),
$+8 V$ POWER SUPPLY
Fig. 16-Oscillograms of conbined digit pulse and signal pulse tests.
from the D.A. with the strobe disconnected. The bottom oscillograph shows the detector output (pin 5) with the strobe reconnected. Discrimination between the $1-\mathrm{mV}$ "one" and "zero" simulated sense signals is evident. However, a partial response caused by the digit pulse is also present. The high (2-volt) positive-going transitions of the simulated digit pulse (at the input) are not being entirely absorbed in the strobe circuit.

The above test condition represents a very severe test. Such high $d v / d t$ 's as with the simulated digit pulse would probably not be encountered in use. If they are to be allowed for, however, several remedies are possible. (1) The base drive on the strobe transistor can be
increased, driving it harder into saturation. This would probably increase the distortion mroblem discussed meviously and necessitate, a somewhat larger coupling capacitance. (2) Alternatively, or in addition to the preceding, the detector threshold could be increased. This would decrease the sense amplifier sensitivity to noise at the cost of lower overall gain. The gain of the D.A. stages could be increased to offset this.

The possible circuit modifications suggested here as a means of reducing the amplifier's sensitivity to very high $d v / d t$ digit pulses are primarily a matter of readjusting resistor ratios. The basic circuit configuration, which has been demonstrated to be sound, does not require alteration.

## Conclusions

A number of techniques for the design of an integrated, high-gain ( 60 dB ), high-sensitivity ( 1 mV ) sense amplifier have been explored. Several techniques including the somewhat novel apmroach of using feedback by thermal means and a more conventional approach using a-c coupling have been proven feasible.

A sense amplifier utilizing thermal feedback for automatic input offset correction was constructed using discrete components. Thermal feedback takes advantage of the temperature dependence of the baseemitter characteristic of the amplifier input differential transistors to achjeve automatic balancing. The effective input imbalance of a high-gain ( 60 clB ) breadboarded amplifier was controlled to within $\pm 30$ microvolts. This represents an inprovement by a factor of 100 over the identical anplifier with the thermal-feedback loop open. In a high-gain de-coupled amplifier, the effective input imbalance of the amplifier (tyluically 5 mV ) represents one of the major design problems.

A number of tests with available integrated structures indicated that offset corrections of 2 ml could be readily obtained with less than 50 mW dissipation. With optinum geometries, the dissipation required should be considerably less. Further study of the dissipation requirements for establishing thermal gradients in silicon integrated structures is required to verify the practicality of incorporating thermal feedback into a monolithic amplifier.

A high-gain ( 60 dB for 1 mV sensitivity) ac-coupled sense amplifier was designed, tested with discrete parasitic components, and subsequently integrated. The amplifier has a bandwidth of 10 MHz , which is somewhat better than the design specification (3 MHz). The
amplifier measures $70 \times 75$ mils and dissipates 135 milliwatts. It is packaged in a 14 -lead flat pack.

The sense amplifier includes a two-stage differential amplifier capacitively coupled to a strobed detector. It combines $1-\mathrm{mV}$ signal sensitivity with a $\pm 2$-volt digit pulse capability. Amplifier recovery time from digit overdrive is less than 100 nsec. Because of internal inversion logic circuitry, the sense amplifier can be used with a split-sense-line organized laminated-ferrite memory.

The sense amplifier has been fabricated with standard, $n+$ pocket, and gold-doped processes. Gold doping is required for limiting storage time in the saturating strobe and detector transistors. The goldprocessed amplifiers were extensively pulse tested and performed substantially as initially specified. Input offsets for the samples tested were 2 mV or less. Typical amplifier performance is tabulated as follows.
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# AN EXPERIMENTAL PULSED CdS LASER CATHODE-RAY TUBE 

By<br>F. IH. Nicoll<br>RC'A I.aboratories<br>1rinceton, N. J.


#### Abstract

Summary-A laser cathode-vay tube is described that has ahminized CdS erystals pamped by the pulsed electron betm. The tube configuration is of conventional design; the laser beam is fan shaped with a spread of $180^{\circ}$ in one direction and less than $10^{\circ}$ in the other. Although there are scveral crystals on the faceplate, the present tube is suiteble only for singlespot low-duty-cyele operation. However, in theory it should be possible, by the use of many carcfully aligned crystals on the tube face, to make a scanable directional cathode ray tube having a wide horizontal vicwing angle and a narour vertieal angle.


## Introduction

ELECTRON-beam-pumped lasers have now been reported with wavelengths from $3100 \AA$ in the LT' to 8 microns in the IR. ${ }^{1}$ These results have been obtained in demountable vacuum systems at a temperature of $77^{\circ} \mathrm{K}$ or lower and in some cases, e.g., CdS, with righ power efficiency. Lasing of CdS on a room-temperature substrate was first reported by the author: for a total-internal-reflection mode. ${ }^{3}$ Published results of other workers using Fabry-Perot modes, which in general have higher thresholds, indicate that lasing in CdS has been obtained only $u_{j}$ ) to $250^{\circ} \mathrm{K}$, even when the substrate was maintained at a very much lower temperature.

A laser cathode-ray tube was proposed, ${ }^{4}$ but not built, using the Fabry-Perot mode of operation from a stairease assembly of semiconductor slices, with viewing taking place at right angles to the tube axis. This arrangement is very cumbersome and suffers from the many scanning, viewing, and construction prohlems associated with even simple phosphor sereens viewed on the bombarded side.

[^15]The total-internal-reflection mode of lasing produces a fan-shaped beam sureading $360^{\circ}$ in the horizontal plane and less than $10^{\circ}$ in the vertical direction. Such an emission pattern lends itself to a conventional cathode-ray-tube structure viewed, as usual from the front of the faceplate. This, in conjunction with low-voltage room-temperature operation, makes a sealed-off laser cathode-ray tube possible.

## Electron-Optical Design

Laser action under electron-beam jumping requires a higher current density than is usually obtained in commercial cathode-ray tubes. Even the spot size in a projection kinescope such as the 5 -inch-diameter 5TP4 tube does not give adequate current density at the 1 mA of current available. Smaller focused spots are most readily obtained by moving the faceplate very near the final focusing lens of the tube. This is the case whether electrostatic or electromagnetic focusing is used. The proximity of the samples to the final lens makes a very short tube possible, but it also reduces the screeen area over which adequate focus can be maintained.

The low-threshold and low-voltage operation of the internal-reflec-tion-mode laser makes an electrostatic-focus tube possible even at operating voltages below 25 kV . The present tube was designed for single-spot pulsed operation using electrostatic focus, but the addition of a final magnetic focusing lens gives considerably improved results.

## Laser-Crystal Properties and Screen Preparation

The $360^{\circ}$ internal-reflection lasing mode has the lowest threshold because total reflection is virtually lossless and the absorption losses in the crystal are small.' In order to keej these losses as small as possible, the electron-beam-excited depth should be comparable to the crystal thickness. To do this at beam voltages under 25 kV , the thinnest possible crystals are used; in practice, they are about 2 microns thick and are grown as platelets parallel to the $c$-axis. Such crystals have the further advantage at room temperature of providing good heat conduction to the substrate. These thin crystals are cleaved about 20-100 microns wide parallel to the $c$-axis and perdendicular to the grown face, to give the necessary rectangular-cross-section cavity. The length of the strips is unimportant, but very thin crystals as grown from the vapor are seldom longer (parallel to the $c$-axis) than 1.0 mm .

[^16]For room-temperature operation the crystals must be in intimate contact with the faceplate for adequate cooling. Aluminization is desirable to eliminate cathode light and to increase the light emitted in the forward direction. It is also useful in assuring that charging of the samples does not occur. It became apparent that conventional aluminizing on a plastic film covering the samples was not possible because of the high-temperature air bake required to burn out the plastic. This air bake did not visibly damage the crystals, but raised the roomtemperature threshold for lasing.

The technique adopted for making the screen of single-crystal platelets is as follows. A one-inch-diameter faceplate of sapphire or glass is coated with transparent tin oxide except for a $1 / \mathrm{m}$-inch-diameter area in the center. This area is charged by a corona discharge, and the cleaved samples, placed in position, are held by the charge. The plate is then immersed in water with the samples still in place. $1000-\AA$-thick dots of aluminum $1 / \downarrow$ inch in diameter are vacuum evaporated through a mask onto a microscope slide previously coated with sodium chloride by evaporation. Each aluminum dot is floated onto the surface of the water over the crystal samples by dissolving the sodium chloride during submersion of the glass slide. On removing the water the aluminum dot settles down over the crystals and on being dried, firmly holds the crystals against the faceplate. As in conventional phosphor aluminizing, the aluminum drapes around the sides of the crystal making an excellent reflector for the laser light. It is important that the aluminum film should not make optical contact with the CdS crystals since it has been shown ${ }^{3}$ that the lasing threshold is raised considerably, and lasing may actually cease, due to the reflection loss at the Al-CdS interface. This loss, though small, is much greater than that for total internal reffection. The loss in the aluminum is prevented in the present case by the oxidation that takes place on the under side of the aluminum film while it floats on the water. $\mathrm{Al}_{2} \mathrm{O}_{3}$ (refraction index $n$ $=1.75$ ) serves to isolate the aluminum optically and allow total reflection to occur at the CdS- $\mathrm{Al}_{4} \mathrm{O}_{3}$ interface. However, the refraction index of $\mathrm{Al}_{2} \mathrm{O}_{3}$ is excessively high, and a better result can be obtained by using a $300-\AA$ layer of $\mathrm{MgF}:(n=1.34)$ underneath the floated-on $1000-\AA$-thick aluminum film.

Figure 1 is a photograph of some of the aluminized crystals taken through the faceplate. Surrounding the crystals is a dark area where the aluminum slopes down from the back of the crystal to the faceplate at an angle of about one or two degrees to the faceplate. The intimate contact between the crystals and the faceplate is evidenced by the interference lattern visible under some of the crystals. The crystals


Fig. 1-Aluminized crystals photographed through the faceplate of the cathode-ray tube.
and faceplate are air baked at $150^{\circ} \mathrm{C}$ and, after sealing to the tube by any of several well-known techniques, can be vacuum baked up to about $150^{\circ} \mathrm{C}$ without affecting laser threshold.

## Description and Operation of Tubes

Figure 2 is a photograph of a completed tube, showing the 5TP4type gun. and the aluminized crystals in the center of the faceplate.


Fig. 2-Photograph of laser cathode-ray tube showing electron gun and aluminized samples in the center of the faceplate.

Between the end of the gun and the faceplate a transparent tin oxide coating serves as the final anode and cylindrical focusing lens. For a vertical crystal, the fan-shaped laser beam is horizontal and is emitted from the crystal through the faceplate.

The usual operating voltages are applied to the 5TP4 gun except that the voltage ratio between the last two anodes is about 10 . The electron beam, which can be positioned by a small magnet or deflection coil, is pulsed with 50 -volt $50-\mathrm{nsec}$ pulses on the grid at a rate of $10-100$ Hz . This low duty cevele is used to reduce heating and minimize a slow degradation in laser output. At 10 Hz , a bombarded spot on one crystal


Fig. 3-Photomicrograph of one CdS crystal emitting laser light at corners.
will degrade gradually until, after one or two hours, lasing ceases. The reason for this degradation is not known at the present time.

Figure 3 is a photomicrograph showing the laser light being emitted from two intense spots at the cleaved edges of the vertical ('dS crystal. Light from the irregular. diffuse, electron-bombarded area is visible in the middle of the crystal. The horizontal fan-shaped laser beam is emitted in the plane containing these two spots and the perpendicular to the plane of the cdS erystal and faceplate. The emitted laser light is strongly polarized with the $E$ vector horizontal and perpendicular to the $c$-axis of the erystal.

Figure 4 shows a portion of the interference pattern produced by the two coherent beams from a vertical cleaved cods sample 21 microns wide. The photographic film was located in front of the tube at a distance of 8 cm from the crystal and approximately parallel to its


Fig. 4-Photograph interference pattern of laser beams (taken at about 8 cm from crystal).
broad face. The light from the lasing crystal was allowed to fall directly on the film without interposition of a lens. The interference lines are present only when the sample is lasing, and their calculated and measured spacing is in good agreement for light of the laser wavelength. The narrow angle of emission in the vertical plane is also evident from the photograph, since the vertical length of the interference lines corresponds to an angle of about $8^{\circ}$. These interference lines are only observed sharply near threshold; at higher excitation levels, they merge to give a uniform $180^{\circ}$ emission pattern with the same narrow vertical angle.

Figure 5 shows the spectrum of the light emitted from the CdS crystals below laser threshold. The narrow lasing line is shown in the spectrum of Figure 6, which was taken just above threshold. This figure also shows the incoherent broad peak. The current density for lasing is about 4 amperes per $\mathrm{cm}^{2}$, and it is possible to obtain lasing down to an accelerating voltage of 10 kV if a conventional magnetic focus coil is used to supplement the electrostatic focus. The rise and decay time of the laser light is less than 15 nsec, which is the limit of


Fig. 5-Broad emission spectrum of CdS crystal operated below laser threshold near room temperature.
measurement on the oscilloscope. Power efficiency is about $0.5 \%$, giving a peak pulsed output of about 120 mW of green laser light.

## Conclusion

A :ulsed-laser cathode-ray tube has been described that uses CdS single crystals operating at room temperature. The present tube, although containing a number of crystals is really only suitable for


Fig. 6-Emission spectrum of same CdS crystal as in Figure 5 operated above laser threshold showing narrow laser line.
single-spot, low-cluty-cycle operation. A scanning type tube would require many more aligned crystals operated with synchronized pulsing. While technically possible, the active area of such a screen scanned at a reasonable angle would only be about $1 / 4$ inch. A tube with horizontal rows of cleaved crystals with their c-axes vertical would all emit a polarized $180^{\circ}$ horizontal fan shaped beam of about $10^{\circ}$ vertical angle. Thus, for the first time a cathode-ray tube having a directional emission lattern is a technical possibility.
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# ELECTROMAGNETIC WAVE PROPAGATION IN SUPERCONDUCTORS 

By<br>P. Bura<br>RC'A Defense Communications Systems Division<br>lrinceton, N. J.


#### Abstract

Summary-Propagation of clectromagnetic waves an superconductors differs from propagation in hormal metals by the presence of the Meissner effect, i.e., the expulsion of maynctic flux from the superconducting bulk. Ginzburg and Landan have proposed a theory to account for this effect. This paper shows that, to the cartent. that charge effects can be neglected, the equilibrium Ginzburg-Landau cqutations can be used together with Maxwell's equations to derive the solution to EM wave propagation in superconductors.

The transmission line structures that have nogligible fields along the boundary with open space and have transverse dimensions of the oreder of penetration depth carhibit appreciable variation of the propagation constant. with magnetic field (or current.). This makes them suitable for distributed. traveling-w'ave parametric amplificrs.


## Intronuction

PROPAGATION of electromagnetic waves in superconductors differs from propagation in normal metals by the presence of the Meissner effect, i.e., the expulsion of magnetic flux from the superconducting bulk. This is somewhat similar to the "skindepth" phenomenon of normal metals at microwave frequencies, except that the magnetic-field penetration depth in superconductors is several orders of magnitude smaller than the skin depth and is frequency independent, i.e., the field expulsion takes place in both steady and timevarying fields. F. and H. London' have proposed the following equation to account for the Meissner effect:

$$
\begin{equation*}
\nabla \times \mathrm{J}=-\frac{C}{4 \pi \lambda_{L_{L}}} \cdot \mathbf{H}, \tag{1}
\end{equation*}
$$

where $\lambda_{L}$ is the magnetic-field penetration depth, $J$ is the current densityr, and $H$ is the magnetic field.

[^17]Although the London theory successfully accounts for many superconducting phenomena, it suffers from the "local" character of its current-vector potential ( $J-A$ ) relation. In addition, it does not account correctly for the surface energy and for the field or current destruction of superconductivity.

To overcome these difficulties, Ginzburg and Landau (G-L) proposed a phenomenological theory $y^{2}$ based on the Landau-Lifshits theory of phase transitions. Ginzburg and Landau assume an order parameter $\psi$ - a macroscopic wave function for superconducting pairsthat can be normalized to their density

$$
|\psi| \ddot{\prime}=n_{s} .
$$

In accordance with the theory of phase transitions, they express the free-energy density of a superconductor as an even power series of the order parameter:

$$
\begin{equation*}
F_{s o}=F_{n}-\kappa|\psi| \ddot{\prime}+\frac{1}{2} \beta|\psi|^{\psi}, \tag{2}
\end{equation*}
$$

where $F_{\text {sof }}=$ zero-field free-energy density, $F_{n}=$ free-energy density of the normal metal, and $\alpha, \beta=$ material constants. In the presence of a magnetic field, the expression becomes

$$
\begin{equation*}
F_{: N I}=F_{s: \prime}+\frac{H^{2}}{8 \pi}+\frac{1}{2 m}\left|-i h \nabla \psi-\frac{c}{c} \mathbf{A}\right|^{2}, \tag{3}
\end{equation*}
$$

where the last term is analogous to the kinetic energy term in the elec-tron-field interaction of quantum mechanics. The inclusion of the vector potential makes the expression gauge invariant.

The equilibrium condition is then obtained by varying $F_{\text {sHI }}$ with respect to $\psi^{*}$ and $\mathbf{A}$. This leads to two coupled equations;

$$
\begin{gather*}
\frac{1}{2 m}\left(-i h \nabla-\frac{c}{c} \mathbf{A}\right): \psi-\alpha \psi+\beta\left|\psi^{\prime}\right| \psi=0,  \tag{4}\\
\mathbf{J}=\frac{i c h}{2 m}\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right)-\frac{\varepsilon^{2}}{m c}|\psi|^{2} \mathbf{A} . \tag{5}
\end{gather*}
$$

[^18]The validity and usefulness of these equations have been verified experimentally. However, they are equilibrium expressions and, therefore, cannot be applied a priori to time-varying problems such as EM wave propagation.

## Time-Dependent Ginzburg-Landau Theory

Gorkov has shown ${ }^{3}$ the ralidity of Ginzburg-Landau equations near the critical temperature, $T_{c}$, from microscopic considerations, by identifying the order parameter with the energy-gap function. He pointed out that the order parameter must have a time-dependent phase given by

$$
\begin{equation*}
\psi=\psi_{m} \exp ,\left\{-\frac{2 i_{\mu} t}{h}\right\}, \tag{6}
\end{equation*}
$$

where $\mu$ is the chemical potential. Josephson ${ }^{4}$ first noted that this time dependence leads to the a-c tumeling current.

Starting with this basic time dependence of the order parameter, Anderson, et al, ${ }^{5}$ have derived, phenomenologically, an additional timedependent equation to supplement the static G-L equations. Stephen and Suhl ${ }^{6}$ obtained a similar expression, valid in the neighborhood of $T_{C}$, from the microscopic Barden-Cooper-Schriefer (BCS) theory. Suhl has also shown ${ }^{7}$ that the additional time-dependent equation can be derived by forming a Lagrangian from the G-L free-energy expression by addition of

$$
\begin{equation*}
\Delta L=-\left[\frac{1}{2 m V^{\prime 2}}\left|\left(\hbar \frac{\partial}{\partial t}+2 i c^{\prime} r\right) \psi\right|^{2}+\frac{\mathbf{E}^{2}}{8 \pi}\right], \tag{7}
\end{equation*}
$$

[^19]where
$\varphi=$ electric potential,
$\mathbf{E}=$ electric field intensity,
$V=V_{F} / / \sqrt{3}$ and $V_{F}$ is the Fermi velocity.
The full Lagrangian can then be written
\[

$$
\begin{align*}
L=-\alpha|\psi|^{2}+ & \frac{1}{2} \beta|\psi|^{4}+\frac{1}{2 m}\left|-i h \nabla \psi-\frac{c}{c} \mathbf{A}\right|^{2} \\
& -\frac{1}{Z m V^{2}}\left|-i h \frac{\partial \psi}{\partial t}+i \varphi \psi\right|^{2}+\frac{1}{8 \pi}\left(H^{2}-\mathbf{E}^{2}\right) \tag{8}
\end{align*}
$$
\]

We can now follow the standard variational procedure to obtain the minimizing relations using the Lagrangian differential equation

$$
\frac{\partial L}{\partial q}-\frac{\partial}{\partial x}\left[\frac{\partial L}{\partial\left(\frac{\partial q}{\partial x}\right)}\right]-\frac{\partial}{\partial t}\left[\frac{\partial L}{\partial\left(\frac{\partial q}{\partial t}\right)}\right]=0
$$

where $q$ is a dynamic variable. Taking $\mathbf{A}, \phi, \psi$ and $\psi^{*}$ as the independent variables, we arrive at the relations
$\frac{1}{2 m}\left(-i n \nabla-\frac{e}{c} A\right)^{\underline{2}} \psi-\frac{1}{2 m V^{2}}\left(-i h \frac{\partial}{\partial t}+e_{\varphi}\right)^{\underline{2}} \psi-\alpha \psi+\beta| |^{2} \psi=0$,

$$
\begin{gather*}
\nabla^{2} \phi+\frac{1}{c} \frac{\partial}{\partial t}(\nabla \cdot A)=-4 \pi \rho,  \tag{10}\\
\nabla^{2} \mathbf{A}-\nabla \cdot(\nabla \mathbf{A})-\frac{1}{c^{2}} \frac{\partial^{2} \mathbf{A}}{\partial t^{2}}-\frac{1}{c} \frac{\partial}{\partial t}(\nabla \varphi)=-\frac{4 \pi}{c} \mathbf{J},
\end{gather*}
$$

where $J$ and $\rho$ are superconducting current and charge densities defined by

$$
\begin{equation*}
J=\frac{i c h}{2 m}\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right)-\frac{r^{2}}{m c} A|\psi|^{2} . \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\rho=\frac{1}{V \cdot 2}\left[\frac{i c h}{2 m}\left(\psi^{*} \frac{\partial \psi}{\partial t}-\psi \frac{\partial \psi^{*}}{\partial t}\right)-\frac{e^{2}}{m} \varphi|\psi|^{\cdot 2}\right] . \tag{13}
\end{equation*}
$$

We can see that the first static G-L equation [.Equation (4)」 has been modified by the additional term

$$
-\frac{1}{2 m V^{2}}\left(-i \hbar \frac{\partial}{\partial t}+e \varphi\right)^{2} \psi
$$

The current expression [Equation (5)] remains unaltered. However, an expression for the charge must now be taken into account. Equations (10) and (11) are the generalized Maxwell's equations. The equations are gauge invariant and the continuity equation

$$
\nabla \cdot J+\frac{\partial_{\rho}}{\partial t}=0
$$

follows from the imaginary part of Equation (9).

## Wave Propagation

We now consider the case where only the phase of the order parameter is a function of time. The theory, however, is also applicable to cases where the modulus of the order parameter, $\psi_{m}$, becomes a function of time, as in the vortex motion in the mixed state of type-II superconductors.

As already pointed out, the phase of the order parameter is related to the chemical potential of the superconductor. In the presence of electrostatic potential and kinetic energy of Cooper pairs it becomes

$$
\begin{equation*}
\mu=\mu_{r}+\epsilon^{\prime} \varphi+\frac{1}{2 m}\left|\left(\nabla-\frac{i c}{c} A\right) \psi\right|^{2}, \tag{14}
\end{equation*}
$$

where $\mu_{c}$ is the material constant for a given temperature. The last term introduces further nonlinearity into the Ginzburg-Landau equations.

We now define a general scalar phase function, $W$, of the order parameter

$$
\psi=\psi_{m} \exp \left\{\frac{i c}{\pi c} W\right\} .
$$

The time-dependent Ginzburg-Landau equations can now be written

$$
\begin{aligned}
& -\frac{n^{2}}{2 m} \nabla \ddot{2}^{2} \psi_{m}+\frac{e^{2}}{2 m c^{2}} \psi_{m}\left|A-\nabla W^{\prime}\right|^{2}
\end{aligned}
$$

$$
\begin{gather*}
\mathbf{J}=\frac{c^{2}}{m c} \psi_{m}^{2}(\mathbf{A}-\nabla W) .  \tag{16}\\
\rho=-\frac{r}{m \zeta \cdots} \psi_{m}^{\prime 2}\left(\uparrow+\frac{1}{c} \frac{\partial U}{\partial t}\right) .
\end{gather*}
$$

The continuity equation, which follows from Equation (9), now becomes

$$
\begin{equation*}
\nabla^{2} W-\frac{1}{V^{\prime 2}} \frac{\partial^{2} W^{\prime}}{\partial t^{2}}+\frac{2}{\psi_{m}} \nabla W \cdot \nabla \psi_{m}=\frac{c}{V^{\prime 2}} \frac{\partial \varphi}{\partial t}+\nabla \cdot A+\frac{2}{\psi_{m}} A \cdot \nabla \psi_{m} \tag{18}
\end{equation*}
$$

It has become a wave equation governing the fropagation of the phase function of the order parameter.

Equations (16) and (17) suggest a new set of potentials that would simplify the time-dependent Ginzburg-Landau equations. Putting

$$
\mathbf{A}^{\prime}=\mathbf{A}-\nabla W^{\prime} \quad \text { with } \quad \nabla \cdot A^{\prime}=0
$$

and

$$
\phi=\tau+\frac{1}{c} \frac{\partial W}{\partial t}
$$

in Equations (16) and (17) and substituting in Equations (10) and (11), respectively, we get

$$
\begin{equation*}
\nabla^{2} \phi-\frac{c^{2}}{V^{2}} \frac{\psi^{2}}{\lambda_{0}^{2}} \phi=0 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \mathbf{A}^{\prime}-\frac{1 \partial^{2} \mathbf{A}^{\prime}}{c^{2} \partial t^{2}}-\frac{\psi}{\lambda_{0}^{2}} \mathbf{A}^{\prime}=0 \tag{20}
\end{equation*}
$$

where $\lambda_{o}$ is the zero-field penetration depth. Here Ginzburg-Landau normalization of the order parameter was used. Using the same normalization, Equation (15) can be written

$$
\begin{equation*}
-\frac{\lambda_{0}{ }^{2}}{\kappa^{2}} \nabla^{\prime \prime} \psi+\left(\frac{A^{\prime}}{\sqrt{2} H_{c} \lambda_{0}}\right)^{2} \psi+\frac{c^{2}}{V^{2}}\left(\frac{\phi}{\sqrt{2} H_{r^{\prime}} \lambda_{0}}\right)^{2} \psi-\psi+\psi^{3}=0, \tag{21}
\end{equation*}
$$

where $\kappa$ is the coupling constant and $H_{c}$ the bulk critical field. The continuity equation now leads to the relation between the potentials;

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=-\frac{2 V^{2}}{c \psi} A^{\prime} \cdot \nabla \psi \tag{22}
\end{equation*}
$$

The fields are invariant to the above potential transformation;

$$
\mathbf{H}=\nabla \times \mathbf{A}=\nabla \times \mathbf{A}^{\prime},
$$

and

$$
\mathbf{E}=-\left(\nabla \phi+\frac{1}{c} \frac{\partial \mathbf{A}}{\partial \mathrm{t}}\right)=-\left(\nabla \phi+\frac{1}{c} \frac{\partial \mathbf{A}^{\prime}}{\partial t}\right) .
$$

Equations (19)-(21) represent a time-dependent set of GinzburgLandau equations.

As with the normal metals, because of the smallness of the Debye screening length, the charge is very small. This allows further simplification of the equations by assuming the charge to be zero. Equation (19) then becomes Poisson's equation, while Equations (20) and (21) reduce to the equilibrium Ginzburg-Landau form:

$$
\begin{gather*}
\nabla^{2} \phi=\nabla^{2} \psi=0 \\
\nabla^{2} \mathbf{A}^{\prime}-\frac{1}{c^{2}} \frac{\partial^{2} \mathbf{A}^{\prime}}{\partial t^{2}}-\frac{\psi^{2}}{\lambda_{o}^{2}} \mathbf{A}^{\prime}=0,  \tag{23}\\
-\frac{\lambda_{o}^{2}}{\kappa^{2}} \nabla^{2} \psi+a^{2} \psi-\psi+\psi^{3}=0,
\end{gather*}
$$

where

$$
a=\frac{A^{\prime}}{\sqrt{2} H_{i} \lambda_{o}}
$$

One can say, then, that to the extent that the charge effects are negligible, the equilibrium equations can be applied to the time-varying problc.ms.

## One-Dimensional Case

We assume an EM wave propagating in the $Z$ direction with a propagation constant $\gamma$, with no variation in the $Y$ direction. With periodic variation in time and along the $Z$ direction, this becomes a one-dimensional problem, with quantities varying only in the $X$ direction. Thus,

$$
\frac{\partial}{\partial t} \equiv i \omega, \quad \frac{\partial}{\partial z} \equiv-i_{\gamma}, \quad \text { and } \frac{\partial}{\partial!} \equiv 0
$$

From the continuity equation (Equation (22)), we see that $A^{\prime}$ must have both $X$ and $Z$ components ( $\nabla \psi$ is an $X$ vector) :

$$
i_{\omega \phi}=-\frac{2 V^{2}}{c \psi} A_{x}^{\prime} \frac{\partial \psi}{\partial x}
$$

This, in turn, necessitates the presence of $X$ and $Z$ components of the electric field and current. However, the magnetic field has only a $Y$ component

$$
H_{n}=\left(\nabla \times \mathbf{\Lambda}^{\prime}\right)_{y}=-i_{\gamma} A_{. r}-\frac{\partial A_{z}}{\partial x}
$$

From $\nabla \cdot A^{\prime}=0$, it follows that

$$
\frac{\partial A_{x}}{\partial x}=i \gamma A_{z}
$$

Since

$$
\frac{\partial A_{f^{\prime}}}{\partial x^{r}} \sim \frac{1}{\lambda_{0}} A_{, r^{\prime}} \quad \text { and } \quad \frac{\partial \psi}{\partial r^{\prime}} \sim \frac{\kappa}{\lambda_{0}} \psi
$$

( $A^{\prime}$ falls away from surface as $e^{-x / \lambda_{0}}$ and $\psi$ as $e^{-h^{\prime} / \lambda_{n}}$ ) $\phi$ can be shown to be approximately

$$
\phi \sim \frac{2 V^{\prime \cdot} \gamma \kappa}{c \omega} A_{z} \sim \frac{2 V^{2}}{c^{2}} \kappa A_{z} \ll A_{z} .
$$

The ratio of the $A^{\prime}$ and $\phi$ terms in Equation (21) is then of the order of $4 \kappa^{2}\left(V^{2} / c^{2}\right)$. Since $V^{2} / c^{2} \sim 10^{-5}$, the charge effects will become noticeable for materials with $\kappa>50$, i.e., only for the extreme type-II superconductors. Since most of the materials fall outside this range of $\kappa$, we are justified in assuming the charge to be zero, and can use Equation (23) for the required solution. There are, however, some theoretical inconsistencies connected with this assumption. Zero charge implies that $\nabla \cdot A^{\prime}=0$ and $\nabla \cdot J=0$. But

$$
-\frac{4 \pi}{c} \lambda_{1 \prime}: \nabla \cdot J=\psi^{\prime} \nabla \cdot A^{\prime}+A^{\prime} \cdot \nabla \psi^{\prime}=A_{\cdot r}^{\prime} \frac{\partial \psi^{\prime}}{\partial x}=0
$$

Since $\partial \psi / \partial x \neq 0$, then $A_{r^{\prime}} 0=0$. However, assuming $A_{. r}=0$ makes it impossible to satisfy $\nabla \cdot A^{\prime}=0$. As we have already seen, the $X$ component of the vector potential is very small; hence the error in assuming the divergence of the current to be zero is of the same order as that in the assumption of zero charge.

After all these considerations, we are finally left with the equilibrium form of Ginzburg-Landau equations [Equation (23)]:

$$
\begin{gather*}
-\frac{\lambda_{u^{2}}^{2}}{\kappa^{2}} \frac{\partial \ddot{ }^{2} \psi}{\partial x^{2}}+a^{2} \psi-\psi+\psi^{3}=0  \tag{24}\\
\frac{\partial^{2} a}{\partial x^{2}}+\left(\frac{w^{2}}{c^{2}}-\gamma^{2}-\frac{\psi^{2}}{\lambda_{u^{2}}^{2}}\right) a \div \frac{\partial^{2} a}{\partial x^{2} \cdot}-\frac{\psi^{2}}{\lambda_{u^{2}}^{2}} a=0 \tag{25}
\end{gather*}
$$

Unfortunately, there is no general solution to these equations. However, some special cases, such as that of very thin films ( $\psi=$ constant) or of the extreme type-I material ( $\kappa \sim 0$ ), can be readily solved. Another case for which a solution exists is that of $\kappa=\infty$. In this case, however, as we have seen, the charge effects are not negligible and must be taken into account.

## Propagation Along Thin Films

Ginzburg has shown ${ }^{8}$ that when

$$
\left(\frac{\kappa d}{\lambda_{o}}\right)^{\because} \ll 1
$$

where $d$ is the film thickness, the field $h=H /\left(\sqrt{2} H_{c}\right)$ and the corresponding potential, a, are given by

$$
\begin{gather*}
a_{z}=-\frac{h_{t u} \cosh \left(\begin{array}{c}
x \\
\psi_{0} \\
\lambda_{u}
\end{array}\right)}{\psi_{o} \sinh \left(\begin{array}{c}
\psi_{u} \frac{d}{\lambda_{0}}
\end{array}\right)} \\
h_{l y}=\frac{d a_{z}}{d x}=\frac{h_{i s} \sinh \binom{\psi_{0}}{\lambda_{0}}}{\sinh \left(\begin{array}{c}
d \\
\psi_{0} \\
\lambda_{0}
\end{array}\right)} \tag{26}
\end{gather*}
$$

where $H_{n}=2 \pi I / c$ and $I$ is the film current. The second relation between $a$ and $\psi_{0}$ is given by

For $\psi_{u} d / \lambda_{0} \ll 1$, i.e., $d \ll \lambda_{0}$, this becomes

$$
h_{n^{\prime}}^{2}=\psi_{n}^{4}\left(1-\psi_{0}^{2}\right) \frac{d^{2}}{\lambda_{0}^{2}} .
$$

[^20]These relations are relatively independent of the G-L coupling constant, $\kappa$.

To determine the propagation constant, $\gamma$, we must also consider the wave propagating in the enclosing dielectric space. For the propagation to be possible, the waves in different media must have the same propagation constant. This is ensured by equating the tangential field components at the boundary. ${ }^{9}$

The wave equation in the dielectric medium reduces to

$$
\begin{equation*}
\frac{\partial^{2} H_{y}}{\partial x^{2}}-k^{2} H_{y}=0 . \tag{29}
\end{equation*}
$$

where

$$
k^{2}=\gamma^{2}-\frac{\omega \epsilon^{2}}{c^{2}} .
$$

Assuming the wave to die away for $x=\infty$ we have

$$
\begin{equation*}
H_{v}=H_{u} e^{e-k \cdot x} \tag{30}
\end{equation*}
$$

where we have already imposed the boundary conditions.
The electric field in the $Z$ direction is given by

$$
\begin{equation*}
E_{z}=\frac{i c k}{\epsilon \omega} H_{v} e^{-k i r} \tag{31}
\end{equation*}
$$

In the superconducting medium

$$
\begin{equation*}
E_{z}=-\frac{1 \partial A^{\prime}}{c \partial t}=-\frac{i_{\omega}}{c} A_{z}^{\prime}, \tag{32}
\end{equation*}
$$

and equating the two components at $x=0$,

$$
\underset{\omega}{c k} H_{n}=\frac{\omega}{c} A_{z}^{\prime}(0)
$$

[^21]But

$$
A_{z}(0)=\sqrt{2} H_{c} \lambda_{v} l_{z}(0)=-\frac{H_{0} \lambda_{1 \prime}\left(1+\cosh \psi_{v}(l)\right.}{\psi_{0} \sinh \left(\begin{array}{c}
d \\
\psi_{0}- \\
\lambda_{0}
\end{array}\right)}
$$

or

$$
\frac{c^{2}}{\omega^{2}} k=\frac{\lambda_{0}\left(1+\cosh \psi_{0} d\right)}{\psi_{0} \sinh \left(\begin{array}{c}
d \\
\psi_{0} \\
\lambda_{0}
\end{array}\right)}=\frac{2 \lambda_{0}^{\prime \prime}}{\psi_{\prime \prime}^{\prime \prime} d}
$$

and

$$
\begin{equation*}
\gamma^{2}=\frac{\omega^{2}}{c^{2}}\left(1+\frac{\omega^{2}}{c^{2}} \frac{4 \lambda_{n}{ }^{4}}{\psi_{0}{ }^{4} l^{2}}\right) . \tag{33}
\end{equation*}
$$

Thus, the presence of the film will affect propagation only if $d \sim \lambda_{0}{ }^{2}$ $\sim 10^{-10} \mathrm{~cm}$. This condition, of course, can never be met in practice.

The reason for the negligible effect of the film on EM wave propagation is that the fields outside the superconductor are of the same order as the field in the film thickness (or in the penetration depth layer in the case of a bulk superconductor). The superconducting volume into which the fields penetrate is much smaller than that of the boundary dielectric space. The propagation constant, $\gamma$, is, therefore, very nearly that of the empty space.

One way in which $\gamma$ can be appreciably affected by the presence of superconducting material is to ensure that the fields drop to a very small value at the boundary with the open space. Such a structure is a microstrip transmission line.

## Propagation Constant of a Microstrip Transmission Line

The microstrip transmission line, Figure 1, consists of a bulk type-I superconducting ground plane, a dielectric layer of thickness $d_{1}$, and a superconducting film of thickness $d_{2}$.

The solution for the vector potential in the ground plane is ${ }^{2}$

$$
\begin{align*}
a_{z}=+h_{n} e^{-x / \lambda}\left\{1+\frac{\kappa h_{o}^{2}}{\sqrt{2}\left(2-\kappa^{2}\right)}\right. & {\left[\frac{\kappa}{4 \sqrt{2}} e^{\left.-\cdots r / \lambda_{v}-c^{-\sqrt{2}} \kappa\left(\kappa / \lambda_{1}\right) / \kappa \kappa(\kappa+\sqrt{\underline{2}})\right]}\right.} \\
& \left.-\frac{3 \kappa^{3}+3 \sqrt{2} \kappa \underline{2}-8 \kappa-4 \sqrt{2}}{4 \sqrt{2}} \kappa\right\} \tag{34}
\end{align*}
$$



Fig. 1-Superconducting transmission line.
and

At the boundary with the dielectric layer ( $x=0$ )

$$
\begin{equation*}
\psi_{0}=1-\frac{\kappa h_{0}^{2}}{2(\kappa+\sqrt{2})} \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{u}=h_{u}\left[1+\frac{\kappa h_{n}{ }^{\prime \prime}(\kappa+2 \sqrt{2})}{4(\kappa+\sqrt{2})}\right] . \tag{37}
\end{equation*}
$$

Also,

$$
E_{z_{\omega}}=-\frac{i(\omega)}{c} \sqrt{2} H_{1} \lambda_{1} a_{n}=-\frac{i \omega \lambda_{1}}{c} H_{o} \alpha,
$$

where

$$
\alpha=1+\frac{\kappa h_{4}{ }^{\prime}(\kappa+2 \sqrt{2})}{4(\kappa+\sqrt{2})} .
$$

The solution for the wave equation in the dielectric and superconducting films has been outlined in the preceding section. By equating


Fig. 2-Propagation constant as a function of magnetic field strength.
the tangential field components at the interfaces, all the arbitrary constants can be found, and we are left with one additional boundary condition which is used to determine the mopagation constant, $\gamma$.

Omitting rather lengthy calculations, the mopagation constant is finally given by

$$
\begin{equation*}
\gamma^{2}=\frac{\omega^{2} \epsilon}{c^{2}}\left(1+\frac{\lambda_{1}}{d_{1}} c \gamma+\frac{\lambda_{2}}{\psi^{2} d_{1}} \operatorname{coth} \frac{\psi^{2} d d_{2}}{\lambda_{2}}\right) \tag{38}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are the zero field penetration depths in the ground
plane and the strip, respectively. Both $\alpha$ and $\psi$ (the order parameter in the superconducting film) are field-strength dependent [Equations (37) and (28)].

Figure 2 shows the variation of $\gamma$ with the magnetic field strength for a typical thin-film transmission line. The change in the propagation constant becomes appreciable as the magnetic field approaches the critical value for the film, given by

$$
h_{r}=\frac{2}{3 \sqrt{3}} \frac{d_{2}}{\lambda_{2}}
$$

At the critical field the rate of change becomes infinite.
Curves $\mathrm{A}, \mathrm{B}$, and C in Figure 2 show the variation in the propagation constant, normalized to the zero-field value, for different line geometries. The change is greatest in Curve $A$, which is for a thin superconducting film line ( $d_{2}=\lambda_{2} / 10$ ), and least where both the strip and the dielectric layer are fairly thick $(\sim \lambda)$. The change in $\gamma$ is more sensitive to the thickness of the strip than to that of the dielectric layer. In general, material with a larger zero-field penetration depth will have a larger variation of $\gamma$ for a given line geometry.

## Conclusions

We have shown that, to the extent that charge effects can be neglected, the equilibrium Ginzburg-Landau equations can be used together with Maxwell's equations to derive the solution of EM wave propagation in superconductors.

The transmission line structures that have negligible fields along the boundary with open space and have transverse dimensions of the order of penetration depth exhibit appreciable variation of the propagation constant with magnetic field (or current). This makes them suitable for distributed traveling-wave parametric amplifiers.
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#### Abstract

Summary-Frequency diversity is an attractive technique for communication in a fading environment. When corvelation (betwecn channels) is present, diversity performance will, in general, be poorer. This paper prescuts the results of a study, using a correlation model, to detcrmine how performance varics for a fixed order of diversity (up to sth order) as the amount of corrclation varies. Curves are also given to illustrate the effect of crowding more and more diversity carricrs into a fixcd available bandwidth.


THIS PAPER is concerned with the power advantage to be obtained through the use of selection diversity in a Rayleigh fading environment when the diversity channels are correlated to some degree. The subject is of interest because previous analysis (assming zero correlation) has indicated that transmitter-switched frequency diversity is an attractive technique for communication in a fading medium.

Diversity performance will, in general, be poorer when correlation is present. The amount of correlation for any given configuration of diversity carriers will vary with physical conditions. The more diversity carriers that are packed into a fixed r-f band, however, the more correlated will be the fading at the carrier frequencies. Thus, two questions arise:
(1) For a fixed order of diversity, how does performance vary as the amount of correlation varies?
(2) For a fixed r-f bandwidth, how does performance vary as the order of diversity (and, therefore, the correlation between carriers) is increased?

The dual-diversity, non-zero-correlation case was analyzed by Staras; ${ }^{1}$ apparently no work has been done on higher orders of selection diversity. Pierce and Stein ${ }^{2}$ have written an extensive paper on

[^22]arbitrary orders of diversity with non-zero correlation, but for maxi-mal-ratio combining.

Some results of the present study for dual, triple, quadruple, 6th, and 8th-order diversity are shown in Figures 1 through 5. Note that surprisingly little advantage is lost with envelope correlation coeffcients of adjacent channels as large as 0.7 . (This is partly a consequence of the model assumed, which is described below.) Curves for zero correlation coefficient were not included, since they fall within 0.1 or 0.2 dB of the $\rho=0.1$ curve.


Fig. 1-Relative power advantage for selection diversity of order $N=2$ for various values of envelope correlation coefficient, $\rho$.

The 'relative power advantage" plotted in the figures is defined as the amount by which the average transmitted power can be reduced, relative to a non-diversity system, using the same modulation technique for the same $R$ in both cases. $R$ is the fraction of time that bit error rate (BER) is equal to or less than some preassigned criterion. (It is shown in the Appendix that the power advantage is a function of $R$, but is independent of the BER criterion.) It is assumed that the diversity switching is performed at the transmitter (no power splitting among the diversity channels).


Fig. 2-Relative power advantage for selection diversity of order $N=3$ for various values of envelope correlation coefficient, $\rho$.


Fig. 3-Relative power advantage for selection diversity of order $N=4$ for various values of envelope correlation coefficient, $\rho$.


Fig. 4-Relative power advantage for selection diversity of order $N=G$ for various values of envelope correlation coefficient, $\rho$.


Fig. 5-Relative power advantage for selection diversity of order $N=8$ for various values of envelope correlation coefficient, $\rho$.

Figure 6 illustrates the effect of crowding more and more diversity carriers into a fixed available r-f bandwidth. An envelope correlation coefficient of 0.3 was assumed between two carrier frequencies at the maximum separation permitted by the available bandwidth and the outer side bands. With this correlation coefficient fixed, additional diversity carriers were inserted between the two frequencies, with correlation coefficient between adjacent carriers determined by the model


Fig. ( - Relative power advantage for various orders of diversity within a fixed r-f bandwidth $\left(\rho\left(f_{s}-f_{1}\right)=0.3\right)$.
described below. Note that the power advantage (for a fixed $R$ ) increases more and more slowly as the order of diversity is increased. The results in Figure 6, when extrapolated to $N=16$, indicate an additional advantage (over $N=8$ ) of roughly 0.3 dB at $R=0.9,1 \mathrm{~dB}$ at $R=0.99,1.6 \mathrm{~dB}$ at $R=0.999$, and 2.4 dB at $R=0.9999$. These figures serve only to indicate approximate magnitude, as there is considerable uncertainty in the extrapolation.

The correlation model used requires some explanation here (a more detailed discussion is given in the Appendix). Assume $N$ equally spaced diversity carriers $\left\{C_{1}, C_{2}, \ldots C_{S}\right\}$, and consider the following
matrix of correlation parameters (covariances) :

| 1 | $\lambda$ | $\lambda^{2}$ | $\lambda^{3}$ | $\cdot$ | $\cdot$ | $\cdot$ | $\lambda^{N-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | 1 | $\lambda$ | $\lambda^{2}$ |  |  |  |  |
| $\lambda^{2}$ | $\lambda$ | 1 | $\lambda$ |  |  |  |  |
| $\lambda^{3}$ | $\lambda^{2}$ | $\lambda$ | 1 |  |  |  |  |
| $\cdot$ |  |  |  | $\cdot$ |  |  |  |
| $\cdot$ |  |  |  |  | $\cdot$ |  |  |
| $\cdot$ |  |  |  |  |  |  |  |
| $\dot{C}^{N-1}$ |  |  |  |  |  |  | 1 |

This matrix states that the correlation parameter for adjacent channels ( $C_{1}$ and $C_{2}, C_{2}$ and $C_{3}$, etc.) is $\lambda$ in each case. The correlation parameter for two carriers separated by two "increments" (e.g. $C_{1}$ and $C_{3}$ ) is $\lambda^{2}$; for two carriers separated by three increments, it is $\lambda^{3}$; ctc. (If the mathematical model is applied to types of diversity other than frequency, the word "carrier" becomes "diversity channel", and "increment" is appropriately interpreted.)

This model implies that the correlation parameter between frequencies $f_{a}$ and $f_{b}$ is an exponential function of the frequency separation:

$$
\text { corr. par. }=\exp \left(-\mathrm{c}\left|f_{a}-f_{u}\right|\right)
$$

The experimental data examined is too sketchy and scattered to either support or refute this assumed law, but it seems reasonable. S. O. Rice ${ }^{3}$ derived an expression of the form

$$
\rho=\exp \left[-c\left(f_{n}-f_{b}\right)^{2}\right] .
$$

However, this expression assumes that the density of the scattering cloud varies (spatially) according to a normal law. Rice cautions against taking the formula too seriously, especially away from the central region.

## Appendix-Analysis of Correlated Diversity

The first step is to find the joint probability density function (pdf) of the $N$ correlated Rayleigh variables. The pdf is then integrated in $N$ dimensions to obtain the probability that the largest of the $N$ signals exceeds a level $Z$. The power advantage can be expressed in terms of $Z$ and the corresponding probability.

[^23]For an arbitrary set of correlation parameters, the formula for the joint pdf appears intractable (see Reference (4), 1, 40, Theorem 7). However, a useful formula exists in at least one special case. In Theorem 6 on p. 37 of Refcrence (4), let $n=2$ and $p=N$. Then the theorem may be paraphrased as follows.

Assume $N$ two-dimensional random vectors. Let the components of the $k$ th vector, $x_{k}$ and $: / h_{k}$, be Gaussian randon variables with zero means. Let all the $x_{k}$ 's be independent of all the $\mu_{k}$ 's. Let the $x_{k}$ 's and $y_{i}$ 's have the same covariance matrix, $M_{N}$, such that its inverse, $W_{s}=M_{x}^{-1}$, is a Jacobi matrix (i.e., $w_{j k}=0$ for $|j-k|>1$ ). Let $r_{k}=\sqrt{x_{k}{ }^{2}+y_{k}{ }^{2}}$. Then the joint pdf of the $r_{k}$ 's is given by
$f_{1}\left(r_{1}, r_{2}, \ldots, r_{N}\right)$

$$
=\left|W_{x}\right| \exp \left\{-\frac{1}{2} \sum_{i=1}^{n} w_{i i} r_{i}^{2}\right\} \prod_{j=1}^{n} r_{j} \prod_{k=1}^{x-1} I_{n}\left(u_{k k+1} r_{k} r_{k+1}\right) .
$$

Since we are mainly interested in power, let $u_{k}=r_{k}^{2}, 2$, and assume unit mean power for cach of the $r_{k}$ 's (i.e., $\bar{u}_{k}=1$ ). Then
$f_{S}\left(u_{1}, u_{u_{2}}, \ldots, u_{.}\right)$

$$
=\left|W_{x}\right| \operatorname{cxp}\left\{-\sum_{i=1}^{n} w_{i j} u_{i} \int_{i=1}^{x-1} I^{n}\left(\left|u_{j . j+1}\right| 2 \sqrt{u_{j} u_{j+1}}\right) .\right.
$$

Among the matrices with Jacoli inverses is the Toeplitz matrix with elements

$$
m_{j k}=\lambda|j-k|
$$

that is, the matrix is of the same form as the matrix of correlation parameters given carlier.

Here, the correlation parameter $\lambda$ is the covariance of the $x$-components (or $\%$-components) of two adjacont diversity carriers. It is the same as the parameter $k$ used by Staras ${ }^{1}$ and others,

[^24]except that here it is assumed that $x_{2} y_{2}=0$ (this assumption is discussed later). The relation between $\lambda$ and the correlation coefficient of the envelopes, $\rho$, is ${ }^{5}$
\[

$$
\begin{aligned}
& \rho=\frac{\overline{r_{1} r_{2}}-\bar{r}_{1} \bar{r}_{2}}{\left[\left(\overline{r_{1}^{2}}-\left(\overline{r_{1}}\right) \underline{2}\right)\left(\overline{r_{2}^{2}}-\left(\overline{r_{2}}\right) \ddot{2}\right)\right]^{1 / 2}} \\
& \begin{array}{c}
4\left[E(\lambda)-\left(\frac{1-\lambda^{\prime \prime}}{2}\right) K(\lambda)\right]-\pi \\
4-\pi
\end{array}
\end{aligned}
$$
\]

where $E$ and $K$ are the complete elliptic integrals. It turns out that

$$
\rho \approx \lambda^{2} .
$$

It can be shown that the elements of the inverse covariance matrix $W_{N}$ are

$$
w_{i j}=\left\{\begin{array}{cl}
\frac{1}{1-\lambda^{2}}, & i=j=1, N \\
\frac{1+\lambda^{2}}{1-\lambda^{2}}, & i=j=2,3, \ldots, N-1 \\
-\frac{\lambda}{1-\lambda^{2}}, & |i-j|=1 \\
0, & |i-j|>1
\end{array}\right.
$$

so that there are only three types of non-zero element, with values that are independent of $N$. The value of the determinant of $W_{N}$ is

$$
\left|W_{x^{*}}\right|=\frac{1}{\left(1-\lambda^{2}\right)^{v-1}}
$$

The assumption that the $\pi_{k}$ 's (in-phase components) are independent of the $y_{l i}$ 's (quadrature components) requires some discussion. The formula given above for $g_{x}\left(r_{1}, r_{2}, \ldots, r_{x}\right)$ agrees with the stand-

[^25]ard formula in the case $N=2$ (e.g., Equation 3.7-13 in Reference (6)) ; in the standard formula, however, $x_{1} y$. may assume non-zero values. The meaningful parameter appears to be the sum $\left(\overline{x_{1} x_{2}}\right)^{2}$ $\left.+\left(\overline{x_{1} y_{2}}\right)^{2}\right)$, since the individual terms do not appear independently in the result. Thus it seems that for two fading carriers, the term ${\overline{x_{1}} y_{2}}_{2}$ may be arbitrarily set equal to zero and all the correlation lumped into the $\overline{r_{1} x_{2}}$ term (also equal to $\overline{y_{1} y_{2}}$ ). This is supported by the following evaluation.

Since a Rayleigh fading carrier is statistically identical to narrowband Gaussian noise, use Rice's approximate representation (Reference (6), Equation 2.8-6) for one of the fading carriers:

$$
I_{1}(t)=\sum_{n=1}^{N} c_{n} \cos \left(\omega_{n} t-\phi_{n}\right),
$$

where the $c_{n}$ 's are proportional to the power spectral density at the frequencies $f_{n}$,

$$
c_{n}=\left\lfloor 2 w \cdot\left(f_{n}\right) \Delta f\right\rfloor^{\frac{1}{2}}
$$

and the $\phi_{n}$ 's are independent random variables, each uniformly distributed over the interval $(0,2 \pi)$. Assuming the second fading carrier power spectrum has the same shape, translated to a different center frequency,

$$
I_{n}(t) \stackrel{N+m-2}{=} \sum_{n=m} c_{n-m+1} \cos \left(\omega_{n} t-\theta_{n}\right) .
$$

Assume the center frequencies are $\Omega_{1}$ and $\Omega_{2} . I_{1}$ and $I_{2}$ can be rewritten in the form

$$
\begin{aligned}
& I_{1}(t)=x_{1}(t) \cos \Omega_{1} t-y_{2}(t) \sin \Omega_{2} t, \\
& I_{2}(t)=x_{2}(t) \cos \Omega_{2} t-y_{1}(t) \sin \Omega_{2} t,
\end{aligned}
$$

where

$$
\left[\begin{array}{l}
x_{1} \\
y_{1}
\end{array}\right]=\sum_{n=1}^{x} c_{n}\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right] \Phi_{n},
$$

[^26]\[

\left[$$
\begin{array}{l}
x_{2,} \\
y_{22}
\end{array}
$$\right]=\sum_{k=1}^{x} c_{k}\left[$$
\begin{array}{c}
\cos \\
\sin
\end{array}
$$\right] \Theta_{k},
\]

and

$$
\begin{aligned}
\Phi_{n} & =\left(\omega_{n}-\Omega_{1}\right) t-\phi_{n} \\
\Theta_{l i} & =\left(\omega_{k i}+m-\Omega_{\underline{2}}\right) t-\theta_{k} \\
& =\left(\omega_{k i}-\Omega_{1}\right) t-\theta_{k}
\end{aligned}
$$

The $\vec{x}_{1} x_{2}$ term is evaluated as

$$
\begin{aligned}
\overline{\therefore r_{1} v_{2}} & =\sum_{n=1}^{N} c_{n}{ }^{2} \overline{\cos \Phi_{n} \cos \Theta_{n}} \\
& =\frac{1}{2} \sum_{n=1}^{N}{\varepsilon_{n}}_{n}^{n}\left(\overline{\cos \left[2\left(\omega_{n}-!\Omega_{1}\right) t-\left(\phi_{n}+\theta_{n}\right)\right]}+\overline{\cos \left(\phi_{n}-\theta_{n}\right)}\right\} .
\end{aligned}
$$

Since it appears unlikely that there is any "preferred" angle in nature, the sum angle $\phi_{n}+\theta_{n}$ must be uniformly distributed (there is no apparent reason for any bias) even if $\phi_{n}$ and $\theta_{n}$ are not independent. Hence

$$
\overline{\left.\cos \left[\overline{2\left(\omega_{n}\right.}-\Omega_{1}\right) t-\left(\phi_{n}+\theta_{n}\right)\right]}=0
$$

for any $t$, and

$$
{\overline{r_{1}} x_{2}}=\frac{1}{2} \sum_{n=1}^{x} c_{n}^{2} \overline{\cos \left(\phi_{n}-\theta_{n}\right)}
$$

and similarly for $\bar{y}_{1} y_{2}$. For the $\bar{r}_{1} y_{2}$ term,

$$
\begin{aligned}
\overline{x_{1} y_{2}} & =\sum_{n=1}^{N} c_{n}^{2} \overline{\cos \Phi_{n} \sin \Theta_{n}} \\
& =\frac{1}{2} \sum_{n=1}^{N} c_{n}^{2} \overline{\sin \left(\phi_{n}-\theta_{n}\right)}
\end{aligned}
$$

by the same argument as above, and similarly

$$
\overrightarrow{x_{2} y_{1}}=\frac{1}{2} \sum_{n=1}^{x} c_{n}^{2} \overline{\sin \left(\theta_{n}-\phi_{n}\right)}=-\overline{x_{1} y_{2}} .
$$

In the absence of evidence to the contrary, the most reasonable assumption is that the difference angle ( $\phi_{n}-\theta_{n}$ ) is symmetrically distributed about zero, so that $\overline{\sin \left(\phi_{n}-\theta_{n}\right)}=0$ for each term in the sum, and

$$
\overrightarrow{x_{1} y_{2}}=\overrightarrow{x_{2} y_{1}}=0 .
$$

The two carriers just considered could have been any of the $N$ involved in the joint pdf of the envelopes. Thus any $x_{j}$ is independent of any $y_{k}, j \neq k$ (of course this is also true for $j=k$, as usual). Miller's theorem is therefore applicable.

The probability that the instantaneous power of the largest of $N$ carriers exceeds the level $Z$ is
$R=1-$ pbty $\{$ all $N$ carriers $<Z\}$

$$
=1-\int_{u_{1}=0}^{z} \cdot \cdot \cdot \int_{n_{N}=0}^{z} f_{\aleph}\left(u_{1}, u_{2}, \ldots, u_{\aleph}\right) d u_{1} d u_{2} \ldots d u_{N} .
$$

Since all the $u_{k}$ 's have been normalized to the unit mean power, this is actually the probability that the largest carrier power will exceed $Z$ times its mean level.

For given $\lambda$ and $N, R$ can be calculated (by computer) as a function of $Z$, thus establishing $Z$ as a function of $R$. The relative power advantage can be found as follows.

For the reference (non-diversity) system, the bit-error rate (BER) is a function of the signal (or signal/noise) power level:

$$
\operatorname{BER}_{1}=F_{1}\left(s_{1}\right)
$$

and the required level $s_{10}$ to meet a BER criterion $p_{n}$ (meximum acceptable BER) is

$$
s_{10}=F_{1}^{-1}\left(p_{n}\right) .
$$

Regarding the level at any time as a random variable $S_{1}$, the probability (or fraction of time) that this performance criterion will be met is

$$
R_{1}=\operatorname{pbty}\left\{S_{1}>s_{10}\right\}=G_{1}\left(\frac{s_{10}}{m_{1}}\right)
$$

where $m_{1}$ is the mean of $S_{1}$.

Correspondingly, for the diversity system under evaluation,

$$
\mathrm{BER}_{2}=F_{2}\left(s_{2}\right) .
$$

For the same BER criterion $p_{0}$,

$$
\begin{gathered}
s_{20}=F_{2}-1\left(p_{0}\right), \text { and } \\
R_{22}=\operatorname{pbty}\left\{S_{2}>s_{20}\right\}=G_{2}\left(\frac{s_{20}}{m_{2}}\right) .
\end{gathered}
$$

The two systems are to be compared on the basis of the mean signal levels ( $m_{1}$ and $m_{2}$ ) required to achieve identical probabilities of achieving the required BER, $p_{0}$. Thus set

$$
R_{1}=R_{2}=R .
$$

The inverse relations

$$
\begin{aligned}
& \frac{s_{11}}{m_{1}}=G_{1}-1(R) \\
& \frac{m_{2}}{m u_{1}}=G_{2}-1(R)
\end{aligned}
$$

lead to the relative power advantage

$$
\begin{aligned}
\operatorname{Adv}\left(N, \lambda, p_{1}, R\right) & =\frac{m_{1}}{m_{2}} \\
& =\frac{s_{10}}{s_{201}} \frac{G_{12}^{-1}(R)}{G_{1}^{-1}(R)}
\end{aligned}
$$

$$
=\frac{F_{1}^{-1}\left(p_{o}\right)}{F_{2}-1\left(p_{o}\right)} \frac{G_{2}-1(R)}{G_{1}^{-1}(R)} .
$$

In many cases this power advantage is independent of the BER criterion $p_{0}$, either because the modulation techniques of the reference and diversity systems are identical (so that $F_{1}=F_{2}$ ) or because the signal/noise ratio requirements as functions of BER have a constantdB difference (so that $F_{1}-1 / F_{2}{ }^{-1}=$ constant, as with binary differential phase-shift keying and frequency-shift keying, for example). Assume that both systems use the same modulation technique, so that $s_{10}=s_{30}$, and

$$
\mathrm{Adv}=\frac{G_{2_{2}}{ }^{-1}(R)}{G_{1}^{-1}(R)}
$$

For the non-diversity reference system, the probability that the power of the Rayleigh fading carrier will exceed the level $s_{1}$ is

$$
R_{1}=G_{1}\left(\frac{s_{1}}{m_{1}}\right)=\exp \left(-\frac{s_{1}}{m_{1}}\right)
$$

so that

$$
\frac{s_{10}}{m_{1}}=G_{1}^{-1}(R)=-\log R
$$

For the diversity system, the normalized parameter $Z=s_{2} / m_{2}$ cannot be written explicitly as a formula, but is known numerically as a result of calculating $R_{2}(Z)$,

$$
Z=G_{2}-1(R)
$$

Therefore

$$
\operatorname{Adv}=\frac{m_{1}}{m_{2}}=\frac{G_{2}-1(R)}{G_{1}-1(R)}=\frac{G_{2}-1(R)}{-\log R} .
$$

This is the quantity plotted in Figures 1 through 6.

# ADAPTIVE DETECTION MODE WITH THRESHOLD CONTROL AS A FUNCTION OF SPATIALLY SAMPLED CLUTTER-LEVEL ESTIMATES 
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#### Abstract

Summary-This paper describes automatic surveillanec modes for the detection of targets embelleded in statistically nonstationary and nonuniform extended-clutter target environments. These moles yield a false-alarm probability invariant to changes in the clutter level, and a detection efficiency frec of the loss associated with the predetcetion hard-limiting approach to falsc-alarm rate regulation. The falsc-alarm-probability regulation meehanism involves making the detection threshold proportional to a spatially sampled maximum-likclihood cstimatc of the output variance of a cell under test where this variance is che to the elutter limiting environment. The weights enployed implicitly rclate the a priori information of the targetscattcring function of the clutter. The analysis treats the nonfluctuating target and the Swerling fluctuating target models. Detection efficiency is noted to be a monotonically increasing function of the number of resolutionccll outputs employcd in the elutter-lcvel-cstimation procedurc. For the computed cascs, wherc 100 resolution cells are employcd, the detection effciency is comparable to that of an ideal detcetion situation where the noise level is known and fixed thresholds can be employed. Mismatch conditions are analyzed, and the procedure is shown to be rclatively insensitive to errors made in a priori assumptions of the shape factor of the clutter targetscattering function. Target pair resohtion capabilities of these adaptive eletection modes are also analyzed. The introduction of a second target in one of the threshold control cells introduces a masking effect equivalent to a 1-dB loss in detection cffciency for a worst-case analysis wherc 100 resolttion cells are employed in the threshold-control system.


## I-Introduction

AN AUTOMATIC detection mode for a surveillance radar is one in which some function of the envelope detector output at a resolution cell is compared with a threshold number, and the target is declared present if the threshold is exceeded. The mode is contrasted, e.g., with the case where detection is effected solely by an operator employing manual controls, and video displays. The falsealarm probability when operating in the automatic detection mode in a clutter environment is extremely sensitive to small changes in the average value of the back-scattered energy from the clutter targets assuming that no special provisions have been introduced to avoid this sensitivity.

This sensitivity is clearly viewed in Figure 1. As can be seen, for the case where the threshold is originally set for a false-alarm probability of $10^{-s}$, a $3-\mathrm{dB}$ increase in the total noise power density (clutter plus thermal noise) yields a 10,000 -fold increase in the false-alarm probability-an increase that typically would significantly exceed the radar data-handling rate.


Fig. 1-False alarm probability for fixed threshold detector.
Since most clutter environments are characterized as yielding unknown and time-varying average values of back-scattering energy (statistically nonstationary returns), automatic target detection in a clutter environment cannot be achieved with a conventional receiver configuration and a fixed threshold. In the approach considered here, false-alarm sensitivity is reduced by making the threshold proportional to a maxi-mum-likelihood estimate of the magnitude of a target scattering function that represents the extended clutter target phenomena. ${ }^{1-3}$ This

[^27]estimate of the level of the clutter-target back-scattering energy can be made with a single transmission. It is based on the outputs of the radar resolution cells surrounding the cell under test, cells that are also assumed to be covered by the clutter cloud.

The shape of the extended clutter target scattering function (i.e., the law describing the change in clutter level as a function of range and doppler) is assumed to be known. The magnitude of this scattering function is unknown, however, and is the quantity estimated in the spatial sampling estimation procedure. This procedure yields a falsealarm probability invariant to changes in the clutter level if the stochastic properties of the encountered clutter are in agreement with the assumptions implicit in the threshold control procedure. The detection efficiency for a radar detection mode based on this procedure is also shown to be a monotonically increasing function of the number of resolution cells employed in the threshold-control formulation. For the cases considered where 100 resolution cells are employed in the clutter-levelestimation procedure, the detection efficiency is comparable to that of an ideal detection situation where the noise power density is a known quantity and a fixed threshold can be employed. This result is interesting, since it indicates that the false-alarm-rate regulation procedure described is free of the loss of detection efficiency usually associated with predetection hard-limiting approaches to false-alarm-rate regulation.

Analyses are made both for the matched case, where the basic extended clutter target model encountered by the radar is in agreement with the assumptions employed in the adaptive threshold control function, and also for the mismatched case, where some of the stochastic properties of the encountered clutter differ from the assumed model. The target pair resolution capabilities of this adaptive detection mode are also analyzed.

## II-Basic Concept

The basic concept of the adaptive threshold-control detection mode developed in this paper can be considered a generalization of a threshold control procedure employed for false-alarm-rate regulation in an additive thermal noise environment free of spatially distributed clutter targets. This conventional system, the constant false-alarm-rate regulation system (CFAR) was designed to adapt to changes in the variance of the detector output when the variance in the noise nower density is due either to changes in the additive thermal noise level or to the receiver sensitivity. In a typical CFAR system of this type, the square-law-detected receiver output is sampled during the radar dead time
(say, a time interval that is equivalent to 100 resolution cells, or $100 / B$, where $B$ is the processing system bandwidth) and the threshold is made proportional to the sum of these outputs. This sum can be shown to be proportional to the maximum-likelihood estimate (MLE) of the variance of the noise output. Essentially, the process involves the following steps: (1) the noise source is sampled (for this conventional thermal noise limiting system, the radar dead time is employed for


Fig. 2-Concept of automatic threshold control procedure.
the sampling interval), (2) a maximum-likelihood estimate is made of the variance of the noise output (based on a sufficient number of statistically independent noise samples), and (3) the threshold is made proportional to this estimate of the variance of the output. For the case where a linearly detected output is employed as the decision statistic, the threshold is made proportional to the square root of this estimate.

A logical extension or gencralization of this procedure for the case where the noise is the sum of the receiver noise and the back-scattering from the spatially distributed clutter targets involves the following steps (see Figure 2). After a transmission, the outputs of the resolution cells that surround the cell under test and are also covered by the extended-clutter target cloud are sampled. These samples are used to obtain a maximum-likelihood estimate of the variance of the output of the cell under test $\hat{E}\left\{\left|M F\left(\tau_{1} f_{\text {I }}\right)\right|^{*}\right\}$. The sampled linearly detected out-
put of the resolution cell under test is then compared with a detection threshold $D_{o}$ that is made proportional to the square root of this estimate of the output variance:

$$
D_{0}=K \sqrt{\hat{E}\left\{\left|M F\left(\tau_{0}, f_{0}\right)\right|^{2}\right\} .}
$$

The statistical hypothesis test for the presence or absence of the signal return from a point target embedded in the extended-clutter target and additive thermal noise environment is assumed here to be performed at each beam position as a fixed-sample-size test. A targetpresent hypothesis is accepted if at least one of the outputs of the $N_{F}$ resolution cells is greater than its threshold, i.e., if $\bigcup_{i=1}^{N_{F}}\left(X_{i}>D_{i}\right)$ is true.

A multiple resolution-cell case is assumed for this problem. That is to say, the hypothesized target may appear in an admissible-target parameter space where, for example, a range-doppler parameter space is considered and a number of contiguously spaced matched filters cover the admissable parameter space. The resolution-cell dimensions are the inverse of the transmitted-signal bandwidth (range), and the doppler dimension is the inverse of the signal time duration. An extension of this adaptive approach to multiple-stage decision processors and a development of detection modes that regulate both sets of error probabilities (false alarm and false dismissal) are included in References (1) and (2).

## III—Development of Spatially Sampled Maximum Likelihood Estimate of Received Cell Output Variance

The maximum-likelihood estimate of the ensemble average of the square of the matched filter output of the cell under test $E\left\{\left|M F\left(\tau_{o}, f_{o}\right)\right|^{2}\right\}$ is for some important cases of interest

$$
\begin{equation*}
E\left\{\left|M F\left(\tau_{0} . f_{u}\right)\right|^{2}\right\}=\cdots \sum_{i=1}^{1} \frac{X_{i}^{2}}{W_{i}} . \tag{1}
\end{equation*}
$$

This estimate of the output variance is a weighted sum of the $N$ outputs of the resolution cells surrounding the cell under test (also covered by the same extended clutter target phenomenon). $X_{i}=\left|M F\left(r_{i}, f_{i}\right)\right|$ represents the sampled matched-filter output of the $i$ th resolution cell (centered about the range delay coordinate of $\tau_{i}$, and the doppler shift of $f_{i}$ ). The set of weights $W_{i}$ are real numbers implicitly relating the a priori information. The following assumptions are made in the development of Equation (1).
(1) The extended-clutter-target phenomenon is assumed to be of the noncoherent type, i.e., clutter returns from disjoint portions of the parameter space are uncorrelated. Precipitation and chaff clutter phenomena are examples of noncoherent clutter.
(2) The clutter target scattering function $\rho(\tau, f) d \tau d f$ may be represented as the product of an unknown magnitude $C$ (to be estimated) and a known shape factor $\rho^{\prime}(\tau, f) d \tau d f$.
$\rho(\tau, f) d \tau d f$ represents the average value of the return energy from the clutter targets in the region with range delay between $\tau$ and $\tau+d_{\tau}$, and a doppler shift between $f$ and $f+d f$. As stated previously, the shape of the target scattering function $\rho^{\prime}(\tau, f) d \tau d f$ is assumed to be a priori information. The set of weights ( $W_{i}$ ) in Equation (1) is shown to be a function of this shape factor. The magnitude, $C$, of the clutter level is the parameter for which a maximum likelihood estimate is to be made.
(3) Finally, either or both of the following cases is assumed: (a) the contribution of the clutter return far exceeds the additive thermal noise contribution to the output variance; (b) the clutter level (the target-scattering function) is uniform over the parameter space involved in the estimation procedure.

The development Equation (1) begins with the expression of the output variance of the $i$ th resolution cell for the case of noncoherent clutter:

$$
\begin{equation*}
E\left\{\left|M F\left(\tau_{i}, f_{i}\right)\right|^{2}\right\}=\iint|X(\tau, f)|^{2} \rho\left(\tau+\tau_{i}, f+f_{i}\right) d \tau d f+N_{o} . \tag{2}
\end{equation*}
$$

$N_{o}$ is the additive thermal noise power density of the receiver, and the component of variance due to the incoherent clutter cloud is expressed in Equation (2) as the two-dimensional convolution of the Woodward's signal-ambiguity function ${ }^{4}|X(\tau, f)|^{2}$ and the target-scattering function of the extended clutter phenomenon $\rho(\tau, f) d \tau d f$. (For example, see Westerfield et al ${ }^{5}$, Price and Green ${ }^{6}$, Gersch ${ }^{7}$, and Van Trees ${ }^{8}$.

[^28]The maximum-likelihood estimator $E\left\{\left|M F\left(\tau_{0}, f_{o}\right)\right|^{2}\right\}$ is developed to $b e^{1}$

$$
\begin{equation*}
\hat{E}\left\{\left|M F\left(\tau_{o}, f_{o}\right)\right|^{2}\right\}=\frac{1}{N} \sum_{i=1}^{N} \frac{X_{i}{ }^{2}}{W_{i}} \tag{3}
\end{equation*}
$$

where $W_{i}=\gamma_{i}{ }^{2} / \gamma_{o}{ }^{2}$ and the set $\left\{\gamma_{i}\right\}$ are defined by

$$
\gamma_{i}^{2}=\iint|X(\tau, f)|^{2} \rho^{\prime}\left(\tau+\tau_{i}, f+f_{i}\right) d \tau d f
$$

That is to say

$$
\begin{equation*}
W_{i}=\frac{\iint|X(\tau, f)|^{2} \rho^{\prime}\left(\tau+\tau_{i}, f+f_{i}\right) d \tau d f}{\iint|X(\tau, f)|^{2} \rho^{\prime}\left(\tau+\tau_{0}, f+f_{0}\right) d \tau d f} \tag{4}
\end{equation*}
$$

and it is noted that $W_{i}$ is a function of known quantities, the signal ambiguity function $|X(T, f)|^{2}$, and the shape factor of the target scattering function $\rho^{\prime}(\tau, f) d \tau d f$.

For the case where the target scattering function is relatively constant over the resolution cells involved in the estimation procedure so that $\gamma_{i}{ }^{2}=\gamma_{j}{ }^{2}$ for all $i$ and $j, W_{i}=1$ for all $i$ and

$$
\begin{equation*}
E\left\{\left|M F\left(t_{o}, f_{o}\right)\right|^{2}\right\}=\frac{1}{N} \sum_{i=1}^{N} X_{i}{ }^{2} . \tag{5}
\end{equation*}
$$

The threshold $D_{o}$ is now made proportional to the square root of this output variance estimate, or

$$
\begin{equation*}
D_{0}=K \sqrt{\frac{1}{N} \sum_{i=1}^{N} \frac{X_{i}^{2}}{W_{i}}} \tag{6}
\end{equation*}
$$

and the resultant false-alarm probability is shown in Section VI to be simply a function of the threshold control constant $K$, and the number of resolution cells $N$. Consequently it is invarient to changes in the clutter level. In addition, the detection efficiency is shown to be relatively good. It is noted in this section and in Section $V$ that the detection efficiency is a monotonically increasing function of the number of
resolution cells employed in the control function, and that for the computed cases where 100 resolution cells were employed in this estimation procedure, the detection efficiency is comparable to that of the ideal detection situation where the noise levels are known quantities and need not be estimated so that fixed thresholds can be employed.

Consequently, this adaptive detection procedure of making the detection threshold proportional to a spatially sampled maximum-likelihood estimate of the output variance due to the extended-clutter target


Fig. 3-Implementation for automatic threshold control system.
phenomena and thermal noise is not only an intuitively satisfying procedure but it is shown to yield a constant false-alarm rate with good detection efficiency.

Figure 3 shows the implementation of this procedure with tapped delay lines. For the pulse doppler radar assumed in this diagram, the outputs of the range-doppler cells surrounding the cell under test are effectively sampled by employing separate delay lines for each doppler channel involved. The taps are placed at delay intervals of $1 / B$ ( $B$ is the bandwidth of the transmitted signal), and resistors at the output of the taps and feeding the summing amplifiers provide the weights $\left\{W_{i}\right\}$. Square-law detectors are employed at the output of each doppler filter. The delay line center tap at the output of one of the doppler channels is designated in this diagram as the cell under test. A separate threshold determination of the type indicated in this diagram
would be required for each doppler channel, because the weighted sum employed as a threshold must exclude the cell under test.

## IV-Performance Evaluation of Automatic Threshold Control Procedure

Typical sets of computed performance data of this automatic-thresh-old-control procedure are shown in Figures 4 through 16. The first set


Fig. 4-Automatic threshold control detection probability for nonfluctuating target, $P_{F A}=10^{-4}$.
of data (Figures 4 through 12) treat the matched case, i.e., the case where the encountered statistics of the back-scattering from the clutter region agree with those that have been assumed; the first-order-probability density function of the clutter return is Rayleigh distributed, and the shape of the encountered target scattering function is that assumed in setting the weights $\left\{W_{i}\right\}$ in the threshold control equation (Equation (6)).

Expressions for detection and false-alarm probability are developed later in this paper and used to compute the detection characteristics for typical sets of surveillance conditions given in Figures 4 through 11. Both the nonfluctuating and the Swerling target types have been considered. In th:e figures, the detection probability is given as a function of the ratio of average signal energy to total noise power density


Fig. 5-Automatic threshold control detection probability for nonfluctuating target, $P_{F,}=10^{-6}$.
(thermal plus clutter noise) for the case where the threshold factor $K$ has been set for a specified single-cell detection probability. Values of false-alarm probability ranging from $10^{-4}$ to $10^{-10}$ have been considered. From the expression for the single-cell false-alarm probability (Equation (24)), it is clear that for a given number $N$ of resolution cells involved in threshold control, the false-alarm probability is a function of $K$ and is independent of the noise-power density. Thus, this is a CFAR system.
$N$ is a fixed parameter in Figures 4 through 11. As $N$ increases, the detection process becomes more efficient, until the detection characteristic approaches that of the ideal detection situation. The characteristic curve for the case of 100 resolution cells essentially coincides with the detection characteristic curve for the ideal detection situation.

The results of the detection computations are summarized in Figure 12 , where loss in dB is given as a function of $N$. This loss represents


Fig. 6-Automatic threshold control detection probability for nonfluctuating target, $P_{F A}=10^{-s}$.
the increase in the ratio of signal energy to noise power density required for the automatic threshold detection mode to achieve a prescribed detection and false-alarm probability. The standard of comparison is the ideal situation of a detection mode employing a fixed threshold and operating with a known noise-power density. It can be seen that as the number of resolution cells employed in the measurement of the noise power density increases, the loss decreases and asymptotically approaches zero. For 30 threshold control resolution cells, the loss is typically less than 1 dB . For a given number of resolution cells, the loss varies inversely with the false-alarm probability requirement.

Data computed for the performance of the threshold-control procedure when mismatch conditions exist are summarized in Figures 13 through 16. The edge-effect performance analysis results are presented in Figures 13-15. These performance data are developed in detail later for the case where some of the threshold control resolution cells are outside the clutter cloud and 'see' only the additive thermal noise of the receiver, and the remainder of the control cells receive the back-


Fig. 7-Automatic threshold control detection probability for nonfluctuating target, $P_{F .1}=10^{-10}$.
scattering from the clutter targets. Step-function discontinuities have been assumed to achieve the most conservative evaluation.

Another type of mismatch is the case where the ground-return clutter has been assumed to have a first-order probability density function agreeing with the Rayleigh distribution, but where the back-scattering contains a coherent as well as incoherent components and the first-order
probability distribution adheres to the Rice distribution rather than the Rayleigh. The results of an analysis of this type of mismatch are given in Figure 16.

Last, an analysis is given of the threshold control procedure for the case where a pair of targets are embedded in the extended clutter


Fig. 8-Automatic threshold control detection probability for Swerling Case \#3 target, $P_{F A}=10^{-4}$.
target 'cloud'. The family of computed curves in Figure 18 (see Section XI) present the detection probability for the case where one of the targets is in the cell under test, and the other one appears in one of the threshold control cells. As can be seen in Figure 18, this loss in detection efficiency is a monotonically decreasing function of the number of resolution cells. For the case of a detection probability of 0.5 , single-cell false alarm probability of $10^{-\mathrm{s}}$, and 100 resolution cells employed in the threshold control, the loss in detectability due to the
presence of this second target is approximately 1 dB for the worst-case situation considered in the analysis.

## V-Probability Density Function of Tifreshold

Since the threshold $D_{o}$ in Equation (6) is a function of the $N$ random variables $\left\{X_{i}\right\}, D_{i}$ is also a random variable. In the assumed


Fig. 9-Automatic threshold control detection probability for Swerling Case \#3 target, $P_{F A}=10^{-0}$.
case the $\left\{X_{i}\right\}$ are statistically independent and Rayleigh distributed, i.e.,

$$
f\left(X_{i}\right) d X_{i}=\frac{X_{i}}{\sigma_{i}^{2}} \exp \left\{-\frac{X_{i}^{2}}{2 \sigma_{i}^{2}}\right\} d X_{i}
$$

where

$$
\begin{equation*}
v_{i}{ }^{2}=\left(E\left\{\left|M F\left(\tau, f_{i}\right)\right|^{2}\right\}\right) / 2 . \tag{7}
\end{equation*}
$$

Then, the probability density function of the threshold $D_{0}$ is shown to be

$$
\begin{equation*}
f\left(D_{o}\right) d D_{o}=\frac{2}{(N-1)!\left(K \sigma_{o} \sqrt{\frac{2}{N}}\right)^{2 N}} D_{o}^{2 x-1} \exp \left(-\left(-\frac{D_{o}}{K \sigma_{o} \sqrt{\frac{2}{N}}}\right)^{?}\right) d D_{o} \tag{8}
\end{equation*}
$$



Fig. 10-Automatic threshold control detection probability for Swerling Case \#3 target, $P_{r, 1}=10-8$.

As can be seen, the threshold probability density function is a function of the threshold parameter $K$, the number of resolution cells involved in threshold control $N$, and $\sigma_{\theta}$. The final expression for the false-alarm probability is shown in the following section to be independent of $\sigma_{0}$.

## VI-Detection Probability with Automatic Threshold ControlNonfluctuating Target and Swerling Case \#1 and \#3

The expression for the detection probability of a fixed sample size test incorporating the threshold control procedure is developed in


Fig. 11-Automatic threshold control detection probability for Swerling Case \#3 target, $P_{F, 1}=10^{-10}$.


Fig. 12-Loss of adaptive detection mode versus number of threshold control resolution cells, $N$.


Fig. 13-False alarm probability versus $\gamma$ where $\gamma>1$.


Fig. 14-False alarn probability versus $\gamma$ where $\gamma<1$.


$$
\begin{aligned}
& \gamma \text { IN dB }\left\{10 \text { LOG } \frac{N_{T}}{N_{1}}\right. \text { (RATIO OF NOISE POWER DENSITY AT } \\
& \text { TARGET CELL TO NOISE POWER }
\end{aligned}
$$

Fig. 15—Probability of detection versus $\%$.


Fig. 1G-False alarm probability versus ratio of coherent to noncoherent back-scattering energy components.

Appendix I for the nonfluctuating target, and in Appendix III for the Swerling Case \#3 target type.

The single-pulse probability of detection of a nonfluctuating target based on comparing the linearly detected matched filter output $X$ with the threshold $D_{0}$, can be expressed as

$$
\begin{equation*}
r_{L}=\int_{D_{0}=0}^{\infty} \int_{X=D_{0}}^{\infty} \frac{X}{N_{r,}^{\prime} 2} \exp \left\{\frac{-X^{2}-E}{N_{T}}\right\} I_{v}\left(\frac{\sqrt{E X}}{N_{r} 2}\right) d X f\left(D_{u}\right) d D_{n} \tag{9}
\end{equation*}
$$

where $f\left(D_{o}\right) d D_{0}$ is the threshold density function defined in Equation (8). Since the domain of $D_{o}$ include all positive real numbers, the integration with respect to $D_{0}$ is from 0 to infinity.

The portion of the integrand in Equation (9) that is expressed as

$$
\begin{equation*}
f(X) d x=\frac{X}{N_{T} / 2} \exp \left\{\frac{-X^{2}-E}{N_{T}}\right\} I_{o}\left(\frac{\sqrt{E X}}{N_{T} / 2}\right) d X \tag{10}
\end{equation*}
$$

is the conditional probability density function of the sampled linearly detected matched-filter output $X$ when $E$ is the input signal energy, and $N_{T}$ is the total (clutter plus thermal noise) power density; ${ }^{0,10}$ $N_{T}=2 \sigma_{0}{ }^{2}$. Introducing the change of variable $Z=X / \sqrt{N_{T} / 2}$ in Equation (9), and defining $\alpha=\sqrt{2 E / N_{T}}$, Equation (9) becomes

$$
\begin{equation*}
P_{D}=\int_{\beta=0}^{\infty} Q(\alpha, \beta) f(\beta ; K, N) d \beta, \tag{11}
\end{equation*}
$$

where $Q(\alpha, \beta)$ is the well-known $Q$ function ${ }^{9.11}$ and is defined as

$$
\begin{equation*}
Q(\alpha, \beta)=\int_{:}^{\infty} Z \exp \left\{\frac{-Z^{2}-\alpha^{2}}{2}\right\} I_{o}(\alpha Z) d Z \tag{12}
\end{equation*}
$$

[^29]and $\beta$ is the normalized threshold, $\beta=D_{0} / \sqrt{N_{T} / 2}$. The probability density function of $\beta$ is
\[

$$
\begin{equation*}
f(\beta ; K, N) d \beta=\frac{2}{(N-1)!\left(K \sqrt{\frac{2}{N}}\right)^{2 x}} \beta^{2 \cdot x-1} \exp \left\{-\left(\frac{\beta}{K \sqrt{\frac{2}{N}}}\right)^{2}\right\} d \beta \tag{13}
\end{equation*}
$$

\]

The solution of Equation (11) is shown in Appendix I to be

$$
\begin{equation*}
P_{l}=1-\frac{\gamma^{2}}{\gamma^{2}+1} \sum_{m=0}^{x-1} \frac{\exp \left\{-\alpha^{2} y^{\prime}\left(\gamma^{2}+2\right)\right\}}{m!}\left(\frac{2}{\gamma^{2}+2}\right)^{n} L_{m}(\xi) \tag{14}
\end{equation*}
$$

where $\gamma=K \sqrt{2 / N}$ and $\xi=\alpha^{2} \gamma^{2} /\left[2\left(\gamma^{2}+2\right)\right]$ and $\left\{L_{m}(\xi)\right\}$ are Laguerre polynominals with the properties:

$$
\begin{equation*}
L_{n}(\xi)=1, L_{1}(\xi)=1+\xi, L_{m+1}(\xi)=(\xi+2 m+1) L_{m}(\xi)-m^{2} L_{m-1}(\xi) \tag{15}
\end{equation*}
$$

For the Swerling case \#3 target, the expression for the detection probability is

$$
\begin{equation*}
P_{D}=\int_{\beta=0}^{\infty} \int_{\alpha=0}^{\infty} Q(\alpha, \beta) f(\beta ; K, N) d \beta f(\alpha ; X) d \alpha, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\alpha ; X) d \alpha=\frac{2 \alpha^{3}}{\bar{X}^{2}} \exp \left\{-\frac{\alpha^{2}}{\bar{X}}\right\} d \alpha \tag{17}
\end{equation*}
$$

Performing the integration first with respect to $\alpha$,

$$
\begin{equation*}
\left.P_{D}=\int_{\beta=0}^{\infty}\left[1+\frac{\beta^{2} \bar{X}}{(\bar{X}+2)^{2}}\right] \exp \right)\left\{-\frac{\beta^{2}}{\bar{X}+2}\right\} f(\beta ; K, N) d \beta \tag{18}
\end{equation*}
$$

The expression

$$
\begin{equation*}
P_{D}^{\prime}=\left[1+\frac{\beta^{2} \bar{X}}{(\bar{X}+2)^{2}}\right] \exp \left\{-\frac{\beta^{2}}{\bar{X}+2}\right\} \tag{19}
\end{equation*}
$$

in the integrand of Equation (18) represents the probability of detection of a Swerling Case \#3 target when the average signal-energy-to-noise-power density is $\bar{X}$ and the threshold is $\beta$. Since $\beta$ in our threshold control procedure is a random variable, however, we must perform the threshold integration in Equation (18).
In Appendix III, it is shown that Equation (18) reduces to

$$
\begin{equation*}
P_{D}=\left(\frac{\bar{X}+2}{\bar{X}+2+2 \frac{K^{2}}{N}}\right)^{v}\left[1+\left[\frac{2 K^{2} \bar{X}}{(\bar{X}+2)\left(\bar{X}+2+\frac{2 K}{N}\right)}\right]\right] . \tag{20}
\end{equation*}
$$

It is interesting to note that as $N \rightarrow \infty$, Equation (21) becomes

$$
P_{n}=\left[1+-\frac{2 K_{1}^{\prime \prime} \cdot \bar{X}}{(\bar{X}+2)^{\prime \prime}}\right] \exp \left\{\begin{array}{l}
-2 K^{\prime 2}  \tag{21}\\
\bar{X}+2
\end{array}\right\} .
$$

If we replace $2 K^{2}$ by $\beta^{2}$ in Equation (21), we obtain the same result as Equation (19) which is, in effect, the expression for the detection probability when the noise power density is known and the threshold can be fixed. This asymptotic relationship is in agreement with both intuition and the computed results. In effect, this relationship points out that when the number of resolution cell outputs, $N$, employed in the estimate of the noise power density becomes large enough, the variance of the estinate becomes negligibly small and the detection situation reverts to that of the ideal case where the noise-power density is known.

The detection probability for the Swerling Case \#1 target is developed in the same manner by performing the integrations of Equation (16), but where now the density function of $\alpha$ is $f(\alpha) d \alpha=(\alpha / \bar{X})$ $\exp \left(-\alpha^{2} / 2 \bar{X}\right) d \alpha$. The result is

$$
\begin{equation*}
P_{n}=\left[\frac{1}{1+K^{2} /[N(1+\bar{X})]}\right]^{v} \tag{22}
\end{equation*}
$$

Here again it is noted that in the limit as $N \rightarrow \infty$, the detection probability reverts to the form of the probability of detecting a Case \#1 target with a fixed threshold and a known noise power density of $P_{p}$, $=\exp \left(-\beta^{\prime \prime} / 2(1+\bar{X})\right.$, where $\beta^{2}=2 K^{2}$.

## VII-Detection Probability for the Swerling Cases \#2 and \#4 Target Types with Automatic Threshold Control

We will now develop the analytical expressions of the detection probability for the cases where $J$ transmissions are employed, and the target cross section of the fluctuating target model is statistically independent from one transmission to another (the Swerling Cases \#2 and \#4 target types for example ${ }^{12}$ ). The sum of the $J$ square-law-detector outriuts of the zeroth cell

$$
Z_{o}=\sum_{k=1}^{J} Y_{n t}
$$

is compared with a threshold $T_{o}$ made proportional to the estimate of the output variance. This estimate is based on the $J$ outputs of each of the $N$ resolution cells involved in the estimate and covered by the clutter cloud. The relationship of the threshold $\tau_{0}$ and $D_{o}$ of Section II is $\tau_{o}=D_{o} / 2 . \quad \tau_{o}=k_{,} E\left\{\left|M F\left\{\tau_{0}, f_{o}\right\}\right|^{2}\right\}$, where $k_{J}=K_{J}{ }^{2} / 2$ ( $K$ is defined by Equation (16)) and

$$
\begin{equation*}
\left.\hat{E^{\prime}}\left\{\mid M F\left(\tau_{n}, f_{o}\right)^{2}\right\}\right\}=\frac{2}{J N} \sum_{i=1}^{N} \sum_{k=1}^{J} \frac{Y_{i k}}{W_{i}} . \tag{2}
\end{equation*}
$$

The random variable $Y_{i z}$ is the sample of square-law-detected output of the $i$ th resolution cell after the $k$ th transmission. The detection probability for this case may be expressed

$$
\begin{equation*}
P_{D}=\int_{r_{0}=0}^{\infty} P\left\{Z_{o}>T_{o} ; \bar{X}, J\right\} f\left(T_{a}, J, N\right) d T_{o} . \tag{24}
\end{equation*}
$$

[^30]Introducing the changes of variable

$$
\dot{\xi}_{i k}=\frac{Y_{i k}}{\sigma_{0}^{2}}, \quad z=\frac{Z_{0}}{\sigma_{o}^{2}}, \text { and } \beta^{\prime}=\frac{T_{o}}{\sigma_{0}^{2}}
$$

the detection probability is

$$
\begin{equation*}
\mathrm{P}_{D}=\int_{\beta^{\prime}=0}^{\infty} P\left\{z>\beta^{\prime} ; \bar{X}, J\right\} f\left(\beta^{\prime}, J, N\right) d \beta^{\prime} \tag{25}
\end{equation*}
$$

The probability density function of the threshold

$$
\beta^{\prime}=\frac{k_{J}}{J N} \sum_{i=1}^{N} \sum_{k=1}^{J} \frac{\xi_{i k}}{W_{i}}
$$

is shown to be

$$
\begin{equation*}
f\left(\beta^{\prime}, J, N\right) d \beta^{\prime}=\frac{\left(\frac{\beta^{\prime}}{C}\right)^{\prime N-1}}{(J N-1)!} \exp \left\{\frac{\beta^{\prime}}{C}\right\} \frac{d \beta^{\prime}}{C} \tag{26}
\end{equation*}
$$

where $C=k_{J} / J N$.
The conditional probability of detection based on the hypothesis that the threshold value is $\beta^{\prime}$ and the received average signal-energy-to-noise-power density is $\bar{X}$ has been derived elsewhere ${ }^{1}$ for the Swerling Case \#2 and \#4 target models in the following forms.

For the Swerling Case \#2 target model where the received signal to noise ratio ( $X$ ) is distributed as

$$
\begin{align*}
& f(X ; \bar{X}) d X=\frac{1}{\bar{X}} \exp \left\{\frac{-X}{\widetilde{X}}\right\} d X  \tag{27}\\
& P\left\{z>\beta^{\prime} ; \bar{X}, J\right\}=e^{-\alpha \beta^{\prime}} \sum_{k=0}^{J-1} \frac{\left(\alpha \beta^{\prime}\right)^{k}}{K!} \tag{28}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha=\frac{1}{1+\bar{X}} \tag{29}
\end{equation*}
$$

For the Swerling Case \#4 target model, where the received signal-energy-to-total-noise-jower density ( $N$ ) is distributed as

$$
\begin{gather*}
f(X, \bar{X}) d X=\frac{4 X}{\bar{X}^{\prime 2}} \exp \left\{\frac{-2 X}{\bar{X}}\right\} d X,  \tag{30}\\
\left.P_{\{ } z>\beta^{\prime} ; \bar{X}, J\right\}=e^{-\alpha^{\prime} \beta^{\prime}} \sum_{n=1}^{\prime} \frac{1}{J^{\prime}\left(\frac{1-\alpha^{\prime}}{\alpha^{\prime}}\right)^{n}!(J-n)!} \sum_{n=11}^{1+\cdots 1} \frac{\left(\alpha^{\prime} \beta^{\prime}\right)^{k}}{K!} \tag{31}
\end{gather*}
$$

where $\alpha^{\prime}=1 .\lfloor 1+(\bar{X} / 2)\rfloor$.

The analytical expressions for the Swerling Case \#2 and \#4 detection probabilities are then developed by performing the integration in Equation (25) employing Equations (26). (28), and (31). For the Swerling Case \#2 target,

$$
\begin{equation*}
P D=\sum_{K=11}^{, 1-1} \frac{\left(\frac{\kappa \tau \tau_{J}}{M}\right)^{k}(M+k-1)!}{\left(\frac{1+c \tau_{,}}{M}\right)^{M+K} K!(M-1)!} . \tag{33}
\end{equation*}
$$

For the Swerling Case \#4 target,
$P_{l}=\alpha^{J} \sum_{n--1)}^{J} \frac{J!\left(\frac{1-\alpha^{\prime}}{\alpha^{\prime}}\right)^{n}}{n!(J-n)!} \sum_{k=1+n+1}^{\left(\frac{\alpha^{\prime} \tau_{J}}{M}\right)^{K}(M+K-1)!}\left(\frac{1+\alpha^{\prime} \tau_{J}}{M}\right)^{1 / 1 / k} K!(M-1)!$.
For both cases, $\tau_{J}=2 k_{J}$ and $M=N J$, and $\alpha$ and $\alpha^{\prime}$ are as previously defined for the Case \#2 target and for the Case \#4 target, respectively.

## VIII--False-Alarm Probability with Automatic Threshold Control

The single-cell false-alarm probability for the case where a single transmission is employed and the linearly detected matched-filter out-
put is used as the decision statistic is obtained from Equation (12) by setting $\alpha=0$ :

$$
\begin{equation*}
P_{F A}=\int_{\beta=0}^{\infty} \int_{\%=\beta}^{\infty} Z \exp \left\{\frac{-Z^{2}}{2}\right\} d Z f(\beta ; K, N) d \beta \tag{35}
\end{equation*}
$$

Performing the indicated integrations yields (see Appendix III)

$$
\begin{equation*}
P_{F A}=\left[\frac{1}{1+\frac{K^{2}}{N}}\right]^{x} \tag{36}
\end{equation*}
$$

where it is seen that the false-alarm probability is independent of the noise power density. It is interesting to note that in the limit as $N \rightarrow \infty$,

$$
\begin{equation*}
P_{F^{\prime} 4}=\exp \left\{-K^{2}\right\}, \tag{37}
\end{equation*}
$$

and if we replace $K^{2}$ by $\beta^{2} / 2$, Equation (37) is recognized as the expression for the false-alarm probability with a fixed threshold and known noise power density.

The false-alarm probability of a single resolution cell for the case where the sum of $J$ square-law-detector outputs of the resolution cell are used as the decision statistic may be obtained from Equation (33) by setting $\bar{X}=0$ :

$$
\begin{equation*}
P_{F A}=\sum_{K=0}^{J-1} \frac{\left(\frac{\tau_{J}}{M}\right)^{\kappa}(M+K-1)!}{\left(1+\frac{\tau_{J}}{M}\right)^{M+K} K!(M-1)!} \tag{38}
\end{equation*}
$$

where $\tau_{J}=2 k_{J}$, and $M=N J$. The expression of the false-alarm probability in Equation (35) is also noted to be independent of the clutter statistics.

The total false-alarm probability at the beam position under test may be symbolically represented as:

$$
\begin{equation*}
P_{F O}=P\left\{\bigcup_{i=1}^{v_{r}}\left(z_{i}>K \sqrt{\left.E_{\{ }\left|M F\left(\tau_{i}, f_{i}\right)\right| "\right\}}\right)\right\} \tag{39}
\end{equation*}
$$

where $N_{F}$ is the number of resolution cells under test. This falsealarm probability is not obtained in the usual manner by the expression

$$
\begin{equation*}
P_{F O^{\prime}}=1-\left(1-P_{1 \% 1}\right)^{N_{F}} \tag{40}
\end{equation*}
$$

because the single-cell false-alarm probabilities for this thresholdcontrol case are not independent of one another, i.e., some common outputs are employed in the output variance estimates. However, the above expression can be shown to be a good approximation to the total false-alarm probability, and for the case where $P_{F, A} \ll 1$, a practical approximation is

$$
\begin{equation*}
P_{F^{\prime} 0}=N_{F} P_{F A} \tag{41}
\end{equation*}
$$

## IX-Related Threshold-Control Procedure

The normalized periodogram detector ${ }^{13,14}$ is an alternative thresholdcontrol procedure for regulating the false-alarm probability in a clutter environment. In this CFAR system, a number of transmissions are used to detect a target in clutter, and the time interval between transmissions is such that statistically independent samples of the back scattering from the clutter region are obtained in a single resolution cell.

At the resolution cell undergoing test, the coherent sum of the $N$ transmissions is envelope detected and is compared with a threshold made proportional to the sum of the square-law-detected outputs at theit cell. The test is shown by Kelly, Reed, and Root ${ }^{13}$ to be an implementation of the generalized likelihood ratio as the decision statistic for performing the alternate hypothesis test when the noise power density is an unknown but constant quantity for the duration of the $N$ pulses, and statistically independent noise samples are obtained for each of the $N$ transmissions. Probability distributions for this test are developed by Wishner. ${ }^{\text {.4 }}$

The normalized periodogram detector is somewhat restricted in its application in a clutter environment since it requires that the clutter return from each of the $N$ transmissions in a common resolution cell be statistically independent and statistically stationary over the interval of the $N$ transmissions. The adaptive detection mode in this paper requires only a single transmission.

[^31]A basic philosophical difference between these two threshold-control approaches is that the adaptive detection procedure described here involves more of a pattern-recognition function, in that use is made of the a priori information relating to the spatial distribution of the extended-clutter target phenomena. The estimate is based on the samples of the surrounding resolution cells that are also covered by


Fig. 17-Threshold control cells for particular clutter distributions.
the clutter cloud. The normalized periodogram detector, on the other hand, estimates the clutter-power density by taking successive samples in time of the clutter return in a common spatial resolution cell, the cell under test. Figure 17 is a schematic diagram of the relationship of these procedures.

## X-Mismatcil Analysis for Adaptive Detection

The two basic mismatch cases considered are (1) the case where the shape of the encountered target scattering function $\rho(\tau, f)$ differs from that governing the threshold-control procedure and (2) the case where the first-order probability density function of the back seattering from clutter differs from that employed in the develorment of the maximum-likelihood estimate of the output variance. In both cases, we
want to know the effect of these conditions on the performance of the adaptive detection procedure.

## Mismatch of the Shape of the Target-Scattering Function $\rho(\tau, f)$ didelf

The general expressions for the probability of detection of a Swerling Case \#3 target and the single-cell false-alarm probability for the case where the target scattering function employed differs from the encountered target-scattering function are developed in Appendix VI. These error lrobability expressions are presented below and are noted to be a function of the set $\left\{\alpha_{i}\right\}$ where $\alpha_{i}$ is the ratio of the assumed variance of the output of the $i$ th cell to the actually encountered variance (i.e., $\alpha_{i}=\sigma_{i}{ }^{\prime} / / \alpha_{i}{ }^{2}$, where the sub-bar indicates the 'true' value.)

The Swerling Case \#.3 detection mrobability for this shape-mismatch case is

$$
\begin{equation*}
P_{1}=\frac{N}{K^{2}} \sum_{N-11}^{N} \frac{\eta_{I I}}{\gamma_{H}}\left[1+\frac{\bar{X}}{(X+2)^{2} \gamma_{\mu}}\right] \tag{42}
\end{equation*}
$$

where

$$
\begin{gather*}
\gamma_{, I}=\left[\frac{2}{\bar{X}+2}+\frac{\alpha_{J} N}{K^{\prime \prime}}\right] . \text { and }  \tag{43}\\
\eta_{. J}=\frac{\prod_{i=1}^{N_{i}} \alpha_{i}}{\prod_{i \neq . J}\left(\alpha_{i}-\alpha_{\cdot I}\right)} . \tag{44}
\end{gather*}
$$

The false-alarm probability in a single resolution cell is

$$
\begin{equation*}
P_{F, 1}=\frac{N}{K^{2}} \sum_{, I}^{N}-\frac{\eta_{, I}}{\left(1+N \frac{\alpha_{, I}}{K^{2}}\right)} \tag{45}
\end{equation*}
$$

A reasonable approach for determining the sensitivity of the adaptive detection is to assume a particular variation of the clutter return with range, $R$, (e.g., $R^{-3}$ for ground clutter and $R^{---}$for precipitation and chaff). to adjust threshold-control weights in accordance with the
range variation affect assumed, and then to determine the performance when no clutter appears. A reversal of this mismatch situation could also be investigated. The weights could be made equal in accordance with an assumption of a uniform noise distribution in range, and then clutter distributed with an $R^{-2}$ or $R^{-3}$ relationship is encountered. For the case where clutter of an $R^{-P}$ relationship is assumed but where a uniform distribution in range is actually encountered, the ratio of the assumed variance of total noise to the actual variance at the $i$ th cell may be expressed as

$$
\begin{equation*}
\alpha_{i}=\left(\frac{R_{n}}{R_{n}+i \Delta}\right)^{p}=\left(\frac{1}{1+i \frac{\Delta}{R_{0}}}\right)^{P}, \tag{46}
\end{equation*}
$$

where $\Delta$ is the range resolution (for a $10-\mathrm{MHz}$ bandwidth signal, $\Delta=15$ meters), $R_{n}$ is the range of the resolution cell under test (for a groundclutter performance investigation, $R_{0}$ could be say 30 km ) and $i$ is the range-cell index.

The ratio $\Delta / R_{v}=5 \times 10^{-4}$ for these selected values; for the practical case where the total number of cells involved in the threshold control procedure is $N=40$ (so that the index $i$ extends from $\pm 1$ to $\pm 20$ ), it is clear that the set $\left\{\alpha_{i}\right\}$ of mismatch factors do not deviate significantly from unity. The developed expressions for $P_{D}$ and $P_{F A}$ also become less meaningful, since both are dependent on the products of very small numbers, i.e., $\operatorname{II}_{i \neq j}\left(\alpha_{i}-\alpha_{j}\right)$ (see Equation (44).)

One argues then, that for a typical high-resolution radar in which a $10-\mathrm{MHz}$ bandwidth signal is employed for operation in a clutter environment, a uniform weighting of the resolution-cell output surrounding the cell under test can be employed without significant degradation in the performance of the adaptive detection procedure. Another conclusion is that the type of shape mismatch analysis that would be meaningful involves consideration of edge affects. Edge effects occur when some of the resolution cells employed in the threshold-control procedure are in the clutter cloud while others are not and therefore 'see' only the receiver thermal noise.

## Edge Effect Analysis

To analyze edge effects, we will consider the most severe condition, where the total noise power density as a function of range may be represented as a step function (see Figures 13, 14 and 15). The gen-
eral expressions for the detection and false-alarm probabilities of the adaptive-detection procedure when such discontinuities in the clutter distribution in range are encountered are developed in Appendix VI, where detection of a Swerling Case \#3 target is considered. The detection probability is

$$
P_{D}=\left[\frac{\gamma}{\alpha+\gamma}\right]^{M} \frac{\left[1+\beta\left(\frac{M}{\alpha+\gamma}+\frac{N-M}{1+\alpha}\right)\right]}{(1+\alpha)^{N \cdots M}}
$$

where

$$
\begin{equation*}
\beta=\frac{\frac{2 K^{2}}{N} \bar{X}}{(\bar{X}+2)^{2}} \quad \text { and } \alpha=\frac{2 K^{2}}{N(\bar{X}+2)} . \tag{47}
\end{equation*}
$$

The false-alarm probability in a single resolution cell is

$$
\begin{equation*}
P_{F A 1}=\frac{\left[\frac{\gamma}{K^{2}}+\gamma\right]^{u}}{\left(1+\frac{K^{2}}{N}\right)^{N-3 I}} \tag{48}
\end{equation*}
$$

where $\gamma$ is the ratio of the total noise power density at the cell under test to that at the edge and the discontinuity in noise-power density occurs after the $M$ th resolution cell from one end. The sketch in Figure 13 should aid in a visualization of these parameters.

The affect of the edge discontinuity has been computed using Equations (47) and (48), and typical families of performance data are given in Figures 13, 14, and 15. The effects on the false-alarm probability regulation properties of the adaptive-detection procedure are given in Figures 13 and 14. In Figure 13, the cell under test is immersed in the clutter return, but a group of the resolution cells at the edge are not. As expected, for the severe discontinuities introduced, the false-alarm probability is no longer a constant but increases with increases in the noise-power-density discontinuity. However, even for the worst case
examined, the case where approximately one-half of the cells are in the clutter cloud and the other half are not, a 3 - dB change in the noisepower density causes an increase in the false-alarm probability by a factor of less than 40, as compred to a $10^{-4}$ increase for the case of a fixed-threshold system. Figure 14 represents the reverse edge-effect condition. Here the cell under test is in the clear region, but a group of cells at the edge are immersed in the clutter cloud. A masking effect results. The threshold is raised unecessarily due to the contributions of the cells in the cloud; consequently, the false-alarm probability is reduced. The masking effect is noted in Figure 15. where the mrobability of detection is plotted as a function of the ratio of the noisepower densities at the discontinuity, and where the signal energy to total noise-power density at the target cell is a fixed parameter. The detection probability is noted to fall for the case where the target cell is in the clear but one group of edge cells are in the clutter cloud.

## Sensitivity of Ahtomatic-Threshold-Control Procedure to Changes in the First-Order Probubility Distribution of Clutler Returns

A Rayleigh distribution has been assumed as a deseription of the first-order statistics of the clutter return in the threshold-control procedure (see Appendix IV). We now consider the case where a coherent component exists in, say, the ground clutter, and the probability density function is Rice distributed.

The false-alarm probability as a function of the ratio of coherent to incoherent back-scattering energy components of ground clutter is shown in Figure 16. In this sample computation, the threshold is originally set for a false-alarm probability of $10^{-s}$ when only incoherent scatterers exist. If a coherent component of the same average value for all the threshold control cells is introduced, a masking effect results, the threshold is raised, and the false-alarm probability is reduced.

A sample computation of the reverse situation follows. That is to say, the case where the threshold is initially set for $10^{-\infty}$ based on the assumption that an average coherent component of clutter energy exists in all the threshold control resolution cells and where the ratio of coherent to incoherent component is, say, two. We then compute the value of the false-alarm probability for the case where the coherent component is not present and the distribution is Rayleigh. The falsealarm probability for this case rises to a value of $3.3 \times 10^{-5}$. It is clear that the false-alarm probability is sensitive to changes in the ratio of coherent to incoherent component of ground-clutter return. The false-alarm probability computations for these cases are based on the following argument.

We assume that the clutter return at the output of the $i$ th resolution cell $Z_{i}$ is a random variable with the Rayleigh distribution

$$
f\left(Z_{i}\right) d Z_{i}=\frac{Z_{i}}{\sigma^{2}} \exp \left\{\frac{-Z_{i}{ }^{2}}{2 \sigma_{i}{ }^{2}}\right\} d Z_{i} .
$$

With the addition of a coherent component, the output $Z_{i}$ for this analusis is assumed to be Rice distributed. ${ }^{15,16}$

$$
\begin{equation*}
f\left(Z_{i}\right) d Z_{i}=\frac{Z_{i}}{\sigma^{2}} \exp \left\{\frac{-Z_{i}^{2}-S^{2}}{2 \sigma^{2}}\right\} I_{o}\left(\frac{S Z_{i}}{\sigma^{2}}\right) d Z_{i} \tag{49}
\end{equation*}
$$

$\sigma^{2}$ is equal to the variance of each quadrature component and $S$ is the coherent-component return. Introducing $Y_{i}=Z_{i}{ }^{2} /\left(2 \sigma^{2}\right)$,

$$
\begin{equation*}
f\left(Y_{i}\right) d Y_{i}=\exp \left\{-Y_{i}-X\right\} I_{\nu}\left(2 \sqrt{X Y_{i}}\right) d Y_{i} \tag{50}
\end{equation*}
$$

where $X=S^{2} /\left(2 \sigma^{2}\right)$ (the ratio of the energy in the coherent component to that in the incoherent component.)
The threshold

$$
\begin{equation*}
\beta_{o}=C \sum_{i=1}^{N} Y_{i}, \tag{51}
\end{equation*}
$$

where we assume a uniform target-scattering function so that the weights $\left\{W_{i}\right\}$ are unity. It is also assumed that the outputs ( $\left.Y_{i}\right\}$ are statistically independent and identically distributed in accordance with Equation (50).

The probability of false alarm in the cell under test is

$$
\begin{equation*}
P_{F, \mathrm{~L}}=\int_{\beta_{0}=0}^{\infty} \int_{\beta_{0}=Y_{0}}^{\infty} \exp \left\{-Y_{0}-X\right\} I_{0}\left(2 \sqrt{X Y_{0}}\right) d Y_{0} f\left(\beta_{0}\right) d \beta_{v} \tag{52}
\end{equation*}
$$

where $Y_{n}$ is the output of the cell under test, and the distribution of $\beta_{n}$ is roted from Equation (51) to involve the convolution of the random

[^32]variables $\left\{Y_{i}\right\}$. This portion of the problem is the determination of the distribution of the sum of the square-law-detected outputs for a sine wave in noise and, from Marcum, ${ }^{\text {11 }}$ the distribution is
\[

$$
\begin{equation*}
f\left(\beta_{o}\right) d \beta_{o}=\left(\frac{\beta_{o}}{C N X}\right)^{N-1} \exp \left\{-\frac{\beta_{o}}{C}-N \alpha\right\} I_{N-1}\left(2 \sqrt{\frac{N X \beta_{o}}{C}}\right) \frac{d \beta_{o}}{C} \tag{53}
\end{equation*}
$$

\]

An approximate solution to $P_{p, 1}$ (Equation (52)) has been implemented on a computer and is the basis for the presented data (Figure 16). For the case where $X=0$ (no coherent component), the falsealarm probability reverts to that of Equation (36) where

$$
P_{F \Lambda}=\left[\frac{1}{1+\frac{K^{2}}{N}}\right]^{N}, \quad \text { and } \frac{K^{2}}{N}=C .
$$

The sensitivity of the automatic-threshold-control procedure to the factor $\alpha^{2} / 2$, the ratio of coherent to incoherent return energy of the ground clutter, suggests the procedure of making the threshold proportional to a maximum-likelihood estimate of $\alpha$. (It will be recalled that the developed procedure involves assuming a Rayleigh distribution of return, that is to say, the case where $\alpha=0$.) We briefly explore the structure of such a procedure for the case where the value of $\alpha$ is the same for each resolution cell in the clutter region. The likelihood function is expressed as

$$
\begin{equation*}
L\left(Z_{1}, Z_{2}, Z_{3} \ldots Z_{n}\right)=\prod_{i=1}^{N} Z_{1} \exp \left\{-\frac{Z_{i}^{2}+\alpha^{2}}{2}\right\} I_{o}\left(\alpha Z_{i}\right) d Z_{i} \tag{54}
\end{equation*}
$$

Setting $\partial \ln L / \partial \alpha=0$,

$$
\begin{equation*}
0=-\hat{a}+\sum_{i=1}^{N}\left[\frac{I_{-1}\left(\hat{a} Z_{i}\right)+\left(\hat{a} Z_{i}\right)}{2 I_{o}\left(\hat{a} Z_{i}\right)}\right] Z_{i}, \tag{55}
\end{equation*}
$$

which is an explicit relationship for the estimate $\boldsymbol{\lambda}_{1}$. For the practical case where $\alpha Z_{i}>1$, however, we can use the approximate relationship

$$
\begin{equation*}
\hat{a} \approx \sum_{i=1}^{N} Z_{i} . \tag{56}
\end{equation*}
$$

This is a basically different result and suggests that the threshold be made proportional to the sum of linearly detected outputs of the surrounding resolution cells rather than the square-law-detected outputs. A further analysis of procedures of this type is required in order to accommodate the detection situation where coherent as well as incoherent clutter returns are present.


Fig. 18-Detection probability with automatic threshold control for a target pair model.

## XI-Performance with Target Pair Model

An investigation of the performance of this procedure is now made for the case where instead of a single point target, the problem involves the detection of at least one of a pair of point targets not in the same resolution cell, but where both targets are embraced by the contiguously spaced resolution cells employed in the threshold-control function. It is intuitively clear that a masking effect results from this situation, for when the resolution cell containing one of the target pair is under test, the other target lodged in one of the threshold control cells provides a disproportionately high contribution to the threshold value. It is necessary, however, to quantitatively evaluate the loss of detectability due to this effect.

A set of computed results based on this analysis appear in Figure 18 for the case where both targets in the pair are fluctuating targets of the Swerling Case \#3 first-order-amplitude distribution. The worstcase relationship occurs when the average target cross section is the same for the pair of targets. Since the detection mission involves alarming the system to the presence of at least one target at the beam position under test, detection would be made easier if the average cross section of one of the pair of targets predominated.

The family of computed curves in Figure 18 presents the detection probability as a function of the ratio of the average signal energy to noise-power density of each target of the pair. The number of resolution cells employed in the threshold control is an independent parameter, and the detection efficiency is an increasing function of this number. The intuitive explanation for this relationship is that as the number of resolution cell outputs contributing to the threshold value increases, the contribution of any single cell output to the final threshold value is reduced. It follows that the threshold control cell housing one of the target pair will make less of a masking effect contribution to the threshold setting. The masking effect may be introduced as a loss in detectability. As shown in Figure 18, with a detection probability of 0.5 , a single-cell false-alarm probability of $10^{-8}$, and 100 threshold control cells, the loss in detectability due to the target pair is approximately 1 dB .

## XII-Detection Probability Formulation

The final case considered here is that of a point target embedded in an extended-clutter target cloud and where a second point target appears in one of the threshold control cells. The clutter target-scattering function will be assumed to be uniform over the breadth of the parameter space occupied by the threshold-control cells. The targetpresent hypothesis is accepted if the sampled square-law-detected output $Y_{0}$ is greater than the threshold value $T_{0}$. The average signalenergy to clutter-noise-power density will be designated $\bar{X}_{0}$ for the target lodged in the cell under test and $\bar{X}_{1}$ for the target appearing in one of the threshold control cells. The probability of detection,

$$
\begin{equation*}
P_{D}=P\left\{E:\left(X_{o}>T_{o}\right) ; \bar{X}_{o}, \bar{X}_{1}\right\}, \tag{57}
\end{equation*}
$$

is developed by initially considering the threshold value $T_{o}$, which is a random variable expressed for this case as

$$
\begin{equation*}
T_{o}=\frac{K^{2}}{N}\left[\sum_{i=1}^{N-1} Y_{i}+\theta_{N}\right] \tag{58}
\end{equation*}
$$

The veights $\left\{W_{i}\right\}$ in Equation (1) are each equal to unity for the case at hand (a uniform distribution is assumed). The $Y_{i}$ are the square-law-detected clutter return outputs of the $N-1$ threshold control cells not containing the point target, and the random variable $\theta_{N}$ represents the output of the threshold-control cell containing the second point target as well as the clutter return.

Performing a change of variable of both the outputs and the threshold with respect to the clutter power density, $\sigma_{a}{ }^{2}: \eta_{i}=Y_{i} / \sigma_{a}{ }^{2}, \zeta_{s}=\theta_{s} / \sigma_{o}{ }^{2}$ and $\beta^{\prime}=T_{o} / \sigma_{0}{ }^{2}$, the normalized threshold $\beta^{\prime}$ may be expressed as

$$
\begin{equation*}
\beta^{\prime}=\frac{K^{2}}{N}\left[\sum_{i=1}^{\mathrm{N}-1} \eta_{i}+\zeta_{N}\right] \tag{59}
\end{equation*}
$$

The probability-density function of the normalized square-law-detected outputs $\left\{\zeta_{i}\right\}$ not including the target cell are exponentially distributed,

$$
\begin{equation*}
f\left(\eta_{i}\right) d \eta_{i}=\exp \left\{-\eta_{i}\right\} d l_{\eta_{i}} \tag{60}
\end{equation*}
$$

for $i=1,2, \ldots N-1$. The probability-density function of the thresh-old-control cell containing the second target may be expressed

$$
\begin{equation*}
f\left(\zeta_{x}, \vec{X}_{1}\right) d \zeta_{x}=\int_{x=0}^{\infty} \exp \left\{-\zeta_{x}-X\right\} I_{o}\left(2 \sqrt{X \zeta_{N}}\right) f\left(X, \bar{X}_{1}\right) d X d \zeta_{N} \tag{61}
\end{equation*}
$$

The expression

$$
\begin{equation*}
\exp \left\{-\zeta_{x}-X\right\} I_{o}\left(2 \sqrt{X \zeta_{n}}\right) d \zeta_{x} X \tag{62}
\end{equation*}
$$

represents the conditional probability density function of the normalized square-law-detected output $\zeta_{x}$ on the hypothesis that the input signal-energy to clutter-power density is $X$. The probability-density function of $X$ for the Swerling Case \# 3 target is

$$
\begin{equation*}
f(X ; \bar{X}) d X=\frac{4 X}{\bar{X}^{2}} e^{-2 x / \bar{x}} d X \tag{G3}
\end{equation*}
$$

Periorming the indicated integration of Equation (70),

$$
\begin{equation*}
f\left(\zeta_{N}, \bar{X}_{1}\right) d \zeta_{N}=\alpha_{1} e^{-\alpha_{2} \zeta_{N}\left[1+d_{1} \zeta_{N}\right] d \zeta_{N} .} \tag{64}
\end{equation*}
$$

where

$$
\alpha_{1}=\frac{1}{1+\frac{\vec{X}_{1}}{2}} \quad \text { and } \quad d_{1}=\frac{\vec{X}_{1}}{\vec{X}_{1}+2}
$$

The development of the probability-density funcition of the normalized threshold $\beta^{\prime}$ is now required. A change of notation for Equation (68) is first introduced so that $\beta^{\prime}$ may be expressed as $\beta^{\prime}=(Z+t) / \tau$ where

$$
\tau=\frac{N}{K^{2}}, \quad Z=\sum_{i=1}^{x-1} \eta_{i}, \quad \text { and } t=\zeta_{N}
$$

The probability density function of $Z=\sum_{i=1}^{N-1} \eta_{i}$ represents the convo-
lution of the exponentially distributed random variables $\left\{\eta_{i}\right\}$ and is shown to be

$$
\begin{equation*}
f_{1}(Z) d Z=\frac{Z^{N-2}}{(N-2)!} e^{-Z} d Z \tag{65}
\end{equation*}
$$

The density funcition of $l=Z+t$ may be expressed as the convolution

$$
\begin{equation*}
f(l) d l=\int_{0}^{Z} f_{1}(Z-t) f_{Z}(t) d t \tag{66}
\end{equation*}
$$

Introducing the change of variable $\beta^{\prime}=Z / \tau$

$$
\phi\left(\beta^{\prime}\right)=\int_{0}^{\tau \beta^{\prime}} \tau \alpha_{1}^{2} e^{-a_{1}\left(\tau \beta^{\prime}-t\right)}\left[1+d_{i}\left(\tau \beta^{\prime}-t\right)\right] \frac{t^{N-2}}{(N-2)!} e^{-t} d t(67)
$$

where

$$
d_{i}=\frac{\bar{X}_{i}}{\vec{X}_{i}+2}, \quad i=0,1
$$

The detection probability $P_{D}$ may now be expressed

$$
\begin{equation*}
\left.P_{D}=\int_{\beta^{\prime}=0}^{\infty} \alpha_{0}{ }^{\prime} e^{-\alpha_{0} \xi_{0}} \mid 1+d_{a} \zeta_{0}\right] d \zeta_{o} \tag{68}
\end{equation*}
$$

where

$$
\begin{equation*}
P\left\{E:\left(\zeta_{0}>\beta^{\prime}\right)\right\}=\int_{e^{\prime}}^{\infty} \alpha_{0}^{2} e^{-\alpha_{0} \xi_{0}}\left[1+d_{o} \zeta_{0}\right] d \xi_{o} \tag{69}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left\{E:\left(\zeta_{o}>\beta^{\prime}\right)\right\}=e^{-n_{u} \beta^{\prime}}\left[1+\varepsilon_{0} d_{o} \beta^{\prime}\right] d \beta^{\prime} \tag{70}
\end{equation*}
$$

Introducing Equations (67) and (70) into the expression for the detection probability (Equation (57)), and performing the required integrations, the following result is obtained:

$$
\begin{equation*}
P_{D}=\frac{\tau^{N} \alpha_{1}{ }^{2}}{\left(\tau \tau \tau_{1}+\varepsilon \varepsilon_{0}\right)^{2}\left(\tau+\alpha_{n}\right)^{N-1}}\left[\tau+\alpha_{v}+N \alpha_{u} d_{2}+\frac{2 \tau d_{1} \alpha_{0} d_{0}}{\tau \alpha_{1}+\alpha_{v}}\right], \tag{71}
\end{equation*}
$$

where

$$
\tau=\frac{N}{K^{2}}, \quad \alpha_{i}=\frac{2}{\bar{X}_{i}+2}, \quad d_{i}=\frac{\bar{X}_{i}}{\bar{X}_{i}+2} \quad[i=0,1]
$$

The performance results presented in Figure 18 are based on Equation (71). For the case where only one target is present, and it is in the cell under test, the expression for the detection probability of Equation (71) reduces to the form

$$
\begin{equation*}
P_{D}=\frac{\tau^{N}}{\left(\tau+\alpha_{0}\right)^{N+1}}\left[\tau+\alpha_{0}+N \alpha_{0} d_{0}\right] . \tag{72}
\end{equation*}
$$

When expressed in terms of $\vec{X}$, this expression is noted to be the same as Equation (21).

For the case where the target pair is absent ( $\bar{X}_{1}=0$ and $\bar{X}_{2}=0$ ),
the false-alarm probability $\left(P_{r, t}\right)$ is

$$
\begin{equation*}
P_{F, A}=\left[\frac{1}{1+\frac{K^{2}}{N}}\right]^{x} \tag{73}
\end{equation*}
$$

This expression for the single-cell false-alarm probability is independent of the clutter level. For a specified single-cell false-alarm probability ( $P_{F: A}$ ), the threshold-control constant is computed from

$$
\begin{equation*}
K=\left[N\left(\left(P_{F \cdot 1}\right)^{-1 / N^{\prime}}-1\right)\right]^{1 / 2} . \tag{74}
\end{equation*}
$$

Appendix I-Probability of Detection of a Nonfluctuating Target with Automatic Threshold Control

The probability of detection of $P_{D}$ is

$$
\begin{equation*}
P_{n}=\int_{0}^{\infty} f(\beta) Q(\alpha, \beta) d \beta, \tag{75}
\end{equation*}
$$

where $Q(\alpha, \beta)$ is the conditional probability of detection on the hypothesis that the threshold is $\beta$, and the input signal energy to noise power density is $\alpha^{2} / 2$ and

$$
\begin{equation*}
Q(\alpha, \beta)=1-\int_{0}^{\beta} X \exp \left\{-\frac{X^{2}+\alpha^{2}}{2}\right\} I_{o}(\alpha X) d X, \tag{76}
\end{equation*}
$$

and where $f(\beta) d \beta$ is the threshold probability density function

$$
\begin{equation*}
f(\beta) d \beta=\frac{2}{\gamma(N-1)!}\left(\frac{\beta}{\gamma}\right)^{2 N-1} \exp \left\{-\left(\frac{\beta}{\gamma}\right)^{2}\right\} d \beta \tag{77}
\end{equation*}
$$

and where $\gamma^{2}=2 K^{2} / N$.
The development begins with expressing the double integral of Equation (75) in the form

$$
\begin{align*}
& P_{D}=1-\int_{0}^{\infty} X \exp \left\{-\frac{\alpha^{2}+X^{2}}{2}\right\} I_{n}(\alpha X)\left\{\int_{X}^{\infty} f(\beta) d \beta\right\} d X \\
& \int_{\dot{x}}^{\infty} f(\beta) d \beta=\frac{1}{(N-1)!} \int_{\gamma}^{\infty}\left[\left(\frac{\beta}{\gamma}\right)^{2}\right]^{\gamma-1} \exp \left\{-\left(\frac{\beta}{\gamma}\right)^{2}\right\}^{2} d\left(\frac{\beta}{\gamma}\right)  \tag{79}\\
& \int_{x}^{\infty} f(\beta) d \beta=\frac{1}{(N-1)!} \int_{\frac{X}{\gamma}}^{\infty}\left(y^{2}\right)^{x-1} \exp \left\{-y^{2}\right\} d y^{2}  \tag{80}\\
& \int_{X}^{\infty} f(\beta) d \beta=\frac{1}{(N-1)!} \int_{\left(\frac{x}{\gamma}\right)^{2}}^{Z^{N-1} e^{-z} d Z}  \tag{81}\\
& \int_{X}^{\infty} f(\beta) d \beta=\exp \left\{-\left(\frac{X}{\gamma}\right)^{2}\right\} \sum_{0}^{x-1}\left[\frac{1}{n!}\left(\frac{X}{\gamma}\right)\right]  \tag{82}\\
& P_{i}=1-\sum_{0}^{N-1} \frac{e^{-n_{2}^{2} / 2}}{\gamma^{3_{n} n}!} \int_{0}^{\infty} X^{2_{n}+2} \exp \left\{-X^{2}\left(\frac{1}{2}+\frac{1}{\gamma^{2}}\right)\right\} I_{a}(\alpha X) d X . \tag{83}
\end{align*}
$$

Let $\tau^{2}=\frac{1}{2}+\frac{1}{\gamma^{2}}$
$P_{n}=1-\frac{1}{2 \tau^{2}} \sum_{n}^{X-1} \frac{\exp \left\{-\frac{\alpha^{2}}{2}\right\}}{n!(\tau \gamma)^{2_{n}}} \int_{0}^{\alpha}(\tau X)^{2 n_{n}} \exp \left\{-\gamma^{2} X^{2}\right\} I_{n}\left(\frac{\alpha_{\tau} X}{\tau}\right) 2 \tau^{2} X d X$.

$$
\begin{equation*}
P_{D}=1-\frac{1}{2 \tau^{2}} \sum_{o}^{x-1} \frac{\exp \left\{-\frac{\alpha^{2}}{2}\right\}}{n!(\tau \gamma)^{2 n}} \int_{0}^{\infty} t^{n}-I_{0}(2 \sqrt{\xi \xi t}) d t \tag{85}
\end{equation*}
$$

$$
\begin{gather*}
\text { where } \xi=\frac{\alpha^{2}}{4 \tau^{2}}=\frac{\alpha^{2} \gamma^{2}}{2\left(\gamma^{2}+2\right)} \\
P_{n}=1-\frac{\gamma^{2}}{\gamma^{2}+2} \sum_{0}^{N^{-1} 1} \frac{\exp \left\{-\alpha^{2} /\left(\gamma^{2}+2\right)\right\}}{n!}\left(\frac{2}{\gamma^{2}+2}\right)^{n} e^{-\xi} \int_{o}^{\infty} t^{n} e^{-t} I_{o}(2 \sqrt{\xi t}) d t \tag{86}
\end{gather*}
$$

leading to

$$
\begin{equation*}
P_{D}=1-\frac{\gamma^{2}}{\gamma^{2}+2} \sum_{0}^{N-1} \frac{\exp \left\{-\alpha^{2} /\left(\gamma^{2}+2\right)\right\}}{n!}\left(\frac{2}{\gamma^{2}+2}\right)^{n} L_{n}(\xi) \tag{87}
\end{equation*}
$$

where $L_{m}(\xi)$ are Laguerre polynominals defined by the relationships
$L_{o}(\xi)=1, \quad L_{1}(\xi)=1+\xi, L_{n_{1}+1}(\xi)=(\xi+2 m+1) L_{m}(\xi)-m^{2} L_{m-1}(\xi)$ and

$$
\begin{equation*}
\xi=\frac{\alpha^{2} \gamma^{2}}{2\left(\gamma^{2}+2\right)}, \quad \gamma^{2}=\frac{2 k^{2}}{N} . \tag{88}
\end{equation*}
$$

Appendix II-Probability of False Alarm in a Single Resolution Cell with Automatic Threshold Control
The single-cell probability of false alarm $P_{\text {F } d}$ may be expressed as

$$
\begin{equation*}
P_{F A}=\int_{0}^{\infty} f(\beta) \int_{\beta}^{\infty} X \exp \left\{-\frac{X^{2}}{2}\right\} d X d \beta \tag{89}
\end{equation*}
$$

where $f(\beta) d \beta$ is given by Equation (77).
The development begins with the performance of the integration with respect to $X$ :

$$
\begin{equation*}
P_{F A}=\int_{0}^{\infty} \operatorname{cx}_{1} ;\left\{-\frac{\beta^{2}}{2}\right\} f(\beta) d \beta \tag{90}
\end{equation*}
$$

$$
\begin{align*}
& P_{F A}=\frac{2}{(N-1)!} \int_{0}^{\infty}\left(\frac{\beta}{\gamma}\right)^{2 N-1} \exp \left\{-\left(\frac{\beta}{\gamma}\right)^{2}\right\} \exp \left\{-\frac{\beta^{2} \gamma^{2}}{2 \gamma^{2}}\right\} \frac{d \beta}{\gamma}\left\{\frac{\beta^{2}+\gamma^{2}}{2 \gamma^{2}}\right\}  \tag{91}\\
& P_{F A}=\frac{2}{(N-1)!} \int_{0}^{\infty} t^{2 N-1} \exp \left\{-t^{2}\left(1+\frac{\gamma^{2}}{2}\right)\right\} d t  \tag{92}\\
& P_{F A}=\frac{1}{(N-1)!}\left(\frac{2}{2+\gamma^{2}}\right)^{x} \int_{0}^{\infty}\left[\left[\frac{2+\gamma^{2}}{2}\right] t^{2}\right]^{x^{-1}} \\
& \exp \left\{-t^{2}\left(\frac{2+\gamma^{2}}{2}\right)\right\} 2\left(\frac{2+\gamma^{2}}{2}\right) t d t  \tag{93}\\
& P_{F, 1}=\frac{1}{(N-1)!}\left(\frac{2}{2+\gamma^{2}}\right)^{N} \int_{0}^{\infty} y^{v-1} \exp \{-y\} d y  \tag{94}\\
& P_{F: A}=\left(\frac{2}{2+\gamma^{2}}\right)^{N} .
\end{align*}
$$

In terms of the original notation,

$$
\begin{equation*}
P_{F, A}=\left[\frac{1}{1+\frac{K^{2}}{N}}\right]^{N} \tag{95}
\end{equation*}
$$

Afpendix III—Probability of Detection of a Swerling Case \#3 Target with Automatic Threshold Control

The detection probability ( $P_{D}$ ) may be expressed

$$
\begin{equation*}
P_{D}=\int_{\beta=0}^{\infty} f_{1}(\beta) \int_{\alpha=0}^{\infty} Q(\alpha, \beta) f_{2}(\alpha ; \bar{X}) d \alpha d \beta \tag{100}
\end{equation*}
$$

where $f_{1}(\beta) d \beta$ is defined by Equation (77) and for the Swerling Case \#3 target,

$$
f_{2}(\alpha ; \bar{X}) d \alpha=\frac{2 \alpha^{3}}{\overline{X^{2}}} \exp \left\{-\frac{\alpha^{2}}{\bar{X}}\right\} d \alpha .
$$

Performing the integration with respect to $\alpha$ first:

$$
\begin{equation*}
\left.P_{D}=\int_{\beta=0}^{\infty} f_{1}(\beta) \operatorname{ex}\right]\left\{-\frac{\beta^{2}}{\vec{X}+2}\right\}\left[1+\frac{\beta^{2} \vec{X}}{(\vec{X}+2)^{2}}\right] d \beta \tag{101}
\end{equation*}
$$

$$
\begin{align*}
P_{D}= & \int_{0}^{\infty} \frac{2}{(N-1)!}\left(\frac{\beta}{\gamma}\right)^{2 . Y^{2}-1} \exp \left\{-\left(\frac{\beta}{\gamma}\right)^{2}\right\} \\
& \exp \left\{-\frac{\gamma^{2}}{\bar{X}+2}\left(\frac{\beta}{\gamma}\right)^{2}\right\}\left[1+\frac{\left(\frac{\beta}{\gamma}\right)^{2} \gamma^{2} \bar{X}}{(\bar{X}+2)^{2}}\right] d\left(\frac{\beta}{\gamma}\right) . \tag{102}
\end{align*}
$$

Let $(\beta / \gamma)^{2}=X$,

$$
\begin{gather*}
P_{D}=\frac{1}{(N-1)!} \int_{0}^{\infty} X^{N-1} \exp \{-X\} \exp \left\{-\frac{\gamma^{2}}{\bar{X}+2} X\right\}\left[1+\frac{\gamma^{2} \bar{X}}{(\bar{X}+2)^{2}} X\right] d X  \tag{103}\\
P_{D}=\frac{1}{(N-1)!}\left(\frac{\bar{X}+2}{\bar{X}+2+\gamma^{2}}\right)^{N} \int_{0}^{\infty} y^{N-1} \exp \{-y\}\left[1+\frac{\gamma^{2} \bar{X}}{(\bar{X}+2)\left(\bar{X}+2+\gamma^{2}\right)}\right] d y  \tag{104}\\
P_{D}=\left(\frac{\bar{X}+2}{\bar{X}+2+\gamma^{2}}\right)^{v}\left[1+\frac{N \gamma^{2} \bar{X}}{(\bar{X}+2)\left(\bar{X}+2+\gamma^{2}\right)}\right] \tag{105}
\end{gather*}
$$

Substituting $\gamma^{2}=\frac{2 K^{2}}{N}$,

$$
P_{D}=\left[\frac{\bar{X}+2}{\bar{X}+2+\frac{2 K^{2}}{N}}\right]^{N}\left[\begin{array}{c}
2 K^{2} \bar{X} \\
(\bar{X}+2) \\
\left(\bar{X}+2+\frac{2 K^{2}}{N}\right)
\end{array}\right]
$$

It is interesting to note that as $N \rightarrow \infty$,

$$
P_{l}=\exp \left\{-\frac{2 K^{2}}{\vec{X}+2}\right\}\left[1+\frac{2 K^{2} \bar{X}}{(\bar{X}+2)^{\prime 2}}\right],
$$

which is the $P_{D}$ for the Swerling Case \#3 target with a fixed threshold and known noise power density when $\beta^{2}=2 K^{2}$.

## Appendix IV-Detection Probability for the Swerling Case \#3

Target and False-Alarm Probability Where a Target-
Scattering Function Shape Mismatch Exists
The mrobability of detecting a Swerling Case \#3 target is developed in this Appendix for the case where the backscattering clutter target scattering function assumed in designing the weights employed in the auiomatic threshold procedure differs from the clutter target-scattering function actually encountered.

This probability is

$$
\begin{equation*}
P_{D}=\frac{N}{K^{2}} \sum_{J=1}^{N} \frac{\eta_{J}}{\gamma_{J}}\left[1+\frac{\bar{X}}{(\bar{X}+2)^{{ }^{2}} \gamma_{J}}\right] \tag{107}
\end{equation*}
$$

where

$$
\begin{gather*}
\gamma_{J}=\frac{2}{\bar{X}+2}+\frac{\alpha_{J} N}{K^{2}} \\
\eta_{J}=\frac{\prod_{i=1}^{N} \alpha_{i}}{\prod_{i \neq J}\left(\alpha_{i}-\alpha_{J}\right)} \tag{108}
\end{gather*}
$$

and $N=$ total number of resolution cells surrounding the cell under test and employed in threshold control.
$\bar{X}=$ average signal energy to total noise power density at the cell under test.
$\alpha_{J}=$ the ratio at the $J^{\text {th }}$ cell of the assumed noise power density to the 'true' value of the noise power density ( $\alpha_{J}=\sigma_{J}{ }^{2} / \sigma_{J}{ }^{2}$ ). $K=$ the threshold control constant (see Equation (3)).

We first develop the probability density function for the normalized threshold $\beta$ (i.e., $f(\beta) d \beta$ ). $\beta$ is defined as

$$
\begin{equation*}
\beta=\frac{K}{\sigma_{o}} \sqrt{\frac{1}{N} \sum_{i=1}^{v} \frac{X_{i}{ }^{2}}{W_{i}}} \tag{109}
\end{equation*}
$$

where $W_{i}=\sigma_{i}{ }^{2} / \sigma_{o}{ }^{2}$, the ratio of the assumed variance at the $i$ th resolution cell to that at the target cell.

The probability density function of the output of the $i$ th resolution cell $X_{i}$ is assumed to be Rayleigh distributed:

$$
\begin{equation*}
f\left(X_{i}\right) d X_{i}=\frac{X_{i}}{{\underline{\sigma_{i}}}^{2}} \exp \left\{-\frac{X_{i}^{2}}{2 \sigma_{i}^{2}}\right\} d X_{i} . \tag{110}
\end{equation*}
$$

and where the sub-bar refers to the 'true' value $\sigma_{1}{ }^{2}$. Introducing the change of variable $Z_{i}=X_{i}{ }^{2} /\left(2 \sigma_{i}{ }^{2}\right)$, Equations (109) and (110) become, respectively,

$$
\begin{equation*}
\beta=K \sqrt{\frac{2}{N}} \sqrt{\sum_{i=1}^{N} z_{i}} \tag{111}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(Z_{i}\right) d Z_{i}=\alpha_{i} \exp \left\{-\alpha_{i} Z_{i}\right\} d Z_{i} \tag{112}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i}=\frac{\sigma_{i}^{2}}{\sigma_{i}^{2}} \tag{113}
\end{equation*}
$$

We first develop the distribution of the random variable

$$
l=\sum_{i=1}^{N} Z_{i} .
$$

Taking the Laplace transformation of $f(l)$ and making a partial fraction expansion we have

$$
\begin{equation*}
L(f(l))=\prod_{i=1}^{N} \alpha_{i} \prod_{i=1}^{N} \frac{1}{S+\alpha_{i}}=\sum_{J=1}^{N} \frac{\eta_{J}}{S+\alpha_{J}} \tag{114}
\end{equation*}
$$

where $\eta_{J}$ is defined as in Equation (108). Taking the inverse transformation,

$$
\begin{equation*}
f(l) d l=\sum_{J=1}^{N} \frac{\prod_{i=1}^{N} \alpha_{i} \exp \left\{-\alpha_{J} l\right\}}{\prod_{i \neq, J}\left(\alpha_{i}-\alpha_{J}\right)} d l \tag{115}
\end{equation*}
$$

We now wish the distribution of $T=\sqrt{l}$. Introducing this change of variable in Equation (115),

$$
\begin{equation*}
f(T) d T=2 \sum_{J=1}^{N} T \eta_{J} \exp \left\{-\alpha_{J} T^{2}\right\} d T \tag{116}
\end{equation*}
$$

Since $\beta=K \sqrt{2 / N} T$, we now introduce this relationship as a change of variable in Equation (11) and obtain

$$
\begin{equation*}
f(\beta) d \beta=\frac{N}{K^{2}} \sum_{J=1}^{N} \eta_{J} \beta \operatorname{cxp}\left\{-\frac{\alpha_{J} N \beta^{2}}{2 K^{2}}\right\} d \beta \tag{117}
\end{equation*}
$$

Using the developed probability density function of the normalized threshold (Equation (117)), we are now in a position to develop the probability of detection for the Swerling Case \#3 target as in Appendix III.

Performing the integration first with respect to $\alpha$,

$$
P_{D}=\int_{\beta=0}^{\infty} f_{1}(\beta)\left[\exp \left\{-\frac{\beta^{2}}{\stackrel{\rightharpoonup}{X}+2}\right\}\left[1+\frac{\beta^{2} \vec{X}}{(X+2)^{2}}\right]\right] d \beta
$$

leading to the final result,

$$
\begin{equation*}
P_{D}=\frac{N}{K^{2}} \sum_{J=1}^{N} \frac{\eta_{. I}}{\gamma_{J}}\left[1+\frac{\vec{X}}{(\vec{X}+2)^{2} \gamma_{J}}\right] \tag{119}
\end{equation*}
$$

where $\gamma_{J}$ and $\eta_{J}$ are defined by Equations (108)

The false alarm probability is developed from Equation (119) simply by setting $\bar{X}=0$, yielding

$$
\begin{equation*}
P_{F, 1}=\frac{N}{K^{2}} \sum_{J=1}^{N} \frac{\eta_{, I}}{\left[1+\frac{N \alpha_{\cdot}}{K^{2}}\right]} \tag{120}
\end{equation*}
$$
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Appendix V-Swerling Case \#3 Detection and False Alarm
Probability Where a Step-Function Discontinuity of
Clutter Distribution in Range (Edge Affect Analysis)
In this appendix, the probability of detecting a Case \#3 target type is developed for the case where the target-scattering function is assumed to be distributed uniformly in range but where the actual distribution can be represented as having a step function discontinuity of the type illustrated in Figure 19.

The developed expression for the detection probability and the falsealarm probability ( $P_{F d}$ ) are determined to be,

$$
\begin{equation*}
P_{n}=\left[\frac{\gamma}{\alpha+\gamma}\right]^{M} \frac{\left(1+\beta\left(\frac{M}{\alpha+\gamma}+\frac{N-M}{1+\alpha}\right)\right)}{(1+\alpha)^{x-M}} \tag{121}
\end{equation*}
$$

where

$$
\begin{aligned}
& \beta=\frac{2 K^{2} \bar{X}}{N(\bar{X}+2)^{2}} \\
& \alpha=\frac{2 K^{2}}{N(\bar{X}+2)}
\end{aligned}
$$

and

$$
\begin{equation*}
P_{F_{t} \mathrm{t}}=\frac{\left[\frac{\gamma}{K^{2}} \frac{[\gamma}{N}+\gamma\right.}{\left(1+\frac{K^{2}}{N}\right)^{N-M}} \tag{122}
\end{equation*}
$$

where $\gamma=\sigma_{l i}{ }^{2} / \sigma_{a}{ }^{2} . \quad \gamma$ is the ratio of the variance of the total noise at the edge to that at the cell under test. Performing the integration of the detection probability first with respect to $\alpha$, yields

$$
\begin{equation*}
\left.P_{D}=\int_{\beta=0}^{\infty} f_{1}(\beta)[\exp )\left\{-\frac{\beta^{2}}{\vec{X}+2}\right\}\left[1+\frac{\beta^{2}+\bar{X}}{(\bar{X}+2)^{2}}\right]\right] d \beta \tag{123}
\end{equation*}
$$

The normalized threshold $\beta$ may be expressed in general as

$$
\begin{equation*}
\beta=-\frac{K}{\sigma} \sqrt{\frac{1}{N} \sum_{i=1}^{v} \frac{X_{i}^{2}}{W_{i}^{\prime 2}}} \tag{124}
\end{equation*}
$$

and for the case at hand, a uniform distribution in range is assumed so that the weights $W_{i}$ are unity.

The linearly detected outputs of the matched filters surrounding the resolution cell under test are Rayleigh distributed:

$$
\begin{equation*}
f\left(X_{i}\right) d X_{i}=\frac{X_{i}}{\sigma_{i}{ }^{2}} \exp \left\{-\frac{X_{i}{ }^{2}}{2 \sigma_{i}{ }^{2}}\right\} d X_{i}, \tag{125}
\end{equation*}
$$

where $\sigma_{i}{ }^{2}=\sigma_{R}{ }^{2}$ for $i \leqslant M$ and $\sigma_{i}{ }^{2}=\sigma_{o}{ }^{2}$ for $i>M$. For both cases $M$ $\leqslant(N / 2)-1$. If we introduce the change of variable $Z_{i}{ }^{2}=X_{i}{ }^{2} /\left(2 \sigma_{i}{ }^{2}\right)$ in Equation (125), we have:

$$
\begin{equation*}
f\left(Z_{i}\right) d Z_{i}=\gamma_{i} e^{-\gamma_{i} Z_{i}} d Z_{i} \tag{126}
\end{equation*}
$$

where

$$
\begin{gathered}
\gamma_{i}=\frac{\sigma_{o}^{2}}{\sigma_{E}^{2}}=\gamma_{0} \text { for } i \leqslant M \\
\gamma_{i}=\frac{\sigma_{0}^{2}}{\sigma_{o}^{2}}=1 \text { for } i>M
\end{gathered}
$$

and where for both cases $M<(N / 2)-1$.
We now are ready to introduce the change of variable $\beta^{2}=$ $\left(2 K^{2} / N\right) t$ into Equation (7) where

$$
\begin{equation*}
t=\sum_{i=1}^{N} Z_{i} \tag{127}
\end{equation*}
$$

The expression for the detection probability then takes the form

$$
\begin{equation*}
P_{D}=\int_{t=0}^{\infty} f(t) \exp \left\{-\frac{2 K^{2} t}{N(\bar{X}+2)}\right\}\left[1+\frac{2 K^{2} \bar{X} t}{N(\bar{X}+2)^{2}}\right] d t \tag{128}
\end{equation*}
$$

or

$$
\begin{equation*}
P_{D}=\int_{t=0}^{\infty} f(t) \exp \{-\alpha t\}[1+\beta t] d t . \tag{129}
\end{equation*}
$$

Our problem now involves finding the form of the density function of $t=\sum_{i=1}^{N} Z_{i}$. The Laplace transform of $f(t)$ is

$$
\begin{gather*}
L(f(t))=\frac{\gamma_{0}^{M}}{\left(S+\gamma_{0}\right)^{M}(S+1)^{M-M}} \\
\text { If we define } F_{1}(S)=\frac{\gamma_{0}^{M}}{\left(S+\gamma_{0}\right)^{M}(S+1)^{x-M}} \\
F_{2}(S)=\frac{1}{(S+1)^{N-M}} \tag{132}
\end{gather*}
$$

then

$$
\begin{equation*}
f(t) d t=\int_{0}^{t} f_{1}(t-\tau) f_{2 \prime}(\tau) d \tau \tag{133}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{1}(t)=L^{-1}\left[F_{1}(S)\right]=\frac{\gamma^{3} t^{M l-1}}{(M-1)!} e^{-\gamma t} \tag{134}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}(t)=L^{-1}\left[F_{2}(S)\right]=\frac{t^{N-M-1}}{(N-M-1)!} e^{-t} \tag{135}
\end{equation*}
$$

Now substituting Equation (133) into Equation (129),

$$
\begin{equation*}
P_{D}=\int_{0}^{\infty} e^{-\alpha t}(1+\beta t) \int_{0}^{t} f_{1}(t-\tau) f_{2}(\tau) d \tau d t \tag{136}
\end{equation*}
$$

$=\int_{0}^{\infty} \int_{\tau}^{\infty} e^{-\alpha(t-\tau)} e^{-\alpha \tau}[1+\beta \tau+\tau(t-\tau)] f_{1}(t-\tau) f_{2}(\tau) d(t-\tau) d \tau$

$$
\begin{align*}
P_{D}=\int_{0}^{\infty} e^{-\alpha \tau} f_{2}(\tau) & \int_{0} e^{-\alpha t}\left(1+\beta_{\tau}+\beta t\right) f_{1}(t) d t d \tau  \tag{138}\\
& =\int_{0}^{\infty} e^{-\alpha \tau} f_{2}(\tau) R(\tau) d \tau \tag{139}
\end{align*}
$$

where

$$
\begin{gather*}
R(\tau)=\frac{\gamma^{\ I}}{(M-1)!} \int_{0}^{\infty} t^{, J-1}(1+\beta \tau+\beta t) e^{-(\alpha+\gamma)!} d t  \tag{140}\\
R(\tau)=\left(\frac{\gamma}{\alpha+\gamma}\right)^{M}\left(1+\frac{\beta M}{\pi+\gamma}+\beta \tau\right) \tag{141}
\end{gather*}
$$

$P_{D}=\left(\frac{\gamma}{\alpha+\gamma}\right)^{M} \frac{1}{(N-M-1)!} \int_{0}^{\infty} t^{N-M-1} e^{-(1+\alpha) t}\left(1+\frac{\beta M}{\alpha+\gamma}+\beta t\right) d t$

$$
\begin{equation*}
P_{D}=\left(\frac{\gamma}{\alpha+\gamma}\right)^{M} \frac{1}{(1+\alpha)^{N-M}} \int_{0}^{\infty} \frac{t^{N-M-1}\left(1+\frac{M}{\alpha+\gamma}+\frac{\beta t}{1+\alpha}\right)}{(N-M-1)!} e^{-t} d t \tag{142}
\end{equation*}
$$

and finally

$$
\begin{equation*}
P_{D}=\left[\frac{\gamma}{\alpha+\gamma}\right]^{M 1+\beta\left(\frac{M}{\alpha+\gamma}+\frac{N-M}{1+\alpha}\right)}\left(\frac{1+\alpha)^{N-M}}{\left(1+\frac{M}{}\right.}\right. \tag{144}
\end{equation*}
$$

where

$$
\beta=\frac{2 K^{2} \bar{X}}{N(\bar{X}+2)^{2}}, \quad \alpha=\frac{2 K^{2}}{N(\bar{X}+\mathrm{B})}, \quad \gamma=\frac{\sigma_{E}^{2}}{\sigma_{o}^{2}} .
$$
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