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M OS FIELD-EFFECT TRANSISTOR DRIVERS 

FOR LAMINATED-FERRITE MEMORIES 

BY 

W . A. eCiSENBERG, D. FLATLEY, AND J. T. WA LLMARK* 

RCA 'Ahura tories 
Priumton. N. .1. 

Summary—Various alternatives for driving a low-current ferrite mem-
ory with a cycle time of 2 µsec are considered. One approach, based on MOS 
field-effect-transistor drivers, is selected for experimental tests because of 
complete bidirectionality, high breakdown voltage, and simple technology. 
The drivers were fabricated in 64-unit monolithic strips on 10-mil centers 
with a. channel length of 0.3 mil. The channel width was 110 mils for the 
word drivers and 30 mils for the digit drivers. 

The word drivers delivered 120 mA with a source-to-drain voltage of 
4 volts, a substrate bias of —9 volts and a gate swing of 4 volts. The digit 
drivers, essentially smaller copies of the word drivers, delivered 20 mA 
under similar circumstances. The gate capacitance was 31 pF per word 
driver and the drain capacitance with —9 volts substrate bias was 14 pF 
per word driver. 

On the basis of limited post-fabrication testing and limited life testing, 
it was found that a practical size for thc word driver strips, compatible 
with an experimental yield of 309c, was 32 drivers to a monolithic strip. 
The /imitation in size was primarily caused by the relatively large gate 
arca, demanding silicon dioxide with a very low density of dielectric defects. 

CONSIDERATIONS OF MOS TRANSISTORS FOR CURRENT DRIVERS 

7r
HE APPLICATION to ferrite memories of methods of simul-

taneous fabrication of large numbers of elements and their 

interconnections has led to monolithic laminated ferrite mem-

ories." 2 In these memories, the magnetic cores are replaced by ferrite 

sheets, so that, in a manner of speaking, the cores are all processed 

together and need not be handled individually. For this reason smaller 

equivalent dimensions, and therefore smaller currents, are possible 

than in the case of conventional ferrite cores. Thus, with the ferrite 

sheet memory, it is feasible to use MOS field-effect transistors for 

switching the currents need to drive the memory. With the cores, bi-

polar transistors with their much lower impedance levels provide a 

' I. Gordon, R. L. Harvey, H. I. Moss, A. D. Robbi, J. W. Tuska, J. T. 
Wallmark and C. Wentworth, "An MOS-Transistor-Driven Laminated Fer-
rite Memory," RCA Review, Vol. 29, p. 199, June 1968. 

'R. Shahbender, "Laminated Ferrite Memories—Review and Evalua-
tion," RCA Review, Vol. 29, p. 180, June 1968. 

J. T. Wallmark is presently at the Chalmers Institute of Technology, 
Giiteborg, Sweden. 
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better match and are universally used. The various considerations 
that enter into a choice of driving circuits may be summarized as 

follows: 
The bidirectionality of currents is a problem in regular diffused-

base n-p-n silicon transistors, since the collector region has a smaller 
carrier concentration than the base region and, therefore, the inverse 
common-emitter current gain is low. A pair of n-p-n transistors can 
be used, with the emitter of one transistor connected to the collector 
of the other, and vice-versa, and with some base resistance added to 
avoid "current hogging." This arrangement works well, but the maxi-
mum voltage is limited to the emitter breakdown voltage. This is 
usually around 7 volts but it can be increased to about 15 volts by 
reducing the base impurity concentration (and the frequency re-
sponse) somewhat. In the present application, a minimum breakdown 
voltage of 25 volts is required because laminated ferrite arrays have 
a comparatively large back voltage. This large back voltage results 
because the magnetic material is distributed evenly between, as well 
as in, the core positions. Thus, pairs of diffused-base n-p-n transistors 

cannot be used. 
Alloyed-emitter/alloyed-collector structures have good inverse cur-

rent gain. They require individual etching, however, and do not lend 
themselves to batch processing. For this reason, alloyed silicon tran-
sistors have found application only in the high-power, low-frequency 
single-device area. 

Integrated circuit techniques use diffused-base, diffused-emitter, 
n-p-n transistors almost exclusively. p-n-p transistors are usually 
avoided, partly because of the lower performance (lower current gain 
for equal dimensions) caused by the low mobility of holes compared 
to electrons, and partly because it is difficult to fabricate n-type base 
regions free of channel formation (which leads to poor reverse char-
acteristics of back-biased p-type collectors). Use of a p-n-p transistor 
with a low current gain followed by an n-p-n transistor with high 
current gain provides sufficient current gain, but the frequency re-
sponse is inadequate. In addition, the fabrication of both p-n-p and 
n-p-n transistors on the same substrate, yet isolated, is cumbersome. 
Therefore, a complementary bipolar driver approach was ruled out for 

this project. 

MOS field-effect transistors, on the other hand, can easily be fab-
ricated with a breakdown voltage 25V, with pulse rise and fall time 

200 nsec, and with complete bidirectionality. The technology in-
volved is relatively simple. With field-effect transistors, only one tran-
sistor per driver (and no passive components) is needed. A 64-output 
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integrated strip, therefore, contains only 64 field-effect transistors; all 
sources are common but the gate and drain of each unit is individually 
accessible. 

In addition to the word-current drivers, the laminated ferrite mem-
ory system, shown in Figure 1, contained digit-current drivers and 

INPUT—OUTPUT 
50 LINES 

WORD DRIVE 
4 x 4 x 64 

DECODER LOAD 
4 x 64 

WCRD 
DECODER 
4x64 

DIGIT DRIVER 
2 x50 

DECODER 
DRIVER 

1,13 ii...___DAIsGIATB-0SEvNESE CIRCUITS 

Fig. 1—Exploded view of the laminated ferrite memory sub-system. Four 
ferrite planes, each containing 256 x 100 lines, are each driven by four 
word-driver strips of 64 MOS transistors each. The decoder and digit-driver 

strips shown are shared by the four ferrite frames. 

DIGIT U&STER 

,,SENSE AMPLIFIER 
2x 25 

FERRITE ARRAY 
4 a 256 x100 

:•• 

word-decoders, all fabricated by the same technique, i.e., all employed 
MOS transistors exclusively.' The word decoder has been described 
elsewhere.' The digit drivers are essentially small copies of the word 

drivers, reflecting the fact that the digit drive currents are 20 mA as 
compared to word-drive currents of 120 mA. 

'J. T. Wallmark, W. A. Biisenberg, E. C. Ross, D. Flatley, and H. 
Parker, "MOS Field-Effect Transistor Technology," Final Report, Contract 
NAS 1-5794, National Aeronautics and Space Administration, Wash., D. 
C., August 1967. 

'J. T. Grabowski, "A 64-Output MOS Selection Tree Using Large-
Scale-Integration Technique," RCA Review, Vol. 29, p. 324, Sept. 1968. 
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DESIGN CONSIDERATIONS 

MOS transistors with full gate strip structures (see Figure 4) have 
bidirectional current properties and the source and drain contacts can 

be interchanged. An MOS transistor can be designed either with a 

built-in (depletion type) or an induced channel (enhancement type), 
i.e., for zero gate bias, there is or is not a drain current flowing. For 

this application, an enhancement unit with no drain current at zero 
gate bias would be desirable. However, as a result of the processing, 

particularly the double-gate insulator construction needed for long-

Vg +4 +3 +2 

t IMERRIgall 

20M4/DIV. .111MWAllie n  + I 

11111,211111 

1111111111111111FAMM (21 

vg = - 4 wage ow Ay 
3 W I 
-2 0+4 

I VOLT/ DIV. —e-

Fig. 2—Drain current versus drain voltage for an MOS driver transistor. 
Gate voltage is parameter. 

term stability under bias, the transistors were depletion type, requir-
ing about 3 volts negative bias to reduce the current to less than 100 
µA per unit on all units. 

Note that quite symmetrical drain-current/drain-voltage charac-
teristics occur if the same potential (either positive or negative) is 

applied to both the gate and drain (Figure 2). In this mode of opera-
tion, the sources are grounded. The systems requirements are such 

that larger drain currents are needed for reading than for writing. 

Therefore, the MOS transistors are used with negative bias in the read 
mode and positive bias in the write mode. 

The drain current ID in the saturation region can be calculated 
from first-order theory ;5 

J. T. Wallmark and H. Johnson, eds., Field Effect Transistors, Physics, 
Technology and Applications, Prentice-Hall, Inc., Englewood Cliffs, 1966. 
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ILe((C». 
1 = w ( Ile) 2 

2tdox 

where 

µoff is the effective majority carrier mobility in the channel 
region, 

cox is the dielectric constant of the gate insulator, 
(10, is the thickness of the gate insulator, 
W is the channel width, 

t is the channel length, 
Vo is the gate voltage, 

1 7 , is the pinch-off voltage. 

It can be seen that for large drain currents (100 to 150 mA are re-

quired), the aspect ratio of width to length (in the direction of cur-

rent flow) should be maximized while the thickness of the insulator 

should be minimized. The latter can be clone only to a point where 
the field across the gate insulator equals the maximum dielectric field 

(about 107 V/cm for this silicon dioxide layer). In practice, gate 
breakdown voltages of larger than 20 volts require at least 500 A. of 
silicon insulator. A channel length of 0.3 mil and a channel width of 

slightly more than 100 mils were chosen for the word drivers. There 
is a high field at the drain contact,3 which limits the source—drain 

voltage to about 25 to 35 volts in these devices. For the digit devices, 
the channel width of 28 mils corresponding to a maximum current of 

20 mA was chosen while the channel length and oxide thickness were 
the same as for the word drivers. 

Since the laminated ferrite has orthogonal lines on approximately 

10-mil centers, the 1110S drivers were designed on the same center-to-
center spacing. Both the drain and the source are U-shaped with the 

gate electrode meandering between them (see Figures 3, 4, and 5). 
All source contacts are combined as a common bus. The drain contacts 

go to one end of the silicon chip, while the gate electrodes pass under-

neath the dielectrically isolated source bus to the other side of the 
silicon chip. 

For good yield, high utilization of the silicon surface area is neces-

sary. The geometry in Figure 6a, which was used for the driver strips, 
resulted from a compromise in mask making. Originally, a geometry 

as shown in Figure 6b was used. At that time satisfactory masks with 
consistent 0.3 mil channel lengths could not be obtained, even with the 

use of a recticle layout for the step and repeat process that split the 
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artwork along the center of the source area instead of the center of 
the much smaller gate area. Therefore, the perimeter of the driver 
strips was extended by 33%, since only three edges of the two drain 
contacts draw current (Figure 6a) instead of all edges of drain con-

tacts drawing current (Figure 6b). At present, advances in photo-
mask technology would make the original layout feasible and would 
reduce both the gate and the drain capacitances by 25%. Also the 
yield figures should improve considerably. 

CHROME-SILVER -

CHROME (300a) 

CHROME- SILVEll-
CHROME(3000A) 

GATE OXIDE 

(800 

COMMON 
SOURCE BAR 

PYROLYTIC SW, 

(3000 Al 

ALUMINUM GATE 

(1000À) 

P- TYPE 
SILICON 

CHROME-SILVER-CHROME 
(2000a) 

PYROLYTIÇ Si02 
(3000M 

Sl02(4000À) 

ALUMINUM 
(1000À) 

P- TYPE 
SILICON 

Fig. 3—Cross-section of MOS driver transistor. 

The gate capacitance for a strip width of 0.5 mil and 800 A. insula-
tion was measured as 31 pF with the gate biased into the accumula-
tion region, which is the maximum value. The drain capacitance at 
zero substrate bias is quite large, about 160 pF. For this reason, the 
substrate is biased negatively in operation. At a substrate voltage of 
—9 volts and a drain voltage of +6 volts, the drain capacitance is 14 
pF. 

The precision photolithographic masks contain 64 word drivers 
with 110-mil channel width and, on a different set, 100 digit drivers 
with 30-mil channel width. 

A comparison of the complexity of the driver circuits for the lami-
nated-ferrite memory system is shown in Table I. The table gives 
figures on the total gate area per strip, which is related to the proba-
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GATES 

1 011 

le 4 

„el I  - 

ICOMMON SOURCE 
Fig. 4—Top view of part of the word-driver strip. 

DRAINS 

rob-d 

bility of gate shorts through defects in the gate insulation; the total 
device area per strip, which is related to yield; the number of devices 

per monolith; and the number of crossovers per monolith, which is 

related to the probability of short circuits in the lines. As can be 
seen, the word driver strip and, particularly, the decoder are more 

complex than judged commercially feasible at the present time. 

Fig. 5—Top view of part of the digit driver strip. 
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Table I—Comparison of Silicon Switches. 

Total 
Total Gate Device 
Area Per Area per Number of Number of 

Strip Strip Devices Per Crossovers 
(miP) (mil2) Strip Per Strip 

Word switch strip 520 45000 64 64 
Digit switch strip 230 84000 100 100 
Decoder strip 2200 130000 85 1634 
Decoder load strip 150 54000 64 64 

PROCESSING 

The substrate was made of 10 ohm-cm n-type Czochralski-grown 
silicon single crystal of (111) or (100) orientation, chemically pol-
ished. Source and drain contacts were phosphorus diffused, with a 
surface concentration of 5 X 1020 cm-3. The gate oxide was grown in 
two steps. A dry oxide layer of about 600 A. was grown first; this was 
then covered with a 200-A-thick phosphor-silicate layer. 

A number of metallization schemes were tried. Aluminum contacts 
are most straightforward, but do not allow soldering or welding of 
the driver strips to the laminated ferrite. Therefore, aluminum was 
used only on the gate contacts; chrome—silver—chrome metallization 
was adopted for the source/drain contacts, with blending during the 
evaporation.' Dielectric isolation using 1000 A of pyrolytically de-

0.0015" (DISTANCE BETWEEN UNITS) 

STEPPING ERROR ABSORBED 
BETWEEN UNITS   
(DISTANCE LARGE) 

- -

4 , 

0.0003" 
(DISTANCE BETWEEN UNITS) 

STEPPING ERROR 
ABSORBED IN CENTER 

OF UNITS 

Fig. 6—Step-and-repeat pattern for MOS driver transistor: (top) stepping 
one transistor pattern (errors are taken up between units) and (bottom) 
stepping two halves of a transistor pattern (errors are taken up in source 

bar). 

6 E. C. Ross and J. T. Wallmark, "Extending the Life of Chromium-
Silver Metallization on Silicon Devices," Proc. 1967 Annual Symposium on 
Reliability Physics, Los Angeles, 1968. 
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posited silicon dioxide was used for the common-source bus bar over 

the gates. The bus represents a series resistance to the drain current 

and should have as high conductivity as possible 20,000 A thick-

ness). Therefore, the bus was re-inforced by an additional evapora-
tion through a metal mask. In addition, contacts to the bus were pro-

vided at both ends, further reducing the series resistance that amount-

ed to about 1 ohm (corresponding to a voltage drop of 0.1 to 0.2 volt). 
On the digit device strip, all digits would be activated simultan-

eously. Therefore, the source bus was made 38 mils wide, resulting in 

a series resistance of about 0.1 ohm and a voltage drop of about 0.2 V. 

•• 

• ••• 

• • 
••• 

200 

175 

150 

• 125 
o 

loo 

E, 75 

50 

25 

o 

^ 

•.. 

• • • 
•• 

••••••••••• • • 

V GATE 4V 

VGA., • 0 V 

.............. ..•••• ..... 

10 20 30 40 

POSITION ON DRIVE STRIP 

••• 

50 

....... 

1  
60 

Fig 7—Drain current at lisp = 4 V, Ifa = 0 V and 4 V for typical driver 
strip. Two units indicated by vertical bars have gate shorts. 

DEVICE YIELD IN FABRICATION AND ELECTRICAL PERFORMANCE 

A 64-unit word-driver strip occupies a silicon area of approximately 
70 X 650 mils. This is a relatively large area for defect-free devices. 

However, half of this area is occupied by relatively noncritical contact 
arms. With limited laboratory fabrication facilities (without clean 
laminar flow hoods), only one strip with all 64 units good has been 

obtained. However, the number a half strips with 32 consecutive 
good units on two typical wafers, shown in Figure 7. was 13 (out of 
a total of 40) about 30% yield. However, the strips were not tested 

at the voltage extremes encountered in an operating system. With 
clean-room facilities, higher yield may be expected, but it is still felt 
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that a 32-unit driver strip is a practical compromise as regards size 
versus yield. 

The drain currents on a given wafer were quite uniform. Measure-

ment results with a typical word-driver strip are shown in Figure 7. 

At a gate voltage of V!, = 4 V and a source-drain voltage of Vet = 4 V 

with the substrate connected to the source, the average drain current 

is close to 200 mA. For our application, only 100-150 mA drain current 
is required, which can be achieved with a gate bias of 2-3 volts. The 
source—drain current is approximately 40 mA at zero gate bias and 
can be reduced to less than 100 µA with negative gate bias. 

A map of the completed wafer surface showing the zero-gate-bias 
drain current of two full wafers is shown in Figure 8. The number 
of good units for each 64-unit strip is indicated, together with the 

maximum spread in drain current for the strip. There was a system-

atic variation of the drain current for each wafer, as indicated by the 
equi-current contours. The reason for the current variation is related 

to the difference in processing experienced by various parts of the 
wafer. In addition Figure 8(a) shows an area of high series resist-
ance in source—drain contacts resulting in anomalously low drain cur-

rent. This resistance was probably caused by an oxide layer at the 
source and drain contacts. 

While it was realized that a practical system would require herme-
tic encapsulation by a surface cover, such as silicon nitride, no attempt 
was made to develop such a cover. All the tests were done with bare 
units or, where longer life was essential, with units divided into small 
groups and encapsulated in TO-5 enclosures. Consequently, life tests 

and changes in characteristics with life were not studied. It may be 
of interest to note that the plastic used for the mounting frames con-

tained an ingredient (most likely the hardener, which was an aliphatic 
amine) that over a period of several months severely degraded the 
breakdown strength of the silicon dioxide. This degradation was par-
ticularly noticeable in units stored in closed containers where the par-
tial pressure of the hardener could build up. For this reason, Photo-
form glass frames were substituted for the plastic, with the connec-
tion fingers brazed to metallized strips. 

From destructive tests, it appears that the short-circuited gates, 
which constituted one of the most prevalent faults, were not caused 

by faults in the cross-overs but, as in 20 out of 20 cases investigated, 
by faults in the gate thermal oxide. 

The experimental testing of the drivers in combination with a 
laminated ferrite memory plane with a cycle time of 2 µsec has been 
described elsewhere.' 
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Fig. 8—Experimental results obtained with two wafers, each containing 
ten €4-unit driver strips. Contours show equal drain current at V.D= 4 V, 
= 0 V. Number of good units per strip and the maximum and minimum 

drain current for each strip are given to the right. 
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CONNECTION OF DRIVER STRIPS 

The method for interconnection developed for the laminated-ferrite 

memory used a solder-reflow technique for connecting the various parts 

of the driving circuitry to themselves and to the ferrite matrix. Each 

word-driver strip was mounted in a plastic frame as shown in Figure 9. 

 0.5 INCH 

Fig. 9—Word driver strip mounted in plastic frame by solder reflow method. 
Center-to-center distance 10 mils; frame length 940 mils. 

The mounting was done at room temperature except for a heat 

pulse to about 250° to 300°C of about a millisecond duration on the 

contact pad, and with very small mechanical pressure. Therefore, the 
method was expected to introduce no change in the transistor char-
acteristics, and none was observed. 

CONCLUSIONS 

It has been shown that the bidirectionality of MOS field-effect 
transistors can be utilized to construct very simple all-MOS drivers 

for low-current ferrite memories with a cycle time of 2 Lsec. On the 
basis of limited post-fabrication testing and limited life testing, it was 

found that a practical size of the word driver strips with an experi-
mental yield of 30%, was 32 drivers to a monolithic strip. The limita-
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tion in size was primarily caused by the relatively large gate area, 
which required silicon dioxide with a low-density of dielectric defects. 

Because of this limitation, another alternative for the driving cir-
cuits, which has appeared more recenly, appears advantageous. This 
alternative utilizes n-p-n transistors in combination with a small MOS 

field-effect transistor to reverse the polarity of current (BIMOS).7 
It also has the advantage of simple fabrication in that the MOS tran-
sistor, which is a p-channel unit, is obtained with the same processing 
as that used for the n-p-n transistors. The gate area is very small, 
even though the total silicon area is comparable to the all MOS 
approach. 
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DEVELOPMENT OF A 64-OUTPUT MOS 

TRANSISTOR SELECTION TREE 

BY 

J. T. GRABOWSKI 

RCA Laboratories 
Princeton, N. J. 

Summary—A 64-output selection tree consisting exclusively of p-channel 
MOS enhancement transistors is described. Possible areas of application 
include display and information storage systems. The design parameters, 
fabrication techniques and electrical testing of the tree network are dis-
cussed. A complementary decoding circuit incorporating the selection tree 
operates at a 2 MHz decoding rate with a power dissipation of 20 mW. 

INTRODUCTION 

ASELECTION tree provides a basic decoding function such 
that a signal appears on one of N output lines during the 
period of an applied input code. A 1024-output decoding cir-

cuit was required for the word-selection portion of the laminated-

ferrite memory.'e The 1024-output circuit was partitioned into 64-
output units. This approach reduces the semiconductor wafer to man-
ageable fabrication size, and improves overall yield by permitting selec-
tion of only good 64-output selection trees for use in the decoder. The 
design, fabrication, and evaluation of the 64-output selection tree using 
MOS transistors are described in the present paper. The MOS tran-
sistor is a field-effect, unipolar device with an insulated gate. This 
device has been extensively covered in recent literature.34 The princi-
pal advantages of the MOS transistor, as compared to the conventional 
bipolar transistor, are extremely high input resistance, ease of fabri-
cation, and improved thermal stability. 

' I. Gordon, R. L. Harvey, H. I. Moss, A. D. Robbi, J. W. Tuska, J. T. 
Wallmark, and C. Wentworth, "An MOS-Transistor-Driven Laminated-
Ferrite Memory," RCA Review, Vol. 29, p. 199, June 1968. 

'J. Grabowski, An MOS Word Address Decoder, Master's Thesis, Uni-
versity of Pennsylvania, May 1966. 

3 H. K. J. Ihantola and J. L. Moll, "Design Theory of a Surface Field-
Effect Transistor," Solid State Electronics, Vol. 7, p. 423, 1964. 

C. T. Sah, "Characteristics of the Metal-Oxide-Semiconductor Tran-
sistors," IEEE Trans. El. Dev., p. 324, July 1964. 

2.1. T. Wallmark and H. Johnson, Field-Effect Transistors, Prentice-
Hall, Englewood Cliffs, N. J., 1966, pp. 135-144. 

324 
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SELECTION-TREE DESIGN 

Logic Configuration 

The selection tree must provide output signals on the order of +10 
volts to drive the word-selection switches.' Since each MOS transistor 
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Fig. 1—Complementary decoder incorporating MOS selection tree. 

can be turned ON or OFF by controlling its gate voltage, the most 
economical logic array for a decoder is the tree-type structure illus-
trated in Figure 1. An ON output appears only at the particular out-
put line selected by the input code; the other output lines remain in 
the OFF state. 

The internal coding system of the decoder (binary, quaternary, 
etc.) determines the number of individual transistor units needed, the 
number of levels of the decoder, and the intraconnection complexity. 
Each transistor stage in a signal chain leading to an output line repre-
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sents one level. The important features of the basic tree-type selection 

network using binary, quaternary, and octal codes are compared in 

Table I for a 64-output decoder. 

Table /—Characteristics of Selection Trees Using Different Internal 
Coding Systems for a 64-Output Decoder 

Requirements 

Internal 
Code 

Binary 
Quaternary 
Octal 

MOS Transistors 
126 
84 
72 

Levels 
6 
3 
2 

Input 
Code Lines 

12 
12 
16 

Signal 
Crossover 
Points 
252 
336 
576 

In general the number of MOS transistors and the number of 
levels decrease for higher-order internal coding systems, but the num-
ber of input code lines and the intraconnection problem due to cross-
overs increase. The selection of an internal coding system for the de-
coder must, therefore, be a compromise, with any increase in decoder 
performance weighed against the intraconnection problem and the 
problem of converting from the external binary code (i.e., the code 
used in the computer system external to the decoder) to the selected 
internal code. The present work considers only the quaternary code. 

Selection Tree Model 

A mathematical model, consisting of a discrete G-C (conductance-
capacitance) transmission line with voltage-dependent conductances 

and capacitances was used to characterize the MOS selection tree op-
erating as a decoder. The validity of the model was established by 
comparison of predicted and actual operating performance of a 64-
output decoding circuit using discrete MOS transistors.2 The polarity 
and physical dimensions of the MOS transistors can be varied within 
the model to study their effect on such performance factors as output 
signal rise time and uniformity. 

The specific model for a 64-output selection tree, with the output 
lines terminated in load conductances( G4) to operate as a decoder, is 
shown in Figure 2. Only the conductances in the ON signal chain are 

considered since all OFF transistors are assumed to have zero con-
ductance. The equations governing the transient behavior of the model 

in Figure 2 are 

dVi 
Cl - = 'IN (V1 172) 

dt 
(la) 
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di). 2 
C 2 = Gi(V — V2) — G2(V2 — Vs) , 

dt 

dI73 
C3 = G.,(V., — 113) - G3073 - V 4) , 

dt 

di7 4 

C4 = G3(113 14) — G.tVI • 
dt 

CC c,er 

" SIGNAL PATH 

G4 

V4 

C41' 

Fig. 2—Model to calculate performance of 6,1-output MOS decoder. 

Conductance Characteristics 

The MOS transistor may be operated in either the saturated or 

non-saturated mode. In the non-saturated, or linear, region, the drain-
to-source current (I) is an increasing function of the drain-to-source 

voltage (Vim). In the saturated region, this current is independent of 

changes in the drain-to-source voltage, neglecting the second-order 
effects.' 

The equations that govern the channel conductance of an MOS 
transistor over a wide range of gate fields, l'/T,„, have been estab-

lished analytically and verified experimentally by testing n-type MOS 
transistors of varying sizes. All equations in the present section re-

fer to n-type MOS transistors. The equations characterizing 1)-type 
MOS transistors are identical in form to those for n-type, but the 

polarities of the gate and substrate voltages are reversed. For 1)-type 
transistors, V,G and lfsuns replace V03 and IIRsris in the device equa-
tions as positive quantities. / then refers to source-to-drain current. 

'See Ref. (5), pp. 144-148. 
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ON transistor, linear region: (Vas — VT) V Ds > 

( Vas — VT )1 
Vac + 

ittoEox Vac 
G = T„ L Vac 1 — —In  

Vos — VT — V DS ) 
V Ds (1   

VOC 

ON transistor, saturated region: VD s> (110s — VT) > 

iloeox W V OS — VT [ 

vps 

OFF transistor: (V Gs — VT) 

Vac 
In (1 + 

VD.s 

(2a) 

Vas — VT )] 
, (2b) 

Vac 

G=0, (2e) 

where G = total channel conductance (//VDR) 
µso = mobility of the majority carriers in the conduction channel 

neglecting the effects of diffuse surface scattering, 
coz = dielectric constant (3.8 co) of the oxide insulator between 

the metal gate and the semiconductor, 
Es, = dielectric constant (11.8 co) of the semiconductor, 
To.,.= oxide insulator thickness between metal and semiconductor, 
W = channel width in the direction perpendicular to drain— 

source current flow 
L= channel length in direction of current flow (usually 

W > L), 
Vas = gate-to-source voltage, 
VT = gate-to-source threshold, or pinch-off, voltage, 

and Vac is defined as 

Vac = — TuaEse 
Lox 

(2(d)) 

where Esc = gate field at which the diffuse surface scattering mobility 
becomes equal to p.o. 

Equations (2) account for the diffuse surface scattering of ma-
jority carriers in the conduction channel, which becomes important at 

high gate fields. The general form of the conductance characteristic as 
a function of l' as is illustrated in Figure 3, including the distinction 

between the linear and saturated regions. Parasitic resistance in the 
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source and drain contacts can also produce a "saturation" of the chan-

nel conductance characteristic similar to that shown in Figure 3. The 

present work assumes this saturation is predominantly a result of 

diffuse surface scattering at high gate fields, and uses Equations (2) 

to characterize the channel conductance. Average values for µ„ and 

Esc have been derived from measurements on the previously mentioned 
n-type MOS transistors of varying geometries: 

p.o = 357 cm2/volt-sec, 

Es, = 4.9 x 105 volts/cm. 
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Fig. 3—Conductance characteristic for MOS transistor. 

The threshold voltage of an MOS transistor is determined by the 

electric charge distribution in the vicinity of the conduction channel. 

This threshold voltage can be changed by altering the substrate dop-

ing level, or the source-to-substrate voltage Vssrs. The magnitude of 
the change in threshold voltage from its Vssus = 0 value (V") has 
been predicted by Hofstein for the case of an abrupt junction between 
the source region and the substrate :7 

Esi Ne0272) 1/2 
-I VT = 2 [(Vs.v., Vo) 1/2 .._ 1/01/2] 

eox Esi 

I See Ref. (5), pp. 150-152. 

(3) 
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where Vo is the semiconductor junction barrier voltage. Experimental 

measurements of ,L\ VT = ill'r(lissun) for n-type MOS transistor units 

indicate that 

VT = 0.70 (V,ssro + 0.8) 0." for 1788un , 4.0 V (4) 

provides a good description of the pinch-off voltage variation as a 

function of source-to-substrate voltage for 10 ohm-cm substrate ma-

terial. 

GATE 

SUBSTRATE 

Fig. 4—Characterization of M OS transistor capacitances. 

Capacitance Characteristics 

The capacitance associated with the MOS transistor can be repre-

sented by the model illustrated in Figure 4. The Cch_imb capacitance, 
usually an order of magnitude less than the Cu_eh capacitance, can be 

neglected for all practical purposes because it is so small. Studies on 
typical transistor units resulted in the following expressions for the 

remaining capacitances: 

= 
T„„ 

, for ( — VT) > VIPS 

C„_s = 
T(,, 

0.67 As 

Qt-sul) 

(vssrit + 0.8)0'1 
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where A„ is the area of the source region in contact with the substrate 

and Lo is the length of the metal gate overlap on either a source or 
drain region. The capacitances Cp_d and Cd_so, may be obtained from 

the last two expressions by substituting the drain for the source in 
the subscript notation. When the transistor is ON in the linear region, 

jA 
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 •ABE 
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Fig. 5—Partial circuit structure of a 64-output all-n-type MOS decoder 
using quatenary internal code organization. 

(17" — VT) > 17Ds, then C,_„ and Co_d appear in parallel with Cy_ch 
through a large conductance; in the OFF state, (Vas — VT) <0, Cy_eh 
is essentially isolated from Cu_o and Cg_d. 

Comparison of Selection Trees 

The preceding G-C transmission line model was used to compare 
the performance of all-n-type and all-p-type 1024-output selection trees 
operating as decoders. The output lines of the selection trees were 
terminated in a nonlinear MOS load conductance of the same tree po-
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larity as illustrated in Figure 5. An analysis of the 1024-output de-
coding circuit was chosen to emphasize the performance differences 
among selection trees and also to indicate the general level of real-
izable performance from an actual circuit. 

In the performance analysis, all the MOS transistors in the selec-
tion tree of a particular decoder consist of identical, interdigitated 
structures. The dimensions of the individual source/drain are W/2 

X 2.0 mils. Imposition of this identical geometry condition simplifies 
both the decoder design and fabrication process. A few decoders are 
analyzed to determine if their performance can be significantly im-
proved by increasing the channel width of the MOS transistors near 
the input end of the selection tree. 

Values for the following constants are necessary if the electrical 
properties of the MOS transistors in the decoder are to be completely 
characterized by Equations (2), (4), and (5) : (1) the majority car-
rier surface mobility, µ„, (2) zero threshold voltage, Vro, and (3) the 
majority carrier scattering intensity in conduction channel 170c. 

The following five parameters characterize the physical structure 

of an MOS decoder operating with an output signal amplitude of 10 
volts: (1) the transistor channel oxide thickness, T0, (2) the channel 
length, L, (3) the channel width, W, (4) the load conductance at 10 
volts, GL, and (5) the substrate resistivity, p. 

Four additional parameters, specifying the external operating volt-
ages, completely determine the decoder design: (1) the OFF gate 
voltage supply VopF, (2) the ON gate voltage supply, Voy, (3) the 
substrate bias supply, 178t•D, and (4) the decoder input voltage during 
ON period, 

Measurements with 1)-type MOS transistors have resulted in values 
of p.o and Vac very close to the corresponding values for n-type tran-
sistors. The 1)-type transistors exhibit a negative zero threshold volt-
age of a few volts, whereas the n-type units usually display very little 
if any zero threshold voltage. To be turned ON, a p-type transistor 
requires a gate-to-source voltage more negative than the threshold 
voltage. The physical constants used for the n- and p-type transistors 
in the present section are listed in Table II. 

The channel oxide thickness, T„, is fixed at 1000 A. This thickness 

represents a compromise between reliability and transistor transcon-
ductance. The resistivity of the selected silicon substrate material is 
10 ohm-cm, the value most commonly employed in the fabrication of 
n-type MOS transistors. An OFF gate voltage of 3 volts beyond zero 
pinch-off voltage is sufficient to hold an MOS transistor in a state of 

minimum conductance. 
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Table //—Physical Constants Used for n- and p-Type MOS Transistors 

Type 
n-Type 
p-Type 

PO 
(cm2/V-sec) 

357 
357 

Vcc(T..= 1000 A) 
(volts) 
15.2 
15.2 

VTO 
(volts) 
o 

—3. 

In order to obtain a meaningful comparison between the two 
decoder systems, the value of I V081 MAx and Ilium, I MIN will be stangl• 
arized for the n- and p-type selection trees. The minimum value of 
Ilissuill will be set at 4.0 volts. The values of Vas I mAx and 
Vssrn bins; occur at the beginning of the turn-on period for an n-type 

selection tree and at the end of the turn-ON period for a p-type selec-
tion tree. The required ON gate voltages and substrate voltages are 
included in Table III for the different polarity decoding systems. 

The input voltage, 17,x, becomes a dependent parameter if I II-7as mAx, 
W, L. G,„ and the desired 10-volt output signal are specified. These 
four parameters will be treated as independent variables to determine 
their influence on the uniformity and switching speeds of the decoder 
output signal. 

•Very little quantitative information is presently available that re-
lates reliability and yield factors to the parameters of an MOS tran-
sistor. Previous circuit experience with MOS transistors suggests 
that both reliability and field are noticeably degraded under any of 
the following conditions: 

L <0.25 mil, 
W <40.0 mils, 
T„ <1000 A., 
VDS >20 volts (OFF state), 
Vas >34 volts. 

Decoders containing any transistor parameters in this range will not 
be analyzed, as their reliability and yield factors are considered un-
acceptable. 

Table Ill—Required Operating Voltages 

Type of Decoding 
System 
n-Type 
p-Type 

(Vç)n. 
17,;$ I Max 

VIT — IVOR Si AN. 

VS1;11 
IVRsrnl MIX  

ViN + Vssrs I MIN 
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A p-type decoder possesses a potential advantage over an n-type 
decoder in the gate-breakdown reliability area. One quarter (using the 

quaternary code) of the transistors in an n-type tree start off with 
maximum I VGs I voltage, and all but the five in the selected signal path 

for a 1024-output decoder remain at maximum Ve R I during the period 
of the applied input code. In comparison, the 25% of the transistors in 
the p-type tree that are addressed begin with minimum Vim' voltage, 
and only those five in the selected path proceed to a state of maximum 
I Vn,I. Therefore the gate field breakdown stress (number of tran-
sistors with maximum I VGRI times duration of maximum I VG,I ) is 
at least two orders of magnitude greater for the n-type selection tree 
than for the p-type selection tree. 

The output-signal uniformity is established by the values and tol-
erances of conductances of the selection tree and load transistors. If 
the ratio of the ON signal-path conductance in the selection tree to 
the load conductance at 10 volts is known, then the output-voltage uni-
formity is a unique function of the applied input voltage. The output-
voltage uniformity can be measured by a voltage tolerance param-
eter, P, such that 

Vow = ± P)17„ 

where V. is the desired output-signal amplitude. 

(6) 

Calculation of Switching Speed 

In the switching-speed calculation, it is assumed that the applica-
tion of the V„N voltage to the selected input code lines has pre-
ceded the initiation of an ideal voltage step at the decoder input. The 
output signal fall times are referenced to the instantaneous grounding 

of the decoder input terminal. The detrimental effect of stray intra-
connection capacitances will be neglected since these capacitances rep-
resent an unknown quantity and are subject to reduction as the intra-

connection technology advances. In the calculation, it is assumed that 
the output lines are connected to an external load capacitance of 14 pF. 

The switching speed of a decoder was computed in terms of the 
0-80% rise time (TR80) and the 100-20% fall time (TF20). The 
computer solution of differential equations of the form of Equation (1) 
was accurate to better than 1.0 nsec. The computed 0-90% rise 
times are approximately 35-40% longer than 0-80% rise times; the 
100-10% fall times generally require 40-50% more time than the 
100-20% fall times. The switching speeds and worst-case output-
signal variations are presented in Figure 6 for selected combinations 
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of 1110s mAx, GL, W, and L, in n-type and p-type decoding systems. 

The worst-case output-signal variations were computed assuming 50% 

variations in the majority-carrier mobility within the decoder tran-
sistors. Figure 6 clearly shows that a decoding circuit using a p-type 

selection tree is capable of better output-signal uniformity and faster 

rise-time switching speed than a comparable decoding circuit with an 
n-type selection tree. For an identical set of V0813[Ax, GA, W, and L 

parameters, a p-type decoder typically possesses a TR80 that is 7-10% 

faster than an n-type decoder, a TF20 that is 30-40% slower than an 

n-type decoder, and a worst-case output signal tolerance that is at least 

15 

14 

13 

12 

II 

10 

9 

8 

7 

6 

5 

4 

3 

2 

WORST CASE 
OUTPUT SIGNAL 

_ VARIATION 

(V,,,,) MAX • 160 

VOLTS FOR P- TYPE 
DECODER 

(V,) MAX •16.0 VOLTS FOR N- TYPE DECODER 

 iL  

. 1 X X 

X 

\***) 0 X X X 

X XX X X X 

X X X 

0a1 o 0 XX 

is 10LX X X 1LX X X X 

X XX X X X XX 

XX X 

REGION OF COUP 
OPERATING POINTS, 
N- TYPE DECODER 

REGION OF COMPUTED 
OPERATING POINTS, 
P- TYPE DECODER 

0. POSSIBLE N-TYPE DECODER OPERATING POINTS 
POSSIBLE P-TYPE DECODER OPERATING POINTS 

o  I 1 1 1 1 I 1 I , 
50 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 

( nanoseconds) 0-80% R1SETIME ( TR 80) 

Fig. 6—Possible operating points of n- and p-type decoders in terms of 
output-signal uniformity and rise-time speed. 

50% better than that for an n-type decoder. This conclusion results 

from the polarity of the output signal. If a negative-voltage output 
signal were required, the performance roles of the n-type and 1)-type 
selection trees would be interchanged. 

The consequences of increasing the channel width of the transistors 

near the input end of the selection tree are examined in Table IV. The 
switching-speed performance of a decoder using 20, 25, 30, 35, and 
40 mil channel widths in preceding levels from the decoder output 

terminals is compared to the performance obtained with a similar type 

decoder using a uniform 30-mil channel width throughout the selec-

tion tree. An increase of 10-15% is obtained in switching speed if 
the graduated channel widths are substituted for the uniform channel 
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width in the selection tree. This gain in switching speed is an increas-
ing function of the size of the load capacitance relative to the level 
capacitances in the selection tree. In the present case, the level capaci-
tances are the same order of magnitude as the load capacitances. 

Table IV—Computed Switching Speed Performance of MOS Decoders 
with Varying Channel Widths 

All-n-Type 
TR80 
(nsec) 

Decoder _ 
TF20 
(nsec) 

All-p-Type Decoder 
TR80 
(nsec) 

TF20 
(nsec) 

"Standard Conditions" 
W = 30.0 mils 
L = 0.25 mils 
l Vas! lux = 30.0 volts 

23.6 21.9 21.1 29.4 

Varying Channel Width 
Wi = 40 mils 
141:: = 35 
W3 = 30 
W. = 25 
W.= 20 

20.1 18.8 18.2 25.1 

Selection of Design Parameters 

Two important conclusions are evident from the computational 
results. First, a 1024-output MOS decoder employing an internal 
quaternary code structure is capable of 0-80% rise times of less than 
50 nsec. Second, there is no sharply defined set of optimum decoder 
parameters. Both the rise-time switching speed and the output-signal 
uniformity are continuously improving functions of I VGA I MAX, W, and 
1/L. Therefore, the W and 1/L dimensions should be maximized con-
sistent with current technology capability and yield factors. For posi-
tive output signal applications, a 1)-type selection tree is preferable to 
an n-type selection tree in terms of turn-ON switching speed and 
output-signal uniformity. 

The specific vehicle chosen for evaluation of the selection tree is a 
variation of the complementary-type decoder proposed by Burns and 
Gibson.' In the present decoder, an n-channel transistor is connected 
to each tree output. An output signal is initiated by simultaneously 
switching the n-channel transistors to an OFF state and the strobe 
transistor to an ON state. The necessary selection tree connections 
and driving waveforms for the complementary decoder are indicated 

°J. R. Burns, J. J. Gibson, A. Harel, K. C. Hu, and R. A. Powlus, 
"Integrated Memory Using Complementary Field-Effect Transistors," 
Digest of Technical Papers, International Solid State Circuits Conference, 
p. 118, Feb. 1966. 
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in Figure 1. The n-channel transistors were mounted in TO-5 header 

cans and externally connected to the silicon slice containing the selec-

tion tree. 

SELECTION-TREE FABRICATION 

Topological Features 

A completed selection tree on a silicon substrate and packaged in a 

beam-lead structure is shown in Figure 7. The selection tree requires 

a silicon area of 740 x 150 square mils. Each tree exhibits a two-
column structure. The 64 outputs are available from the second col-

Fig. 7—Completed selection tree. 

umn. The lines running the length of the columns consist of the 12-

gate address lines and the signal line for the strobe transistor at the 
beginning of the selection tree. These 13 lines are consecutively 
labeled S, A1, A2, A3, A4, B1, B2, B3, B4, C1, C2, C3, C4, with C4 being 

the address line closest to the output side of the selection tree. Con-
tact tabs are provided at both ends of the address and strobe lines 

to facilitate the stacking of selection trees in larger selection-tree 

networks. 

A basic group in the selection tree consists of 11 diffused (source/ 
drain) regions. The dimensions of the diffused regions are 20 x 2.5 

square mils and the separation between regions is 0.25 mil. The physi-
cal construction and circuit representation of such a group is indicated 

in Figure 8. Each MOS transistor in the group has a channel area of 
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Fig. 8—Physical construction and circuit representation of a basic group. 

40 x 0.25 square mils. The 64-output tree requires one basic group 

in the first column and 16 basic groups in the second column. Figure 
9 is a photomicrograph showing part of the selection tree. This figure 

illustrates the selective oxide etching used to enable each B address 

line to contact every fourth group. 

Fig. 9—Photomicrograph showing partial area of selection tree. 
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Fabrication Procedure 

A flow chart of the procedures used to fabricate a selection tree 
is presented in Figure 10. Mechanically polished silicon wafers 

oriented in the [100] plane result in higher transconductance (g„,) 
transistors than comparable wafers that are chemically polished or 
oriented in the [111] plane. The starting n+ wafer (0.01 ohm-cm) is 

doped to produce a 2 to 15 ohm-cm n surface layer. The depth of the 

n epitaxial layer is approximately 0.6 mil. The n+ region provides a 
low-impedance contact to the evaporated metal substrate connection on 

the bottom of the wafer. 

The basic group of transistors is constructed within an oxide well 

or "bathtub" area. The bathtub region is surrounded by 10,000 A of 

oxide grown in a steam atmosphere. This oxide is used to insulate the 

intraconnection wiring from the substrate. Within the bathtub area, 
the 11 source/drain islands are defined by standard photoresist tech-
niques and diffused using a boron-nitride source. A stained angle-lap 
view of the resulting p+ diffused regions is shown in Figure 11. The 

measured diffusion depth is 0.022 mil. There is negligible undercut-
ting of the diffused regions into the channel area when the diffusion is 
performed at 975°C for 40 minutes. The resistivity of the diffused 
regions is in the range of 30-40 ohms/square. 

The channel oxide consists of a 250 A. thermal oxide layer grown 

in a dry 02 atmosphere followed by a 750 A layer of deposited oxide 
doped with phosphorus. The doped oxide is commonly used to increase 

the electrical stability of the MOS transistor by inhibiting the mo-
bility of charge carriers in the channel oxide."•'° 

The most critical steps in the fabrication procedure are the etch-
ing of oxide "windows" for the source and drain contacts and the selec-

tion and application of the device metallization and crossover insula-
tion. Failures within the finished selection tree can usually be traced 
to problems in one of these areas. 

A 0.5-mil-wide metal gate is used to completely cover the 0.25-
mil-wide channel. Any oxide pinholes in the overlap area between 

the metal gate and source or drain islands will result in a gate-to-source 
or gate-to-drain short. Oxide pinholes are most frequently introduced 
during the etching of the windows in the oxide prior to the source 

and drain metal evaporation. Clean photoresist masks and careful 
handling to avoid dirt contamination are essential in this operation. 

" M. Yamin, "Observations on Phosphorus Stabilized SiO, Films," IEEE 
Trans. Elec. Dev., Vol. 13, p. 256, 1966. 

'° D. Kerr, et al, "Stabilization of Si0:: Passivation Layers with P.03," 
IBM Jour. Res. and Dev., Vol. 8, p. 376, 1964. 



STARTING MATERIAL 

Mechanically Polished Silicon 

11001 crystal orientation 

N/N . epitaxial substrate 

N 2.15 ohm.cm 

1Valer thickness .008" 

Wafer diameter 1.25" 

BATHTUB AREA INSULATION 

Clean Wafer 

Grow 5.000 À steam oxrde 

Photoresist, mask MI, 
etch bathtub oreas 

SOURCE DRAIN DIFFUSION 

Clean Wafer 

Grow 5000 A steam oxide 

Photoresist, mask (2), 
etch source drain regions 

Clean Wafer 

Bolon•Nitride Diffusion 
975 C, 30 min. 

Photoresist, mask (1), 
etch bathtub areas 

CHANNEL OXIDE GROWTH 

Clean Wafer 

Grow 200 A dry oxide 

Deposit 700 ;t• phosphorous 
doped oxide 

Grow 100 A, dry oxide 

DEVICE METALIZATION 

Photoresist, mask (3)r 
etch source 'drain 
contact openings 

Clean Wafer 

Evaporate 3600 À Al metali-
zation 

PhotoresIst, mask (4), 
etch undesired metal 

GATE LINES INSULATION 

Cl ean Wafer 

Deposit 2500 Àlow tern. SiO2 

Photoresist, mask (5), 
etch gate lines contact 

• openings 

Repeat wi th different print I 
of mask (5)   

GATE LINES METALIZATION 

Clean Wafer 

100 A chrome 
Deposit \ 4000 A silver 

( 100 A chrome 

Photoresist, mask (6), 
etch undesired metal 

Clean Wafer 

Photoresist, mask (7), 
etch away oxide 
over input 'output tabs. 

Fig. 10—The selection-tree fabrication process. 

FINISH 

Wafer ready for testing and 
packaging. 
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The limiting factor in the present work appears to be the quality of 
the applied photoresist—a mixture of Kodak KPR 89% and Kodak 

KPL 11%. The photoresist was spun dry on the wafer at 3000 rpm. 
The pinhole count was reduced by 60% by coating the wafer twice 

with photoresist before pattern exposure. A further improvement in 
the pinhole count was observed when the photoresist was applied di-
rectly to the wafer through a filter-loaded hypodermic syringe. The 

above techniques produced an average of three gate-to-source/drain 
shorts among the 85 transistors in a selection tree. 

Fig. 11—Angle lap, 1000 x photomicrograph showing source/drain diffusion 
region. 

The device (lower level) metallization and crossover insulation are 

interdependent and must be considered jointly. The metal and insu-

lator materials should be chemically and electrically inert after the 
initial metal—insulator adherence. The metal must provide a low-

impedance contact to the source/drain regions. Gate—line intraconnec-

tions require that contact openings be etched in the insulator without 
disturbing the underlying metal. 

The insulator selected was a low-temperature-deposited SiO2 layer. 
The chemical reaction involves the decomposition of silane:" 

+ O., —> SiO., 2H„ . (7) 

The temperature of the silicon wafer was maintained at 325°C during 

" D. Flatley, Dielectric Defects in Deposited Silicon Dioxide, Master's 
Thesis, Newark College of Engineering, June 1967. 
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METAL 

3000À 

( 

INSULATOR t 
3000A 3000A 

I /1 ze OXIDE 

WEAK \ METAL 

AREA 

3000À LAYER Si02 

6000A 

il 3000 A 
/ /I/ / 

6000À LAYER SiO2 

Fig. 12—Different thicknesses of deposited SiO2. 

the insulator deposition. The SiO2 insulator is relatively simple to 
deposit and can be etched with good definition without disturbing the 
metallization systems investigated. The incidence of crossover shorts 
in the deposited insulator decreases as the ratio of metallization layer 

thickness to insulator thickness decreases. The basic problem is indi-
cated schematically in Figure 12. Several burned crossover shorts are 

shown in Figure 13. The shorts usually occur along an edge of the 
bottom metallization pattern, the "weak" area indicated in Figure 12. 

The high electric field existing at conductor edges further aggravates 

4 

Fig. 13—Burned crossover shorts (within circles). 
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the breakdown problem. No significant decrease in crossover shorts 

was observed for metallization/insulator thickness ratios less than 0.6. 

Two metallization procedures were studied—an all-Al evaporation 

and a Cr-Ag-Cr mixed evaporation. Pairs of similarly processed test 
wafers were prepared to evaluate the two metallizations. Performance 

was measured in terms of yield and breakdown voltage data between 

lower and upper metallization crossover points. Using an insulator 
thickness of 5000 A., a lower metallization thickness of 3000 41., and a 

200-volt test voltage, the failure rate on a Cr-Ag-Cr metallization wafer 
was 0.9%. On a comparable Al metallization wafer the failure rate 

was 0.2%. Breakdown voltages on the Cr-Ag-Cr wafer were between 
250-300 volts; on the Al wafer, they were between 450-500 volts. 

These tests indicated the superiority of an Al metallization for the 
selection tree. The difficulty in the Cr-Ag-Cr metallization may be 

due to metal migration into the insulating oxide or poor adherence of 

the oxide to the silver component in the Cr-Ag-Cr structure.'2 The 
deposited silicon dioxide field breakdown strength was 0.8 — 1.0 
X 107 V/cm. 

Aluminum metallization frequently results in poor source/drain 
contacts, which appear as reverse bending of the /-V characteristics 
as seen in Figure 14(A). The solution to this problem required the 
Al evaporation to be done in an ultra-clean vacuum system, prefer-

ably a vac-ion system with electron-gun evaporation. Particular care 
was taken to ensure complete removal of the SRI. in the contact areas 
prior to evaporation. 

The SiO2 insulator was deposited and etched (for the gate-address-
line contact openings) in two layers to decrease the probability of 

etching pinholes. Each layer is about 2500 A. Two different photo-

masks, both printed from the same master mask, are used to cancel 
out pinholes due to acquired contact dirt. Crossover failures approach-
ing 0.1% were obtained for the 1634 crossovers per selection tree. 

Because of the large number and close spacing (10-mil centers) of 
input 'output tabs, the selection tree required packaging in an external 

beam-lead structure, as shown in Figure 7, to facilitate external con-
nections. A parallel gap welder was used to connect the package leads 
to the selection tree input/output tabs. The metal on these tabs must 
be solderable material such as silver (or Cr-Ag-Cr with the last 

layer of Cr less than 100 A) or nickel to be compatible with the paral-

12 E. Ross and J. T. Wallmark, "Increasing Life of Ag-Cr Metallization 
on Silicon," Digest of Technical Papers, Reliability Physics, Sixth Annual 
Slim., Nov. 1967. 
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HORIZONTAL SCALE 05V/ DIV 

(A) 

lel-gap welder. Therefore, the aluminum contact tabs on the selection 

tree are usually reinforced with Cr-Ag-Cr by evaporating through a 

metal mask or by evaporating over the entire wafer and using selective 
etching techniques, or with Ni by selective electroplating. 

Transistor I-V Characteristics 

The selection-tree transistor characteristics were recorded before 

application of the intraconnection wiring. The drain current was 

VERTICAL SCALE: 0.5mo/DIV VERTICAL SCALE: 1.0ma/DIV. 
HORIZONTAL SCALE 0.5V/DIV. 

(B) 
POOR SOURCE/DRAIN GOOD SOURCE/DRAIN 

CONTACTS CONTACTS 

Fig. 14—Effect of poor source/drain contacts on transistor characteristics. 

measured as a function of drain voltage and gate voltage. A typical 

characteristic for a series transistor pair is shown in Figure 14(B). 
The drain current and threshold voltage were then studied as a func-

tion of position on the wafer at fixed bias values. The current and 
voltage change gradually over the wafer surface, corresponding to 

localized material conditions. Overall uniformity is within 20%. 

There appear to be smoothly varying regions of drain-current and 

threshold-voltage levels. 

OPERATION OF A 64-OUTPUT COMPLEMENTARY DECODER 

Test System 

The 64-output selection tree was connected to n-type load-switch 

transistors mounted in TO-5 header cans to form a complementary 

decoder (see Figure 1). Connections were made to the selection tree 
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CLOCK 

PULSE 

GEN. 

PULSE 
GEN. 

SELECTION TREE 

STROBE   
SIGNAL t 

UNDER TEST 

ENABLE 
SIGNAL t 

GATE DRIVER 
CIRCUITS 

OUATERNARY 
CONVERTER 

tt 
6 BIT 

BINARY COUNTER 

—* LOAD 
SW 

--"" OUTPUT --e 
LINES 

ADDRESS SIGNALS 

Fig. 15—Sequential addressing system. 

with a 13-point in-line probe for the gate address and strobe lines and 

a 16-point in-line probe to test 16 consecutive output lines. The MOS 

load-switch transistors were characterized by a channel area of 20 

X 0.4 square mils and a gate oxide thickness of 1000 A. 

A sequential addressing system was assembled as shown in Figure 

15. This system tests an output line under all possible combinations of 

input address signals every 64 clock cycles. A good output line will 

produce an output signal once during 64 consecutive clock signals as 
shown in Figure 16. 

Selection Tree Yield 

The most serious problem affecting the selection-tree yield is the 
presence of shorts or current leakages. The observed shorts are of 

three general types: gate to source or drain; source to drain; and sub-

strate •-,o source or drain. The first of these types is the most frequent 
and the most troublesome. The failure factors of several wafers are 
listed in Table V. 

...— +10V 
INPUT STROBE 
SIGNAL (10V /DIV) 

OV 

TIME SCALE: 

OUTPUT LINE 
SIGNAL (5V/DIV) 

50µs/ DIV 

Fig. 16—Normal output-line response. 
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The gate-to-source or gate-to-drain shorts can result either from 
leakage in the thermal oxide between the metal gate and the doped 
source or drain regions, or from leakage between the gate and 
source/drain intraconnection lines through the deposited oxide in-
sulator. Experimentally, it is difficult to distinguish whether a gate-
to-source or gate-to-drain short in a finished selection tree is due to 
a failure in the thermal oxide or the deposited oxide. Both possibilities 
are electrically in parallel in the selection tree. Separate measurements 
of the thermal oxide and the deposited oxide indicate that failures 

Table V—Selection-Tree Defects 

Selection Tree 

Defects 

Operable 
Lines Yield 

Shorts 
Open 
Lines g-8,d s-d subs-s,d 

J16-2 2 1 
0 
0 

1 
0 
0 

1 47 73% 

J18-4 10 
9 

1 24 38% _ ____ 
J20-2 
J21-1 

0 25 39% 

1 1 
0 

0 
0 
0 

1 
0 

61 95%  

J21-2 8 23 36% 

J21-3 4 
6 

0 1 51 80% 

J21-4 1 
6 
4 

0  
0 
0 

1 
0 

37 58% 

J22-1 2 
1 

—1—  

44 69% 
_ 

J22-2 
---.i.E-4-- 

1 28 44% 

1 0 0 44 69% 

within both types of oxide contribute equally to the problem. The 
gate-short failure rate for the 85 unconnected selection-tree tran-
sistors was 3.0 gate shorts per tree. A simulation of the selection-tree 
two-layer wiring with the 1634 crossovers produced a failure rate of 
3.3 gate shorts per tree. 

The presence of a gate short can be detected during a 64-address 
cycle by an output line response as shown in Figure 17(A). This 
figure illustrates the effect of a gate-to-output-line short in a C (third) 
level transistor. Because of the sequencing pattern of the quaternary 
input code, a C level gate is ON every fourth clock pulse (low-voltage 
level) and OFF during the intervening three clock pulses (high-voltage 
level). When the load switch is opened, the output will follow either 
the high- or low-voltage gate signal. When the load switch is closed 
and the gate signal is OFF, an intermediate voltage will appear on the 

output line as determined by the voltage divider network of the gate-
short impedance and the closed load-switch impedance. 

Source to drain shorts in the selection tree are almost invariably 
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Fig. 17 (a)—Output-line response with gate to source or drain short in "C" 

level. 

Fig. 17(b)—Output line response with source to drain leakage in "B" level. 

Fig. 17(c)—Output line response with substrate to source or drain short 
in "C" level. 
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due to the imperfections in the source 'drain photomask. This problem 
is not serious in the present work and can be eliminated by using high-
quality photomasks. In a wafer containing 680 channel regions (be-
tween adjacent source—drain areas) each with dimensions of 20 x 0.25 
mils, there was only one occasional channel short because of a mask 
defect. An example of a source-to-drain short in a B level transistor 
is shown in Figure 17(B). The failure of the B level transistor to 
turn OFF introduces three extra output pulses during each 64-word 

cycle. 
Source or drain to substrate shorts occurred even less frequently 

than source-to-drain shorts. The signals appearing on an output line 
that is shorted to the substrate is shown in Figure 17(C). The dis-
play is similar to that obtained from a gate short, except the substrate 
is always at a positive voltage instead of returning to a low (ON) 

voltage every fourth cycle. 

Discrimination Ratio 

The address sequencing program also permitted a check of cross 
talk between output lines. A measure of this cross talk is the dis-
crimination ratio—the ratio of the maximum signal on an unselected 
output line to the minimum signal appearing on a selected line. The 
output signal on an unselected line may occur from current leakage 
through one or more OFF MOS transistors. The magnitude of this 
output signal is proportional to the strobe pulse duration and inversely 
proportional to the load capacitance on the output side of the MOS 
transistor(s). Barring catastrophic transistor failures, the discrimina-
tion ratio was less than 0.05 for output lines operating with a load 

capacitance of 80 pF and a strobe pulse width of 300 nsec. 
If the load capacitance is known, an estimation of the minimum 

MOS OFF resistance can be obtained by simple RC network analysis. 
Under the above operating conditions, the minimum OFF resistance 
for a single selection-tree MOS transistor must be >100,000 ohms. 

Switching Speed 

The switching speed of a decoder incorporating the selection tree 
depends on such factors as the applied bias voltage and driving wave-
forms, the characteristics of the MOS selection-tree transistors, and 
the loading conditions on the output line. For a decoder with an output 
signal amplitude of +10 volts, the following bias voltages are used in 

the circuit of Figure 1: 
V1N = +10, 

V oris = +10, 

vox = —4, 
Vsuit = +15. 



64-OUTPUT SELECTION TREE 349 

In all cases, the Vorr voltage on the gate address lines is sufficient to 
hold the selection-tree transistors in an OFF state, since the threshold 
voltage, VT, is always greater than 2 volts (source-to-gate voltage) 
under all operating conditions. The strobe signal is normally at +10 
volts (OFF) and decreased to 0 to turn on the decoder. The 90% to 
10% fall time of this strobe signal is 20 nsec. Figure 18(A) shows a 
timing diagram for the decoder operating at a 2 MHz rate. Figure 

+10 V— — — 

GATE 
ADDRESS 

VOLTAGE o 

-4V  

+10V 

INPUT 
STROBE 
VOLTAGE 
OV  

+10V- - - - 

OUTPUT 
SIGNAL 
VOLTAGE 
OV- - - 

100 
1 

400 500 

TIME (1-15) — "" 

(a) 

.I0V 
INPUT STROBE 
SIGNAL (10V/DIV) 

OUTPUT LINE SIGNAL 
(5V/ DIVA 

OV 
TIME SCALE:10Ons/DIV. 
OUTPUT LINE LOAD 
CAPACITANCE 2TRF 

1000 

(b) 

Fig. 18—(a) Decoder timing diagram and (b) decoder output signal. 

18(E) illustrates an actual output signal on and output line with a 
load capacitance of 27 pF. 

The switching speeds of decoders using selection trees of several 
different wafers are compared in Table VI for a load capacitance of 
88 pF. The selection-tree starting material and electrical character-
istics of four transistors connected in series are also included in this 
table. The fastest switching speeds are associated with the high trans-
conductance (g„,) and low source and drain to substrate capacitance 
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Table VI—Selection-Tree Characteristics and Switching Time 

Starting Material 
E ectrical Characteristics 
Four Series Transistors  _  _ 

Switching Times ( nsec) 
C,. = 88 pF  _ _ .. . . _ _ 

/,, 
11,,,el = 2.5 V gm Fall 

Orien- Surface 
Surface 

Resistivity 
VT,,.) 

(V...sun = 0) 
I V,,s1 = +10 V 
Vssrit = 0 V 

I Tins' = 2.5 V 
l VG., — VT l = 6 V 

Rise Time _ _ _ 
Time 

Wafer tation Doping (ohm-cm) (volts) (mA) ( ilmhos) )-10% 10-90% 90-10% 

J16 [111] n 2 —4 3.5 480 61 188 83 

J17 [100] n 2 —3 4.0 475 60 150 110 

J18 [100] n/n+ 15 —2 3.3 330 40 98 80 

J21 [100] n/n+ 15 —2 6.3 750 40 70 90 

J22 [1001 n/n+ 2 —3.5 6.1 750 63 132 78 
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wafers. The high-transconductance wafers are usually oriented in the 

[1001 direction; the low-capacitance wafers have higher values of 

surface resistivity (15 ohm-cm). The apparent discrepancy between 

the actual switching times obtained from the 64-output decoder and 
those computed for the 1024-output decoder arise primarily from the 

increased value of load capacitance (88 pF versus 14 pF). Also, the 
use of finite-rise-time input signals and the additional strobe level 

incorporated in the 64-output tree act to reduce the switching speed. 

S
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N
G
 
T
I
M
E
 
(n
s)
 

50 100 150 200 

LOAD CAPACITANCE (pr) 

Fig. 19—Switching time as a function of load capacitance. 

250 

Switching-time data as a function of load capacitance are presented 
in Figure 19. The 0 to 10% delay time is determined primarily by the 

internal selection-tree conductances and capacitances, and is relatively 
independent of the load capacitance. For load capacitances greater 
than 27 pF, the output rise times and fall times vary linearly with 
load capacitance, suggesting a simple RC charging relation of the fol-
lowing form: 

T = In 9 (8) 

If the load capacitance and rise time are known, this equation can 
be solved for k oiv, the effective resistance of the ON path in the 

selection tree. For a rise time of 100 nsec and a load capacitance of 
90 pF, this effective ON path resistance is 500 ohms. This value is in 
general agreement with those obtained by direct ohmic measurement, 
which are in the 300-500 ohm range. 

The influence of the various voltage biases on the switching times 
was studied. The rise time (10-90%) as a function of substrate bias, 
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ON gate-address voltage, and ON strobe voltage are shown in Figure 

20. Increasing the substrate bias reduces both the source and drain 

to substrate capacitances, which should decrease the rise time, but the 

transistor conductances (at fixed gate voltage) are also reduced 
through interaction with the threshold voltage. The latter effect should 

10%+90% 

OUTPUT SIGNAL 

RISETIME (ns) 

320 

280 

J16 * 2-24 

CL" 75 RF 

%flu • 10 V. 

VorF•10 V. 

• VON • -4 V. 
• 
•  240 Vs•OV. • 
• Vsus • +15V. 

200 

160 

120 

20 — 

VSUB 
VON 

Vs 

-2 -4 -6 -8 -10 -12 
VON OR Vs (VOLTS) 

1 1 1 I 1 1 1 
10 Il 12 13 14 15 16 

Vsus (VOLTS) 

Fig. 20—Decoder rise time as a function of bias voltage. 

increase output signal rise time. For increases in 11," greater than 
12 volts, very little change in rise time is noted, as seen in Figure 20. 
Increasing the ON address-gate voltage, Vox, increases the conduc-

tance of transistors within the tree (decreasing resistance of R,.,1111, 
which charges CI) and therefore decreases the rise time. For V0A- less 
than —4 volts, the tree transistors approach maximum conduction and 
further rise time improvement is slight. Similarly, decreasing the ON 

strobe voltage below 0 volts has relatively little effect on the rise time. 
The fall time is relatively independent of bias-voltage settings and 

remains at approximately 80 nsec. This fall time is determined princi-
ply by the ON resistance of the load-switch transistor and the size of 
the load capacitance. The 0 to 10% turn-on delay time, typically 
40-60 nsec, has also been observed to be relatively independent of 
the bias voltages. 
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Input Power Requirements 

Both real and reactive power must be supplied to the decoder. The 

real power is supplied from the VIN voltage source and is dissipated 
through the tree sourceArain lines and the load switch. This power 

has been measured at 20 mW under operating conditions of 2 MHz 

and 27 pF output capacitance. For output load capacitances sufficiently 
greater than the internal tree capacitances (-20 pF), a relation be-

tween power dissipation and operating speed has been derived by 
Burns.'3 

PIN = CLI7IN2fo (9) 

where CI, is the output load capacitance and fo the frequency of 
operation. 

The voltage swings on the transistor gate lines are responsible for 
the reactive power. Measured capacitance values for the different 
types of tree gate lines to the substrate material are: 

A address line: 52 pF, 
B address line: 64 pF, 
C address line: 90 pF, 
S strobe line: 14 pF. 

For 2-MHz decoder operation, the transition times (10 to 90%, 90 

to 10% ) were set at 100 nsec for the address lines and 20 nsec for 

the strobe line. A 14-volt transition on the address line requires a 
current I" = C(dv WO] of 29 mA and a reactive power of 116 mW. 
A 10-volt transition on the strobe line requires a current of 7 mA 
and a reactive power of 84 mW. 

CONCLUSION 

This paper has discussed the design and fabrication of a 64-output 

MOS selection tree and the performance of a complementary decoder 
circuit using the selection tree. The decoder is designed to produce 

output signals of +10 volts amplitude. A load capacitance of approxi-
mately 90 pF is used to simulate the loading effect of MOS transistor 
gates being driven by the decoder. The discrimination ratio between 

an unselected output line and a selected line is less than 5% for an 
output pulse duration of 250-300 nsec. The decoder is capable of oper-
ating in a moderate-speed (>1 MHz) digital system. Typical delay 
times and rise times of the decoder are 50 nsec and 100 asee respec-
tively. Fall times, determined primarily by the discrete load-switch 

"J. R. Burns, "Switching Response of Complementary-Symmetry MOS 
Transistor Logic Circuits," RCA Review, Vol. 25, p. 646, Dec. 1964. 
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transistors, are approximately 80 nsec. Rcal power consumption at 
2 MHz operation is 20 mW. Reactive power required to charge the 
gate address and strobe lines is approximately 200 mW. The yield 
of operable output lines in selection trees that have survived the fab-
rication process varies between 36-95%. The average yield of 10 
selection trees is 60%. The primary cause of non-operable output 
lines is gate leakages. Three techniques to reduce the number of gate 
shorts within a selection tree are suggested for future work. 

(1) The metallization topology can be redesigned to reduce the 
number of metal crossovers. By expanding the size of the selection 
tree and shifting the gate address lines to the areas between tran-
sistor columns, a reduction from 1,684 to 415 crossovers is possible. 

(2) Semiconductor tunnels can be used at crossover points. De-
generately doped semiconductor material can be substituted for the 
bottom-layer metallization at crossover points. An oxide insulator 
should adhere better to the degenerate semiconductor than a metal 
because of similar crystal structure and elimination of the vertical 
edges around a raised metal line. 

(3) Use a different insulator or a different method of applying a 
silicon oxide insulator can be used to lower the crossover defect rate. 

The MOS selection tree discussed herein has the property of estab-
lishing a unique low-impedance path from the input to a selected out-
put line. Possible areas of application include display and information 
processing and storage systems. 
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MONOLITHIC SENSE AMPLIFIER FOR 

LAMINATED-FERRITE MEMORIES 

BY 

H. R. BEELITZ 

RCA Laboratories 
Princeton. New Jersey 

Summary—A high-sensitivity (1 mV) moderate-bandwidth (10 MHz) 
tic-coupled sense amplifier has been designed and integrated. The ampli-
fier, designated TA5196, includes provision for strobing, detecting, pulse 
forming, and internal inversion logic. It can be used with a split-sense-
line-organized laminated-ferrite 'memory. 

A design technique called "thermal feedback," which permits the fabri-
cation of a high gain all de-coupled integrated sense amplifier with mini-
mum chip area, has been proven feasible. The input imbalance of a discrete-
component high-gain (60 dB) d-c amplifier was controlled to within It30 
microvolts with thermal feedback. This represents an improvement by a 
factor of 100 over the identical amplifier using conventional design tech-
niques. 

INTRODUCTION 

i
N SUPPORT of the laminated-ferrite-memory program at RCA 
Laboratories,' a design study was initiated to determine the feasi-
bility of integrating a very high sensitivity (1 mV), moderate-

bandwidth (• 3 MHz) sense amplifier. 
The broad specifications of the design objective are listed in Table 

I. By far the most stringent specification is the requirement of high 
sensitivity. The amplifier should be capable of "sensing" a 1-mV pulse 
and amplifying it sufficiently to drive standard logic circuitry. This 
requires an overall gain of 60 dB to provide a 1-volt output signal. 

The specified ± 2-volt digit pulse preceding the 1-mV signal pulse 
poses another severe problem. The recovery of the amplifier from an 
overdrive condition due to this "digit blast" must be sufficiently fast 
for it to be able to sense the small 1-mV signal. 

The specification that the amplifier be intergratable arises, of 
course, for reasons of economy and reliability. In addition, the mono-
lithic environments offers certain opportunities in design (transistor 
matching, temperature tracking, etc.). On the other hand, area and 

' R. Shahbender, C. P. Wentworth, K. Li, S. E. Hotchkiss, and J. A. 
Rajchman, "Laminated Ferrite Memory", RCA Review, Vol. 24, p. 705, 
Dec. 1963. 
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power constraints arise due to the yield problem inherent in mono-
lithic construction. Chip size should be kept as small as feasible to 
maximize yield. This is especially important if arrays of sense ampli-
fiers are to be fabricated. 

The differential amplifier was chosen as the basic building block 
for the sense amplifier. This was done to take advantage of the high 
common-mode rejection that is possible with the differential amplifier 
for limiting overdrive conditions while writing into the memory. The 
differential amplifier also lends itself particularly well to monolithic 
fabrication, since its performance characteristics (gain, temperature 
stability, etc.) are primarily dependent upon resistance ratios, device 
matching, and tracking, etc., that can be readily achieved in mono-
lithic form. 

Table I—Sense Amplifier Nominal Specifications 

Gain (Overall) 60 dB 
Bandwidth 3 MHz 
Digit Pulse, Maximum ±-2 V 
Threshold 1 mV 
Output Voltage 1 V 
Temperature Range 10°C to 65°C 

Since a complete sense amplifier is proposed, provision for strob-

ing, thresholding, pulse forming, internal logic, etc must be provided. 
This must be done within the constraints of minimum area (com-
ponent count) and power as noted before. 

A further complication is the requirement that the amplifier be 
used in conjunction with a single crossover-per-bit, split-sense-line-
organized laminated-ferrite memory. Figure 1 shows a schematic dia-
gram of the split-sense-line laminated-ferrite memory and differential-
input sense amplifier. 

SPLIT-SENSE-LINE LAMINATED-FERRITE MEMORY 

The motivation behind using a split-sense-line arrangement for the 
laminated-ferrite memory is twofold. 

1. Memory capacity for a given sense signal can be increased, per-

haps doubled, due to the reduction in sense-signal attenuation. Re-
duced attenuation is a result of the shortened signal-path length 
obtained with the split line. 

2. The high (several volts) digit blast back voltage present during 
digiting can be coupled to both inputs of a differential input sense 
amplifier. Amplifier over-drive is thereby considerably reduced due 
to the high common-mode rejection of the input differential stage. 



MONOLITHIC SENSE AMPLIFIER 357 

The split sense line imposes a logic problem, however, in that a 
"one" signal on one half of the split line produces the opposite differ-
ential amplifier (D.A.) output to that for a "one" signal on the other 
half of the split line. In addition, for bipolar inputs, a "one" on, say, 
the top split sense line produces the same D.A. outputs as that for a 
"zero" on the bottom sense line. Clearly then, in order to be able to 

DiGIT DRIVERS 

DIGIT/SENSE LINE ( TOP HALF ) 

.2 DIFFERENTIAL INPUT 
SENSE AMPLIFIER 

DIGIT/SENSE LINE (BOTTOM HALF) 

Fig. 1—Single-crossover-per-bit, split-sense-line organization of laminated-
ferrite memory. 

distinguish a sensed "one" from a sensed "zero", it is necessary to 
know in which half of the split sense line the signal originates (from 
the contents of the current address register) and then to perform the 
necessary inversion logic prior to detection. 

Of course, digiting could be clone so as to generate the proper sense 
signals (say a positive sense signal on the top line and a negative sense 
signal on the bottom line for a stored "one"), which would result in a 
single D.A. output polarity. However, the digit blast would then appear 
differentially across the D.A. inputs, creating severe overload prob-
lems. This approach does not appear to be very practical. 

The required logic could also be performed at the output of the 
differential sense amplifier. This requires, for simplified gating, that 
the amplifier be kept differential throughout, precluding the use of 
"single ending" with the resultant savings in component count and 
chip area (important for integration) and, of course, in cost. The addi-
tional gates required at the amplifier output increase signal propagan-
tion time as well as further increasing circuit complexity and cost. 
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The approach adopted was to perform the required logic (inver-
sion) internal to the sense amplifier. The circuit shown in Figure 2, 
which is discussed later, provides the required logic. 

ALTERNATIVE APPROACHES 

A number of approaches for implementing the high-gain sense 
amplifier were examined. These are outlined below along with a brief 

discussion of their applicability. 

+Vee 

SIGNAL OUTPUT 

SIGNAL INPUT 

FF1 INPUT 

R 16 

—ye' 

+Vet 

R15 

FF2 INPUT 

SIGNAL INPUT 

Fig. 2—Current-steered logic differential stage. 

A. All-dc-Coupled Amplifier. In an all-de-coupled differential 
sense amplifier, the sense signal must be larger than the inherent d-c 
offset uncertainty. Since the principal offset is due to the Vb, mis-
match of the input differential transistors, typically 5 mV, it is obvi-
ous that only signals greater than 5 mV can be discriminated. A 1-mV 
signal cannot be sensed unless the input offset uncertainty is reduced 
to less than 1 mV. Since a completely monolithic structure is pro-
posed, individual device matching is not possible. Trimming with 
external resistances is possible but certainly not desirable, as it is 
neither economic nor compatible with the monolithic approach. 

B. All-dc-Coupled Amplifier with Offset Error Sensing and Cor-
rection. This approach can be further characterized by the method of 
error correction employed, electrical or thermal. 
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1. Offset Correction by Electrical Means 

This method requires error detection (offset detection) during 
some quiescent period of the memory cycle (no input signal) and 
electrical feedback of a correction signal. Strobing and analog mem-
ory are required in the feedback loop. A large capacitor would prob-
ably be required for implementing the analog storage function. Since 
large-value capacitors are incompatible with monolithic fabrication, 
this technique is not practical. 

2. Offset Correction by Thermal Means 

Here, again, error detection during a quiescent period is required, 
but the feedback loop is completed via thermal coupling. This method, 
which we may term "thermal feedback",e uses the temperature de-
pendence of the base—emitter characteristic of the input differential 
transistors as the control parameter, thus permitting large time con-
stants and sensitive control without reactive elements or electrical 
loading or disturbance of the input stages. The scheme has the ad-
vantage (as does electrical feedback) of correcting imbalance dynami-
cally regardless of the cause. The technique appears feasible, and 
experiments with integrated structures and amplifiers utilizing thermal 
feedback are described later. 

C. AC-Coupled Amplifier. This approach is the most obvious and 
straightforward solution to the de-offset problem. Unfortunately, it 
introduces new problems associated with the repetition rate and duty 
cycle of the signal pulses and the difficulty of obtaining the long time 
constant required during signaling and a short time constant during 
digiting. In addition, only low values of capacitance (less than 50 pF) 
are practical with the monolithic approach. 

THERMAL FEEDBACK FOR AUTOMATIC OFFSET CORRECTION 

The advantages that accrue from using some type of built-in auto-
matic offset correction thermal feedback rather than the apparently 
simpler a-c coupling are readily seen. Ninety percent of similar 
transistors on a chip typically have matched to within 5 mV. 
However, in a high-gain de-coupled amplifier, even these relatively 
small imbalances would be sufficient to saturate the output stage, even 
in the absence of a signal, unless a sufficiently broad voltage range 
were allowed. This is, of course, costly in terms of excessive dissipa-
tion. Capacitive coupling from the front-end de-coupled amplifier 
(comprising perhaps several stages) to the threshold detector would 

2 J. Amodei, private communication. 
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still be required in order to distinguish the amplified 1-mV signal 
pulse from the amplified 5-mV input de offset. In view of the above 

and the previous discussion of the alternative techniques, a prelim-
inary investigation of thermal feedback for automatic offset correc-
tion was undertaken. 

INPUT DIFFERENTIAL STAGE 

FROM 
MEMORY 
PLANE 

Fig. 3—Differential amplifier with thermal feedback. 

EXPERIMENTS WITH THERMAL FEEDBACK 

SAMPLE 
PULSE 

A breadboarded high-gain (60 dB) dc-amplifier test vehicle for the 
thermal-feedback concept was constructed using discrete components. 
A diagram of the test amplifier is shown in Figure 3. With the 
thermal-feedback loop open, the output offset (input offset multiplied 

by the amplifier gain) was measured to be 3 volts for a given set of 
devices and resistors. With the thermal-feedback loop closed, the out-

put imbalance was controlled to within ± 30 millivolts. This repre-

sents an effective input imbalance of ± 30 microvolts, or an improve-

ment by a factor of 100. 

The flip-flop shown in the bottom part of the diagram stores the 
offset polarity as sensed during the quiescent period. Storage is per-

formed so that power may be continuously dissipated in the appro-
priate heat-source resistor R,1 or Rr, thus generating the required 
thermal difference between input transistors Q1 and Q.. As indicated 
in the diagram, Ril is tightly coupled (thermally) to transistor Q1, 
while Rr is tightly coupled to transistor Q.,. The flip-flop is set to the 
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proper state during the sampling period by energizing strobe tran-
sistor Q9. 

To determine the feasibility of implementing the thermal feedback 
approach in a monolithic structure, a number of tests were made of 

thermal coupling and temperature difference between elements of avail-

780 

10 — 775 

9 — 770 

8 — 765 

7 — 760 

LiVbe voe 
(mV) (mV) 

5 — 750 

4 — 745 

3 — 740 

2 — 735 

I — 730 

V be 
TRANSISTOR 4,5 

(vb. 4,5Ø Vbe 1.2.3 ) 7r1; 

X 

6 

UNIT DA 392 WITH HEAT SINK 
MEAS AT 24•C ROOM TEMP — 

I  

0 20 40 60 80 

POWER DISSIPATION IN TRANSISTOR 7, 8, 9 
(mW) 

Fig. 4—Thermal coupling tests (1). 

100 

able integrated circuits. Plots of these test results are given in Fig-
ures 4 and 5. A photograph of the test structure used is shown in 
Figure 6. 

The tests results indicate that, for the test structure used, a 2-mV 
differential in V,„. can be developed with less than 50 mW dissipation. 
Of course, the test structure is not optimum; the heat-source tran-

sistor is too distant from its associated differential amplifier tran-
sistor. A closer spacing (more readily obtained with a heat-source 
resistor) would reduce the power dissipation required for a given 
thermal difference. 

The thermal-coupling experiments discussed above are interesting. 
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— 780 

10 — 775 

9 — 770 

8 — 765 

7 — 760 

â V be V be 
(mV) (mV) 

5 — 750 

4 — 745 

3 — 740 

2 — 735 

I — 730 

o 

POWER DISSIPATION IN TRANSISTOR 7 8 9 
(mVi) 

UNIT DA 39 .'2 WITNOUT NEAT SINK 
MEAS AT 25*c FeDOM TEMP — 

60 80 100 

Fig. 5—Thermal coupling tests (2). 

TRANSISTOR 4, 5,6 

TRANSISTOR 7, 8,9 TRANSISTOR 1,2,3 

— 0.150" 

V 

Fig. 6—Integrated structure used for thermal coupling tests. 
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but are not conclusive as to the practicality of incorporating thermal 
feedback into a monolithic amplifier. We decided, therefore, to pro-

ceed with the design and integration of the more straightforward (but 
marginal) ac-coupled sense amplifier. Since the differential amplifier 

stages of the thermal feedback amplifier are very similar to the differ-
ential amplifier stages of the ac-coupled amplifier, a large portion of 
the thermal-feedback sense amplifier could also be verified with the 
integration and testing of the ac-coupled amplifier. To complete the 
measurements required for designing the thermal-feedback circuit in 
monolithic form, two resistor—transistor pairs were included on the 
chip. These allow more realistic determination of the chip-dissipation— 
thermal-gradient parameters. 

AC-COUPLED SENSE AMPLIFIER 

The ac-coupled sense-amplifier circuit that was developed is shown 
schematically in Figure 7. Essentially, the amplifier is composed of a 
two-stage high-gain differential amplifier capacitively coupled to a 
strobed detector. By single ending the output of the second stage, a 

relatively simple circuit requiring a low total value of coupling capaci-
tance (22 pF) resulted. However, amplifier performance had to be 
kept to marginal levels in order to hold the circuit complexity and 
dissipation to a minimum. 

The need for maintaining extremely close device matching has been 
partly circumvented by a one-shot correction scheme. The correction 
consists of shorting out, external to the flat pack in which the inte-
grated circuit chip is mounted, ten percent of either collector resistor 
of the first stage, depending on the imbalance polarity. This effec-
tively reduces the input imbalance (offset) from 5 mV to less than 
3 mV. The remaining d-c imbalance is eliminated by the a-c coupling 
prior to detection. 

The second stage of the D.A. provides additional signal gain while 
incorporating current-steered logic for inversion. The need for in-
ternal inversion logic was discussed previously. 

The combination analog and digital circuit is shown separately in 

Figure 2. Note that the upper transistors (Q., Q3, Q13, Q14) of what 
appears to be a logic circuit are also in the signal path and, addition-
ally, provide analog gain of the sense signal, functioning as an in-
tegral part of the amplifier. The logic signal inputs (at ECCSL cur-
rent-mode logic levels of —0.8 V ["one"] and —1.6 V ["zero"]) labeled 
Flei and FF., are derived from the address register. They determine 

whether or not sense-signal inversion will occur prior to detection. 
The single-ended output of the second stage is capacitively coupled 
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via a 22-pF capacitor to the base of the saturating transistor Q5. The 

strobed clamp transistor Q15 effectively bypasses any signal to ground 
when saturated. When Q15 is cut off, a 0.5-volt positive signal at 

the base of Q5 is sufficient to turn on Q5, saturating it briefly and 
developing the output pulse at its collector. The emitter voltage 

of Q5 ( —0.45 V at 25°C), which determines the detector thresh-
old, is set by emitter followed Q. Because of the temperature track-

ing of detector transistor Q5 with the threshold setting transistor Q11, 

the threshold is relatively independent of temperature. The amplifier 
output is taken from the collector of Q5. 

Fig. 8—Integrated sense amplifier chip (TA5196). 

INTEGRATED SENSE AMPLIFIER 

The ac-coupled sense amplifier circuit of Figure 7 was integrated 
by RCA Electronic Components, Somerville, N. J. The circuit has been 

given the development designation of TA5196. It has been fabricated 
with standard, N+ pocket, and gold-doped processes. A photograph of 
a complete circuit on a chip is shown in Figure 8. The chip measures 

70 by 75 mils. Note that the chip also contains (at the upper left and 
lower right corners) the resistor—transistor pairs required for thermal 

testing for the thermal-feedback amplifier. They are not electrically a 
part of the sense amplifier. The large square area at the lower left 

corner is the 22-pF coupling capacitor. Little attempt was made to 
optimize the layout for minimum area, since the integrated chip serves 
primarily as a design test and verification vehicle. 
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SENSE AMPLIFIER EVALUATION 

Operating Level and Input Offset Tests 

Evaluation of the integrated sense amplifier involved both d-c 
(level) and a-c (pulse) testing. The d-c testing consisted essentially 
of setting up the flat-pack-mounted amplifier in a test jig, applying 
nominal power supply voltages, appropriate strobe and logic levels, and 
noting the circuit operating levels. Correct operation of the inversion 

Table II-Standard Process Samples, DC Tests 

Unit 
No. 

Circuit 
Connection' 

D.A. Normal Output? D.A. Inverted Output? 

#1 (volts) #2 (volts) #1 (volts) #2 (volts) 

1. Normal° +2.83 +1.31 +0.74 +2.82 
9-> 85 0.79 2.74 2.89 1.43 
10-> 8° 4.81 3.04 0.69 2.99 

2. Normal 2.44 3.88 3.43 2.92 
9-> 8 1.29 5.02 4.59 2.99 
10-> 8 3.73 2.60 2.16 4.20 

3. Normal 1.92 4.55 4.25 2.71 
9 -> 8 0.99 5.50 5.13 3.41 
10-> 8 3.28 3.16 2.99 3.48 

4. Normal 2.76 3.31 2.66 3.36 
9 -> 8 1.26 4.58 4.24 2.69 
10-> 8 4.15 2.54 1.21 4.61 

5. Normal 2.55 3.79 3.66 2.62 
9 -> 8 2.06 4.28 4.13 2.60 
10-> 8 3.06 3.26 3.15 3.14 

' -see Fig. 7 for pin locations. 
-with amplifier logic input labeled FF L set to -0.8 V 

3 -with amplifier logic input labeled FP2 set to -0.8 V 
4 -pins 9 and 10 are left open 
-pin 9 is shorted to pin 8 
-pin 10 is shorted to pin 8 

and offset correction circuitry is readily checked. Tables H, III, and 
IV list the results of the dc-level tests made on the sample sense ampli-
fiers. 

The columns labeled "Circuit Connection" refer to the single-shot 

offset correction technique discussed previously. Input offset before 
correction can be determined from the tabulated data. The approxi-
mate input offset can be obtained by dividing the differential output 
offset (the difference between D.A. output No. 1 and D.A. output No. 
2) by the nominal amplifier differential gain (1000). Calculated input 
offsets for the gold-doped amplifiers of Table IV are given in Table 
V. 

Note that, for the sample sense amplifiers tested, the effective input 
offset is less than 2 mV. Since the design allowed for up to 5 mV 
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Table 111-n+ Pocket Samples, DC Tests 

Unit 
No. 

Circuit 
Connection' 

D.A. Norm 

#1 (volts) 

11 Output' 

#2 (volts) 

D.A. Inverted 

#1 (volts) 

Output" 

#2 (volts) 

6. Normal' +i.7'' - -----F37217- -- -F-371F-- - ;2:73 - 
9 -> 85 1.39 4.71 4.55 2.83 
10 -> 86 4.25 2.59 1.70 4.32 

7. Normal 2.03 4.13 3.99 2.44 
9-> 8 0.99 5.21 5.05 3.24 

10 -> 8 3.52 2.57 2.49 3.65 
8. Normal 2.11 2.95 3.81 2.20 

9 -> 8 1.01 3.85 4.94 3.06 
10-> 8 3.65 2.09 2.29 2.84 

9. Normal 1.64 4.49 4.41 2.74 
9-> 8 0.87 5.03 5.26 3.41 
10-> 8 3.09 3.10 2.96 3.15 

10. Normal 2.01 3.84 3.64 2.25 
9-> 8 0.95 4.87 4.86 3.11 
10-> 8 3.60 2.26 2.09 3.77 

Notes: (See Table II). 

offset, this is well within tolerance. As Tables II through IV indicate. 
offset correction by externally shorting out 10% of either input collec-
tor resistor does not result in further improvement with these already 
small offsets. The offset-correction circuitry could be easily modified, 

TABLE 111-Gold-Doped Samples, DC Tests 

Unit 
No. 

Circuit 
Connection' 

D.A.Normal Output' D.A. Inverted Output' _._ _ 
#2 (volts) 

__ 
#1 (volts) #2 (volts) 

_ 
#1 (volts) 

1. Normal" +3.11 +3.11 +2.59 +3.59 
9-> 85 1.32 4.91 4.63 1.52 
10-> 86 4.87 1.34 1.16 5.04 

2. Normal 3.23 2.92 2.91 3.22 
9-> 8 1.44 4.79 4.69 1.41 
10-> 8 4.82 1.31 1.29 4.91 

3. Normal 4.10 2.05 2.07 4.05 
9-> 8 1.97 4.17 4.15 1.95 
10-> 8 4.97 1.25 1.19 5.01 

4. Normal 3.36 2.62 1.86 4.11 
9-> 8 1.40 4.60 3.96 1.97 
10-> 8 4.83 1.17 1.05 5.05 

5. Normal 2.97 3.19 3.26 2.89 
9-> 8 1.29 4.89 4.83 1.31 
10-> 8 4.80 1.35 1.36 4.80 

6.7 Normal 2.98 3.19 3.10 3.05 
9 -> 8 2.98 3.19 3.10 3.05 
10-> 8 2.98 3.19 3.10 3.05 

7. Normal 2.45 3.58 3.43 2.55 
9-> 8 1.24 4.85 4.73 1.29 
10-> 8 4.49 1.52 1.40 4.60 

8. Normal 4.01 2.05 2.34 3.72 
9-> 8 1.97 4.11 4.38 1.63 
10-> 8 4.86 1.25 1.19 4.93 

Notes '-": See Table II 
1-Pins 9 and 10 are evidently not bonded to the chip. 
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Table V—Calculated Input Offsets for Gold-Doped Amplifiers of Table IV. 

Input Offset (mV) 

UNIT 
1 
2 
3 
4 
5 
6 

8 

FFi Input Set to —0.8v  
+ 0.0 
+ 0.31 
+ 2.05 
+ 0.74 
— 0.22 
— 0.21 
— 1.13 
± 1.96 

FF, Input Set to —0.8v  
— 1.0 
— 0.31 
— 1.98 
— 1.25 
+ 0.37 
± 0.05 
-I- 0.88 
— 1.38 

however, so as to short out say 5% of either collector resistor, result-
ing in an improvement in offset if the 2-mV limit holds for larger 
samples. 

Preliminary Small-Signal Pulse Tests 

Dynamic (pulse) testing included both gold-doped and standard-
process sense amplifiers. Because of excessive saturation delay, the 
dynamic tests on the standard samples of Table II were restricted to 

small-signal pulse tests with the strobe circuitry disabled. Figure 9 
shows the typical performance obtained from a sense amplifier made 
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SHARP RISE TIME INPUT PULSE 
TEST " b " 

DEGRADED RISE TIME INPUT PIJLSE 

11111111111M1/11111111111 

...11.111111.111 

11.-MM 5 BEM-- 
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BOTTOM TRACE (BOTH PHOTOS): - Im Vic rn 
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Fig. 9—Sense-amplifier pulse test (standard unit No. 3). 
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with standard processing. Oscillograms showing the response to both 
sharp- and degraded-rise-time input pulses are included. 

Testing of the gold-doped samples included operation of the strobe 
circuitry. This was made possible due to the gold-doping process 

whereby the excessive storage time in the saturating transistors, such 
as the strobe (clamp) transistor, could be limited. Thus, the gold-doped 
amplifiers could be tested and operated in an entirely realistic manner. 

viem 
100 ns /on 
TOP TRACE 

D.A. OUTPUT (PIN 3 ) 
BOTTOM TRACE: 

COMMON MODE INPUT 
SIGNAL (+ 2V) 

iv/cm 
to° ns/ern 
TOP TRACE. 

D A. OUTPUT (PIN 3 
BOTTOM TRACE: 

COMMON MODE INPUT 
SIGNAL (-2V 

INPUTS A (PIN 12 ) AND El (PIN 13) HAVE BEEN 
SHORTED TOGETHER FOR THIS TEST 

POSITIVE SUPPLY (NOMINAL• 6V I HAS BEEN SET TO 
+13 OV FOR SATURATION PREVENTION. 

GOLD DOPED SENSE AMPLIFIER 

Fig. 10—Common-mode rejection tests. 

Common-Mode Rejection 

Preliminary common-mode rejection tests of the gold-doped samples 
were made. Figure 10 includes oscillograms indicating common-mode 

rejection. A measure of common-mode rejection is the common-mode 
rejection ratio, which can be defined as the ratio of differential gain 
to the common-mode gain. High-frequency common-mode rejection, as 

evidenced by the sharp peaking at leading and trailing edges of the 
output pulse, can be readily approximated. High-frequency (— 10 

MHz) common-mode gain (single ended) was measured to be 1.3 and 
nominal differential mode gain (single ended) is 500, giving a high-

frequency common-mode rejection ratio of 500/1.3 = 385. In a similar 
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manner, the low-frequency common-mode rejection ratio was found to 
be 500/0.25 = 2000. 

Pulse Test Apparatus and Arrangement 

The test setup of Figure 11 was used in all subsequent pulse testing 
of the gold-doped sense amplifiers. It provides a means of combining a 
high-voltage (2 V) common-mode pulse (coupled to both inputs) with 

ITRIGGER I TRIGGER 

TRIGGER 
OUT 

DIGIT 
GENERATOR 

• SYNC. OUT 
TO SCOPE 

20dB 

20dB 

20dB 

50,-, TERMINATION 

STROBE 
GENERATOR 

D.A. OUTPUT, 
PIN '3 

 o 
DETECTOR 
OUTPUT 

D.A. OUTPUT, 
PIN' 7 

SIGNAL GENERATOR:- RUTHERFORD MODEL B 16 
DIGIT GENERATORS - HEWLETT PACKARD MODEL 214 A 
STROBE GENERATOR:- RUTHERFORD MODEL B 7 B 
OSCILLOSCOPE. - TEKTRONIX TYPE 567 READOUT SAMPLING 

OSCILLOSCOPE 

Fig. 11—Pulse test arrangement and apparatus. 

a low voltage (1 mV) differential-mode signal pulse (coupled to a single 
input). The high-voltage common-mode pulse simulates the large 
digit blast back voltage generated by the laminated-ferrite memory. 
The low-voltage differential pulse, occurring approximately 0.5 µsec 
later, simulates the memory signal pulse. A digital readout sampling 
oscilloscope was used for all measurements and oscillograph recording. 

Small-Signal Pulse Tests 

Table VI lists the pulse-test results obtained with the gold-doped 
samples. The digit pulse was not applied for these preliminary tests, 
in order to avoid interference with the measurements by the digit-
pulse WI (decaying exponential), which can be seen in Figure 13. 
This tail is due to the pulse generator used, and is not a character-
istic of the sense amplifier. It is discussed later. 

Since the sense amplifier is somewhat sensitive to signal rise time 
due to the differentiating action of the coupling capacitor, separate 
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tests were run with input pulses of 3 nsec rise time and 40 nsec rise 

time. Performance differences were not significant. Input-pulse rise 

time had to be increased to more than 100 nsec before sense-amplifier 

sensitivity was significantly reduced. 

The start of the strobe pulse was adjusted to coincide with the 
start of the signal pulse at the sense-amplifier input. Since there is 

approximately a 35-nsec signal delay (see Table VI) through the two 

Input 

Ampli-
Unit tude' 
No. (mV) _ _ 
1. 1 

1 
2. 1 

1 
3. 1 

1 
4. 1 

1 
5. 1 

1 
6. 1 

1 
8. 1 

1 

TABLE V1—Gold-Doped Samples, Pulse Tests 
. . 

Pulse' D.A. Single Ended Detector (Strobed) 
— . ._......_ _ _ . _ 

Rise 
Time 
(ns) 

3 
40 
3 

40 
3 

40 
3 

40 
3 

40 
3 

40 

40 

Output" 
(mV) 

'-560 
540 
500 
480 
450 
430 
510 
490 
540 
520 
480 
460 
500 
450 

Rise Ampli-
Time Delay tude' 
(ns) (ns) (mV) 

"— 35 --34— --910 
57 38 
33 33 
56 37 
36 34 
56 38 
38 34 
57 39 
33 33 
57 37 
31 32 
58 35 
38 34 
59 35 

920 
820 
850 
850 
860 
920 
930 
950 
950 
920 
920 
900 
900 

Rise 
Time 
(ns) 

11 

12 

16 

13 

12 

13 
14 
12 
14 

Delay4 
(ns) 
42 
39 
44 
41 
50 
43 
46 
41 
49 
47 
45 
46 
40 
39 

' —100 nsee input pulse width, at "A" input signal only, no digit pulse 
2—Peak amplitude 
"—Pin 3 
—Overall delay through the sense amplifier 

amplifier stages, the strobe (clamp) transistor (Q 15 in Figure 7) has 

this period of time to come out of saturation and completely cut off. 
Without gold doping, the strobe transistor will not completely cut off 

in 35 nsec. It maintains, due to stored charge, a sufficiently high con-

ductance path to ground so as to short out the amplified signal pulse. 

For standard-process sense amplifiers (no gold doping), the strobe had 
to be turned off more than several hundred nanoseconds before the 

signal pulse, so that the signal could trigger the detector. With the 
gold-doped amplifiers, however, the 35 nsec proved to be more than 

adequate. 

Figure 12 includes oscillograms showing the small-signal pulse per-

formance of a gold-doped sense amplifier (Unit 1 of Table VI). The 
middle trace of each photograph, showing the single-ended output of 



372 RCA REVIEW September 1968 

the D.A., was taken with the strobe disabled, in order to prevent signal 

distortion caused by the strobe from interfering with the measure-

ments. Strobe distortion is discussed in detail later. However, the 

5Ons /cm 
TOP TRACE: 500 WV/cm 

DETECTOR OUTPUT ( STROBED ) 

MIDDLE TRACE: 500 mV/cm 
D.A. OUTPUT (NO STROBE) 

BOTTOM TRACE: I m V/c m 
1 m V INPUT PULSE WITH 3hs RISE TIME 

SOns/cm 
JOP TRACE: 500 mt./ism 

DETECTOR OUTPUT (STROBE°) 
MIDDLE TRACE: 500 mV /cm 

0 A. OUTPUT (NO STROBE 

BOTTOM TRACE: I mV /cm 
mV INPUT PULSE WITH 4Ons RISE TIME 

50 hs /cm 

TOP PAIR: 
TOP TRACE . 500m V/cm 

DETECTOR OUTPUT (STROBE°) 
BOTTOM TRACE: t m V /c m 
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BOTTOM PAIR: 
TOP TRACE: 500 m V/c m 

DETECTOR OUTPUT ( STROBE° 

BOTTOM TRACE ImV/Cm 

0.5 mV INPUT PULSE WITH 4Ons 
RISE TIME 

Fig. 12-0seillograms of pulse tests of gold-doped sense amplifier (Unit 
No. 1). 

detector output (the top trace) was obtained with the strobe activated. 

The top and middle oscillograms of the figure correspond to the 
tabulated data of Unit 1, but these are typical for all the gold-doped 

samples tested. The bottom photograph of the figure indicates that 
substantially full output from the detector is still obtained with 0.5 

mV input signal pulses. 
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Simulated Digit and Sense Input Signals 

Oscillograms of the composite test-signal inputs to the sense ampli-

fier, including the digit pulse, are shown in Figure 13. The test set-up 
was that of Figure 11 described previously. The top photograph in 

100m V/ cm 
100ns/cm 
DIFFERENTIAL SIGNAL INPUT TO S.A. 
AS SEEN BY SAMPLING SCOPE 

TEST CONDITION 2V DIGIT 
PULSE FOLLOWED BY 10 m V 
SIGNAL PULSE 

• 20mv/cm 100ns/cm 

AS ABOVE BUT WITH EXPANDED 
VERTICAL SCALE 

50 m v/cm 
100 ns/cm 
INDIVIDUAL INPUTS TO S A 

ARE SHOWN 

BOTTOM TRACE INVERTED IN 
SCOPE FOR CLARITY 

NOTE PRONOUNCED TAIL ON 
DIGIT PULSE 

Fig. 13-0scillograms of differential input signal tests. 

Figure 13 shows the differential digit-signal input to the sense ampli-

fier as seen by the sampling oscilloscope. If the common-mode coupling 
of the digit pulse to the sense amplifier inputs were perfect, then no 
differential signal would be observable. However, due to the slightly 

unequal attenuation and path delays occurring in the two separate 
paths from the digit pulse generator to the two sense amplifier inputs, 

somewhat unequal digit pulses occur at the inputs. 
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The middle photograph of Figure 13 shows, on an expanded verticle 

scale, the differential digit signal input. A negative 10-mV simulated 
sense-signal pulse can also be seen. Note the tail immediately follow-

ing the large digit pulse. The bottom photograph, showing the indi-
vidual sense amplifier inputs, shows this tail more clearly. It is obvi-

ously a characteristic of the digit pulse generator used and would not 
be present when the amplifier is used in conjunction with the lam-
inated-ferrite memory. 

IV/ cm 
100 nsi cm 

TOP TRACE ' 
+ 2V DIGIT PULSE ± mV 
SIGNAL PULSE 

BOTTOM TRACE 

D.A. OUTPUT (PIN 3I WITH +6V 
POWER SUPPLY (NO SIROI3E 

I Vicm 
100 4s/cm 
AS ABOVE BUT WITH +8V 
POWER SUPPLY (PIN 4 

GOLD DOPED • SENSE AMPLIFIER (UNIT 5 1 

Fig. 14-0seillograms of differential amplifier saturation tests. 

Saturation Effects 

Pulse tests were made on the gold-doped sense amplifiers to de-
termine the effects of second-stage saturation. The collector resistors 
of this stage are returned to a separate positive power supply at pin 4. 

Nominal supply voltage is 6 volts. With this supply voltage, the second 
stage will not saturate at the small sense-signal levels expected from 
the laminated-ferrite memory. It will, however, saturate at the high 

digit-pulse levels, as is readily seen in the oscillograms of Figure 14. 
The top photograph shows the effects of second-stage saturation with 

the supply set to 6 volts. The lower photograph illustrates how satura-
tion can be avoided by setting the supply to 8 volts. This costs an 

additional 50 mW in amplifier power dissipation with the present de-
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sign. Whether saturating or non-saturating operation is employed will 
depend upon the memory-cycle time requirements. If maximum sense 

amplifier performance is required, non-saturating operation should be 
used. 

Strobe Distortion 

Figure 15 shows oscillograms indicating the effect of strobe-circuit 

11115gbali 

1v /cm 
100 ns/cm 

'0P TRACE: 

-2V DIGIT PULSE ±ImV 
SIGNAL PULSE 
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DA OUTPUT (PIN 3 ) WITH 
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RE-CONNECTED AND NEGATIVE 
SIGNAL PULSE ONLY 
NOTE DISTORTION DUE TO STROBE 

GOLD DOPED SENSE AMPt.,FIER WWI 2 1, 

EIV POWER SUPPLY 

Fig. 15-0scillograms of strobe circuit tests. 

operation on the pulse waveforms. The complete pulse test pattern in-
cluding the 2-volt digit pulse followed by the 1-mV signal pulse is used. 
The output is taken at pin 3 (D.A. output). The strobe has been dis-
connected for the top photograph. The bottom photograph shows the 
waveform distortion with the strobe reconnected. This distortion is 
due to either the collector—base capacitance (— 4 pF) or stored charge 

in the strobe transistor. Increasing the size of the coupling capacitor 
reduces this effect. The 22-pF capacitance used represents about the 

minimum usable without introducing too severe distortion (enough to 
trigger the detector without a signal pulse) and without making 

amplifier sensitivity too rise-time dependent. Increasing the capaci-
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tance would result in less marginal amplifier performance at the cost 

of increased chip area. 

Detector Discrimination 

The detector output, for the same input pulse test pattern as above, 
is shown in Figure 16. The top photograph again shows the output 

Mai 
ii1611111110111M 

1v/cm 
100ns/cm 
TOP TRACE: 

+2V DIGIT PULSE ± ImV 
SIGNAL PULSE 

BOTTOM TRACE • 
D.A OUTPUT (PIN 3) WITH STROBE 
DISCONNECTED 

v/ cm 
100ns/cm 
TOP TRACE: 
+ 2V DIGIT PULSE ± I m V 
SIGNAL PULSE 

BOTTOM TRACE ' DETECTOR OUTPUT 
(PINS) WITH STROBE RE— 
CONNECTED 

GOLD DOPED SENSE AMPLIFIER (UNIT.I), 

+8V POWER SUPPLY 

Fig. 16-0scillograms of combined digit pulse and signal pulse tests. 

from the D.A. with the strobe disconnected. The bottom oscillograph 

shows the detector output (pin 5) with the strobe reconnected. Dis-
crimination between the 1-mV "one" and "zero" simulated sense sig-

nals is evident. However, a partial response caused by the digit pulse 

is also present. The high (2-volt) positive-going transitions of the 
simulated digit pulse (at the input) are not being entirely absorbed 

in the strobe circuit. 

The above test condition represents a very severe test. Such high 
dv/dt's as with the simulated digit pulse would probably not be en-

countered in use. If they are to be allowed for, however, several reme-
dies are possible. (1) The base drive on the strobe transistor can be 
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increased, driving it harder into saturation. This would probably in-

crease the distortion problem discussed previously and necessitate, a 
somewhat larger coupling capacitance. (2) Alternatively, or in addi-

tion to the preceding, the detector threshold could be increased. This 
would decrease the sense amplifier sensitivity to noise at the cost of 

lower overall gain. The gain of the D.A. stages could be increased to 
offset this. 

The possible circuit modifications suggested here as a means of 

reducing the amplifier's sensitivity to very high dv/dt digit pulses are 
primarily a matter of readjusting resistor ratios. The basic circuit 

configuration, which has been demonstrated to be sound, does not 
require alteration. 

CONCLUSIONS 

A number of techniques for the design of an integrated, high-gain 

(60 dB), high-sensitivity (1 mV) sense amplifier have been explored. 
Several techniques including the somewhat novel approach of using 

feedback by thermal means and a more conventional approach using 
a-e coupling have been proven feasible. 

A sense amplifier utilizing thermal feedback for automatic input 
offset correction was constructed using discrete components. Thermal 

feedback takes advantage of the temperature dependence of the base— 
emitter characteristic of the amplifier input differential transistors 

to achieve automatic balancing. The effective input imbalance of a 
high-gain (60 dB) breadboarded amplifier was controlled to within 

-.L• 30 microvolts. This represents an improvement by a factor of 100 
over the identical amplifier with the thermal-feedback loop open. In a 
high-gain de-coupled amplifier, the effective input imbalance of the 

amplifier (typically 5 mV) represents one of the major design prob-
lems. 

A number of tests with available integrated structures indicated 
that offset corrections of 2 mV could be readily obtained with less than 

50 mW dissipation. With optimum geometries, the dissipation re-
quired should be considerably less. Further study of the dissipation 

requirements for establishing thermal gradients in silicon integrated 

structures is required to verify the practicality of incorporating ther-
mal feedback into a monolithic amplifier. 

A high-gain (60 dB for 1 mV sensitivity) ac-coupled sense ampli-
fier was designed, tested with discrete parasitic components, and sub-

sequently integrated. The amplifier has a bandwidth of 10 MHz, 
which is somewhat better than the design specification (3 MHz). The 
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amplifier measures 70 x 75 mils and dissipates 135 milliwatts. It is 
packaged in a 14-lead flat pack. 

The sense amplifier includes a two-stage differential amplifier ca-
pacitively coupled to a strobed detector. It combines 1-mV signal 
sensitivity with a ± 2-volt digit pulse capability. Amplifier recovery 
time from digit overdrive is less than 100 nsec. Because of internal 
inversion logic circuitry, the sense amplifier can be used with a split-
sense-line organized laminated-ferrite memory. 

The sense amplifier has been fabricated with standard, n+ pocket, 
and gold-doped processes. Gold doping is required for limiting storage 
time in the saturating strobe and detector transistors. The gold-

processed amplifiers were extensively pulse tested and performed sub-
stantially as initially specified. Input offsets for the samples tested 
were 2 mV or less. Typical amplifier performance is tabulated as 
follows. 

Gain (overall)  Approximately 60 dB (0.9-V output with 
0.5 — 1.0 mV input) 

Bandwidth  10 MHz (differential stages) 
Digit Pulse, Maximum + 2 V 
Threshold 0  5 — 1.0 mV 
Output Voltage 0  9 V 
Temperature Range  10°C to 65°C 
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AN EXPERIMENTAL PULSED CdS LASER 

CATHODE-RAY TUBE 

BY 

F. H. Mau., 

RCA Laboratories 
Princeton, N. .1. 

Summary—A laser cathode-ray tube is described that has aluminized 
CdS crystals pumped by the pulsed electron beam. The tube configuration 
is of conventional design; the laser beam is fan shaped with a spread of 
180° in one direction and less than 10° in the other. Although there are 
several crystals on the faceplate, the present tube is suitable only for single-
spot low-duty-cycle operation. However, in theory it should be possible, by 
the use of many carefully aligned crystals on. the tube face, to make a 
sca.nable directional cathode ray tube having a wide horizontal viewing 
angle and a narrow vertical angle. 

INTRODUCTION 

F
4  .LECTRON-beam-pumped lasers have now been reported with 

wavelengths from 3100 A in the UV to 8 microns in the IR.' 

These results have been obtained in demountable vacuum sys-

tems at a temperature of 77°K or lower and in some cases, e.g., CdS, 
with high power efficiency. Lasing of CdS on a room-temperature sub-

strate was first reported by the author' for a total-internal-reflection 

mode? Published results of other workers using Fabry-Perot modes, 

which in general have higher thresholds, indicate that lasing in CdS 
has been obtained only up to 250°K, even when the substrate was 
maintained at a very much lower temperature. 

A laser cathode-ray tube was proposed,4 but not built, using the 

Fabry-Perot mode of operation from a staircase assembly of semicon-
ductor slices, with viewing taking place at right angles to the tube 
axis. This arrangement is very cumbersome and suffers from the many 
scanning, viewing, and construction problems associated with even 
simple phosphor screens viewed on the bombarded side. 

' M. I. Nathan, "Semiconductor Lasers," Appl. Opt., Vol. 5, No. 10, 
p. 151.1, Oct. 1966. 

F. H. Nicoll, "Room-Temperature Lasing of CdS Under Pulsed Elec-
tron Bombardment," App!. Phys. Letters, Vol. 10, No. 3, p. 69, Feb. 1967. 

3 F. II. Nicoll, "Far-Field Pattern of Electron Bombarded Semicon-
ductor Lasers," Proc. IEEE (Letters), Vol. 55, No. 1, p. 114, Jan. 1967. 

4 B. Lax, "Scanatron—A Scanning Beam Semiconductor Laser," Solid 
State Design, Vol. 6, No. 3, p. 19, Mar. 1965. 

379 



380 RCA REVIEW September 1968 

The total-internal-reflection mode of lasing produces a fan-shaped 
beam spreading 360° in the horizontal plane and less than 10° in the 
vertical direction. Such an emission pattern lends itself to a conven-

tional cathode-ray-tube structure viewed, as usual from the front of 
the faceplate. This, in conjunction with low-voltage room-temperature 
operation, makes a sealed-off laser cathode-ray tube possible. 

ELECTRON—OPTICAL DESIGN 

Laser action under electron-beam pumping requires a higher cur-
rent density than is usually obtained in commercial cathode-ray tubes. 
Even the spot size in a projection kinescope such as the 5-inch-diameter 
5TP4 tube does not give adequate current density at the 1 mA of cur-
rent available. Smaller focused spots are most readily obtained by 
moving the faceplate very near the final focusing lens of the tube. This 
is the case whether electrostatic or electromagnetic focusing is used. 
The proximity of the samples to the final lens makes a very short tube 
possible, but it also reduces the screeen area over which adequate 
focus can be maintained. 

The low-threshold and low-voltage operation of the internal-reflec-
tion-mode laser makes an electrostatic-focus tube possible even at op-
erating voltages below 25 kV. The present tube was designed for 
single-spot pulsed operation using electrostatic focus, but the addition 
of a final magnetic focusing lens gives considerably improved results. 

LASER-CRYSTAL PROPERTIES AND SCREEN PREPARATION 

The 360° internal-reflection lasing mode has the lowest threshold 
because total reflection is virtually lossless and the absorption losses in 

the crystal are small.' In order to keep these losses as small as possi-
ble, the electron-beam-excited depth should be comparable to the crystal 
thickness. To do this at beam voltages under 25 kV, the thinnest pos-
sible crystals are used; in practice, they are about 2 microns thick and 
are grown as platelets parallel to the c-axis. Such crystals have the 
further advantage at room temperature of providing good heat con-
duction to the substrate. These thin crystals are cleaved about 20-100 

microns wide parallel to the c-axis and perdendicular to the grown 
face, to give the necessary rectangular-cross-section cavity. The length 
of the strips is unimportant, but very thin crystals as grown from the 
vapor are seldom longer (parallel to the c-axis) than 1.0 mm. 

5 F. H. Nicoll, "Far-Field Patterns of Electron-Beam Pumped Semi-
conductor Lasers," Jour. Quantum Electronics, Vol. QE-4, No. 4, p. 198, 
April 1968. 
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For room-temperature operation the crystals must be in intimate 
contact with the faceplate for adequate cooling. Aluminization is de-
sirable to eliminate cathode light and to increase the light emitted in 
the forward direction. It is also useful in assuring that charging of 
the samples does not occur. It became apparent that conventional alu-
minizing on a plastic film covering the samples was not possible be-
cause of the high-temperature air bake required to burn out the plastic. 
This air bake did not visibly damage the crystals, but raised the room-
temperature threshold for lasing. 

The technique adopted for making the screen of single-crystal plate-
lets is as follows. A one-inch-diameter faceplate of sapphire or glass 
is coated with transparent tin oxide except for a V8-inch-diameter area 
in the center. This area is charged by a corona discharge, and the 
cleaved samples, placed in position, are held by the charge. The plate 
is then immersed in water with the samples still in place. 1000-A-thick 
dots of aluminum 1/4 inch in diameter are vacuum evaporated through 
a mask onto a microscope slide previously coated with sodium chloride 
by evaporation. Each aluminum dot is floated onto the surface of the 
water over the crystal samples by dissolving the sodium chloride dur-
ing submersion of the glass slide. On removing the water the alumi-
num dot settles down over the crystals and on being dried, firmly holds 
the crystals against the faceplate. As in conventional phosphor alu-
minizing, the aluminum drapes around the sides of the crystal making 
an excellent reflector for the laser light. It is important that the alu-
minum film should not make optical contact with the CdS crystals since 
it has been shown' that the lasing threshold is raised considerably, and 
lasing may actually cease, due to the reflection loss at the Al-CdS inter-
face. This loss, though small, is much greater than that for total in-
ternal reflection. The loss in the aluminum is prevented in the present 
case by the oxidation that takes place on the under side of the alumi-
num film while it floats on the water. Al.,03 (refraction index n 

= 1.75) serves to isolate the aluminum optically and allow total reflec-
tion to occur at the CdS-A1203 interface. However, the refraction index 
of Al.,03 is excessively high, and a better result can be obtained by 
using a 300-A layer of MgF2 (n = 1.34) underneath the floated-on 

1000-A-thick aluminum film. 

Figure 1 is a photograph of some of the aluminized crystals taken 
through the faceplate. Surrounding the crystals is a dark area where 

the aluminum slopes down from the back of the crystal to the face-
plate at an angle of about one or two degrees to the faceplate. The inti-
mate contact between the crystals and the faceplate is evidenced by the 

interference pattern visible under some of the crystals. The crystals 
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Fig. 1—Aluminized crystals photographed through the faceplate of the 
cathode-ray tube. 

and faceplate are air baked at 150°C and, after sealing to the tube by 
any of several well-known techniques, can be vacuum baked up to about 

150°C without affecting laser threshold. 

DESCRIPTION AND OPERATION OF TUBES 

Figure 2 is a photograph of a completed tube, showing the 5TP4-
type gun, and the aluminized crystals in the center of the faceplate. 

Fig. 2—Photograph of laser cathode-ray tube showing electron gun and 
aluminized samples in the center of the faceplate. 
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Between the end of the gun and the faceplate a transparent tin oxide 

coating serves as the final anode and cylindrical focusing lens. For a 
vertical crystal, the fan-shaped laser beam is horizontal and is emitted 

from the crystal through the faceplate. 

The usual operating voltages are applied to the 5TP4 gun except 

that the voltage ratio between the last two anodes is about 10. The 
electron beam, which can be positioned by a small magnet or deflection 
coil, is pulsed with 50-volt 50-nsec pulses on the grid at a rate of 10-100 

Hz. This low duty cycle is used to reduce heating and minimize a slow 

degradation in laser output. At 10 Hz, a bombarded spot on one crystal 

Fe 0.5mm 

Fig. 3—Photomicrograph of one CdS crystal emitting laser light at corners. 

will degrade gradually until, after one or two hours, lasing ceases. The 

reason for this degradation is not known at the present time. 

Figure 3 is a photomicrograph showing the laser light being emitted 
from two intense spots at the cleaved edges of the vertical CdS crystal. 

Light from the irregular, diffuse, electron-bombarded area is visible 
in the middle of the crystal. The horizontal fan-shaped laser beam is 
emitted in the plane containing these two spots and the perpendicular 

to the plane of the CdS crystal and faceplate. The emitted laser light 
is strongly polarized with the E vector horizontal and perpendicular 

to the c-axis of the crystal. 

Figure 4 shows a portion of the interference pattern produced by 

the two coherent beams from a vertical cleaved CdS sample 21 microns 

wide. The photographic film was located in front of the tube at a 
distance of 8 cm from the crystal and approximately parallel to its 
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I cm 
Fig. 4—Photograph interference pattern of laser beams (taken at about 

8 cm from crystal). 

broad face. The light from the lasing crystal was allowed to fall di-

rectly on the film without interposition of a lens. The interference 
lines are present only when the sample is lasing, and their calculated 
and measured spacing is in good agreement for light of the laser wave-

length. The narrow angle of emission in the vertical plane is also evi-
dent from the photograph, since the vertical length of the interference 

lines corresponds to an angle of about 8°. These interference lines 
are only observed sharply near threshold; at higher excitation levels, 
they merge to give a uniform 180° emission pattern with the same 
narrow vertical angle. 

Figure 5 shows the spectrum of the light emitted from the CdS 
crystals below laser threshold. The narrow lasing line is shown in the 
spectrum of Figure 6, which was taken just above threshold. This 

figure also shows the incoherent broad peak. The current density for 
lasing is about 4 amperes per cm2, and it is possible to obtain lasing 
down to an accelerating voltage of 10 kV if a conventional magnetic 
focus coil is used to supplement the electrostatic focus. The rise and 

decay time of the laser light is less than 15 nsec, which is the limit of 
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Fig. 5—Broad emission spectrum of CdS crystal operated below laser 
threshold near room temperature. 
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measurement on the oscilloscope. Power efficiency is about 0.5%, giving 
a peak pulsed output of about 120 mW of green laser light. 

CONCLUSION 

A pulsed-laser cathode-ray tube has been described that uses CdS 

single crystals operating at room temperature. The present tube, al-
though containing a number of crystals is really only suitable for 
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Fig. 6—Emission spectrum of sanie CdS crystal as in Figure 5 operated 
• above laser threshold showing narrow laser line. 

single-spot, low-duty-cycle operation. A scanning type tube would re-
quire many more aligned crystals operated with synchronized pulsing. 
While technically possible, the active area of such a screen scanned 
at a reasonable angle would only be about 1/4 inch. A tube with hori-
zontal rows of cleaved crystals with their c-axes vertical would all 

emit a polarized 180° horizontal fan shaped beam a about 10° vertical 
angle. Thus, for the first time a cathode-ray tube having a directional 
emission pattern is a technical possibility. 
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Summary—Propagation of electromagnetic waves .n superconductors 
differs from propagation in normal metals by the presence of the MeiSSner 
effect, i.e., the expulsion of magnetic flux from the superconducting bulk. 
Ginzburg and Landau have proposed a theory to account for this effect. 
This paper shows that, to the extent that charge effects can be neglected, 
the equilibrium Ginsburg—Landau equations can be used together with Max-
well's equations to derive the solution to EM wave propagation in super-
conductors. 

The transmission line structures that have negligible fields along the 
boundary with open space and have transverse dimensions of the order of 
penetration depth exhibit appreciable variation of the propagation constant 
with magnetic field (or current). This makes them suitable for distributed 
traveling-wave parametric amplifiers. 

INTRODUCTION 

p
ROPAGATION of electromagnetic waves in superconductors 
differs from propagation in normal metals by the presence of 
the Meissner effect, i.e., the expulsion of magnetic flux from 

the superconducting bulk. This is somewhat similar to the "skin-
depth" phenomenon of normal metals at microwave frequencies, except 
that the magnetic-field penetration depth in superconductors is several 

orders of magnitude smaller than the skin depth and is frequency 

independent, i.e., the field expulsion takes place in both steady and time-
varying fields. F. and H. London' have proposed the following equation 
to account for the Meissner effect: 

V' X .1 = — — H. (1) 

where AL is the magnetic-field penetration depth, .1 is the current den-
sity, and H is the magnetic field. 

' F. and H. London, "The Electromagnetic Equations of the Supracon-
ductor," Proc. Royal Soc., Vol. A149, p. 71, Mar. 1935. 
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Although the London theory successfully accounts for many super-

conducting phenomena, it suffers from the "local" character of its 

current-vector potential (J-A) relation. In addition, it does not ac-
count correctly for the surface energy and for the field or current de-

struction of superconductivity. 

To overcome these difficulties. Ginzburg and Landau (G-L) pro-
posed a phenomenological theory2 based on the Landau—Lifshits theory 

of phase transitions. Ginzburg and Landau assume an order param-
eter 0— a macroscopic wave function for superconducting pairs— 

that can be normalized to their density 

= 71, 

In accordance with the theory of phase transitions, they express the 
free-energy density of a superconductor as an even power series of 
the order parameter: 

1 
Fs° = F.» 

2 
(2) 

where F".= zero-field free-energy density, Fn= free-energy density 
of the normal metal, and «, = material constants. In the presence of 

a magnetic field, the expression becomes 

/12 1 

Few = Fm, + — + — 
817 2m 

— ihve, - — Atfr 
2 

(3) 

where the last term is analogous to the kinetic energy term in the elec-
tron-field interaction of quantum mechanics. The inclusion of the vector 

potential makes the expression gauge invariant. 

The equilibrium condition is then obtained by varying F Sif with 
respect to 0* and A. This leads to two coupled equations; 

1 ( 
— ihv — — A 20 — (rgf /31Ple/ = . 

2m 

C2 
= (5bytke' — 0." — — II 2A. 

2m mc 

2 V. L. Ginzburg and L. D. Landau, "On the Theory of Superconduc-
tivity," J.E.T.P. USSR, Vol. 20, p. 1064, 1950. 
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The validity and usefulness of these equations have been verified 
experimentally. However, they are equilibrium expressions and, there-
fore, cannot be applied a priori to time-varying problems such as EM 
wave propagation. 

TIME-DEPENDENT GINZBURG—LANDAU THEORY 

Gorkov has shown' the validity of Ginzburg—Landau equations near 
the critical temperature, To from microscopic considerations, by identi-
fying the order parameter with the energy-gap function. He pointed 
out that the order parameter must have a time-dependent phase given 
by 

I.. 2i,Lt — i 
— , (6) 

It j 

where it is the chemical potential. Josephson4 first noted that this time 
dependence leads to the a-c tunneling current. 

Starting with this basic time dependence of the order parameter, 
Anderson, et a1,5 have derived, phenomenologically, an additional time-

dependent equation to supplement the static G-L equations. Stephen 
and Suhl° obtained a similar expression, valid in the neighborhood of 
Te, from the microscopic Barden—Cooper—Schriefer (BCS) theory. 

Suhl has also shown' that the additional time-dependent equation can 
be derived by forming a Lagrangian from the G-L free-energy expres-
sion by addition of 

AL = h —  + 2icy e 
Dt 

2 E 2 

8r 
(7) 

3 L. P. Gorkov, "On the Energy Spectrum of Superconductors," Soy. 
Phys. JETP (Transl.), Vol. 34 (7), p. 505, 1958. 

4 B. D. Josephson, "Possible New Effects in Superconductive Tunnel-
ing," Phys. Letters, Vol. 1, p. 251, 1 July 1962; "Coupled Superconductors," 
Rey. Mod. Phys., Vol. 36, p. 216, Jan. 1964. 

P. W. Anderson and N. R. Werthamer, "An Additional Equation in 
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where 

= electric potential, 
E = electric field intensity, 
V = Vr/V73- and VI; is the Fermi velocity. 

The full Lagrangian can then be written 

1 1 

2 2m 

1 

Zin 172 

e 
ihvip — — A 

ae, 
ih —  (.ce 

at 

2 

2 1 

- (H2— E2 ) 
8r 

(8) 

We can now follow the standard variational procedure to obtain the 
minimizing relations using the Lagrangian differential equation 

a r, í I ai 3L 
  = 0 , 

Dg ax (3g) at (all) 
a — 3 — 

Da; at 

where q is a dynamic variable. Taking A, 0, 4, and tfr* as the inde-
pendent variables, we arrive at the relations 

1 e 2 1 

2m ( 2m 172 Dt 
) 4— (ttb+Pigl 2e'= 0, —iliv --A e,-- ih— + ecp 

41. 

1 3 
v24, + — — ( v • A) = — 47rp, 

c at 

1 3,2/1. 1 3 47; 
V2A— v• (VA) ------(V<P)=--J, 

c2 at2 cat 

(8) 

(10) 

where J and p are superconducting current and charge densities de-
fined by 

ieli e2 
J =— (q/V0* —rVIP) -- Ale1 2, 

2nt inc 
(12) 
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1 [ielt. ( *) e2 
= „„ 03) 

V 2 2m Dt Dt 

We can see that the first static G-L equation [Equation (4)] has been 

modified by the additional term 

1 ( 3 2 

— -F eCp e . 
2m172 at. 

The current expression [Equation (5)1 remains unaltered. However, 
an expression for the charge must now be taken into account. Equa-
tions (10) and (11) are the generalized Maxwell's equations. The 
equations are gauge invariant and the continuity equation 

V•J+—= 
Dt 

follows from the imaginary part of Equation (9). 

WAVE PROPAGATION 

We now consider the case where only the phase of the order param-
eter is a function of time. The theory, however, is also applicable to 
cases where the modulus of the order parameter, vi,,,, becomes a func-
tion of time, as in the vortex motion in the mixed state of type-II 
superconductors. 

As already pointed out, the phase of the order parameter is related 

to the chemical potential of the superconductor. In the presence of 

electrostatic potential and kinetic energy of Cooper pairs it becomes 

1 
g = + cc!) + — 

2m. 
(14) 

where is the material constant for a given temperature. The last 

term introduces further nonlinearity into the Ginzburg—Landau equa-
tions. 

We now define a general scalar phase function, W, of the order 
parameter 

r ie 
tp„,exp —1471. 

I iic 
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The time-dependent Ginzburg-Landau equations can now be written 

h2 e2 
V-2 1/1”, + — y14/1 2 

2m 2mc2 
2 

2n:1 .2 

mc 

2 

(t = e 

(15) 

V W) . (16) 

1 Dli. 
en,2 (9- + — —) • inv2 e Dt 

(17) 

The continuity equation, which follows from Equation (9), now 

becomes 

1 32W 2 c 3q) 2 
V2W---+—VW•VI,„,=--+V•A+—A•VG,„. 

172 3t 2 en, V 2 Dt 
(18) 

It has become a wave equation governing the propagation of the phase 
function of the order parameter. 

Equations (16) and (17) suggest a new set of potentials that would 
simplify the time-dependent Ginzburg-Landau equations. Putting 

and 

A' = A — IV with V • A' = O, 

1 DIV 
= — 

C Dt 

in Equations (16) and (17) and substituting in Equations (10) and 
(11), respectively, we get 

e2 

y 24, = 0 

172 42 

(19) 
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and 
1 D2A' 

v 2A,   A' = , 
c2 Dt2 A02 

(20) 

where )to is the zero-field penetration depth. Here Ginzburg—Landau 
normalization of the order parameter was used. Using the same nor-
malization, Equation (15) can be written 

2q/ 

K2 ( A' )2 c2 ( 4, ) 2 

V1H,À„ ± 112 Vi.H.,.À„ gi3 = 

Ào2 

(21) 

where K is the coupling constant and H„ the bulk critical field. The 
continuity equation now leads to the relation between the potentials; 

30 2112 
— — — A' • v 
DI cep 

The fields are invariant to the above potential transformation; 

H =vxA=\7><A1, 

and 

1 DA 1 DA' 
E = — 0+--)=—(v0+-- )• 

c Dt e at 

(22) 

Equations (19)-(21) represent a time-dependent set of Ginzburg— 
Landau equations. 

As with the normal metals, because of the smallness of the Debye 
screening length, the charge is very small. This allows further simpli-
fication of the equations by assuming the charge to be zero. Equation 
(19) then becomes Poisson's equation, while Equations (20) and (21) 

reduce to the equilibrium Ginzburg—Landau form: 

v20 = v2# =0, 

1 D2A' 4,2 

v2A' — — — — Ete = 0, 

C2 212 41' 
(23) 
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A' 
where =  

One can say, then, that to the extent that the charge effects are neg-
ligible, the equilibrium equations can be applied to the time-varying 
problc 

ONE-DIMENSIONAL CASE 

We assume an EM wave propagating in the Z direction with a 
propagation constant y, with no variation in the Y direction. With 
periodic variation in time and along the Z direction, this becomes a 
one-dimensional problem, with quantities varying only in the X direc-
tion. Thus, 

3 
— 10, , ——iy, and — . 
at Dz ay 

From the continuity equation (Equation (22)), we see that A' 
must have both X and Z components (y tp is an X vector): 

2112 

104 = - . 

CIP 3x 

This, in turn, necessitates the presence of X and Z components of the 
electric field and current. However, the magnetic field has only a Y 
component 

3A, 
1.4= (vr X A') = — iyA, — . 

ax 

From y • A' =0, it follows that 

ar 

Since 

=. 

U.; 1 atfr K 

A.,.' and — — 
ar À0 ar 
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(A' falls away from surface as e- /X» and 0 as e-erixo) fk can be 
shown to be approximately 

2.V2yK 2.112 

co) c2 

The ratio of the A' and cp terms in Equation (21) is then of the order 
of 4K2(v2/c2). Since 172/c2 10-5, the charge effects will become 
noticeable for materials with g > 50, i.e., only for the extreme type-II 
superconductors. Since most of the materials fall outside this range 
of FC, we are justified in assuming the charge to be zero, and can use 
Equation (23) for the required solution. There are, however, some 
theoretical inconsistencies connected with this assumption. Zero 
charge implies that y • A' = 0 and y • J = 0. But 

4r 3#2 
--À • J = 11/2 V • A' ± A' • '7 G*2 = — = O. 

ar 

Since D0/ar 0, then A„.' 0= 0. However, assuming As= 0 makes it 
impossible to satisfy y • A' = 0. As we have already seen, the X com-
ponent of the vector potential is very small; hence the error in assum-
ing the divergence of the current to be zero is of the same order as 
that in the assumption of zero charge. 

After all these considerations, we are finally left with the equilib-
rium form of Ginzburg-Landau equations [Equation (23)] : 

A.„2 a2g, 
— — — + a — + ip" = 0. 
K2 D.r2 

D2a ( 0,2 ,) a2 a, ,p2 
_ _ y2 — a, , a = 

DX2 (.72 À«:2 ar2 Xo2 

(24) 

(25) 

Unfortunately, there is no general solution to these equations. 
However, some special cases, such as that of very thin films (0 = con-
stant) or of the extreme type-I material (K — 0), can be readily solved. 
Another case for which a solution exists is that of g= Co. In this ease, 
however, as we have seen, the charge effects are not negligible and 
must be taken into account. 
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PROPAGATION ALONG THIN FILMS 

Ginzburg has shown' that when 

(— Rd ) 2 

«, 

where d is the film thickness, the field h -,-11/(..A-11,) and the cor-

responding potential, a, are given by 

Ito cosh ,i,,, —a. ( 
A„ 

a, =   , 

00 sinh (5//,, (-1- \ 
À. ) 

h„ sinh (00—) 
da: ÀO 

= 
dx d ) 

sinh 0„— 
À0 

(26) 

(27) 

where H„= 2r//c and I is the film current. The second relation be-
tween a and 1p„ is given by 

2,1/ d 
sinh 

X, 
1 +   

1p„d À„ 
#02(4,02 _ 1) =   (28) 

',God 
2 sinh2 

For q,„d/A„ « 1, i.e., d « 4, this becomes 

c/2 
h„2 = 

À02 

V. L. Ginzburg, "Critical Current for Superconducting Films," Dok-
lady Ac. Sc. USSR, (Translation), Vol. 3, p. 102, Jan.-Feb. 1968. 
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These relations are relatively independent of the G-L coupling con-
stant, K. 

To determine the propagation constant, y, we must also consider 
the wave propagating in the enclosing dielectric space. For the propa-
gation to be possible, the waves in different media must have the same 
propagation constant. This is ensured by equating the tangential field 
components at the boundary.° 

The wave equation in the dielectric medium reduces to 

D2H„ 
= 0. (29) 

Dx2 

where 

we-
1c2 = y2 — 

c2 

Assuming the wave to die away for x = ce we have 

H„= H„e—" (30) 

where we have already imposed the boundary conditions. 
The electric field in the Z direction is given by 

ick 
E. = — H„e— k•'' 

eo, 

In the superconducting medium 

E. = — 
1 DA' io) 

= -- A,' , 
C 

and equating the two components at x = 0, 

ck <0 
— H„= — A;(0) . 

(31) 

(32) 

°J. C. Swihart, "Field Solution for a Thin-Film Superconducting Strip 
Transmission Line," Jour. Appt. Phys., Vol. 32, p. 461, March 1961. 
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But 

lioÀ.„(1 + cosh ipd) 

A, (0 ) = \/2H .À0((0) = 
d ) 

sinh tfro — 
Ào 

or 

c2 4(1 + cosh Ind) 2À„2 
— k =  

yi„2d w2 
%Go sinh eP„ — 

À0 

and 

(02 4À„4 

72 = — — . 

C2 C2 e„4d2 

(33) 

Thus, the presence of the film will affect propagation only if d •-•-• )42 
10 -10 cm. This condition, of course, can never be met in practice. 

The reason for the negligible effect of the film on EM wave propa-
gation is that the fields outside the superconductor are of the same 
order as the field in the film thickness (or in the penetration depth 
layer in the case of a bulk superconductor). The superconducting vol-

ume into which the fields penetrate is much smaller than that of the 
boundary dielectric space. The propagation constant, y, is, therefore, 

very nearly that of the empty space. 

One way in which y can be appreciably affected by the presence of 
superconducting material is to ensure that the fields drop to a very 
small value at the boundary with the open space. Such a structure is 

a microstrip transmission line. 

PROPAGATION CONSTANT OF A MICROSTRIP TRANSMISSION LINE 

The microstrip transmission line, Figure 1, consists of a bulk 
type-I superconducting ground plane, a dielectric layer of thickness 

di, and a superconducting film of thickness d. 

The solution for the vector potential in the ground plane is 
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{   K,  r x i.KI.r 

a, = ± hoe- aq x • 1 + t-r A, _ c— Vi/Xonn(K÷V1:)1 

V ré".(2 — K2) I_ 11V . 

30 -I- 3\iiK2- 8K -4\/F1 

and 

K (K + V2) 

ot‘ 
DIELECTRIC 

SUPERCONDUCTING 
GROUND PLANE (X l) 

Fig. 1-Superconducting transmission line. 

K h„2 

= _ I (35) 

Vi(2 -K2) 

At the boundary with the dielectric layer (x = 0) 

= 1   (36) 
2(K + V-2-) 

(34) 

and 

Also, 

Kh„2 (K + 2 \,7i ) 
= [14-   

4(t: + 

iw iwÀ.1 

E.= - -V2.11,.Ala„= Hdy, 

(37) 
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where 

Kli„2(K + 2\/«.é.) 
a = 1 +  

4(K + 

The solution for the wave equation in the dielectric and supercon-
ducting films has been outlined in the preceding section. By equating 

40 
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Fig. 2—Propagation constant as a function of magnetic field strength. 

the tangential field components at the interfaces, all the arbitrary con-
stants can be found, and we are left with one additional boundary con-
dition which is used to determine the propagation constant, y. 

Omitting rather lengthy calculations, the propagation constant is 
finally given by 

0126 À 1 À2 II/2 (12 

(1 — ) , 
c2 d d 

(38) 

where À1 and À. are the zero field penetration depths in the ground 
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plane and the strip, respectively. Both a and ip (the order parameter 
in the superconducting film) are field-strength dependent [Equations 
(37) and (28)]. 

Figure 2 shows the variation of y with the magnetic field strength 

for a typical thin-film transmission line. The change in the propaga-
tion constant becomes appreciable as the magnetic field approaches the 
critical value for the film, given by 

2 d, 
h, —  

3VU À, 

At the critical field the rate of change becomes infinite. 

Curves A, B, and C in Figure 2 show the variation in the propaga-
tion constant, normalized to the zero-field value, for different line 
geometries. The change is greatest in Curve A, which is for a thin 
superconducting film line (d.. = X./10), and least where both the strip 
and the dielectric layer are fairly thick (— À). The change in y is 
more sensitive to the thickness of the strip than to that of the dielec-
tric layer. In general, material with a larger zero-field penetration 
depth will have a larger variation of y for a given line geometry. 

CONCLUSIONS 

We have shown that, to the extent that charge effects can be ne-
glected, the equilibrium Ginzburg—Landau equations can be used to-

gether with Maxwell's equations to derive the solution of EM wave 
propagation in superconductors. 

The transmission line structures that have negligible fields along 
the boundary with open space and have transverse dimensions of the 
order of penetration depth exhibit appreciable variation of the propa-

gation constant with magnetic field (or current). This makes them 
suitable for distributed traveling-wave parametric amplifiers. 



SELECTION DIVERSITY WITH 

NON-ZERO CORRELATIONS 

BY 

A. ScHMIDT* 

Summary—Frequency diversity is an attractive technique for communi-
cation in a fading environment. When correlation (between channels) is 
present, diversity performance will, in general, be poorer. This paper pre-
sents the results of a study, using a correlation model, to determine how 
performance varies for a fixed order of diversity (up to 8th order) as the 
amount of correlation varies. Curves are also given to illustrate the effect 
of crowding more and more diversity carriers into a fixed available band-
width. 

ir
HIS PAPER is concerned with the power advantage to be ob-
tained through the use of selection diversity in a Rayleigh fad-

  ing environment when the diversity channels are correlated to 
some degree. The subject is of interest because previous analysis 
(assming zero correlation) has indicated that transmitter-switched fre-
quency diversity is an attractive technique for communication in a fad-

ing medium. 
Diversity performance will, in general, be poorer when correlation 

is present. The amount of correlation for any given configuration of 

diversity carriers will vary with physical conditions. The more diver-
sity carriers that are packed into a fixed r-f band, however, the more 
correlated will be the fading at the carrier frequencies. Thus, two 
questions arise: 

(1) For a fixed order of diversity, how does performance vary as 

the amount of correlation varies? 
(2) For a fixed r-f bandwidth, how does performance vary as the 

order of diversity (and, therefore, the correlation between carriers) 

is increased? 
The dual-diversity, non-zero-correlation case was analyzed by 

Staras;' apparently no work has been done on higher orders of selec-
tion diversity. Pierce and Stein2 have written an extensive paper on 

Formerly with RCA Defense Communications Systems Division; now 
with Tracor, Inc., New York, N. Y. 

' H. Staras, "Diversity Reception with Correlated Signals," Jour. Appl. 
Phys., Vol. 27, p. 93, Jan. 1956. 

23. N. Pierce and S. Stein, "Multiple Diversity with Nonindependent 
Fading," Proc. I.R.E., Vol. 48, p. 89, Jan. 1960. 
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arbitrary orders of diversity with non-zero correlation, but for maxi-
mal-ratio combining. 

Some results of the present study for dual, triple, quadruple, 6th, 
and 8th-order diversity are shown in Figures 1 through 5. Note that 
surprisingly little advantage is lost with envelope correlation coeff-

cients of adjacent channels as large as 0.7. (This is partly a conse-
quence of the model assumed, which is described below.) Curves 
for zero correlation coefficient were not included, since they fall within 
0.1 or 0.2 dB of the p = 0.1 curve. 
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Fig. 1—Relative power advantage for selection diversity of order N= 2 
for various values of envelope correlation coefficient, p. 

The "relative power advantage" plotted in the figures is defined as 
the amount by which the average transmitted power can be reduced, 
relative to a non-diversity system, using the same modulation tech-
nique for the same R in both cases. R is the fraction of time that bit 
error rate (BER) is equal to or less than some preassigned criterion. 
(It is shown in the Appendix that the power advantage is a function 
of R, but is independent of the BER criterion.) It is assumed that the 
diversity switching is performed at the transmitter (no power splitting 
among the diversity channels). 
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Fig. 2—Relative power advantage for selection diversity of order N =3 
for various values of envelope correlation coefficient, p. 
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Fig. 3—Relative power advantage for selection diversity of order N = 4 
for various values of envelope correlation coefficient, p. 
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Fig. 4—Relative power advantage for selection diversity of order N = 6 
for various values of envelope correlation coefficient, p. 
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Figure 6 illustrates the effect of crowding more and more diversity 
carriers into a fixed available r-f bandwidth. An envelope correlation 

coefficient of 0.3 was assumed between two carrier frequencies at the 
maximum separation permitted by the available bandwidth and the 
outer side bands. With this correlation coefficient fixed, additional di-
versity carriers were inserted between the two frequencies, with cor-
relation coefficient between adjacent carriers determined by the model 
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Fig. 6—Relative power advantage for various orders of diversity within 
a fixed r-f bandwidth (p(fx - f.) = 0.3). 

described below. Note that the power advantage (for a fixed R) in-
creases more and more slowly as the order of diversity is increased. 
The results in Figure 6, when extrapolated to N = 16, indicate an addi-
tional advantage (over N = 8) of roughly 0.3 dB at R = 0.9, 1 dB at 
R = 0.99, 1.6 dB at R = 0.999, and 2.4 dB at R = 0.9999. These figures 
serve only to indicate approximate magnitude, as there is considerable 
uncertainty in the extrapolation. 

The correlation model used requires some explanation here (a more 
detailed discussion is given in the Appendix). Assume N equally 
spaced diversity carriers (CI, C2, . . . CA, and consider the following 
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matrix of correlation parameters (covariances) : 

À 

A2 

À3 À2 

• 

AN-1 

A3 • • • • 

X2 
1 

1 

1 

This matrix states that the correlation parameter for adjacent chan-

nels (C, and C2, Co and C3, etc.) is X in each case. The correlation 
parameter for two carriers separated by two "increments" (e.g. C, 
and C3) is X2; for two carriers separated by three increments, it is À3 ; 
etc. (If the mathematical model is applied to types of diversity other 
than frequency, the word "carrier" becomes "diversity channel", and 
"increment" is appropriately interpreted.) 

This model implies that the correlation parameter between fre-
quencies fa and fb is an exponential function of the frequency separa-

tion: 

corr. par. = exp (— Cita — f bl) • 

The experimental data examined is too sketchy and scattered to either 
support or refute this assumed law, but it seems reasonable. S. O. 
Rice3 derived an expression of the form 

= exl) [— c(fa — f b) 2] • 

However, this expression assumes that the density of the scattering 
cloud varies (spatially) according to a normal law. Rice cautions 
against taking the formula too seriously, especially away from the 
central region. 

APPENDIX—ANALYSIS OF CORRELATED DIVERSITY 

The first step is to find the joint probability density function (pdf) 
of the N correlated Rayleigh variables. The pdf is then integrated in 
N dimensions to obtain the probability that the largest of the N sig-
nals exceeds g level Z. The power advantage can be expressed in terms 
of Z and the corresponding probability. 

'S. O. Rice, "Statistical Fluctuations of Radio FieM Strength Far Be-
yond the Horizon," Proc. I.R.E., Vol. 41, Feb. 1953. 
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For an arbitrary set of correlation parameters, the formula for the 
joint pdf appears intractable (see Reference (4), p. 40, Theorem 7). 
However, a useful formula exists in at least one special case. In 
Theorem 6 on p. 37 of Reference (4), let n = 2 and p = N. Then the 
theorem may be paraphrased as follows. 

Assume N two-dimensional random vectors. Let the components of 
the kth vector, xk and yk, be Gaussian random variables with zero 
means. Let all the xk's be independent of all the yk's. Let the xk's 
and yk's have the same covariance matrix, MN, such that its inverse, 

M.',W, = x-1, is a Jacobi matrix (i.e., w», = 0 for I j— kl >1). Let 
rk = Vxk2 + y1,2. Then the joint pdf of the rk's is given by 

gx(ri, 7'2, • • rx) 

1 X N-1 
= WN exl) — E  icuri2 ri H k 1 re k -I- 1 ) • 

2 J-1 

Since we are mainly interested in power, let k = rk2;2, and assume 

unit mean power for each of the rk's (i.e., —214, = 1). Then 

f tt,) 

= IWvI exp 
1 x-1 

n.iiUt • Jo( I Wj.j4 1 I 2 VItilij+ 1) • 
I .1...1 

Among the matrices with Jacobi inverses is the Toeplitz matrix with 
elements 

that is, the matrix is of the same form as the matrix of correlation 
parameters given earlier. 

Here, the correlation parameter À is the covariance of the x-com-
ponents (or y-components) of two adjacent diversity carriers. It is 
the same as the parameter k used by Staras' and others, 

= 

(xix2)2 + (17,)2 

— e 

K. S. Miller, "Multidimensional Gaussian Distributions," John Wiley 
and Sons, 1964. 
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except that here it is assumed that xi = 0 (this assumption is dis-
cussed later). The relation between À and the correlation coefficient 
of the envelopes, p, 

— 
P = 

r(r12 — (71) 2)(r22 — (72) 2)1 1/2 

— 
4 rE(À) -( 1 X2—)K(À)1 — 7r 

2 

4 — 

where E and K are the complete elliptic integrals. It turns out that 

p À2 . 

It can be shown that the elements of the inverse covariance matrix 
WN are 

1 
, i=j=1,N 

1 — À2 

1 ± À2 

i=j=2,3,...,N —1 
Wij = 1 — À2 

À 

1-X2 , =1 

O , Ii—j1 >1 

so that there are only three types of non-zero element, with values that 
are independent of N. The value of the determinant of Wy is 

1 
I,17, I =  

(1 — A2)N -1 

The assumption that the xk's (in-phase components) are independ-

ent of the yk's (quadrature components) requires some discussion. 
The formula given above for gN(r1, rx) agrees with the stand-

J. L. Lawson and G. E. Uhlenbeck, "Threshold Signals," Vol. 24, p. 
62 and p. 156, McGraw-Hill Book Co., New York, 1950. 



SELECTION DIVERSITY 409 

ard formula in the case N = 2 (e.g., Equation 3.7-13 in Reference 
(6)) ; in the standard formula, however, :rat., may assume non-zero 
values. The meaningful parameter appears to be the sum ()2 

(ami..)2), since the individual terms do not appear independently in 
the result. Thus it seems that for two fading carriers, the term xiy2 
may be arbitrarily set equal to zero and all the correlation lumped into 
the term (also equal to yoo). This is supported by the follow-
ing evaluation. 

Since a Rayleigh fading carrier is statistically identical to narrow-
band Gaussian noise, use Rice's approximate representation (Refer-

ence (6), Equation 2.8-6) for one of the fading carriers: 

Jim =E e„ cos (iunt — 

where the cn's are proportional to the power spectral density at the 
frequencies f 

en= 

and the 4)'s are independent random variables, each uniformly dis-
tributed over the interval (0, 27r). Assuming the second fading car-
rier power spectrum has the same shape, translated to a different 
center frequency, 

X -1-nt-1 

I2(t) = C„_„, + I COS (w„t — 0„) . 
nnn.ni 

Assume the center frequencies are n, and a,. II and L, can be re-
written in the form 

/1(0 = xi(t) cos ftlt — y1(t) sin ry , 

= x2(t) cos not — y2(t) sin n2t , 

where 

[ X1 = E tc?s , 

G S. O. Rice, "Mathematical Analysis of Random Noise," Bell Syst. 
Tech. jour., Vol. 23, p. 282, July 1944 and Vol. 24, p. 46, Jan. 1945. 
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r z Ck [ co. s ok 
L 7/2 sin 

and 

«.1) rt = (on t - , 

= (uk — f22) t — k 

= (w fr — )t — . 

The xix2 term is evaluated as 

= E c„2 cos (1)„ cos 0„ 
n=1 

1., 
= _ E c„2 et cos [2 (w„ — t — (q5„± 0„) + cos (4,„ — 0„)). 
2 .1 

Since it appears unlikely that there is any "preferred" angle in nature, 
the sum angle 4,„ + On must be uniformly distributed (there is no ap-
parent reason for any bias) even if 4,„ and O„ are not independent. 
Hence 

cos [2(w„ — t — (4)„ + 0„ )1 = 0 

for any t, and 

ix 
xix2 = — E c„2 cos (4)„ — 0„) 

2 

and similarly for yo... For the .riy2 term, 

N   
Xi> = C,,2 cos (1), sin (:),, 

rt=1 

I x   
= — E c„2 sin (0„ - 0„) 
2 
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by the same argument as above, and similarly 

1 A' 

= — E  c„2 sin On— 0„) =— . 
2 n=i 

In the absence of evidence to the contrary, the most reasonable assump-
tion is that the difference angle (43„ — 0„) is symmetrically distributed 
about zero, so that sin (fp„ — 0„) = 0 for each term in the sum, and 

xiY2 = x2111 = O• 

The two carriers just considered could have been any of the N involved 

in the joint pdf of the envelopes. Thus any xj is independent of any 
Yk, j,4 k (of course this is also true for j = k, as usual). Miller's 
theorem is therefore applicable. 

The probability that the instantaneous power of the largest of N 
carriers exceeds the level Z is 

R=1-- pbty {all N carriers < 

= 1 — j • • • f ux)du ldn.,. —du % . 

tIN-=0 

Since all the uk's have been normalized to the unit mean power, this is 
actually the probability that the largest carrier power will exceed Z 
times its mean level. 

For given À and N, R can be calculated (by computer) as a func-
tion of Z, thus establishing Z as a function of R. The relative power 
advantage can be found as follows. 

For the reference (non-diversity) system, the bit-error rate (BER) 
is a function of the signal (or signal/noise) power level: 

BERI  

and the required level sm to meet a BER criterion p„ (maximum ac-
ceptable BER) is 

= (PO • 
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Regarding the level at any time as a random variable S1, the proba-
bility (or fraction of time) that this performance criterion will be 

met is 

(io) 
R1 =pbty (S1 > s10} = G1 — 

m1 

where m1 is the mean of SI. 

Correspondingly, for the diversity system under evaluation, 

BER. = 

For the same BER criterion Po, 

soo = F (Po) , and 

R. = pbty {S2 > 820} = G2 ( 820 
117,2 

The two systems are to be compared on the basis of the mean signal 
levels (m1 and m2) required to achieve identical probabilities of achiev-
ing the required BER, po. Thus set 

The inverse relations 

= R2 = R. 

sul 
— G —1 (R) — 

in 

— G.,-1(R) 

lead to the relative power advantage 

Ads' (N,À.,p„,R) = 

ell) G2-1 (R) 

820 G1-1 (R) 
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F1-1 (po) G2-1 (I?) 

F2-1 (pp) G1 -1 (R) 

In many cases this power advantage is independent of the BER cri-
terion po, either because the modulation techniques of the reference 
and diversity systems are identical (so that Fi = F.) or because the 
signal/noise ratio requirements as functions of BER have a constant-

dB difference (so that Fi—,VF2-1 = constant, as with binary differ-
ential phase-shift keying alid frequency-shift keying, for example). 
Assume that both systems use the same modulation technique, so that 

s — • and — 20, 

G2—' (R) 
AdV=  

(R) 

For the non-diversity reference system, the probability that the power 
of the Rayleigh fading carrier will exceed the level si is 

si 
RI = GI (—)= exp ( e — —l) 

in, ?ni 

so that 

sio 
— = (R) = — log R . 
In' 

For the diversity system, the normalized parameter Z = s.,/mo cannot 
be written explicitly as a formula, but is known numerically as a 
result of calculating Ro(Z), 

Therefore 

in 1 G2 -1 (R) G2-1 (R) 
Adv = =  

G1-1(R) — log R 

This is the quantity plotted in Figures 1 through 6. 
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Summary—This paper describes automatic surveillance modes for the 
detection of targets embedded in statistically nonstationary and nonuniform 
extended-clutter target environments. These modes yield a false-alarm prob-
ability invariant to changes in the clutter level, and a detection efficiency 
free of the loss associated with the predetection hard-limiting approach to 
false-alarm rate regulation. The false-alarm-probability regulation mech-
anism involves making the detection threshold proportional to a spatially 
sampled maximum-likelihood estimate of the output variance of a cell under 
test where this variance is due to the clutter limiting environment. The 
weights employed implicitly relate the a priori information of the target-
scattering function of the clutter. The analysis treats the nonfiuctuating 
target and the Swelling fluctuating target models. Detection efficiency is 
noted to be a monotonically increasing function of the number of resolution-
cell outputs employed in the clutter-level-estimation procedure. For the 
computed cases, where 100 resolution cells are employed, the detection effi-
ciency is comparable to that of an ideal detection situation where the noise 
level is known and fixed thresholds can be employed. Mismatch conditions 
arc analyzed, and the procedure is shown to be relatively insensitive to 
errors made in a priori assumptions of the shape factor of the clutter target-
scattering function. Target pair resolution capabilities of these adaptive 
detection modes arc also analyzed. The introduction of a second target in 
one of the threshold control cells introduces a masking effect equivalent to 
a 1-dB loss in detection efficiency for a worst-case analysis where 100 resolu-
tion cells are employed in the threshold-control system. 

I— INTRODUCTION 

A
N AUTOMATIC detection mode for a surveillance radar is one 

in which some function of the envelope detector output at a 

resolution cell is compared with a threshold number, and the 

target is declared present if the threshold is exceeded. The mode is 

contrasted, e.g., with the case where detection is effected solely by an 

operator employing manual controls, and video displays. The false-

alarm probability when operating in the automatic detection mode in a 

clutter environment is extremely sensitive to small changes in the 

average value of the back-scattered energy from the clutter targets 

assuming that no special provisions have been introduced to avoid 

this sensitivity. 

414 
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This sensitivity is clearly viewed in Figure 1. As can be seen, 
for the case where the threshold is originally set for a false-alarm prob-
ability of 10-8, a 3-dB increase in the total noise power density (clutter 
plus thermal noise) yields a 10,000-fold increase in the false-alarm 
probability—an increase that typically would significantly exceed the 
radar data-handling rate. 

O 

FIXED SAMPLE SIZE 

TEST (SINGLE PULSE 

DETECTION ) 

LL 

§ 

I' I 0I.. 1 i 

p 1 24S 6 
:.4- 3 

INDREASE IN NOISE POWER DENSITY 

IN DB FROM DESIGN VALUE 

111111 

7 6 9 10 II 12 

Fig. 1—False alarm probability for fixed threshold detector. 

Since most clutter environments are characterized as yielding un-
known and time-varying average values of back-scattering energy (sta-
tistically nonstationary returns), automatic target detection in a clutter 
environment cannot be achieved with a conventional receiver configura-
tion and a fixed threshold. In the approach considered here, false-alarm 
sensitivity is reduced by making the threshold proportional to a maxi-
mum-likelihood estimate of the magnitude of a target scattering func-
tion that represents the extended clutter target phenomena.14 This 

' H. M. Finn, "Adaptive Detection with Regulated Error Probabilities," 
RCA Review, Vol. 29, p. 653, Dec. 1967. 

2H. M. Finn, "Adaptive Radar Detection with Regulated Error Prob-
abilities in Extended Clutter Target Environments," Proe. 5th Ann. Aller-
ton Conj. on Circuit and System Theory, Univ. Illinois, Oct. 1967. 

H. M. Finn, "Adaptive Detection in Clutter," PrOC. Nat. Electronics 
Conf., Vol. XXII, p. 562, 1966. 
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estimate of the level of the clutter-target back-scattering energy can 
be made with a single transmission. It is based on the outputs of the 
radar resolution cells surrounding the cell under test, cells that are 
also assumed to be covered by the clutter cloud. 

The shape of the extended clutter target scattering function (i.e., 
the law describing the change in clutter level as a function of range 
and doppler) is assumed to be known. The magnitude of this scattering 
function is unknown, however, and is the quantity estimated in the 
spatial sampling estimation procedure. This procedure yields a false-
alarm probability invariant to changes in the clutter level if the sto-
chastic properties of the encountered clutter are in agreement with the 
assumptions implicit in the threshold control procedure. The detection 
efficiency for a radar detection mode based on this procedure is also 
shown to be a monotonically increasing function of the number of reso-
lution cells employed in the threshold-control formulation. For the cases 
considered where loo resolution cells are employed in the clutter-level-
estimation procedure, the detection efficiency is comparable to that of 
an ideal detection situation where the noise power density is a known 
quantity and a fixed threshold can be employed. This result is interest-
ing, since it indicates that the false-alarm-rate regulation procedure 
described is free of the loss of detection efficiency usually associated 
with predetection hard-limiting approaches to false-alarm-rate regula-
tion. 

Analyses are made both for the matched case, where the basic 

extended clutter target model encountered by the radar is in agreement 
with the assumptions employed in the adaptive threshold control func-
tion, and also for the mismatched case, where some of the stochastic 
properties of the encountered clutter differ from the assumed model. 
The target pair resolution capabilities of this adaptive detection mode 
are also analyzed. 

II— BASIC CONCEPT 

The basic concept of the adaptive threshold-control detection mode 
developed in this paper can be considered a generalization of a threshold 
control procedure employed for false-alarm-rate regulation in an addi-
tive thermal noise environment free of spatially distributed clutter 
targets. This conventional system, the constant false-alarm-rate regula-
tion system (CFAR) was designed to adapt to changes in the variance 

of the detector output when the variance in the noise power density is 
due either to changes in the additive thermal noise level or to the re-
ceiver sensitivity. In a typical CFAR system of this type, the square-
law-detected receiver output is sampled during the radar dead time 
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(say, a time interval that is equivalent to 100 resolution cells, or 100/B, 

where B is the processing system bandwidth) and the threshold is made 
proportional to the sum of these outputs. This sum can be shown to be 
proportional to the maximum-likelihood estimate (MLE) of the vari-
ance of the noise output. Essentially, the process involves the follow-
ing steps: (1) the noise source is sampled (for this conventional 
thermal noise limiting system, the radar dead time is employed for 
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Fig. 2—Concept of automatic threshold control procedure. 

the sampling interval), (2) a maximum-likelihood estimate is made 
of the variance of the noise output (based on a sufficient number of 
statistically independent noise samples), and (3) the threshold is made 
proportional to this estimate of the variance of the output. For the 
case where a linearly detected output is employed as the decision sta-
tistic, the threshold is made proportional to the square root of this 
estimate. 

A logical extension or generalization of this procedure for the case 
where the noise is the sum of the receiver noise and the back-scattering 
from the spatially distributed clutter targets involves the following 
steps (see Figure 2). After a transmission, the outputs of the resolu-

tion cells that surround the cell under test and are also covered by the 
extended-clutter target cloud are sampled. These samples are used to 
obtain a maximum-likelihood estimate of the variance of the output of 
the cell under test É IMF(T„f„)1 2). The sampled linearly detected out-
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put of the resolution cell under test is then compared with a detection 
threshold Do that is made proportional to the square root of this esti-
mate of the output variance: 

Do= KVÉtIMF(r„.f0)1 2) 

The statistical hypothesis test for the presence or absence of the signal 
return from a point target embedded in the extended-clutter target 
and additive thermal noise environment is assumed here to be per-
formed at each beam position as a fixed-sample-size test. A target-
present hypothesis is accepted if at least one of the outputs of the Np 

Np 

resolution cells is greater than its threshold, i.e., if U (Xi > Di) is 
i=l 

true. 

A multiple resolution-cell case is assumed for this problem. That 
is to say, the hypothesized target may appear in an admissible-target 
parameter space where, for example, a range-doppler parameter space 
is considered and a number of contiguously spaced matched filters 
cover the admissable parameter space. The resolution-cell dimensions 
are the inverse of the transmitted-signal bandwidth (range), and the 
doppler dimension is the inverse of the signal time duration. An exten-
sion of this adaptive approach to multiple-stage decision processors 

and a development of detection modes that regulate both sets of error 
probabilities (false alarm and false dismissal) are included in Refer-
ences (1) and (2). 

III— DEVELOPMENT OF SPATIALLY SAMPLED MAXIMUM LIKELIHOOD 
ESTIMATE OF RECEIVED CELL OUTPUT VARIANCE 

The maximum-likelihood estimate of the ensemble average of 
the square of the matched filter output of the cell under test 
E{IMF(ro,f0)1 2) is for some important cases of interest 

1 N X12 
t( IMF(To•f„) 121 -= E- . (1) 

N Wi 

This estimate of the output variance is a weighted sum of the N out-
puts of the resolution cells surrounding the cell under test (also covered 
by the same extended clutter target phenomenon). Xi = IMF(ri,fi) I 
represents the sampled matched-filter output of the ith resolution cell 
(centered about the range delay coordinate of r, and the doppler shift 
of fi). The set of weights IV; are real numbers implicitly relating the 
a priori information. The following assumptions are made in the devel-
opment of Equation (1). 
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(1) The extended-clutter-target phenomenon is assumed to be of 
the noncoherent type, i.e., clutter returns from disjoint portions of the 
parameter space are uncorrelated. Precipitation and chaff clutter 

phenomena are examples of noncoherent clutter. 
(2) The clutter target scattering function p(rf ) drdf may be repre-

sented as the product of an unknown magnitude C (to be estimated) 
and a known shape factor p' (r,f ) drdf 

p(r,f)drdf represents the average value of the return energy from 
the clutter targets in the region with range delay between r and r dr, 
and a doppler shift between f and f df. As stated previously, the 
shape of the target scattering function p'(r,f)didf is assumed to be a 
priori information. The set of weights (Wi) in Equation (1) is shown 
to be a function of this shape factor. The magnitude, C, of the clutter 
level is the parameter for which a maximum likelihood estimate is to 

be made. 
(3) Finally, either or both of the following cases is assumed: (a) 

the contribution of the clutter return far exceeds the additive thermal 
noise contribution to the output variance; (b) the clutter level (the 
target-scattering function) is uniform over the parameter space in-
volved in the estimation procedure. 

The development Equation (1) begins with the expression of the 
output variance of the ith resolution cell for the case of noncoherent 
clutter; 

E {IMF (Tiff i) 12) = ff IX (7,f ) 12p(r + fL)drdf + No • (2) 

N. is the additive thermal noise power density of the receiver, and the 
component of variance due to the incoherent clutter cloud is expressed 
in Equation (2) as the two-dimensional convolution of the Woodward's 
signal-ambiguity function' IX (r,f) 12 and the target-scattering function 
of the extended clutter phenomenon p(r,f)drdf. (For example, see 
Westerfield et ar, Price and Green", Gersch', and Van Tree'. 

'P. M. Woodward, Probability and Information Theory, with Applica-
tions to Radar, McGraw-Hill, New York, 1953. 

5 E. C. Westerfield, R. H. Prager, and J. L. Stewart, "Processing Gains 
Against Reverberation (Clutter) Using Matched Filters," IRS Trans. Inf. 
Theory, (Matched Filter Issue) Vol. IT-6, p. 342, June 1960. 

° It. Price and P. E. Green, Jr., "Signal Processing in Radar Astronomy-
Communication Via Fluctuating Multipath Media," Lincoln Lab. Tech. Re-
port 234, Oct. 1960. 

W. Gersch, "On Processing the Radar Return from an Ionized Trail," 
Purdue Univ. Report 5, Sec. 1, 1964. 

H. L. Van Trees, "Optimum Signal Design and Processing for Rever-
beration-Limited Environments," IEEE Trans. Military Electronics, Vol. 
MIL-9, p. 212, July/Oct. 1965. 
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The maximum-likelihood estimator É{ IMF(70,10)1 2) is developed to 

be' 

1 y 2Ci2 
MP (Tod 0)1 2} E 

N i-1 

where Wi = y2/y02 and the set {yi) are defined by 

That is to say 

ye =ff IX (T,f) 12P' (7. -I- ref -I- fi)drcif 

(3) 

ff ix(i1)12picr+ Tef + fdd,df 
(4) 

j.f x (-,J)12,•(,+ 70,1+fo)d,cif 
and it is noted that Wi is a function of known quantities, the signal 
ambiguity function IX (T,f)1 2, and the shape factor of the target scat-
tering function p' (1. , f) drclf. 

For the case where the target scattering function is relatively con-
stant over the resolution cells involved in the estimation procedure so 
that yi2 = yi2 for all i and j, Wi= 1 for all i and 

1 iv 
Ê{IMF(tof 0)12) = _Exi2 

N 1-1 
(5) 

The threshold Do is now made proportional to the square root of this 
output variance estimate, or 

1 N 

De= 1r - E • 
Ni=1 

(6) 

and the resultant false-alarm probability is shown in Section VI to be 

simply a function of the threshold control constant K, and the number 
of resolution cells N. Consequently it is invarient to changes in the 
clutter level. In addition, the detection efficiency is shown to be rela-
tively good. It is noted in this section and in Section V that the detec-
tion efficiency is a monotonically increasing function of the number of 
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resolution cells employed in the control function, and that for the com-
puted cases where 100 resolution cells were employed in this estimation 
procedure, the detection efficiency is comparable to that of the ideal 
detection situation where the noise levels are known quantities and 
need not be estimated so that fixed thresholds can be employed. 

Consequently, this adaptive detection procedure of making the de-
tection threshold proportional to a spatially sampled maximum-likeli-
hood estimate of the output variance due to the extended-clutter target 

DOPPLER 
FILTER 
BANK 

Fig. 3—Implementation for automatic threshold control system. 

THRESHOLD 
CONTROL 

phenomena and thermal noise is not only an intuitively satisfying pro-
cedure but it is shown to yield a constant false-alarm rate with good 
detection efficiency. 

Figure 3 shows the implementation of this procedure with tapped 
delay lines. For the pulse doppler radar assumed in this diagram, the 
outputs of the range-doppler cells surrounding the cell under test are 
effectively sampled by employing separate delay lines for each doppler 
channel involved. The taps are placed at delay intervals of 1/B (B is 
the bandwidth of the transmitted signal), and resistors at the output 
of the taps and feeding the summing amplifiers provide the weights 
{Wi}. Square-law detectors are employed at the output of each doppler 
filter. The delay line center tap at the output of one of the doppler 
channels is designated in this diagram as the cell under test. A sepa-

rate threshold determination of the type indicated in this diagram 
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would be required for each doppler channel, because the weighted sum 
employed as a threshold must exclude the cell under test. 

IV—PERFORMANCE EVALUATION OF AUTOMATIC THRESHOLD 
CONTROL PROCEDURE 

Typical sets of computed performance data of this automatic-thresh-
old-control procedure are shown in Figures 4 through 16. The first set 
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Fig. 4— Automatic threshold control detection probability for nonfluctuating 
target, PFA = 10-4. 

of data (Figures 4 through 12) treat the matched case, i.e., the case 
where the encountered statistics of the back-scattering from the clutter 
region agree with those that have been assumed; the first-order-prob-
ability density function of the clutter return is Rayleigh distributed, 
and the shape of the encountered target scattering function is that 
assumed in setting the weights {W,} in the threshold control equation 
(Equation (6)). 
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Expressions for detection and false-alarm probability are developed 
later in this paper and used to compute the detection characteristics 
for typical sets of surveillance conditions given in Figures 4 through 
11. Both the nonfluctuating and the Swerling target types have been 
considered. In the figures, the detection probability is given as a func-
tion of the ratio of average signal energy to total noise power density 
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Fig. 5—Automatic threshold control detection probability for nonfluctuating 
target, PF4= 10 1. 

(thermal plus clutter noise) for the case where the threshold factor K 
has been set for a specified single-cell detection probability. Values of 
false-alarm probability ranging from 10-1 to 10-10 have been con-
sidered. From the expression for the single-cell false-alarm probability 
(Equation (24)), it is clear that for a given number N of resolution 
cells involved in threshold control, the false-alarm probability is a func-
tion of K and is independent of the noise-power density. Thus, this is 
a CFAR system. 
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N is a fixed parameter in Figures 4 through 11. As N increases, 
the detection process becomes more efficient, until the detection char-
acteristic approaches that of the ideal detection situation. The char-
acteristic curve for the case of 100 resolution cells essentially coincides 
with the detection characteristic curve for the ideal detection situation. 

The results of the detection computations are summarized in Figure 
12, where loss in dB is given as a function of N. This loss represents 
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Fig. 6—Automatic threshold control detection probability for nonfluctuating 
target, Pp. = 10-8. 

the increase in the ratio of signal energy to noise power density re-
quired for the automatic threshold detection mode to achieve a pre-
scribed detection and false-alarm probability. The standard of com-
parison is the ideal situation of a detection mode employing a fixed 
threshold and operating with a known noise-power density. It can be 
seen that as the number of resolution cells employed in the measure-
ment of the noise power density increases, the loss decreases and 
asymptotically approaches zero. For 30 threshold control resolution 
cells, the loss is typically less than 1 dB. For a given number of reso-
lution cells, the loss varies inversely with the false-alarm probability 
requirement. 
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Data computed for the performance of the threshold-control proce-
dure when mismatch conditions exist are summarized in Figures 13 
through 16. The edge-effect performance analysis results are presented 
in Figures 13-15. These performance data are developed in detail later 
for the case where some of the threshold control resolution cells are 
outside the clutter cloud and 'see' only the additive thermal noise of 
the receiver, and the remainder of the control cells receive the back-
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Fig. 7—Automatic threshold control detection probability for nonfluctuating 
target, Pr. =10- 10. 

scattering from the clutter targets. Step-function discontinuities have 
been assumed to achieve the most conservative evaluation. 

Another type of mismatch is the case where the ground-return clut-
ter has been assumed to have a first-order probability density function 
agreeing with the Rayleigh distribution, but where the back-scattering 
contains a coherent as well as incoherent components and the first-order 
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Probability distribution adheres to the Rice distribution rather than 
the Rayleigh. The results of an analysis of this type of mismatch are 
given in Figure 16. 

Last, an analysis is given of the threshold control procedure for the 
case where a pair of targets are embedded in the extended clutter 
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Fig. 8—Automatic threshold control detection probability for Swerling 
Case #3 target, Pr.. = 10- 4. 

target 'cloud'. The family of computed curves in Figure 18 (see Sec-
tion XI) present the detection probability for the case where one of the 
targets is in the cell under test, and the other one appears in one of 
the threshold control cells. As can be seen in Figure 18, this loss in 
detection efficiency is a monotonically decreasing function of the num-
ber of resolution cells. For the case of a detection probability of 0.5, 
single-cell false alarm probability of 10-8, and 100 resolution cells 
employed in the threshold control, the loss in detectability due to the 



ADAPTIVE DETECTION MODE 427 

presence of this second target is approximately 1 dB for the worst-case 
situation considered in the analysis. 

V— PROBABILITY DENSITY FUNCTION OF THRESHOLD 

Since the threshold Do in Equation (6) is a function of the N 
random variables {Xi}, D„ is also a random variable. In the assumed 
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Fig. 9—Automatic threshold control detection probability for Swerling 
Case #3 target, PrA = 10- 6. 
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case the {Xi} are statistically independent and Rayleigh distributed, i.e., 

where 

xi { 1C,2 
f (X0C 1) i = — exp — d2Ci 

0'2 2Cli2 j 

ui2 = IMF(rfi)1 2))/2. (7) 
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Then, the probability density function of the threshold Do is shown 
to be 

f (Do)dDo = 
2 

\I 2 )2N D0 )2) \I 2 
 Do2N-1 exp —   dDo 

(N — 1) !(Kcro —  
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Fig. 10—Automatic threshold control detection probability for Swerling 
Case #3 target, Prd=10 -8. 

As can be seen, the threshold probability density function is a function 

of the threshold parameter K, the number of resolution cells involved 
in threshold control N, and 0.0. The final expression for the false-alarm 

probability is shown in the following section to be independent of cr.. 

VI— DETECTION PROBABILITY WITH AUTOMATIC THRESHOLD CONTROL— 
NONFLUCTUATING TARGET AND SWERLING CASE #1 AND #3 

The expression for the detection probability of a fixed sample size 

test incorporating the threshold control procedure is developed in 
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Appendix I for the nonfluctuating target, and in Appendix III for the 
Swerling Case #3 target type. 

The single-pulse probability of detection of a nonfluctuating target 
based on comparing the linearly detected matched filter output X with 
the threshold 130, can be expressed as 

fX X2 — E 1,,(VEX )dXf (13,)(1D„ , exp 
NN9./2 , /2 N 2 

IeO 7' X =1). 

(9) 

where f (Do)dDe is the threshold density function defined in Equation 
(8). Since the domain of D, include all positive real numbers, the inte-
gration with respect to D, is from 0 to infinity. 

The portion of the integrand in Equation (9) that is expressed as 

x r - x2 - E VÉTC 
f (X)dx = — exp.,i   /o (—)dX (10) 

I NT/2 NT } N 2.,/ 2 

is the conditional probability density function of the sampled linearly 
detected matched-filter output X when E is the input signal energy, 
and NT is the total (clutter plus thermal noise) power density;" 
NT= 2'7°2. Introducing the change of variable Z= X/ V NT/2 in 
Equation (9), and defining a = /2E/N7., Equation (9) becomes 

PD = f Q(cr,P)f (P;K,N)dP (11) 

P=0 

where Q (ae) is the well-known Q function" and is defined as 

r  
Q (cr,[3) = I Z exp -  4(aZ)dZ 

I 2 
(12) 

° C. W. Helstrom, Statistical Theory of Signal Detection, Pergamon 
Press, New York, 1960. 

'° W. W. Peterson, T. G. Birdsall, and W. C. Fox, "The Theory of 
Signal Detectability," IRE Trans. Inf. Theory, Vol. PGIT-4, p. 171, Sept. 
1954. 

" J. I. Marcum, Table of Q Functions, Rand Corp. RM 339, 1950. 
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and 13 is the normalized threshold, 13 = Do/ N T/2. The probability 

density function of /3 is 

f (13 ;K.N )(I/3 = 
2 

  p"v—I exp { (  e?  2 _ )} dp . 

K 12 

(N — 1) ! (\ K  j—) 2N 
N NJ N 

(13) 

The solution of Equation (11) is shown in Appendix I to be 

P:= 1 
N exp {— «2/ (y2 ± 2)) 2 ) 

L,() (14) 
+ 1 ',PO in! \ y2 + 2 

where y = KN/2/N and = cr2y2/[2(y2 + 2)] and {L„,(¡)} are Laguerre 

Polynominals with the properties: 

= 1,L1 (e) =1 + e,L.+1(e) = ce + 21)1+ 1)L„,() — tet2L,„_ i (î) • (15) 

For the Swerling case #3 target, the expression for the detection 

probability is 

where 

P D = 1 1 po ¿=o 
2a3 I a2 

f (« ;X ) da = — exp — ---} da . 
;V 

Performing the integration first with respect to it, 

Q(a,13) f (13 ;K,N) f (a ;X) da , (16) 

(17) 

/322   1 -I- eXP f (le ;K ,N) dfi . (18) 

(f+ 2) 2 + 2 
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The expression 

/32k 132 1 

P De =[1   exp. 

+ 2) 21 + 2 
(19) 

in the integrand of Equation (18) represents the probability of de-

tection of a Swerling Case #3 target when the average signal-energy-
to-noise-power density is X and the threshold is /3. Since 13 in our 
threshold control procedure is a random variable, however, we must 

perform the threshold integration in Equation (18). 

In Appendix III, it is shown that Equation (18) reduces to 

+ 2 f ) 2K2 

PD =   1 -f K2 r 2K 11. 

(1+2)(i+2+—) 
N N 

It is interesting to note that as N —> ze, Equation (21) becomes 

2E,À7  1 r_ 2/(1 
PJ) = exP j r • 

(i7 +2) 2 [ g + 2J 

(20) 

(21) 

If we replace 2K2 by p2 in Equation (21). we obtain the same result 
as Equation (19) which is, in effect, the expression for the detection 
probability when the noise power density is known and the threshold 

can be fixed. This asymptotic relationship is in agreement with both 
intuition and the computed results. In effect, this relationship points 

out that when the number of resolution cell outputs, N, employed in 
the estimate of the noise power density becomes large enough, the 

variance of the estimate becomes negligibly small and the detection 

situation reverts to that of the ideal case where the noise-power density 
is known. 

The detection probability for the Swerling Case #1 target is de-
veloped in the same manner by performing the integrations of Equa-
tion (16), but where now the density function of a is f(a)da = (a/l) 
exp (— cr2/227)da. The result is 

1 

1 + K2/[N (1 + 5i)] 
(22) 
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Here again it is noted that in the limit as N —> co, the detection prob-

ability reverts to the form of the probability of detecting a Case #1 
target with a fixed threshold and a known noise power density of PD 
= exp (— /32/2(1 -I- X), where /32 = 2K2. 

VII— DETECTION PROBABILITY FOR THE SWERLING CASES #2 AND #4 

TARGET TYPES WITH AUTOMATIC THRESHOLD CONTROL 

We will now develop the analytical expressions of the detection 
probability for the cases where J transmissions are employed, and the 

target cross section of the fluctuating target model is statistically inde-

pendent from one transmission to another (the Swerling Cases #2 and 
#4 target types for example"). The sum of the J square-law-detector 

outputs of the zeroth cell 

Z o = y„,. 
k=1 

is compared with a threshold To made proportional to the estimate of 
the output variance. This estimate is based on the J outputs of each 
of the N resolution cells involved in the estimate and covered by the 
clutter cloud. The relationship of the threshold To and Do of Section II 
is To = Do/2. 'To = ICJÉ{IMF{rof I2}, where kj = Kj2/2 (K is defined 

by Equation (16)) and 

2I yik 

É(IMF (70,f 0)2 1) = ) - • 

171i Wi 
(23) 

The random variable 111,,, is the sample of square-law-detected output 
of the ith resolution cell after the kth transmission. The detection 

probability for this case may be expressed 

0, 

PD f PIZ 0 > To;FQ)f (T„,J,N)dT0 . 

;0=0 

(24) 

" P. Swerling, "Probability of Detection for Fluctuating Targets," IRE 
Trans. Inf. Theory (Special Monograph Issue), Vol. IT-6, p. 269, April 1960. 
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Introducing the changes of variable 

Y ik Zo 
= — , = - , and 13' = — 

uo2 cro2 

the detection probability is 

P D = f P{z > 

The probability density function of the threshold 

is shown to be 

lej 
ig' = 

JN 

( f (13',J,N)de = C exP — 
1 de 

C 
{p'C 

(JN — 1) ! 

where C = kj/JN. 

(25) 

(26) 

The conditional probability of detection based on the hypothesis that 
the threshold value is /3' and the received average signal-energy-to-
noise-power density is X has been derived elsewhere' for the Swerling 
Case #2 and #4 target models in the following forms. 

For the Swerling Case #2 target model where the received signal to 
noise ratio (X) is distributed as 

1 f— Xi 
f (X ;X)dX = exp — dX 

X X 

(aP') K 
P{z > ;7f ,J} = e— afr E  (28) 

k 

(27) 

where 

K! 

(29) 
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For the Swerling Case #4 target model, where the received signal-

energy-to-total-noise-power density (X) is distributed as 

4X f — 2X 1 
f (X,À; ) (IX = — exl)   td X, , 

1 — y 
j 1(- 

a' .1 

Piz > 13' = E  E 
n! — ! h" K! 

(a'') K 

(30) 

(31) 

where «' = 1/1.1 + (7 /2) (32) 

The analytical expressions for the Swelling Case #2 and #4 de-

tection probabilities are then developed by performing the integration 
in Equation (25) employing Equations (26), (28), and (31). For 

the Swelling Case #2 target, 

PD = 
- M 

(a7j)1‘ 
— ( K — 1 ) ! 

1 + itTJ "+ 

M ) 

For the Swerling Case #4 target, 

P „ _ 

( 1 — )K 

a , .1 + m -- 
J!  

K!(M — 1) ! 

(M + K — 1) ! 

(1 + j)"' -n!(J n ) ! t'i 
K! M — 1)! 

(33) 

. (34) 

For both cases, r,1 = 2kj and M = NJ. and a and a' are as previously 

defined for the Case #2 target and for the Case #4 target, respectively. 

VIII—FALSE-ALARM PROBABILITY WITH AUTOMATIC 
THRESHOLD CONTROL 

The single-cell false-alarm probability for the ease where a single 
transmission is employed and the linearly detected matched-filter out-
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put is used as the decision statistic is obtained from Equation (12) by 
setting a = 0: 

e e 

P PA = f eXP 

.0=0 .Z0 

  dZf (fl ;K,N) df3. 

Performing the indicated integrations yields (see Appendix HI) 

[ I) i,..., = K2 
1 + —  

N 

1 

(35) 

(36) 

where it is seen that the false-alarm probability is independent of the 
noise power density. It is interesting to note that in the limit as 
N ---> co , 

PFA = exp {— K2} , (37) 

and if we replace K2 by /32/2, Equation (37) is recognized as the ex-
pression for the false-alarm probability with a fixed threshold and 
known noise power density. 

The false-alarm probability of a single resolution cell for the case 
where the sum of J square-law-detector outputs of the resolution cell 
are used as the decision statistic may be obtained from Equation (33) 
by setting X = 0 : 

— 211 + K — 1) ! 
)K 

( 
' J 

J-1(111 

Pert =  E  
K=O( 

1 + — K!(M— 1) ! 

(38) 

where rj= 2kj, and M = NJ. The expression of the false-alarm prob-
ability in Equation (35) is also noted to be independent of the clutter 
statistics. 

The total false-alarm probability at the beam position under test 
may be symbolically represented as: 

Np 

PIP° = P {U(Zi> KVÉ{I MP (Tif i)I 2})} 
i=1 

(39) 
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where N. is the number of resolution cells under test. This false-
alarm probability is not obtained in the usual manner by the expression 

PF0' = 1 - (1 - Pp.i )xt, (40) 

because the single-cell false-alarm probabilities for this threshold-
control case are not independent of one another, i.e., some common out-
puts are employed in the output variance estimates. However, the 
above expression can be shown to be a good approximation to the total 
false-alarm probability, and for the case where PFA «1, a practical 

approximation is 

(41) 

IX—RELATED THRESHOLD-CONTROL PROCEDURE 

The normalized periodogram detector'" is an alternative threshold-
control procedure for regulating the false-alarm probability in a clut-
ter environment. In this CFAR system, a number of transmissions are 
used to detect a target in clutter, and the time interval between trans-
missions is such that statistically independent samples of the back 
scattering from the clutter region are obtained in a single resolution 

cell. 
At the resolution cell undergoing test, the coherent sum of the N 

transmissions is envelope detected and is compared with a threshold 
made proportional to the sum of the square-law-detected outputs at 
that cell. The test is shown by Kelly, Reed, and Root' to be an imple-
mentation of the generalized likelihood ratio as the decision statistic 
for performing the alternate hypothesis test when the noise power 
density is an unknown but constant quantity for the duration of the N 
pulses, and statistically independent noise samples are obtained for 
each of the N transmissions. Probability distributions for this test 

are developed by Wishner." 
The normalized periodogram detector is somewhat restricted in its 

application in a clutter environment since it requires that the clutter 
return from each of the N transmissions in a common resolution cell 
be statistically independent and statistically stationary over the inter-
val of the N transmissions. The adaptive detection mode in this paper 

requires only a single transmission. 

13 E. J. Kelly, I. S. Reed, and W. L. Root, "The Detection of Radar 
Echoes in Noise," Part I, Jour. Soc. Indust. App!. Math, Vol. 8, p. 309, June 
1960. 

'4 R. P. Wishner, "Distribution of the Normalized Periodogram De-
tector," IRE Trans. Inf. Theory, Vol. IT-8, p. 342, Oct. 1962. 
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A basic philosophical difference between these two threshold-con-

trol approaches is that the adaptive detection procedure described here 

involves more of a pattern-recognition function, in that use is made of 
the a priori information relating to the spatial distribution of the 
extended-clutter target phenomena. The estimate is based on the 

samples of the surrounding resolution cells that are also covered by 
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DETECTOR 

T 

r • CLUTTER CORRELATION TIME 

Fig. 17—Threshold control cells for particular clutter distributions. 

the clutter cloud. The normalized periodogram detector, on the other 
hand, estimates the clutter-power density by taking successive samples 
in time of the clutter return in a common spatial resolution cell, the 

cell under test. Figure 17 is a schematic diagram of the relationship 
of these procedures. 

X— MISMATCH ANALYSIS FOR ADAPTIVE DETECTION 

The two basic mismatch cases considered are (1) the case where 

the shape of the encountered target scattering function p(r.f) differs 
from that governing the threshold-control procedure and (2) the case 

where the first-order probability density function of the back scatter-

ing from clutter differs from that employed in the develorment of the 
maximum-likelihood estimate of the output variance. In both eases, we 
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want to know the effect of these conditions on the performance of the 
adaptive detection procedure. 

Mismatch of the Shape of the Target-Scattering Function p(7,f)dulf 

The general expressions for the probability of detection of a Swell-
ing Case #3 target and the single-cell false-alarm probability for the 
case where the target scattering function employed differs from the 
encountered target-scattering function are developed in Appendix VI. 
These error probability expressions are presented below and are noted 
to be a function of the set 'KO where cr, is the ratio of the assumed 
variance of the output of the ith cell to the actually encountered vari-
ance (i.e., a, = 0.,2/«.12, where the sub-bar indicates the 'true' value.) 

The Swelling Case #3 detection probability for this shape-mis-
match case is 

where 

N 1 
= — E — [ 1 +  
K2 "1"1 '1'j (X -F 2) 2y., 

[ 2 «JAT 
Y./ =   +. and 

+ 2 K2 

(42) 

(43) 

H ei 

=  (44) 
k — ', 

741 

The false-alarm probability in a single resolution cell is 

N 77.1 
P..,= .-- E 

K2 ., aj 
1+ N— 

) 
(45) 

A reasonable approach for determining the sensitivity of the adap-
tive detection is to assume a particular variation of the clutter return 
with range, R, (e.g., l?-" for ground clutter and R--2 for precipitation 
and chaff), to adjust threshold-control weights in accordance with the 
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range variation affect assumed, and then to determine the performance 
when no clutter appears. A reversal of this mismatch situation could 
also be investigated. The weights could be made equal in accordance 
with an assumption of a uniform noise distribution in range, and then 
clutter distributed with an R-2 or R-3 relationship is encountered. 
For the case where clutter of an R—P relationship is assumed but 
where a uniform distribution in range is actually encountered, the 
ratio of the assumed variance of total noise to the actual variance at 
the ith cell may be expressed as 

R„ 1 
Ck{ = 

R„+ 
1 + i— 

R„ 

(46) 

where is the range resolution (for a 10-MHz bandwidth signal, = 15 
meters), R„ is the range of the resolution cell under test (for a ground-
clutter performance investigation, Ro could be say 30 km) and i is the 
range-cell index. 

The ratio à/R„= 5 x 10 -4 for these selected values; for the prac-
tical case where the total number of cells involved in the threshold con-

trol procedure is N = 40 (so that the index i extends from --L-1 to 1-.20), 
it is clear that the set {as} of mismatch factors do not deviate signifi-
cantly from unity. The developed expressions for PD and PFA also be-
come less meaningful, since both are dependent on the products of very 
small numbers, i.e., 11 («, — «;) (see Equation (44).) 

One argues then, that for a typical high-resolution radar in which a 
10-MHz bandwidth signal is employed for operation in a clutter envir-
onment, a uniform weighting of the resolution-cell output surrounding 
the cell under test can be employed without significant degradation in 
the performance of the adaptive detection procedure. Another conclu-

sion is that the type of shape mismatch analysis that would be mean-
ingful involves consideration of edge affects. Edge effects occur when 
some of the resolution cells employed in the threshold-control proce-
dure are in the clutter cloud while others are not and therefore 'see' 
only the receiver thermal noise. 

Edge Effect Analysis 

To analyze edge effects, we will consider the most severe condition, 
where the total noise power density as a function of range may be 
represented as a step function (see Figures 13, 14 and 15). The gen-
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eral expressions for the detection and false-alarm probabilities of the 

adaptive-detection procedure when such discontinuities in the clutter 

distribution in range are encountered are developed in Appendix VI, 
where detection of a Swerling Case #3 target is considered. The de-

tection probability is 

y M M N —MM  
PD = [1 + +  

+ Y a+ y 1-E« 

where 

/3 = 

(1 + «)N" .11 

2K2 

N 2K2 
and a =  (47! 

(TÉ. + 2)2 N(V+ 2) 

The false-alarm probability in a single resolution cell is 

N 

(48) 

where y is the ratio of the total noise power density at the cell under 
test to that at the edge and the discontinuity in noise-power density 
occurs after the Mth resolution cell from one end. The sketch in 
Figure 13 should aid in a visualization of these parameters. 

The affect of the edge discontinuity has been computed using Equa-

tions (47) and (48), and typical families of performance data are given 

in Figures 13, 14, and 15. The effects on the false-alarm probability 
regulation properties of the adaptive-detection procedure are given in 
Figures 13 and 14. In Figure 13, the cell under test is immersed in the 
clutter return, but a group of the resolution cells at the edge are not. 
As expected, for the severe discontinuities introduced, the false-alarm 

probability is no longer a constant but increases with increases in the 
noise-power-density discontinuity. However. even for the worst case 



444 RCA REVIEW September 1068 

examined, the case where approximately one-half of the cells are in the 

clutter cloud and the other half are not. a 8-dB change in the noise-

power density causes an increase in the false-alarm probability by a 
factor of less than 40, as compared to a 104 increase for the case of a 
fixed-threshold system. Figure 14 represents the reverse edge-effect 
condition. Here the cell under test is in the clear region, but a group 

of cells at the edge are immersed in the clutter cloud. A masking effect 
results. The threshold is raised unnecessarily due to the contributions 
of the cells in the cloud; consequently, the false-alarm probability is 
reduced. The masking effect is noted in Figure 15. where the proba-

bility of detection is plotted as a function of the ratio of the noise-
power densities at the discontinuity, and where the signal energy to 
total noise-power density at the target cell is a fixed parameter. The 
detection probability is noted to fall for the case where the target cell 
is in the clear but one group of edge cells are in the clutter cloud. 

Sensitivity of Automatic-Threshold-Control Procedure to Changes in 
the First-Order Probability Distribution of Clutter Returns 

A Rayleigh distribution has been assumed as a description of the 
first-order statistics of the clutter return in the threshold-control pro-

cedure (see Appendix IV). We now consider the case where a coher-
ent component exists in, say, the ground clutter, and the probability 
density function is Rice distributed. 

The false-alarm probability as a function of the ratio of coherent 
to incoherent back-scattering energy components of ground clutter is 
shown in Figure 16. In this sample computation, the threshold is orig-
inally set for a false-alarm probability of 10 -8 when only incoherent 

scatterers exist. If a coherent component of the same average value 
for all the threshold control cells is introduced, a masking effect re-

sults, the threshold is raised, and the false-alarm probability is reduced. 

A sample computation of the reverse situation follows. That is to 

say, the case where the threshold is initially set for 10 -8 based on the 

assumption that an average coherent component of clutter energy exists 
in all the threshold control resolution cells and where the ratio of co-

herent to incoherent component is, say, two. We then compute the 
value of the false-alarm probability for the case where the coherent 

component is not present and the distribution is Rayleigh. The false-
alarm probability for this case rises to a value of 3.3 x 10 -5. It is 

clear that the false-alarm probability is sensitive to changes in the 
ratio of coherent to incoherent component of ground-clutter return. 
The false-alarm probability computations for these cases are based on 
the following argument. 
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We assume that the clutter return at the output of the ith resolu-

tion cell Z, is a random variable with the Rayleigh distribution 

Zi 1— Z 4.2 
f (Z I) dZ = — exp dZi 

02 2o,2 

With the addition of a coherent component, the output Z, for this 
analysis is assumed to be Rice distributed.''' 

Z I — Z2 — S2 1 ( ) SZ 
f (Zi)dZi = — exp  (‘- —dZi , (49) 

a2 20.2 J 

cr2 is equal to the variance of each quadrature component and S is the 

coherent-component return. Introducing Yi = Zi2/ (202), 

f = exp — X}/,,(2\/XY)dY, (50) 

where X = S2/(2e) (the ratio of the energy in the coherent component 
to that in the incoherent component.) 
The threshold 

(51) 

where we assume a uniform target-scattering function so that the 
weights {Tiff} are unity. It is also assumed that the outputs (Y1) are 

statistically independent and identically distributed in accordance with 
Equation (50). 

The probability of false alarm in the cell under test is 

Cr) 

Pr., =  f f exp {— Y. — X}/,,(2 V XY „) dY of (flo)c/13„ (52) 

0.-0 /3..=ro 

where Y„ is the output of the cell under test, and the distribution of (40 
is noted from Equation (51) to involve the convolution of the random 

n D. E. Kerr, "Propagation of Short Wave Radios," Radiation Lab. 
Scr, Vol. 13, McGraw-Hill, New York, 1951. 

16 P. Beckman, "Rayleigh Distribution and Its Generalizations," Radio 
Sci., Nat. Bureau of Standards, Vol. 68D, Sept. 1964. 
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variables {Yi). This portion of the problem is the determination of 
the distribution of the sum of the square-law-detected outputs for a 
sine wave in noise and, from Marcum," the distribution is 

f (Po)dP0= )N—l exp — I x _1( 2 \I 
CNX C C 

(53) 

NXf3„),, d13 

An approximate solution to Ppy (Equation (52)) has been imple-
mented on a computer and is the basis for the presented data (Figure 
16). For the case where X = 0 (no coherent component), the false-
alarm probability reverts to that of Equation (36) where 

K 2 

PpA = , and K 2 N — -.= C . 
1 + — N 

1 I N 

The sensitivity of the automatic-threshold-control procedure to the 
factor «2/2, the ratio of coherent to incoherent return energy of the 
ground clutter, suggests the procedure of making the threshold pro-
portional to a maximum-likelihood estimate of «. (It will be recalled 
that the developed procedure involves assuming a Rayleigh distribution 
of return, that is to say, the case where « = O.) We briefly explore the 

structure of such a procedure for the case where the value of a is the 
same for each resolution cell in the clutter region. The likelihood 
function is expressed as 

N I Zi2 + «2 } 
L(Zi, Z2, Za Zn) = Z1 exp   4(aZi)dZi. (54) 

2 

Setting DlnL/acc = O, 

[ I- 1(aj) (aZi) 
= — a + E   z„ 

i..1 2/0 (raj) 
(55) 

which is an explicit relationship for the estimate al. For the practical 
case where «Zi > 1, however, we can use the approximate relationship 

E zi . 
4-,i 

(56) 
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d 
COPPLER 
FREQUENCY 

This is a basically different result and suggests that the threshold be 
made proportional to the sum of linearly detected outputs of the sur-
rounding resolution cells rather than the square-law-detected outputs. 
A further analysis of procedures of this type is required in order to 
accommodate the detection situation where coherent as well as inco-
herent clutter returns are present. 
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Fig. 18—Detection probability with automatic threshold control for a target 
pair model. 

XI— PERFORMANCE WITH TARGET PAIR MODEL 

An investigation of the performance of this procedure is now made 
for the case where instead of a single point target, the problem in-
volves the detection of at least one of a pair of point targets not in 
the same resolution cell, but where both targets are embraced by the 
contiguously spaced resolution cells employed in the threshold-control 
function. It is intuitively clear that a masking effect results from this 
situation, for when the resolution cell containing one of the target pair 
is under test, the other target lodged in one of the threshold control 
cells provides a disproportionately high contribution to the threshold 
value. It is necessary, however, to quantitatively evaluate the loss of 
detectability due to this effect. 
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A set of computed results based on this analysis appear in Figure 
18 for the case where both targets in the pair are fluctuating targets of 
the Swerling Case #3 first-order-amplitude distribution. The worst-
case relationship occurs when the average target cross section is the 
same for the pair of targets. Since the detection mission involves 
alarming the system to the presence of at least one target at the beam 
position under test, detection would be made easier if the average cross 
section of one of the pair of targets predominated. 

The family of computed curves in Figure 18 presents the detection 
probability as a function of the ratio of the average signal energy to 
noise-power density of each target of the pair. The number of resolu-
tion cells employed in the threshold control is an independent param-
eter, and the detection efficiency is an increasing function of this 
number. The intuitive explanation for this relationship is that as the 

number of resolution cell outputs contributing to the threshold value in-
creases, the contribution of any single cell output to the final threshold 
value is reduced. It follows that the threshold control cell housing one 
of the target pair will make less of a masking effect contribution to the 
threshold setting. The masking effect may be introduced as a loss in 
detectability. As shown in Figure 18, with a detection probability of 
0.5, a single-cell false-alarm probability of 10 -8, and 100 threshold 
control cells, the loss in detectability due to the target pair is approxi-
mately 1 dB. 

XII— DETECTION PROBABILITY FORMULATION 

The final case considered here is that of a point target embedded 
in an extended-clutter target cloud and where a second point target 
appears in one of the threshold control cells. The clutter target-scat-
tering function will be assumed to be uniform over the breadth of the 
parameter space occupied by the threshold-control cells. The target-
present hypothesis is accepted if the sampled square-law-detected out-
put Y. is greater than the threshold value T„. The average signal-
energy to clutter-noise-power density will be designated X0 for the 
target lodged in the cell under test and X1 for the target appearing in 
one of the threshold control cells. The probability of detection, 

PD = P{E : (X0 > To) ;T 0,,T7 1} , (57) 

is developed by initially considering the threshold value T., which is a 
random variable expressed for this case as 

To = —K2 [ 14E'-1 Yi + (58) 
N 1-1 
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The weights (Wi} in Equation (1) are each equal to unity for the case 
at hand (a uniform distribution is assumed). The Yi are the square-
law-detected clutter return outputs of the N — 1 threshold control cells 
not containing the point target, and the random variable ON represents 
the output of the threshold-control cell containing the second point 
target as well as the clutter return. 

Performing a change of variable of both the outputs and the thresh-
old with respect to the clutter power density, 0.„2:ni = Y,/(702, cx = 0,/cro2 
and p' = To/0.02, the normalized threshold 13' may be expressed as 

K 2 [N_i 

13' = — + (59) 

The probability-density function of the normalized square-law-detected 
outputs {ei} not including the target cell are exponentially distributed, 

f (771)(177i= exp {— ni}dni (60) 

for i=1, 2, ... N — 1. The probability-density function of the thresh-
old-control cell containing the second target may be expressed 

f (tà,,À; dtx = f exP {— ex — Xgo(2VXCN)f (X,27.1)dXdtx (61) 
x=o 

The expression 

exP {--Cx — X}1,(2V,CCN)CICNX (62) 

represents the conditional probability density function of the normal-
ized square-law-detected output Cy on the hypothesis that the input 
signal-energy to clutter-power density is X. The probability-density 
function of X for the Swerling Case # 3 target is 

4X 
f (X ;76dX = — e-23 "/TdX 

-2 2 

Performing the indicated integration of Equation (70), 

(63) 

f(tx,X1)(167 = ai2e—alee[1. dityjdtN . (64) 
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where 

1 
and d1 

Tel 

X1 -I- 2 

The development of the probability-density funcition of the normalized 
threshold /3' is now required. A change of notation for Equation (68) 
is first introduced so that 13' may be expressed as /3' = (Z t)/r where 

N 
1=—, Z = E , and t= tie . 

I-1 

N-1 
The probability density function of Z = E n; represents the convo-

i =1 

lution of the exponentially distributed random variables {7ii) and is 
shown to be 

ZN -2 
fi(Z)dZ = e—edZ. 

(N —2) ! 
(65) 

The density funcition of l= Z t may be expressed as the convolution 

z 

f (0 di = f fi(Z — 0 iz(t)dt . (66) 

o 

Introducing the change of variable /3' -= Z/r 

where 

7-13* 

f e— idt (67) 
tie-2 

rb (P') =----- Icri2e—«1(rfi'— ei[1-1- di(r/3' — 0]   
(N — 2) ! 

o 

= , i =0, 1. 
7217i + 2 
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The detection probability PD may now be expressed 

where 

and 

co 

PD= f ao2e—a.e°1 1 + dotoldeo (68) 

co 

P iE :(Zo> I3')) = f au2e - [1 + (vole() (69) 

e' 

P{E: (to > In) = + (70) 

Introducing Equations (67) and (70) into the expression for the de-

tection probability (Equation (57) ), and performing the required inte-
grations, the following result is obtained: 

-A' al2 2-rdicrod„i 
PD = [ Na 0d..   , (71) 

(raj + «0)2 (r a0)"' ral a0 

where 

N 2 
= ai= , di= 

K2 Z+2 + 2 

The performance results presented in Figure 18 are based on Equa-

tion (71). For the case where only one target is present, and it is in 
the cell under test, the expression for the detection probability of Equa-
tion (71) reduces to the form 

Pp= [r + a„ Naodo] . 
(r a0)"+' 

(72) 

When expressed in terms of X, this expression is noted to be the same 
as Equation (21). 

For the case where the target pair is absent (Y1 = 0 and X2 = 0), 
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the false-alarm probability (Peu) is 

1 

Pp. =[  K2lX 
1 — 

N 

(73) 

This expression for the single-cell false-alarm probability is independ-
ent of the clutter level. For a specified single-cell false-alarm proba-
bility (P"), the threshold-control constant is computed from 

K = [iv(() FA) —1/N 1) 11/2 (74) 

APPENDIX I— PROBABILITY OF DETECTION OF A NONFLUCTUATING 
TARGET WITH AUTOMATIC THRESHOLD CONTROL 

The probability of detection of PL, is 

PD = f f(fl)Q(a,P)clig 

o 

(75) 

where Q(a,/3) is the conditional probability of detection on the hypo-
thesis that the threshold is /3, and the input signal energy to noise 
power density is a2/2 and 

+ 
(a,/3) =1— f Xexp   4(aX)dX, (76) 

2 
o 

and where f(fl)d/3 is the threshold probability density function 

2 3 \ —1 p ) 21 

f (13) dP =  xi) )) — — df3 (77) 
) e I 7 

and where y2 = 2K2/N. 

The development begins with expressing the double integral of 

Equation (75) in the form 
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Po =1 -/Xexp 1 a2  2 1„(ax){f f (Me} dX (78) 

o X 

cc 

f f(P)dl3 = f [(-) 

1  

OD 

1 

exp  )2}2 d( _p 

f f(P)dP =  (N - 1) ! f ( Y2) A. —1 exp {-112}dy2 

Y 

ff(13)dP = 

1 

(N - 1) ! X  \ 

\ Y 

Y 
(79) 

(80) 

ZN - le- ecIZ (81) 

f f (13)da = exP - (-X )21 4 «1 (X- ) 
y o n! y 

X 

(82) 

eo 
— 1 e-o2/2 1 1 

= 1 - X2n+ 1 exp X2 ( — 10(aX)dX E  
0 y2nn 2 y2 

o 

1 1 
Let 72 =-+ — 

2 y2 

(83) 

{ a2 
exp - — I.}x — I 2 arX 

13» = 1 — --- E (TX )2" exp {- y2X2)/„(—)2T2XdX. (84) 
272 o nI(7y) 2" 7' 

0 

ex1) 
1 I 2 J 

P» =1 - L  tne—,./.(2vimdt (85) 
o n! ( T y) 2n 

o 
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a2 a2y2 
where e = =  

472 2(y2 -I- 2) 

P„ = 1 
y2 + 2 

y2 N-1 exp {— a2/(y2 2)}( 2 )n 

  c—i tne —t/o(2VF)dt ; (86) 
o o 

leading to 

"Y2 iv— iexP {—a2/ (y2 + 2)1 ( 2 ) n 
Pi, — 1 

E    Loco • (87) 
y2 + 2 o n! y2 + 2 

where L„,(¡) are Lagueue polynominals defined by the relationships 

Low = 1, L1(e) = 1 + e, rim+ ,(e) = ce + 2m + 1) L„,(e) — m2L,„_i(e) 
and 

,x2y 2 2k= 

—  

2 (y2 + 2) N 
(88) 

APPENDIX II— PROBABILITY OF FALSE ALARM IN A SINGLE 
RESOLUTION CELL WITH AUTOMATIC THRESHOLD CONTROL 

The single-cell probability of false alarm P 1,1 may be expressed as 

I X 2 1 

P FA= f f (13) f X exp — — (89) 
1, 2 j 

where f(13)(113 is given by Equation (77). 

The development begins with the performance of the integration 
with respect to X: 

P FA = f exp (13)0 
2 

0 

(90) 
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Pi = 

PFA = 

2 .f cr( 13 )2' 1 (13 )21 P2 + r2 
— ex') — — exp   

(N — 1) ! y J 2y J y 

2 
PP.1   j t2X-1 exp t2 

(N — 1) ! 
o 

(91) 

( 7 2 

1 + dt (92) 
2 

N-1 
2 ) N f [ 2 + y2 1 

2 
o 

t2 

eX„ 1— 12 ( 2 + 12)1 2 (2 +Y2) tdt 
2 2 

(93) 

2 )N f 

(N -- 1) ! ( 2 + y2 
o 

2 

PFA = (— 
2 + y2 

In terms of the original notation, 

yN— lexp / — y dy (94) 

)N 
1 IN 

PFA ={ K2 . 
1 + — 

N 

(95) 

APPENDIX M — PROBABILITY OF DETECTION OF A SWERLING CASE #3 
TARGET WITH AUTOMATIC THRESHOLD CONTROL 

The detection probability (PD) may be expressed 

PD f fl(p) f («,13)f 2(«;ibdad13 , 
cgo 

(100) 
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where fi (p)dp is defined by Equation (77) and for the Swerling Case 
#3 target, 

2a3 1 «2 

f2(«; «-f)da = — exp — —1 d«. 
3£7.1 X 

Performing the integration with respect to ct first: 

co 
132 p2x 

PD = f fl(13) exp   [ 1 +  dI3 (101) 
7C+ 2 (X+ 2) 2 

0=0 

PD = f 

o 

2 p 2N-1 

(N — 1) !( y 
ex, { (_fly) } 

f37 )2 
— 

.12 
-Y2 

exp _ )9 )2}[ 1 +  d — • (102) 
t. X + 2( y (7+ 2) 2 y 

Let (/3/y) 2 = X, 

co 
1 721 

PD = f XN-1 exp ( XI exp { 72 X } [ 1 + X ] dX 
(N — 1) ! 7 +2 (i+ 2) 2 

o 

(103) 

1 X+ 2 N f 
PD =  y)[]. _  dy 

(N -1)! VC+ 2 + y2) , (X + 2)(7+ 2 + y2) 
o 

(104) 

+ 2 Ary2yt 
PD 1 +   (105) 

.7+2+y2) [ (5?+2)(7+2+y2) 
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2K2 
Substituting y2 = — 

N 

PI, — 
2K2 

+ 2 + — 
N 

2/{21 
1 +  (106) 

2K2 

(5{- + 2 + — 
N 

(7Y + 2) 

It is interesting to note that as N --> 

21(2 1- 2K2i 

PD = exp I 7 + 2 J1. [ 1 +  
+ 2) 2 

winch is the P» for the Swerling Case #3 target with a fixed threshold 
and known noise power density when /32 = 21{2. 

APPENDIX IV— DETECTION PROBABILITY FOR TIIE SWERLING CASE #3 
TARGET AND FALSE-ALARM PROBABILITY WHERE A TARGET-

SCATTERING FUNCTION SHAPE MISMATCH EXISTS 

The probability of detecting a Swerling Case #3 target is developed 

in this Appendix for the case where the backscattering clutter target 
scattering function assumed in designing the weights employed in the 
automatic threshold procedure differs from the clutter target-scattering 

function actually encountered. 
This probability is 

where 

N ‘A.., 
PD= — [ 1 +  K2 j=1 YJ (TC + 2)21/.1 

2 a,IN 
YJ   +— 

+2 K2 

71J 

N 
H a 

fl (ai—a.r) 

(107) 

(108) 
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and N = total number of resolution cells surrounding the cell under 
test and employed in threshold control. 

X = average signal energy to total noise power density at the cell 
under test. 

aj = the ratio at the Jth cell of the assumed noise power density to 

the 'true' value of the noise power density (aj = crj2/oj2). 
K = the threshold control constant (see Equation (3)). 

We first develop the probability density function for the normalized 
threshold fl (i.e., f (ft)d13). 13 is defined as 

K 1 x Xi2 
13 = — I_s-

'0N N 
(109) 

where Wi = cri2/cr02, the ratio of the assumed variance at the ith resolu-
tion cell to that at the target cell. 

The probability density function of the output of the ith resolution 
cell Xi is assumed to be Rayleigh distributed: 

Xi { X .2 

f (Xi)dXi= — exp dXi 
20{2 

(110) 

and where the sub-bar refers to the 'true' value 042. Introducing the 
change of variable Zi = X?/(2ai2), Equations (109) and (110) be-
come, respectively, 

and 

where 

= K 1-2 fl  E zi 
i - 1 

f (Zi)dZi = ai exp {— (112) 

Cri2 

1;2 
(113) 
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We first develop the distribution of the random variable 

N 

= Ezi. 

Taking the Laplace transformation of f(l) and making a partial 

fraction expansion we have 

N N 1 N 77J 

L(1(0) =  = E  
S +, s=1 S + aj 

(114) 

where '7, is defined as in Equation (108). Taking the inverse trans-

formation, 

f (1)dl = f 
i- 1 cri exp {— cej/) 

We now wish the distribution of T = VT: Introducing this change of 
variable in Equation (115), 

f (T)dT = 2 ÷ T exp {— ajT2} dT (116) 

Since p = KV2/N T, we now introduce this relationship as a change 
of variable in Equation (11) and obtain 

N x jf  Ni92 } 
(117) 

K2 j=i 2K2 

Using the developed probability density function of the normalized 
threshold (Equation (117)), we are now in a position to develop the 
probability of detection for the Swerling Case #3 target as in Ap-
pendix III. 

Performing the integration first with respect to a, 

PD= f f1(p) [ ex!) { _ 132 [ 

x + 2} ii + (x + 2)2 
$62,.  ]idl3 , (118) 

0-0 
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leading to the final result, 

N r 17.1 

IP .1=1 yj 2) 2yj 

where yj and 77, are defined by Equations (108) 

(119) 

The false alarm probability is developed from Equation (119) sim-
ply by setting Ti = 0, yielding 

,e 2 

1 _L_i_--1—i—J__4.— i Là1 1 à.ki 1 1 é .1. I _I-1 
0 M N 

7 

N N 
PRA = - E • 

K2 J=I[ Na, 

1 +— 
K2 

I Resolution Cell 
• under Test 

e • 

Range Extent of Threshold Control Cells 

Fig. 19 

I 

(120) 

IClutter Power 
Density 

APPENDIX V— SWERLING CASE #3 DETECTION AND FALSE ALARM 
PROBABILITY W HERE A STEP-FUNCTION DISCONTINUITY OF 

CLUTTER DISTRIBUTION IN RANGE (EDGE AFFECT ANALYSIS) 

In this appendix, the probability of detecting a Case #3 target 
type is developed for the case where the target-scattering function is 
assumed to be distributed uniformly in range but where the actual dis-
tribution can be represented as having a step function discontinuity 

of the type illustrated in Figure 19. 

The developed expression for the detection probability and the false-
alarm probability (Pra) are determined to be, 
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( M - M 
1+ p(— +  

a + y 1+ a \\ )) 
PD = [ I   (121) 

+ y (1+ cr) -31 

where 

2K2,7 

/3= 
N(À7 + 2) 2 

2K2 
cr=  

N (T +2) 

and 

M 

K2 

-  y 

N 

Pri =   
( K2) N 

— 
N 

(122) 

where y = i, 2/a02. y is the ratio of the variance of the total noise at 
the edge to that at the cell under test. Performing the integration of 
the detection probability first with respect to «, yields 

co 

P„= f fi(PlexP{ 132 1[1+ /32+X ildp (123) 
+ 2 (5s7 + 2) 2 

(3-0 

The normalized threshold 13 may be expressed in general as 

s x12 
= - - E 

N s=1 14742 
(124) 

and for the case at hand, a uniform distribution in range is assumed 

so that the weights Wi are unity. 
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The linearly detected outputs of the matched filters surrounding the 
resolution cell under test are Rayleigh distributed: 

Xi Xi2 
f (Xi) dX = — exp — — dX , 

cri2 2ffi2 

where cti2 = 0E2 for i M and cri2 Cro2 for i> M. For both cases M 

< (N/2) — 1. If we introduce the change of variable Z2 = Xi2/(20.i2) 
in Equation (125), we have: 

where 

(125) 

f(Zi)dZi= vi e— YizidZi (126) 

Yi= 7„ for i<M 

2 0-0 
yi = — = 1 for i > M 

Go-

and where for both cases M < (N/2)— 1. 

We now are ready to introduce the change of variable P2 = 

(2K2/N)t into Equation (7) where 

N 

t = E zi 

The expression for the detection probability then takes the form 

OD 

PD f f exp 2K2t 
+ 2) } [ 1 +  dt (128) 

+ 2) 2 

2K2ft 

t=0 

(127) 

or 

PD = f f (t) exp {— «0[1 +13t]dt. (129) 

t—o 
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Our problem now involves finding the form of the density function 

N 
of t = E Zi . The Laplace transform of f(t) is 

Yom 
L(f(t)) =  (130) 

(S + yo)N(S-F 1)x — ht 

M Yo 
If we define Fi(S) =  (131) 

(S yo)m (S+ 1)x ---31 

1 

F2(S) =  (132) 

(S + 1)N—N 

then 

f (t)dt = f f (t — r) f 2(r) dr (133) 

where 

and 

Y.11 t31 —1 

11(t) = L -1 [F 1 (S)] = e— rt 
(M —1)! 

tN — N —1 

(134) 

f2(t) = L-1 [F2(S)] = e-i . (135) 
(N — M —1)! 

Now substituting Equation (133) into Equation (129), 

PD = f e—at(1 fit) f fi(t — r)f2(r)drdt (136) 

o 

CO CO 

= f f e-et-7) e-ar [1 + Pr + (t 7 )] f i(t - T) 2 (r) d(t — r) dr 
o T 

(137) 
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cro 

PD = f e- arf 2(T) f e-n1(1 /37 /3t)fi(Odtdr (138) 

o o 

where 
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= f e-arf2(r)R(r)dr 

cc 

(139) 

R(T) =   tif —1 (1 + 13T + poe-(0+1')Idt (140) 
(M —1)! 
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R(T) = (—) u + + rP) (141) 
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(142) 
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tie — (1 + + —)e—tdt 

a+y 1+a 

a+y (14-a) le—mi   

and finally 
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