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The RCA CED VideoDisc System —An Overview 

J. J. Brandhger 

RCA "SelectaVision" VideoDisc Operations, Indianapolis. IN 46224 

Abstract —This paper describes the various parts of the RCA CED VideoDisc system. First, 

the disc is described, including its manufacture and processing. This is followed 

by a description of the stylus and the player and its operation. Induced is a brief 

discussion of the stereo CED system as well as a comparison of parameters for 

the 525 line/60 Hz and 625/50 Hz systems. 

1. Introduction 

Prerecorded video discs give to viewers the ability to see and hear what 
they want, when they want it. With it, we decide our own programming 
material—adventure, science fiction, comedy, mystery, drama, sports, 
information, and inspiration. The RCA CED (capacitance electronic 
disc) VideoDisc system was introduced to the American market on 
March 22, 1981, through more than 5,000 dealers. The players carried 
a suggested list price of $499.95, and discs, from a selection of 100 titles, 
were available at an average price of about $20. RCA's disc manufac-
turing plant has been expanded to support production of 3 million discs 
in 1981, with an ever increasing variety of program material, and will 
continue its expansion to produce 10 million discs in 1982. 
Briefly, the RCA SelectsVision VideoDisc system comprises a disc 

on which television signals have been prerecorded and a player that 
converts these signals into a form suitable for input to television sets. 
Installation is simple and rapid with only three connections required, 
one to connect the player to the power line, the second to connect the 
player to the antenna terminals of the TV set; and the third to reconnect 
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the antenna to the VideoDisc player. When the player is off, antenna 
signals are fed through it to the television set. Turning the player on 
replaces the antenna signal with signals from the disc on either channel 
3 or 4, at the discretion of the owner, to avoid possible interference from 
other television signals in the area. 
The disc is housed in a protective sleeve, or caddy. Inserting the caddy 

into the player and then extracting it automatically places the disc on 
the player turntable, ready for play. After play, the empty caddy is 
reinserted into the player, retrieving the disc for storage. Each disc will 
play up to 1 hour on each side, depending on the length of the recorded 
program. 
This paper briefly describes the RCA CED VideoDisc system, giving 

an overview of its various parts and indicating advances in the system 
planned for the future. 

2. The Disc 

Information is embossed on the disc as frequency-modulated vertical 
undulations in a 140° "V" shaped spiral groove. A small section of the 
disc is shown in Fig. 1. The signal pattern is initially recorded on a copper 
surface that is replicated by several successive nickel electro-forming 

Fig. 1—Disc-stylus Model. A diamond stylus rides in a "V" snaped groove on the disc. 
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VIDEODISC 

operations to produce stampers. These stampers are mounted in a 
multi-ton compression molding press on which discs of conductive car-
bon loaded polyvinyl chloride are molded. 
The disc plays back at 450 revolutions per minute, and the signals from 

the disc vary from 4.3 MHz at sync tip to 6.3 MHz at peak white. The 
discs are 30.2 centimeters in diameter, and 1.9 millimeters in thickness, 
about the same dimensions as an audio LP record. 

2.1 Disc Mastering and Replication 

The various steps in making a master recording and producing a finished 
disc are shown in Fig. 2. 
The major parts of the electromechanical recorder used in mastering 

are shown in Fig. 3. A smoothly turning, seismically isolated, precision 
turntable is accurately locked to the signal source. A piezoelectric cut-
terhead (Fig. 4) is mounted on a sturdy arm with a translation mecha-
nism that radially moves the cutterhead a distance of one centimeter 
every 3793 rotations of the turntable. On the turntable is a flat aluminum 
substrate on which has been deposited a grainless electrolytic copper. 
Before recording, the copper surface is carefully machined flat on a jig 
borer. 
The diamond stylus used to record on the master has a V shape that 

corresponds to the desired cross section of the finished groove. The stylus 

TAPE 

SUBSTRATE RECORDING 

COMPOUND 
HOPPER 

SPRAY 
LUBRICANT 

Fig. 2—Disc manufacturing overview. 
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Fig. 3—Simplified schematic diagram of an electromechanical recorder. 

cuts the groove (about 4000 A deep) and the signal modulation (about 
850 A deep) at the same time. The cut is deeper than the groove, so that 
the groove depth is controlled by the shape of the recording stylus tip 
and the amount of translation between turns. The amplitude of the signal 
recorded is determined by the vertical motion of the stylus tip. Recording 
is done at half-real-time rate to achieve more consistent performance 
and longer life of the cutterhead. The dynamic stress on the bond to the 

Signal In 

Diamond Cutter 

Support 

Damping Material 

Bonds 

Diamond Cutler 
Clearance Angle 

Direction of Work 11-avel 

Fig. 4—Schematic of an electromechanical cutterhead. 
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VIDEODISC 

Fig. 5—Surface quality of a signal mechanically cut in copper. 

piezoelectric element is in excess of 70 kilograms per square cm for 
850 A peak-to-peak motion at 2.5 MHz. Fig. 5 shows the resultant surface 
quality of a signal mechanically cut in copper. 
Fig. 6 shows the mastering process flow including the cuti erhead as-

sembly and substrate preparation. One of the advantages of cutting in 
copper is that optical laser read-out can be made as soon as the copper 
is cut; no development time is required as in laser-photoresist mas-

tering. 
Recording tests have shown that copper can be cut more smoothly and 

with less loss of high frequencies than lacquer. Further, evaluation of 
electron beam-resist and laser-resist mastering generally have shown 
these systems to produce orders of magnitude higher defect levels than 
those found in copper mastering. For a groove spacing of about 5 
defect levels in a copper master were measured to be about 0.01/cm2, 
while with baked and developed photo-resist they were 1/cm2. This 
difference was confirmed by evaluating defect levels achieved in inte-
grated circuit photolithography. Yields in IC photo-resist processing 
decrease exponentially with line spacing due to the increase in defects. 
This is similar to the results obtained in caddy dust studies (see Fig. 17), 
which show that the density of particles increases exponentially with 
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Fig. 6—Mastering process flow diagram. 
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decreasing particle size. Thus, the expected number of video disc re-
cording defects follow a similar exponential increase with decreasing 
groove spacing. Actual copper recordings achieve yields well in excess 
of 50% for all failure causes. 
Signal generation starts with input video tape that has been carefully 

prepared to match the recording standards of the CED system. Imper-
fections in editing, gamma correction, dynamic range, timing and many 
other parameters are not acceptable for mastering. Source signals are 
NTSC compatible, complying with EIA standard RS-170A, and 
chrominance is limited to peak levels represented by 75% of color bars. 
(CED system parameters and standards are given in Appendix 1.) If the 
recorded material is supplied in 2-inch quadruplex formats, it is fed into 
a 1-inch helical scan video tape machine to achieve a two-to-one slow-
down. The head wheel of the 1-inch machine plays back at full speed 
while the capstan advances the tape at half speed. This means the output 
of the tape machine plays each TV field twice. One-inch tapes in C-
format are acceptable to the system and are played directly on the one-
inch helical scan recorder. 
The composite video information is passed from the tape recorder 

through time-base correction, pre-emphasis, and encoding into buried 
subcarrier format. This analog signal is then converted to digital form 
(i.e., 14.3-MHz sampling rate, 8-bit amplitude quantitization), stored 
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VIDEODISC 

in two field storage units, and read out at half rate. The digital signal is 
converted to analog form and the field code added in the vertical 
blanking interval on lines 17 and 280. The slowed down video is then fed 
to a video FM modulator. The half-rate audio from the tape recorder is 
FM modulated and added to the video FM to produce the composite 
cutterhead drive signal. 
The luminance signal is pre-emphasized (see Appendix 1) to improve 

the luminance signal-to-noise ratio. This means that high frequency 
luminance components are recorded at higher than normal amplitude. 
The pre-emphasis has two parts: (1) RC pre-emphasis, which boosts 6-dB 
per octave between 249 kHz and 995 kHz, and (2) linear phase pre-
emphasis, which boosts high frequencies by a dB number equal to the 
square of the frequency in MHz to a maximum limit of 12 dB. 
Replication of the copper substrate is done by conventional nickel 

electro-forming successive masters, mothers, and stampers as shown in 
Fig. 7. The original copper substrate has the surface relief pattern that 
will appear on the VideoDisc. Successive electro-forming steps can 
provide a fan-out of several hundred metal parts, sufficient to produce 
disc quantities in the hundred-thousand range from one recording op-
eration. 
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Fig. 7—Matrix process 
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Fig. 8—Materials used in making compound. 

2.2 Disc Material 

Fig. 8 shows the various ingredients used in making the special com-
pound material for the disc. The base material is a polyvinyl chloride 
(PVC) homopolymer resin. Conductivity is achieved by the addition of 

CARBON 
BLACK 
HOPPER 

/  
AUGER 
FEED 

WEIGH SCALE 

MILL 

Fig. 9—Material flow sequence. 
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DRYBLEND 
FROM COOLER 

PELLET 
VACUUM  DIE 
VENT 

PELLETIZER 

Fig. 10 —Drybiend flow sequence. 

PELLET COOLING 

SCREEN 

:OMPOUND STORAGE 

carbon whose basic particle size is smaller than the 5000-A minimum 
size information elements and with conductive properties sufficient to 
achieve a resistivity of less than 5 ohm centimeters with 15% loading of 
the base PVC material. 
The basic compounding system is shown in Figs. 9 and 10. In Fig. 9, 

the carbon black is weighed, centrimilled to break up agglomerates and 

Fig. 11—Pelles of dryblend 
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Fig. 12 —VideoDisc molding. 

 ÍTI 4, .  DISC A.   STACKING 

PRESS 

mixed with the PVC and processing additives to produce the dryblend. 
In Fig. 10, the dryblend is fed to a twin screw extruder, pelletized and 
screened for size. These pellets are shown in Fig. 11. 
The basic materials used in the compound have purities similar to 

those used in pharmaceuticals, i.e., impurities less than 50 parts per 
billion. 
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Fig. 13 —Lubrication. 
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VIDEODISC 

Fig. 14 —Special spray configuration. 

The pellets are fed to the press extruder (Fig. 12) and formed into a 
puck. The puck is automatically fed into a 100-ton hydraulic compression 
molding press, and the disc is formed in less than 40 seconds, trimmed 
of its flash, and spindled. 
The spindled discs from the press are visually inspected for defects, 

sampled for performance and geometric integrity, and despindled into 
special carriers for post pressing treatment shown in Fig. 13. The discs 
are cleaned in special baths, water rinsed, dried, lubricated, and inserted 
into caddies. The lubricating oil is uniformly applied to the disc in a 
controlled 300 A thick layer. Fig. 14 shows the special lubrication spray 
configuration. 

2.3 Caddy Assembly and Packaging 

The special caddy container assembly for the disc is shown in Fig. 15. 
The caddy halves first have the felt-like lip seals applied and are then 
sonically welded together. Spines, which act as the disc carrier for player 
insertion and extraction, are inserted into the caddy and the composite 
unit is provided to the packaging line. 
Fig. 16 shows the disc packaging sequence. The assembled caddies 

have the label applied, discs are assembled into the caddy and the unit 
is shrinkwrapped. These final units are bulk packed for shipment. In 
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Fig. 15 —Caddy assembly. 

addition to protecting the disc from dust and from damage due to han-
dling, the caddy package has the added advantages of providing space 
for a label, convenient storage and shipment. The disc never leaves its 
caddy, except during play when it is automatically extracted by the 

APPLY LABEL 

ASSEMBLED 
CADDIES 

ASSEMBLE CADDY 
AND DISC 

LUBRICATED 
DISC 

Fig. 16— Disc packing sequence. 
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Fig. 17 —Analysis of dust accumulated in 1-year simulated exposure to typical home envi-
ronment. Curve A shows dust on outer cover; curve B shows dust on disc protected 

by caddy. 

player mechanism. After play, the caddy is reinserted into the player and 
the disc is automatically inserted into the caddy through felt-like lips 
at the caddy mouth entrance. These lips act as a dust seal and remove 
gross debris from the disc. Fig. 17 shows results of studies of defects due 
to dust with and without the caddy. 

2.4 Disc Testing 

Extensive testing is provided for the product. Fig. 18 illustrates the play 
tests, physical tests, and environmental stress tests that are routinely 
performed on the product. In the early stages of production, large sam-
ples were taken to build the statistical data base. Today, sampling of one 
or two per cent per press run is more than adequate to monitor product 
quality. 
The process outlined in the preceding discussion has produced more 

than 2 million discs in over 170 titles. 

3. The Stylus 

During playback, a metal electrode attached to a diamond stylus (Fig. 
19), reads signals from the disc. The diamond foot is shaped to fit the 
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Fig. 18 —Disc performance analysis. 

Playback Stylus Tip 

Fig. 19 —Stylus tip. This inverted view of the stylus tip shows the relative sizes of the diamond 

tip and the readout electrode. 
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groove cross section and is sufficiently long to cover several of the longest 
recorded wavelengths (1.5 gm maximum). Thus, the diamond rides 
smoothly on the crests of the recorded waves much as a skier rides over 
small depressions in the snow. The undulations of the recorded signal 
rise and fall under the metalized end of the stylus, causing variations in 
the electrical capacitance between the electrode and the conductive disc 
surface. 
The end of the stylus electrode is about 2 gm wide by 0.2 pm thick. 

The sides of the stylus tip are tapered as shown, providing a keel shape 
that maintains the electrode width as it is worn slowly during play. The 
2 pm height permits extended useful play life of the stylus tip. In normal 
use, diamond wear is less than 1.0 gm per 1000 hours. The video FM 
waves pressed into the disc have a peak-to-peak amplitude of about 
850 A. For this height change, the variation in electrical capacitance 
experienced by the stylus electrode is proportional to the change in 
disc-electrode separation and is in the order of 1 x 10-16  farads. 
The stylus-disc capacitance is part of a resonant circuit which has a 

resonance peak at about 910 MHz, shown in Fig. 20. Changes in the 
disc-stylus capacitance change the tuned circuit resonant frequency. By 

AMPLITUDE  PEAK 
A •  DETECTOR  DETECTED 
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RESONANT FREQUENCY 
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(1).  (1) 
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Fig. 20 —Capacitance detection (signal pickup): (A) detection circuit and (B) circuit signal 

response. 
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Fig. 21 —Stylus arm. 
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coupling a 915-MHz oscillator signal to the tuned circuit, the 915-MHz 
oscillator signal is amplitude modulated by changes in the stylus-disc 
capacitance. The amplitude modulated 915-MHz signal is demodulated 
by a diode peak detector to extract the frequency modulated signal that 
corresponds to the signal recorded on the disc. 
The diamond stylus is mounted (Fig. 21) on the end of a 8.4-cm long 

stylus arm made from thin-wall aluminum tubing. A flexible rubber 
mounting support provides the stylus arm with enough compliance so 
that the stylus follows irregularities in the disc both vertically and lat-
erally. A small permanent skipper magnet mounted on the stylus arm 
near the stylus is used to provide limited lateral motions to the stylus 
when activated by a magnetic field from the stylus kicker coils (discussed 
later). The rear of the stylus arm is fitted with a soft iron plate that is 
held by a cup magnet on the arm stretcher transducer. The electrode on 
the diamond stylus is connected to the UHF circuitry by a flexible fly-
lead, which also serves to hold the stylus against the disc with about 65 
milligrams of force. The stylus arm, flylead, and compliant support are 
mounted in a replaceable cartridge (Fig. 22). The replacement of a stylus 
cartridge requires no tools or adjustments. The stylus is designed to 
provide years of service in normal use. 
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Fig. 22 —Stylus cartridge. 

4. The Player 

4.1 Description 

The VideoDisc player consists of a turntable driven at 450 revolutions 
per minute, synchronized with the 60 Hz power line, a mechanism for 
inserting and retrieving a disc, a stylus-cartridge pickup arm, signal 
processing circuitry and system control electronics. A simplified block 
diagram of the player is shown in Fig. 23. 
The output of the 915-MHz oscillator is amplitude modulated by 

variations in stylus-disc capacitance. This AM modulation is diode peak 
detected so as to provide a reproduction of the FM signal that was 
originally impressed on the disc surface. This signal is fed to both audio 
and video demodulators. Whenever the audio or video FM carrier drops 
below a given threshold, defect detectors operate appropriate circuitry 
to prevent noticeable disturbances in the resultant audio or video output. 
When no audio disturbance is detected, the audio feeds through a 
track-and-hold circuit to the 4.5 MHz frequency modulator to generate 
the audio portion of NTSC signal. When a defect is detected, the audio 
is held at its last valid amplitude until the defect is corrected. 
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VIDEODISC 

When no defect is detected in the video signal, it is passed directly to 
a 1-H delay comb filter which separates the luminance and chrominance 
components as described in Appendix 2. (A detailed discussion of the 
comb-filter techniques employed in RCA VideoDisc system is given in 
an accompanying paper in this issue of RCA Review by Pritchard, Cle-
mens, and Ross.) After deemphasis, the luminance signal is combined 
with other signals to make up the composite NTSC signal. 
The output of the delay line is subtracted from its input to extract the 

color signal. The output of this filter containing the 1.53-MHz subcarrier 
and color sidebands is mixed with a 5.11-MHz oscillator to convert the 
color subcarrier to 3.58 MHz, the normal NTSC color subcarrier. The 
resultant 3.58-MHz color signal is added to the luminance and the 
4.5-MHz audio FM to provide the composite NTSC signal which is then 
translated to either channel 3 or 4. This composite rf signal is available 
at an output jack at the rear of the player. The output jack of the player 
is connected directly to the antenna input of a consumer television re-
ceiver. When the player is turned off, the antenna input signal is fed 
directly to the output jack and passed unattenuated to the television 
receiver. 
In traversing the comb filter, low-frequency vertical detail information 

is removed from the luminance signal. For example, the video signal 
necessary to produce alternate black and white lines is completely can-
celed when the input and output of the delay line are added together. 
To regenerate this low-frequency information, it is necessary for vertical 
detail to be added back into the picture. This information is extracted 
from the low-frequency portion of the combed chrominance signal by 
a low-pass filter and added to the combed luminance signal to provide 
an uncombed signal below 500 kHz. 
When a defect is detected in the video FM carrier, the defect detector 

automatically switches the input of the delay line to the output of the 
delay line so that the signal is recirculated. When a defect is detected 
on any one horizontal line in the picture, the automatic throwing of the 
delay-line switch to permit recirculation results in a signal from the 
previous line being substituted during the disturbed video input signal. 
This type of substitution is similar to that used as "drop-out compen-
sation" in VCR's. Since information on a line-to-line basis is highly 
correlated, such substitutions are nearly invisible. The result is that 
defects on the disc, which would otherwise be objectionable, are made 
inconspicuous. 
Tolerance buildup as a result of commercial manufacture of the disc 

and player and the placement of the disc on the turntable is such that 
the information on the disc can be slightly off-center during playback. 
This non-centered condition would result in a speed variation along the 
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groove that can be translated into horizontal picture jitter at the 7.5-Hz 
once-around rotation rate of the turntable. Such off-centering causes 
groove speed to be higher than average on one side of the rotation and 
lower on the other side. 
The arm stretcher shown in the lower left-hand corner of Fig. 23 cor-

rects for the effects of off-centering. This device is similar to a moving-
coil loudspeaker mechanism which is fastened by a flexible coupling to 
the rear end of the stylus arm and moves the stylus arm tangentially 
along the groove. When the groove speed is low, the stylus arm is moved 
in a direction opposite to the groove velocity to increase its relative speed. 
When the groove speed is too high, the stylus arm is moved in the same 
direction as the groove velocity to reduce the relative speed. The signal 
for driving the arm stretcher is obtained by comparing the 3.58-MHz 
color burst from the disc with a fixed oscillator at the same frequency. 
The net result is that off-centered conditions as large as 254 micrometers 
do not produce detectable picture jitter in playback. 
During the play of a disc, the stylus is maintained in the center of the 

groove. This is accomplished by sensing the lateral position of the stylus 
relative to the cartridge housing by capacitive coupling of the stylus 
flylead to varactor diodes driven out-of-phase by a 260-kHz oscillator. 
As the capacitance of one diode increases, the other decreases and 
vice-versa. These diodes are located on each side of the stylus flylead, 
so that a fraction of their capacitance is added to the stylus capacitance 
as a function of how close the flylead is to the diodes. When the stylus 
is centered, the resultant varactor-diode outputs are canceled. In the 
off-centered condition, the output of one diode is greater than the other 
causing a change in the stylus resonant circuit and giving rise to 260-kHz 
components in the output of the 915-MHz amplitude detector. The 
amplitude and phase of the 260-kHz signal indicate the amount and 
direction of stylus off-centering. A dc arm-advance motor is driven in 
response to this 260-kHz error signal to center the stylus arm and return 
the error signal to zero. 
The stylus kicker shown in the lower left of Fig. 23 permits small, rapid 

lateral movements of the stylus during play. A tiny, permanent magnet 
mounted on the stylus arm near the stylus is "kicked" sideways by 
magnetic fields from small coils mounted in the stylus-cartridge arm 
housing. When movement of the stylus is desired, an appropriate pulse 
of current through the coils kicks the stylus sideways one or more grooves 
in either the forward or reverse direction. This operation is activated by 
pressing a visual search button on the player. A pulse is applied to the 
kicker coils just prior to each vertical blanking interval such that the 
stylus moves about two grooves. Since there are 8 fields per rotation, the 
picture shown on the TV screen advances (or reverses) at 16-times 
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normal speed. Since the stylus movement takes place during the vertical 
blanking interval, no picture breakup occurs. 
The stylus kicker is also used to correct for locked groove defects on 

the disc. Recorded on the disc is a unique field number in each vertical 
blanking interval. The numbers increase monotonically from the start 
of play to the end of play on the disc. Circuits are built into the player 
to decode and keep track of the field numbers. During normal play, these 
numbers progress regularly and after conversion to minutes are displayed 
on an LED 2-digit minute indicator. When a locked groove occurs, the 
numbers do not progress normally but instead decrease. The player 
recognizes this fact and causes the application of pulses to the kicker coils 
to move the stylus ahead by two grooves. These pulses continue until 
field numbers read from the disc equal or exceed the numbers predicted 
in the player microprocessor. In most cases, locked-groove defects are 
corrected so rapidly as not to be objectionable to a viewer. No corrective 
action is taken when forward groove skips occur. In general, forward skips 
cause little disturbance to the viewer. 
The stylus lifter is activated to raise and lower the stylus as required 

for proper player operation. The stylus is lowered during normal play 
and visual search, and it is lowered momentarily onto a stylus cleaner 
each time a disc is removed from the player. In all other conditions, in-
cluding power off, the stylus is lifted off the disc. 

4.2 Player Operation 

Fig. 24 is a photograph of the SFT100 player introduced in the United 
States on March 22, 1981. It measures 43.2-cm wide by 39.6-cm deep by 
14.7-cm high, weighs 9.1 kg, and consumes 35 watts of power. Additional 
player parameters are given in Appendix 1. Jacks for antenna input and 
rf output, a channel selection switch, and power-line cord are on the back 
of the player. As shown in Fig. 24, a function lever switch on the right 
side of the front panel has positions for Load/Unload, Play and Off. In 
the Load/Unload position, a caddy-entry door is opened to permit the 
loading or retrieving of a disc by means of caddy insertion. In the Play 
position, the caddy-entry door is closed, the turntable is energized, the 
stylus is dropped onto the disc, and the disc is played. 
Player operation is controlled by five push buttons. The Pause push 

button causes the stylus to lift from the disc and the arm advance to stop. 
A second push of this button causes the stylus to drop down onto the disc 
and the arm advance to engage. Thus, normal play is resumed. The Pause 
button allows one to interrupt the program for as long as desired without 
missing any of the program content and without harm to the disc. The 
two Visual Search buttons cause the stylus to be kicked nominally two 
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Fig. 24 —Video Disc player —Model SFT100. 

grooves either forward or reverse during the vertical-blanking interval 
so that the program action speeds up approximately 16 times normal 
rate without picture breakup. These Visual Search buttons conveniently 
permit locating a particular section of the program. The two Rapid Ac-
cess push buttons cause the stylus to be lifted and move the stylus arm 
housing at about 150 times normal speed in either the forward or reverse 
direction. Both video and audio signals are muted during this opera-
tion. 
The Play Time indicators give an indication of the stylus position 

measured in minutes of play starting at the beginning of the disc. These 
indicators also show an "L" for the Load/Unload position of the function 
lever, "P" for Pause, and an "E" to indicate the program has ended. 
After a disc has been inserted into the player, the Side indicator shows 

which side of the disc is actually being played or is ready to be 
played. 
The stylus cartridge access door on the top of the player permits simple 

and easy changing of the stylus cartridge when required. The stylus is 
designed to operate for years in normal home operation. Discs can be 
played many hundreds of times without deterioration. All of the parts 
of the system are designed for extended life. 

4.3 Special Playing Modes 

The design of the CED player-disc system has many options for unique 
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playing modes. The stylus-disc interface permits radial disc scanning, 
repeat groove playing (millions of times) and random access by time or 
field index number, all without damage to the disc. 
Typical of the features that have been demonstrated in the laboratory 

are: 

• Fast Motion—Forward/Reverse 
• Random Access—Forward/Reverse and Loop Back or Forward 

• Slow Motion} With One-Frame Storage 
• Stop Action 

The addition of these features to products requires appropriate software, 
development time, and market acceptability in terms of value versus 
cost. 

5. Stereo/Bilingual 

RCA plans to introduce a stereo version of its CED player in mid 1982 
along with appropriate stereo discs. The form of the signal on the disc 
is similar to the monaural version with the addition of a second audio 
modulated FM carrier at 905 ± 50 kHz deviation, as shown in Fig. 25. 
The left and right stereo channels are matrixed to produce L + R for 

modulation of the 716 kHz channel and L-R for modulation of the 905 
kHz channel. This provides compatibility for the monaural players, 
which use 716 kHz as their normal audio decoding channel. 

— at 100 
MHz 

AMPLITUDE 

20DB O s-

ot < I e 

716 KHz 

AUDIO 
CHANNEL *1 

(50 KHz) 

2  4.3  5.0  63  9.3 
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CHANNEL 442 
C50 KHz) 

MHz 

FREQUENCY 
 14. 

Fig. 25 —Frequency spectrum. In stereo or two-channel recording, the audio carriers are 

20 dB below the video carrier. 
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Fig. 26 —CX Stereo signal compression block diagram (CX is a trademark of CBS Labora-

tories). 

Each stereo channel prior to matrixing is encoded in the CX* system 
for noise reduction and extension of dynamic range. The CX compression 
system has the general form shown in Fig. 26. Voltage controlled am-
plifiers in the feedback loop of the left and right channels are adjusted 
by a control signal derived from the left and right channel outputs. 
Reference operating level is defined as that which produces half the 
maximum deviation of the FM modulated sum channel with 1 kHz ap-
plied to both the left and right channels (0 dB reference). 
Steady state compression of a 1 kHz sine wave is 2:1 on a log-log plot 

at input signal levels greater than —40 dB and 1:1 for signals less than 
—40 dB. The filter, control-signal generator, and variable gain amplifiers 
produce a resultant steady state frequency characteristic for a constant 
input amplitude sine wave as shown in Fig. 27. 
The control signal generator, shown in block diagram form in Fig. 28, 

• CX is a trademark of CBS Laboratories. 
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Fig. 27 —CX signal compression amplitude versus frequency characteristic. 

 Ille FREQUENCY 

has a non-linear transient response. The details of the control signal 
generator are beyond the scope of this paper except to note that low 
amplitude transients do not modify the steady-state response whereas 
larger transients result in control signals that reduce the noise pumping 
associated with noise reduction systems. To take full advantage of the 
CX system the player must perform an inverse expansion of the audio 
signals that matches the original encoding. There is up to 20-dB addi-
tional noise suppression, resulting in 70-dB dynamic range with the full 
use of the CX system. 
The use of the two independent audio channels for bilingual appli-

cation requires a separate input to each of the available audio channels. 
CX encoding/decoding is not part of this type of system. Separation of 
the two channels exceeds 55 dB. 

1  INPUT 
CELL 1 

CELL 2 

--1  CELL 3 
--I  CELL 4 

OUTPUT 

CELL 

Fig. 28 —CX system control signal generator. 
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6. 625 Line/50 Hz Field System 

The developoment of a 625 line/50 Hz system has been based on main-
taining similarity in disc manufacture while achieving improved signal 
performance. A summary of CED parameters for this system is given 
in Appendix 1 along with details of the signal encoding. 
The following items are identical to those used in the 525 line/60 Hz 

field system: 

• Disc Geometry 
• Groove Dimensions 
• 8 Fields/Revolution 
• 1 Hour/Side 
• Master Recording Disc 
• Recording Cutterhead 
• Matrix—Metal Parts 
• Pressing 
• Surface Treatment 
• Caddy 
• Stereo Audio Compansion 
• Video FM Standards 
• Cartridge Pickup System 
• Player-Caddy Handling System 

System parameters that are slightly different are as follows: 

Audio FM Carriers 
Chrominance Subcarrier 
Turntable Speed 
Horizontal Scan 
Frequency 

525 Line/60 Hz  625 Line/50 Hz 

715.9 kHz  710.9 kHz 
1.534 MHz  1.523 MHz 
450 RPM  375 RPM 

15.734 kHz  15.625 kHz 

Major differences relate to (1) the input tape software standards, 
which for the 625 line/50 Hz system require PAL standards compatible 
with CCIR recommendation 472-1, (2) player video signal processing, 
which requires comb filter delay line decoding in accordance with 625 
line/50 Hz standards, and (3) modulation of baseband signals to form 
PAL and/or SECAM compatible rf/video signals for television receiver 
input. 
Another major difference is in the level of radio frequency emission 

the players may have in the 902-928 MHz band. Permissible radiation 
in Region 2* is up to 50,000 µv/meter at 30 meters whereas in Region 1 

• ITU Regions as defined in Table of Frequency Allocation. 
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only 63.1µv/meter is permitted (VDE 0871, ISM, Class B). This creates 
special problems for player design. 
No other important difference exists in the CED standards for the two 

systems. 
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Appendix 1—CED System Parameters 

A1.1  525/60 Hz and 625/50 Hz Systems 

Disc Physical Dimensions 
Diameter  30.2 cm 
Thickness  1.9 mm 
Center-Hole Diameter  3.3 cm 
Rotation Rate (525/60 Hz)  450 RPM 
(625/50 Hz)  375 RPM 

Recorded Band  7.3 cm wide 
Starting Diameter Preprogram Band  29.3 cm 
Starting Diameter Program  29.1 cm 
End Diameter Program (60 Minutes) 
(525/60 Hz)  14.38 cm 
(625/50 Hz)  16.81 cm 

End Diameter Post Program Band 
(525/60 Hz)  13.56 cm 
(625/50 Hz)  16.00 cm 

Groove Density  3793 grooves/cm 
Groove Depth (p-p)  0.48 gm 
Signal Amplitude (p-p)  0.085 im 

Disc Performance Parameters 

Play Time (4 Frames per Revolution) 
Recorded FM Signal 
Luminance Bandwidth 

60 minutes per side 
4.3 to 6.3 MHz 
3.0 MHz 
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Chrominance Bandwidth 
Video Signal-to-Noise Ratio 
Chrominance Signal-to-Noise Ratio 
Audio Carriers (525/60 Hz) 
(625/50 Hz) 

Audio Bandwidth 
Audio FM Signal Deviation 
Audio Signal-to-Noise Ratio 
Minimum Stereo Separation at 1 kHz 
Dynamic Range Mono (without 
compansion) 
Stereo (with compansion) 

0.5 MHz 
>46 dB (CCIR) 
>40 dB 
715.9 kHz 
710.9 kHz 
15 kHz 
±50 kHz 
>50 dBA(USASI) 
26 dB 
50 dB 

70 dB 

A1.2  525 Line/60 Hz System 

Source Signal 

Source signals are NTSC compatible television signals, complying with 
EIA Standard RS-170A. Chrominance is limited to peak levels repre-
sented by 75% color bars. 

Standard Predistortion  

Composite signals to be encoded for the CED System are delay 
equalized before baseband video processing as follows: 
f < 3.0 MHz: t = 
f > 3.0 MHz: t = (-170) (f — 3.00 MHz)/(0.58 MHz) nanoseconds. 

Baseband Video Processing 

The luminance signal is combed such that information contained at 
frequencies* (2n + 1) hi/2 is attenuated by at least 40 dB with re-
spect to frequencies nfH (where n is any integer), in the band from 
1.0 to 2.0 MHz. Vertical detail is added back such that at frequen-
cies 0.9 MHz and below, vertical detail is not attenuated more than 
3 dB. The vertical detail is attenuated at least 17 dB at 2.0 MHz. 

Pre-emphasis 

6 dB/Octave pre-emphasis is applied to the luminance signal be-
tween ti and t2. The time constants are: 
ti = 640 nanoseconds 
t2 = 160 nanoseconds 
Maximum pre-emphasis 12 dB 

15.734264 kHz. 
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Additional linear phase pre-emphasis is added to luminance as fol-
lows: 
P = Kf2, (f 1.5 3.0 MHz); P is pre-emphasis in dB; K ee, 1; 
fis frequency in MHz. 
Maximum P = 12 dB. 

Chrominance 
The chrominance signal is combed at all frequencies such that infor-
mation contained at frequencies nfH is attenuated by at least 40 dB. 

Chrominance carrier frequency is 195 hil2, approximately 1.534 MHz 

Frequency Modulation—Video 
Carrier Frequency IRE Units Frequency, MHz  
Sync tip  —40  4.3 
Blanking  0  4.871 
White Level  +100  6.3 
Maximum Frequency  +144  6.929 
Minimum Frequency  —66  3.929 

Frequency Modulation—Audio 
L + R; Monaural; Independent Channel 1 

91hd2, approximately 715.9 kHz 
L — R; Independent Channel 2 115 fid2, approximately 904.7 kHz 
Peak deviation: ±50 kHz 
Pre-emphasis: 6 dB/Octave, time constant = 75 µsec. 

A1.3 625 Line/50 Hz System 

Source Signal 
Source signals are 625 lines/frame, 50 fields/sec, PAL—compatible 
television signals complying with CCIR Recommendation 472-1 (Study 
Group II). Chrominance is limited to peak levels represented by 75% 
color bars. 

Baseband Video Processing  
The luminance signal is comb-filtered to remove information at 
frequencies*  (2n + 1) hi/4. Attenuation of information at (1135 
fin/4) + 25 Hz should be 1•30 dB. The information removed (which 
includes some vertical detail) is reinserted through a modified 2.5T 
sine2 pulse filter (having its first zero at 4.0 MHz and a zero added at 
4.43 MHz). 

• IH - 15.625 kHz. 

RCA Review • Vol. 42 • September 1981  361 



The resultant signal is comb-filtered to remove information at 
frequencies -, (2n + 1) fll/2. The information so removed (which in-
cludes vertical detail) is reinserted through a band-rejection filter 
whose characteristics are such that, in the combined signal, infor-
mation has been attenuated k20 dB at (195fH /2) and --e3 dB at 
(195111/2) ± 48fH. 

Pre-emphasis 

6-dB/octave high frequency pre-emphasis is applied to the lumi-
nance signal between t1 and t2. The time constants t1 = 640 nano-
seconds; t2 = 160 nanoseconds. 
Maximum pre-emphasis 12 dB. 
Additional linear phase pre-emphasis is added to luminance as fol-
lows: 

P = Kf2, (f  3.0 MHz); P is pre-emphasis in dB; K -̂2 1; fis fre-
quency in MHz. 
Maximum P = 12 dB. 

Chrominance 

The chrominance signal is comb-filtered to remove information at 
frequencies .--. nfH12. Attenuation of information at 568 fH/2 should be 
k 30 dB. 

The resultant signal should be combed to separate PAL U and 1 V 
components. The 1 V component polarity is switched so that + V is al-
ways recombined with U. 

Chrominance carrier frequency is (195 fH/2) — 25 Hz, approximately 
1.523 MHz. 
Frequency Modulation—Video 

Carrier Frequency IRE Units Frequency, MHz 
Sync tip  —40  4.3 
Blanking  0  4.871 
White Level  +100  6.3 
Maximum Frequency  +144  6.929 
Minimum Frequency  —66  3.929 

Frequency Modulation—Audio 

L + R; Monaural; Independent Channel 1 

91 111/2, approximately 710.9 kHz 
L — R; Independent Channel 2 

115 fH/2, approximately 898.4 kHz 
Peak deviation: ±50 kHz. 
Pre-emphasis: 6 dB/octave, time constant = 75 µsec. 
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A1.4  CED System Parameters 

Player (525/60 Hz) — SFT100 

Electrical  

Readout  Capacitance 
RF Modulator Frequency  61.25 MHz (CH.3) 

67.25 MHz (CH.4) 
RF Output Level  2.0 mV/750 HMS 
Luminance Bandwidth  3.0 MHz 
Luminance Signal-to-Noise Ratio  >46 dB (CCIR) 
Chrominance Bandwidth  0.5 MHz 
Audio Bandwidth  15 kHz 
Audio Signal-to-Noise Ratio  >50 dBA (CSASI) 
Power Consumption (115V AC, 60 Hz)  35 Watts 

Mechanical 

Cabinet: Width  43.2 cm 
Height  14.7 cm 
Depth  39.6 cm 

Weight  9.1 kg 
Stylus Set-Down Diameter  29.2 cm 
Stylus End of Travel Diameter  14.0 cm 
Cartridge Contact—Height from Disc  1.4 cm 

Maximum TIR 102 gm 

Playing Mode  

Normal Forward 
Visual Search, 16 X, Forward/Reverse 
Rapid Access, 150 X, 30 Seconds/Side, Forward/Reverse 
Pause 

Appendix 2—Buried Subcarrier System -1-H Delay Comb Piker 

An NTSC television signal is repetitively sampled at rates of hi = 
15.734264 kHz, 59.94 Hz and 29.97 Hz, which results from the horizontal 
and vertical scanning rates. A fourier analysis of the signal shows an 
energy spectrum concentrated at interval spacings of fll, with subside-
bands grouped around each hi interval at multiples of 59.94 and 29.97 
Hz spacing as shown in Fig. 29. 
The addition of a color subcarrier at 1.53 MHz has its energy spectrum 

interleaved with the baseband video by synchronizing the subcarrier with 
horizontal sync at an odd multiple of one-half line rate (195 hi/2 or 
1.5340907 MHz). 
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The baseband luminance signal is limited in bandwidth to 3 MHz 
consistent with the resolution reproduced in home television receivers. 
The color carrier sidebands are similarly limited to 500 kHz, thus re-
stricting all picture information within a 3-MHz band. This efficient 
coding system permits excellent picture reproduction with minimum 
spurious beats from the limited recording bandwidth of current video 
discs. 
Separation of the color and luminance information is accomplished 

using a comb filter in the player. Fig. 30 shows the basic block diagram 
of a 1-H delay comb filter along with resultant amplitude versus fre-
quency responses of the circuit operations. The video input is delayed 
by one horizontal scanning line in 585 stage CCD line with a 9.2 MHz 
clock frequency. The delayed and undelayed signals are added in the 
summation block such that all frequency components which are spaced 
in even multiples of fH/2 are passed unattenuated to the output as 
shown. All frequency components spaced at odd multiples of fH/2 are 
canceled. The frequency spectrum as shown follows a I cos(rf/fH ) I form. 
Thus, all luminance video components are passed through this comb 
filter while chroma components are rejected. Conversely, in the sub-
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traction network, the luminance components are rejected and the chroma 
components are passed to the output. 
In the player CCD 1-H delay line comb filter, the desired-to-undesired 

signal ratio is normally 28 dB at 1.53 MHz and more than 23 dB at the 
passband edges. The clock frequency of the delay line (6 X 1.53 MHz) 
is automatically adjusted to compensate for time base errors in all but 
extreme cases. Time base errors in excess of 8-10 nanoseconds causes 
7.5 kHz horizontal striations to become visible due to comb filter im-
balance. A plot of rejection ratio versus per cent frequency variation is 
shown in Fig. 31. As can be seen, the comb filter is reasonably insensitive 
to small changes in carrier frequency, i.e., less than 1%. 
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The Principles and Quality of the Buried-Subcarrier 
Encoding and Decoding System and Its Application 
to the RCA VideoDisc System 

D. H. Pritchard, J. K. Clemens, and M. D. Ross 

RCA Laboratories, Princeton, NJ 08540 

Abstract —The first portions of this paper present the fundamental principles involved in 

an innovative color-television signal encoding and decoding technique developed 

specifically for the RCA VideoDisc System. The term "buried-subcarrier" refers 

to a method involving comb-filter techniques by which, in the composite video 

signal domain, the chrominance information is placed at a relatively low frequency 

in the luminance channel spectrum. In this way, chrominance and luminance may 

be easily and uniquely separated and converted to standard color-signal format 

at the decoder. This approach provides specific performance advantages in 

relation to the capacitive pickup and FM video signal processing in the areas of 

bandwidth, playing time, beat and interference effects, linearity, and signal-to-noise 

ratio. 

Succeeding portions of the paper discuss these unique advantages in detail 

and describe typical implementation approaches to both the encoding and de-

coding functions that meet the objective of providing a high-quality color-television 

picture recording and reproduction system. 

1. Introduction 

The buried-subcarrier color signal encoding and decoding system was 
developed specifically for the RCA VideoDisc. However, the funda-
mental principles involved provide unique advantages in other appli-
cations having similar overall system requirements. 
The term "buried-subcarrier" refers to a technique by which the 

chrominance subcarrier and its modulation sidebands are placed at a 
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relatively low frequency range within the wider-band luminance channel 
in such a way as to cause a minimum of interference and such that the 
chrominance and luminance may be easily separated at the reproducer 
and converted to standard NTSC format. This systems approach in-
volves innovative comb filter techniques that may be used in any color 
television system where both the encoding and decoding functions can 
be controlled by the overall system designer. 
The specific techniques by which the buried-subcarrier approach is 

accomplished in the RCA VideoDisc system are discussed in this paper. 
The discussion includes the advantages of the buried-subcarrier encoding 
and decoding process in conserving bandwidth, in eliminating beats and 
interference effects, and in meeting the constraints of the system in areas 
such as nonlinearities and noise. To achieve the objective of a con-
sumer-acceptable color TV picture requires a system that coordinates 
the buried-subcarrier principles with the FM recording and playback 
technology used in the RCA VideoDisc System. 

2. System Background 

The buried-subcarrier encoding and decoding system adapts the prin-
ciples of comb-filtering to the needs of a specific recording and playback 
system. Therefore, an understanding of the basic fundamentals of the 
comb-filtering function as applied to video signal processing in general 
is essential to an understanding of the reasons for the choice of particular 
parameters as applied to the VideoDisc system. 

2.1 Basic Comb-Filter Principles 

A composite television signal is periodic in nature in that it is sampled 
at repetitive rates of approximately 15 kHz, 60 Hz, and 30 Hz, as a con-
sequence of the horizontal and vertical scanning process. A Fourier 
analysis of the signal in the video domain indicates an energy spectrum 
concentrated in discrete clusters with interval spacings of 15 kHz and 
with sub-sidebands grouped around each 15 kHz interval at multiples 
of 60 Hz and 30 Hz.' A second signal (such as the color subcarrier and 
its modulation sidebands in a standard NTSC format) having its own 
periodic energy spectrum due to sampling can be interleaved with the 
baseband spectrum by synchronizing the subcarrier with horizontal sync 
as an odd-multiple of one-half line rate (3.579 545 MHz in the case of 
NTSC). An example of this interleaved relationship in the case of a signal 
consisting of an average picture content is shown in Fig. 1. 
It becomes apparent that a filter whose pass-band and stop-band 

characteristics resemble the teeth of a comb with appropriate spacing 
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Fig. 1—Bas,c NTSC interleaved signal relationship for an average scene. 

It   

would be effective in separating the two signal components that make 
up the NTSC signal, namely, chrominance and luminance. Such a filter 
and its complementary form would overcome some of the performance 
limitations inherent in conventional separation techniques involving 
over-lapping low-pass (luminance) and band-pass (chrominance) filters. 
In the conventional approach, the luminance signal is contaminated by 
the chrominance subcarrier and its modulation sidebands that appear 
as "dot-crawl" in large color areas and at color transitions. A rejection 
trap is normally employed, with its attendent bandwidth and/or reso-
lution limitation, to eliminate the dot visibility in large areas. However, 
dot-crawl due to chrominance sideband energy still appears at edges. 
Conversely, the high-frequency luminance detail information is included 
within the chrominance channel and converted to "cross-color" con-
tamination by the color demodulation process which manifests itself as 
low-frequency beat patterns on edges of objects in the scene, patterns 
that are subjectively undesirable. A comb filter in the luminance channel 
will therefore eliminate the dot-crawl without imposing the usual 
3.58-MHz bandwidth restriction. The complementary comb filter in the 
chrominance channel will exclude the luminance information that 
produces the "cross-color" beats except in the case of scene content 
having spatial directions of about 45° (for the case of 3.58 MHz) where 
line-to-line cancellation of the chrominance components cannot 
occur. 
A two-terminal transversal filter configured as shown in Fig. 2 provides 

the desired comb-filter response and results in separation of interlaced 
luminance and chrominance signal components as follows. Non-inter-
laced frequency components are those that have the same phase on 
succeeding scan lines and are integral multiples of the horizontal line 
frequency. Interlaced frequencies are those whose components are ex-
actly 180° out of phase on succeeding scan lines and are caused to be odd 
multiples of one-half horizontal line frequency. In the NTSC television 
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Fig. 2— Basic 1-H and 2-H comb-filter circuit configuration and pass-band characteris-
tics. 

system, the interlaced frequencies are those containing the chrominance 
subcarrier and its modulation sidebands. 
The fundamental comb-filter circuit consists of a delayed path and 

a direct path, with appropriate linear summation and subtraction pro-
cessing circuitry. In the case of the NTSC system (as well as the bur-
ied-subcarrier VideoDisc system) the delay element is made to be exactly 
one horizontal line time (1-H). If the amplitudes of the signals from the 
delayed path are made equal to the amplitude of the same signal through 
the direct path, while maintaining a time delay difference of 1-H across 
the frequency band of interest, a summation process results in cancel-
lation of interlaced components while the noninterlaced components 
are reinforced. Conversely, subtraction (obtained by inverting one signal 
path followed by summation) results in cancellation of the noninterlaced 
components and reinforcement of the interlaced components. Thus, the 
adder circuit output contains luminance information free of contami-
nation effects (dot-crawl) from the color subcarrier. Similarly, the sub-
tractor circuit output consists of chrominance signals free of cross-color 
beat contamination resulting from high-frequency luminance detail 
entering the chrominance signal demodulation process. 
If the assumption is made, as in Fig. 2, that the combing process is 

allowed to extend from zero to an arbitrarily high frequency, the inte-
gration of two successive line periods results in (1) a 3-dB improvement 
in signal-to-noise ratio (4.25 dB in the case of 2H, 3-line integration, 
comb systems) and (2) the loss of one half of the vertical resolution of 
scene content, since the first null in the luminance channel occurs at 
one-half horizontal period (7.8 kHz). It should be apparent that to suc-
cessfully separate chrominance signal information from the luminance 
signal information, the combed frequency range could simply be limited 
to approximately 500 kHz on either side of the color subcarrier, thereby 
leaving the low-frequency vertical details untouched. 
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If, however, combing is accomplished down to zero frequency, the 
low-frequency combed output of the chrominance channel consists of 
exactly the vertical detail content that was removed from the luminance 
signal. An advantage may be realized by re-inserting the vertical detail 
content into the luminance channel to an amount just sufficient to re-
store the vertical detail to normal. Then, simply by increasing the level 
of the restoration signal beyond normal, vertical detail enhancement may 
be provided, resulting in subjective enhancement of picture sharpness. 
This feature may be utilized to advantage in the buried subcarrier system 
as will be pointed out later. 
Fig. 2 indicates the basic comb-filter circuit configurations for both 

a 1-H and 2-H comb filter. It is important to note the difference in the 
filter pass-band and stop-band shapes. The 1-H produces essentially 
a full-wave rectified sinusoidal shape with relatively sharp cusp-like null 
points, while the 2-H system results in an offset sinusoidal shape. Other 
than the obvious implications as to circuit and component complexity, 
there is a tradeoff between timing stability for a given degree of un-
wanted signal rejection and the extent of signal-energy rejection for 
sideband signal components. In developing both the encoding and de-
coding systems, these tradeoffs must be considered from performance 
and cost-effectiveness points of view. 

2.2 Buried-Subcarrier Application to Encoding and Decoding Systems 

In the development of recording and playback approaches, the systems 
designer may take advantage of a unique situation in that the recording 
format and the playback technique may be designed to complement each 
other to up-grade the performance of the overall system. 
In the VideoDisc case, the system parameters, such as playing time, 

capacitive pick-up constraints, FM system linearity, and spurious beats, 
are considered together to provide the optimum trade-offs for best pic-
ture-quality results. The details of these parameters will be discussed 
later in this paper. 
The judicious use of comb-filtering principles both in the encoding 

process as well as in the subsequent playback decoding process forms 
the basis for the buried-subcarrier system concept.  2-4  Buried-subcarrier 
refers to composite video signal format in which the chrominance carrier 
is placed at a relatively low frequency within the luminance channel using 
comb filter techniques at the encoder to minimize interference ef-
fects—thus the term "buried" subcarrier. In addition, comb-filter 
techniques are advantageously employed at the decoder to uniquely 
separate chrominance and luminance with the least degradation effects. 
The advantages of such a buried-subcarrier system are that it conserves 
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bandwidth, increases available playing time (eases the shortest repro-
ducible wavelength requirements), and meets channel constraints such 
as noise, linearity, and beat-frequency content. It is, therefore, attractive 
for a variety of signal encoding systems. Channel distortions affect the 
design decisions of video encoding, and the buried-subcarrier approach 
is particularly useful in the VideoDisc approach to provide high quality 
reproduction of color TV signals. 

3. Application to VideoDisc System 

In the VideoDisc System, the luminance bandwidth was chosen to be 
3 MHz to be consistent with acceptable resolution in a home TV receiver. 
The video signal is modulated on an FM carrier and the resultant is in 
turn recorded on the disc. 
It is possible, if desired, to separate luminance and chrominance and 

to record them simultaneously in separate channels in the same track. 
This separation causes difficulties, however, since the signals must 
ultimately be matrixed together, and the amplitudes, frequency re-
sponses, and even the noise characteristics of the two channels should 
be matched. 
It was decided, therefore, to include the chrominance on a subcarrier 

within the luminance signal. The next choice was to determine the 
subcarrier frequency. There are two reasons for choosing the subcarrier 
frequency as low as possible. The first is that the subcarrier frequency 
is directly related to the FM carrier frequency and therefore to playing 
time on a disc, since there is a limit on the shortest recorded and repro-
duced wavelength. The second reason is that in an FM system, lowering 
the subcarrier frequency increases the chrominance SNR. The details 
of these considerations will be discussed in Sections 3.5, 3.6, and 3.7. 
Since buried-subcarrier encoding allows a low subcarrier frequency, it 
is very advantageous for the VideoDisc system. 

3.1 Choice of Subcarrier Frequency 

As previously noted, the color subcarrier in the basic NTSC system is 
interlaced in that it is an odd multiple of one-half horizontal line rate. 
It was chosen to have a value high within the luminance band (3.579545 
MHz) since the spatial dimensions of one-half cycle are then relatively 
small, thus minimizing the visibility of the interfering "dot" pattern. 
With a subcarrier value at a much lower frequency, e.g., in the order of 
1.5 MHz, the spatial dimensions of the interference pattern would, 
without special processing, be large enough to be objectionable. 
Since the first requirement in the choice of the buried-subcarrier 
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frequency is that it be interlaced, i.e., an odd multiple of one- half hori-
zontal line rate, comb filtering techniques are applicable in developing 
a satisfactory signal-processing method. In the VideoDisc system, a 
chrominance subcarrier frequency of 1.534091 MHz was chosen, i.e., 195 
1H/2 (relative to U.S. NTSC Standards). This value also meets the desire 
to move the color subcarrier and its ±500 kHz modulation sideband 
components low enough within the 3.0 MHz luminance channel, i.e., 
there will be no undesired color information within 3 MHz of the 5-MHz 
video FM carrier. The potential for possible sideband and harmonic 
interference beats is thereby minimized. Other advantages of lowering 
the chrominance subcarrier within the available bandwidth are realized 
in signal-to-noise improvement and in the increase in potential playing 
time because the shortest reproducible wavelength limitation is re-
duced. 
For proper implementation of the buried-subcarrier system, the en-

coded signal prior to recording must be properly processed. First, the 
luminance signal is comb filtered over at least the band of frequencies 
that is to be shared with the subcarrier and its sidebands in order to avoid 
annoying crosstalk effects. A series of nulls, or troughs, are formed in 
the frequency spectrum of the luminance signal in which the appropriate 
chrominance subcarrier components may be "buried." In addition, it 
is desirable that the modulated color-subcarrier signal components are 
also comb filtered in a complementary fashion to that employed for the 
luminance signal. Effectively, the chrominance signal components are 
confined to those that will fall into the troughs of the equivalent fre-
quency spectrum of the comb-filtered luminance channel. The appro-
priate luminance comb-filtered signal (for NTSC) is one with recurring 
peaks at multiples of half-line frequency, assuming one-half-line offset 
for the subcarrier frequency. Conversely, the chrominance signal has 
recurring peaks at odd multiples of half the line frequency and recurring 
nulls at multiples of line frequency. 
When a subcarrier frequency of 1.53 MHz with a reasonable band-

width of ±500 kHz for color sidebands is used, a moderately wide band 
(0-1 MHz) of luminance information is retained at the low end of the 
spectrum that is occupied solely by luminance signal components. If the 
system designer chooses to comb filter this region, it is possible to re-
insert certain luminance-signal components in such a manner as to bring 
about vertical detail picture enhancement, as previously mentioned. This 
enhancement may be used to subjectively restore the loss of vertical 
detail components due to comb filtering of the spectrum containing the 
interlaced chrominance signal components (1 to 2 MHz), or it can be used 
to provide overall picture quality sharpness enhancement. 
Fig. 3 indicates typical pass-band characteristics for the composite 
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Fig. 3— Typical buried-subcarrier filter characteristics. 

buried-subcarrier video channel with the buried color subcarrier at 1.53 
MHz with ±500 kHz sidebands. In such a system, chrominance infor-
mation may be conveyed and subsequently recovered, while sharing a 
midband location with luminance signal components, with substantial 
freedom from spurious chrominance/luminance interference effects. 
The overall quality of the reproduced picture formed from a signal 

that has undergone a comb-filtering process is excellent. However, cer-
tain deteriorations do occur with regard to loss of resolution in the lu-
minance channel at specific spatial angles. The angle is determined by 
the time period, as measured in the horizontal direction from one line 
to the succeeding line, for the signal content to reach a 180° line-to-line 
relationship. In the case of standard NTSC with a subcarrier at 3.58 MHz 
this angle is approximately ±45°. 
As the frequency of interest is lowered, the time period along the 

horizontal axis for line-to-succeeding-line correspondence increases and 
the equivalent spatial angle for loss of signal content becomes lower (0° 
being the horizontal axis). 
Figs. 4 and 5 show a nomograph that pictorially describes this effect. 

The following list describes the formation rules for such a diagram: 

(1) Fig. 4 represents one quadrant of a polar diagram indicating the 
relationship between spatial frequencies and the corresponding 
electrical frequencies for a variety of angles of scene content. 

(2) The origin approaches f =  as a limit. 
(3) The outer edges of the diagram approach f = 0 as a limit. 
(4) Spatial frequencies are plotted as circles concentric with the origin 

linearly displaced as a function of frequency. 
(5) Corresponding electrical frequencies (arising due to the rate of 
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horizontal scan) are plotted as circles tangent to the origin with a 
diameter equal to the spatial frequency intersection with the vertical 
axis. 

(6) Radial lines are constructed at angles corresponding to that required 
for 180° relationship to exist on a line-to-line basis for a given elec-
trical frequency. (For example, 45° for 3.58 MHz, 27° for 2 MHz, 
and 15.5° for 1.0 MHz.) 

(7) The locus for comb filter 180° relationship (rejection or acceptance 
points) are determined by the intersection of the radial lines and the 
corresponding electrical frequency circles. 

Thus, maximum comb-filter rejection or acceptance may be deter-
mined for a given subcarrier frequency in relation to the physical angle 
of scene content ranging between the vertical and horizontal scan 
axis. 
In addition, the effects of combed channel bandwidth and comb-filter 

response shape may be plotted as indicated for the example of 1.0 MHz 
with ±500 kHz bandwidth (50% response points) as shown in Fig. 5. The 
shaded area indicates the spatial angle range of resolution affected from 
a maximum loss at the 180° point (for 1.0 MHz) to the ±90° points (0.5 
MHz and 1.5 MHz) for a ±500 kHz bandwidth system. 
The additional information that should be related to the above anal-

ysis in order to determine effects upon overall picture quality is the ex-
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tent to which loss of vertical resolution signal components relative to 
signal bandwidth is subjectively visible. For example, the loss of vertical 
signal content for a frequency of 3.58 MHz (45° spatial angle) has been 
judged to be relatively insignificant. As the spatial angle is reduced 
toward the horizontal (0°), the vertical component increases and a loss, 
or softening, of vertical detail becomes more and more apparent until 
the angles reaches zero and the vertical resolution loss reaches a maxi-
mum of two-to-one (equivalent bandwidth reduction of from 4.0 MHz 
to 2.0 MHz). 
Extensive tests were conducted to determine the optimum value of 

color subcarrier frequency relative to acceptable vertical resolution loss 
as a result of comb filtering. Buried-subcarrier frequency values ranging 
from 1.8 to 1.0 MHz in one-quarter megahertz intervals were investi-
gated. In each case, a constant color modulation bandwidth of ±500 kHz 
was maintained and the exact value of the subcarrier frequency was 
chosen to be interlaced (odd multiple of one-half horizontal line fre-
quency) in order to utilize comb-filter techniques. Subjectively, carrier 
frequency values substantially below about 1.5 MHz resulted in excessive 
loss of vertical detail, since the lower sideband extended to at least 1.0 
MHz. Therefore, a value of 1.53 MHz was chosen as the optimum com-
promise and the spectrum range from zero to 1.0 MHz was maintained 
as exclusively containing luminance information. (It can be seen from 
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Fig. 4 that a 1-MHz electrical frequency is equivalent to about 3.7-MHz 
spatial frequency.) 
The loss of some signal components comprising vertical detail is one 

factor in the choice of the use of 1-H or 2-H combing techniques. The 
relatively sharp, cusp-like, rejection points in a 1-H system result in less 
loss of vertical components than the sinusoidal filter shape in a 2-H 
system. For this reason, as well as for economic factors, 1-H combing is 
probably preferable at the playback end of the system. The re-insertion 
of vertical detail to provide sharpness enhancement is symmetrical in 
nature on the top and bottom of a vertical transition and is subjectively 
more desirable in the case of 1-H combing at both encoder and decoder 
(equivalent of a 2-H combing process). 

3.2 Basic Encoder Subsystem 

A wide variety of system implementation approaches have been con-
ceived and evaluated. The choice of a specific approach is based upon 
such factors as picture performance, circuit complexity and stability, 
and overall system cost/performance trade-offs utilizing state-of-the-art 
hardware, particularly in the form of 1-H delay devices available.2-4  
In the case of the encoder, the color image information to be recorded 

may initially appear either in NTSC encoded form or, in some cases, as 
the initial Red, Green, and Blue simultaneous signals. The basic func-
tions to be performed in each case are as follows: 

(1) NTSC Encoded Signal Format 

(a) Comb filter that portion of the luminance channel spectrum above 
about 1.0 MHz to include the 3.58 MHz color subcarrier and its 
modulation sidebands. This process separates the original chromi-
nance from luminance in the region around 3.58 MHz and also 
pre-combs the frequency spectrum around 1.53 MHz in preparation 
for the subsequent insertion of the buried-subcarrier color infor-
mation. 

(b) Comb filter the chrominance signal content for at least ±500 kHz 
around 3.58 MHz. 

(c) Translate the combed 3.58-MHz color subcarrier and its modulation 
sidebands to 1.53 MHz ± 500 kHz by a heterodyne process. This 
process employs a 5.11-MHz reference signal synchronized with the 
basic 3.58-MHz system reference to produce the 1.53-MHz differ-
ence frequency product. 

(d) Form the buried-subcarrier composite signal in a linear summation 
process by re-inserting the combed color information at 1.53 MHz, 
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translated from 3.58 MHz, into the appropriately precombed lu-
minance channel. Fig. 6 is a block diagram of the fundamental 
functions required for such a transcoder process. 

A technique for forming matched high-pass, low-pass, or band-pass 
filters involves, in this example, an all-pass delay element (matching the 
delay of the low-pass filter) whose signal output is subtracted from the 
low-pass filter output to form a complementary high-pass filter. This 
method insures proper matching of complementary amplitude and phase 
characteristics in subsequent signal re-assembly into a composite form. 
Either 1-H or 2-H comb filtering may be employed and a variety of cir-
cuit details may be used to accomplish the functions indicated. The 
details of the specific approach in use with the RCA VideoDisc system 
are discussed later in this paper. 

(2) Red, Green, and Blue Simultaneous Signal Format 

(a) A luminance signal (Y) and two color-difference signals (R-Y and 
B- Y) are formed in a linear resistive matrix from the original Red, 
Green, and Blue signals. 

(b) The luminance signal is comb filtered in a frequency spectrum above 
about 1.0 MHz to the upper channel band limit (approximately 4.0 
MHz). 

(c) The color difference signals are fed individually to two balanced 
modulators operated from a 1.53-MHz reference signal derived from 
the system reference of 3.58 MHz. A composite chrominance signal 
at 1.53 MHz is formed by linearly summing the two double-balanced 
modulator outputs. 
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(d) The composite chrominance signal at 1.53 MHz in a band of ±500 
kHz is comb filtered. 

(e) The combed luminance and combed chrominance signals are com-
bined in a linear adder to form the composite buried-subcarrier 
signal. 

Fig. 7 is a basic block diagram of these functions. Obviously, the 
chrominance signal could be formed at 3.58 MHz and then heterodyned 
to a frequency spectrum centered at 1.53 MHz. Also, either 1-H or 2-H 
combing may be employed. 

3.3 Basic Decoder Subsystems 

In the playback of a video disc recording of color image information 
encoded in the buried-subcarrier format, the manner in which the re-
covered information is processed depends upon the basic nature of the 
player apparatus. For example, in the case of the player apparatus in-
corporating a display device, direct decoding of the chrominance signal 
(after separation by appropriate comb filtering) at the buried-subcarrier 
frequency would be a good approach. However, where the player appa-
ratus is intended to provide signal of a form suitable to feed any standard 
NTSC color television receiver, the player must incorporate some form 
of transcoding function that serves to translate the information recovered 
in buried-subcarrier format to a standard NTSC encoded form. 
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A wide variety of specific circuit arrangements to accomplish the above 
translation function are possible.3 For discussion purposes, the decoder 
techniques may be grouped into the following categories: 
Category A: Systems in which the luminance channel baseband signal 

does not pass through the 1-H delay elements whereas the chrominance 
channel must always pass through the delay elements. Such systems may 
then be further subdivided in relation to the band-pass frequency 
spectrum of the 1-H delay element, i.e., centered around 1.53 MHz, or 
centered around 3.58 MHz for chroma channel processing. 
Category B: Systems in which the composite baseband buried-sub-

carrier signal is modulated on a reference carrier (typically having a 
convenient frequency of 5.11 MHz) in either vestigial or double-sideband 
format and then passed through one or more of the 1-H elements and 
summation processes for the comb-filtering function. These systems may 
further be subdivided in accordance with the method employed for de-
modulation or recovery of the baseband signal, i.e., envelope detection 
or synchronous (heterodyne) detection. 
Category C: Systems employing baseband comb filtering of the 

composite buried-subcarrier signal followed by heterodyne translation 
of the chrominance information from 1.53 MHz to 3.58 MHz. 
Fig. 8 is a block diagram showing the basic functions required for a 

buried-subcarrier decoder intended to translate the signal from bur-
ied-subcarrier form to standard NTSC format. 
Representative systems of each of the variations in the above cate-

gories have been built and evaluated. All the systems can be made to 

0'  1 53MHz 
BURIED 
SUB CARRIER 

INPUT 

Trfill11 
0  3.0  4.0 MHz 

Y 

30 358  MHz 

0  1.53 MHz  3.58 MHz 
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perform satisfactorily, however, some approaches are more easily im-
plemented than others. Therefore, preferred approaches are determined 
by factors such as simplicity, ease of operation, cost and availability of 
1-H delay line elements, and overall cost/performance tradeoffs. 
The basic functions, therefore, are comb filtering of the buried-sub-

carrier chrominance information, introduction of a band-pass filter 
encompassing the 1.53 MHz ± 500 kHz portion of the spectrum, then 
translating this spectrum to an equivalent band-pass centered around 
3.58 MHz and referenced to a continuous, stable, 3.58 MHz local source. 
This step involves the use of a 5.11 MHz voltage-controlled oscillator 
(VCO) operated in a phase-locked-loop (PLL) configuration. The inci-
dental timing variations existing in the chrominance signal resulting from 
velocity errors in the recording and playback process are exactly matched 
by variations introduced into the 5.11 MHz VCO continuous signal as 
determined by the incoming signal reference "burst." Thus, the timing 
difference is corrected and the "jitter" is removed by the heterodyne 
process, with the translated chrominance signal information at 3.58 MHz 
being stable and locked to the basic system 3.58 MHz reference. 
The remaining functions include the comb filtering of the luminance 

channel in at least the region around the buried subcarrier (above 1.0 
MHz) and, finally, the formation of the translated composite signal 
consisting of the non-combed (or vertical-detail-restored) luminance 
spectrum from zero to about 1.0 MHz, the combed luminance spectrum 
from 1.0 MHz to at least 2.0 MHz (usually all the way to the 3.0 MHz 
limit), and the addition of the combed chrominance around 3.58 MHz 
after it has been translated from the original 1.53 MHz range. This 
composite signal is in basic NTSC format and can be used directly to feed 
appropriate circuitry for transmission to the input of a conventional 
NTSC color television receiver and display system. 

3.4 Typical Implementation Approaches 

It is beyond the scope and intent of this paper to describe and compare 
all of the wide variety of specific decoder circuits that are possible and 
that have been evaluated. However, a few general forms will be briefly 
outlined in order to indicate some of the techniques used and factors 
involved. 
A very straightforward approach falls in Category A as outlined above 

in which a 1-H delay element centered around 1.53 MHz is used in the 
comb filter circuit, and the baseband luminance is bypassed around the 
comb filter and is combed only in a frequency band about 1 MHz wide 
centered around 1.53 MHz. One heterodyne circuit is required to 
translate the chrome signal band to 3.58 MHz. A drawback of this ap-
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proach is that inexpensive acoustic delay lines centered at a baseband 
frequency as low as 1.5 MHz are not readily available, and the use of 
high-frequency acoustic lines where the baseband signals must be 
translated up in frequency and then down again becomes relatively ex-
pensive. Fig. 9 is a block diagram of such a system. 
A second method, still in Category A, is the use of a 1-H delay element 

centered at 3.58 MHz with the baseband luminance bypassed around 
the comb filter. This method is attractive because it makes use of 
available, relatively inexpensive acoustic 1-H delay elements. However, 
it requires a 5.11 MHz modulator to translate the buried-subcarrier band 
to 3.58 MHz and one heterodyne circuit to translate the combed portion 
of the luminance signal to 1.53 MHz. Fig. 10 is an example of this ap-
proach. 
Perhaps a more attractive approach that also makes use of available, 

low-cost, acoustic 1-H delay lines falls in Category B. This system 
modulates the entire buried-subcarrier signal on a 5.11 MHz carrier. The 
lower sideband of this signal is then selected, in which the 1.53 MHz 
buried-subcarrier has been translated to 3.58 MHz prior to combing. The 
signal is then appropriately comb filtered and the chrominance infor-
mation is directly available at 3.58 MHz. Either a synchronous detector 
or a straight-forward envelope detector may be used to recover the 
combed luminance baseband information. Thus, only one modulation 
process is involved. This method requires good engineering practice in 
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Fig. 10— Buried-subcarrier decoder block diagram, Category A. Using bypassed luminance 

and combing at 3.58 MHz. 

the design and implementation of the pass-band filters as well as in the 
design of the modulator to minimize problems arising from spurious 
signals generated by the modulator and the use of a low percentage 
modulation to minimize transient response distortions. Fig. 11 shows 
a block diagram of such a system that has been successful and attractive 
from a cost/performance tradeoff point-of-view. 
In each of the above examples, either 1-H or 2-H combing may be 

employed. A 1-H comb requires a higher order of timing stability than 
a 2-H system for a given depth of comb filter nulls (see Fig. 12), but the 
2-H approach loses more of the vertical detail components. Experience 
has indicated that adequate timing stability is obtainable in the PLL 
circuit design for a 1-H system to maintain satisfactory comb filter null 
depths (in the order of 30-40 dB). It therefore provides a successful, 
low-cost approach to a practical VideoDisc player design. 
It should be apparent that numerous other circuit variations are 

possible in the overall player—decoder design. The particular choice for 
the present RCA VideoDisc player is described later in this paper. 

3.5 The Effects of Channel Distortions on the Subcarrier Frequency 

All video disc signal-system channels suffer from some degree of non-
linearity and phase shifts.5 The result of these nonlinearities and phase 
shifts is the production of harmonics of signals and beats between signals. 
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Some of the consequences of these nonlinearities on the signal system 
can be described by considering, for example, an FM carrier of 5 MHz 
modulated with a deviation of 1 MHz by a 3-MHz sinusoid. This example 
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is shown in Fig. 13. Let J„,,„ represent the nth side frequency of the mth 
harmonic of the main carrier, fi. Then the desired components at the 
frequencies 

f = mf ±nfm, 

where m = 1,2,3, n = 0,1,2,3, f, = 5 MHz, and fm = 3 MHz, have the 
amplitudes indicated as solid lines in the figure. The second side fre-
quency of the main carrier, fi, appears at 1 MHz due to "frequency fold 
over" at zero frequency. 
If the channel distortions are included, a baseband component may 

appear at 3 MHz. The amplitude of this component will depend upon 
the nonlinearities and phase distortions, but it is large enough in most 
cases that it must be considered in the system design. Another set of 
components due to nonlinearities is the second harmonic of f, at 10 MHz 
and its side frequencies. The components due to distortions are shown 
as dashed lines in Fig. 13. 
In the VideoDisc, the video output from the FM modulator is limited 

to a 3-MHz bandwidth. As a consequence, only components within 3 
MHz of the main carrier are of major concern. There are two main in-
terfering components to consider: 

fi = fm = baseband component  [1] 

/i2 = 2fi —  [2] 

where fik is an interfering frequency, fm is the modulating frequency, 
and fi is the main carrier frequency. This is illustrated in Fig. 13 for f, 
= 5 MHz and fm = 3 MHz. Note that the interfering frequency after 
demodulation, fid,  satisfies the inequality 

lid = If  1,21  3 MHz,  I31 

when f, k 6 MHz and fm = 3 MHz. Under this condition, the interference 
does not appear in the video output. 
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Fig. 13 —Spectrum of a 5-MHz carrier modulated by a 3 MHz sinusoid. 
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From the baseband interference shown in Fig. 13, it would seem that 
the lowest FM video-carrier frequency would have to be 6 MHz for a 
3-MHz luminance bandwidth. The components due to baseband inter-
ference at 3 MHz would then be 3 MHz from the carrier. If the video 
information is only luminance information, this carrier can, in fact, be 
lowered. If, for example, the picture carrier were lowered to 5 MHz, the 
interference from the 2- to 3-MHz region of the baseband would cause 
interfering signals in the 2- to 3-MHz portion of the detected picture. 
Interference in the frequency band is, however, hardly noticeable, partly 
because of its small spatial dimensions and partly because it is almost 
exclusively caused by edge information in the picture. As a consequence, 
the interference will only appear on the edges. The harmonics of these 
frequencies are not conveyed by the system since there is a 3-MHz 
low-pass final filter. In addition, the visual perception of noise compo-
nents around an edge are masked by the edge. A continuous pattern of 
edges, such as picket fence, is a special case, but the above description 
still applies for the most part. The result is that little picture degradation 
occurs when the video carrier is lowered in frequency, violating the 
condition of Eq. [3] for the luminance signal. This is not the case, how-
ever, for the chroma subcarrier and its sidebands since these signals are 
not related to the luminance information and the interferences will be 
very noticeable. 
The video carrier frequency thereby is directly related to the subcarrier 

frequency and it is desirable to keep the subcarrier frequency as low as 
possible. 

3.6 Chrominance Subcarrier SNR Considerations 

If the chroma subcarrier is added to the luminance signal, the FM carrier 
will, of course, be modulated by both signals simultaneously. The am-
plitude ratio of the two signals must be chosen carefully but there is no 
reason to assume the subcarrier amplitude should be a function of sub-
carrier frequency. The subcarrier amplitude will therefore be chosen as 
large as possible to maximize SNR independent of its frequency. 
The power spectral density of noise at an FM discriminator output, 

however, is a quadratic function of the frequency (f) for an FM system 
with large carrier-to-noise ratio and with constant spectral density noise 
at the discriminator input.9 The chrominance SNR will be determined 
by the ratio of the subcarrier amplitude to the noise power level at the 
carrier. The ratio will depend upon the noise power which is quadratic 
in frequency (f). Therefore, the SNR will be a function of the subcarrier 
frequency chosen and is another reason to keep the frequency as low as 
possible. 
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3.7 Pre-Emphasis and De-Emphasis of Luminance and Chrominance 
Subcarrier Amplitude 

Due to the characteristics of FM modulation, the noise spectral density 
at the output of the discriminator is quadratic in frequency. This causes 
high-frequency noise in luminance as already discussed, and adds noise 
to the chroma subcarrier. The luminance signal is pre-emphasized before 
FM modulation in order to better match the FM channel noise charac-
teristics. An RL pre-emphasis is used in the region between 250 KHz and 
1.0 MHz, and a linear phase pre-emphasis of approximately 9 dB is 
employed between 1.0 MHz and 3.0 MHz. 
Since the chroma subcarrier is separated from the luminance in 

playback, the relative levels during record can be freely chosen. The SNR 
of chroma is increased with an increase in carrier level. However, if the 
chroma carrier level is too high, any components of chrominance that 
are left in the luminance after comb filtering will be noticeable in the 
luminance. The reverse is also true if the chroma subcarrier is too low 
in amplitude. 
The ratio of the chroma carrier level and luminance level was deter-

mined experimentally. The level was not critical and was a balance of 
smoothly changing parameters. The chroma carrier level was chosen to 
be 2.7 times the amplitude of the NTSC standard value. Of course, all 
levels are restored to standard NTSC levels in the player decoding cir-
cuitry. 

4. Contemporary Encoder 

The encoder and player systems that have evolved during the develop-
ment period have attempted to apply the basic concepts in the most 
reliable manner. Picture quality was the main objective of the encoders, 
while the best performance at the lowest possible cost was the primary 
consideration in the players. 

4.1 NTSC Version 

Fig. 14 shows a block diagram of an NTSC-to-buried subcarrier encoder. 
Two wideband 1-H delay lines are used to form a baseband 2-H comb 
format of the chrominance signal. The 2-H comb insures the removal 
of high-frequency luminance signals to prevent "cross-color" beat pat-
terns from appearing on edges of objects in the picture. To prevent 
over-deviation of the FM carrier, the signal is clipped at this point. A 3.58 
MHz bandpass filter at the output of the matrix selects only the 
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Fig. 14 —Block diagram of a contemporary design of an NTSC to buried-subcarrier encoding 
system. 

chrominance signal for translation to the 1.53-MHz buried-subcarrier 
frequency. The translation is accomplished by mixing the 3.58-MHz 
combed chrominance signal with a 5.11-MHz carrier and selecting the 
lower sideband components. A low-pass filter is used for this selection 
process to insure good rejection of the carrier and upper sideband com-
ponents. 
The 5.11-MHz carrier used in the translation process is locked in 

frequency with the system reference 3.58-MHz subcarrier. One method 
to accomplish this is to divide the 3.58-MHz subcarrier by 7 and multiply 
by 3 to obtain a 1.53 MHz subcarrier. This subcarrier is then mixed with 
the original 3.58-MHz subcarrier and the upper sideband is selected by 
means of a bandpass filter. 
The luminance channel of the encoder uses a 1-H comb to remove the 

chrominance components and to prepare spaces for the buried subcarrier 
with a minimum loss of resolution. The output of the comb matrix is 
inverted and delayed such that after the vertical detail signal is added, 
the resultant will be combed above 900 kHz and delayed by 1-H and 
uncombed below 900 kHz. The output of the luminance adder is delayed 
to compensate for the bandpass filter in the chrominance channel and 
then band limited by the 3-MHz low-pass filter. 
The output of the low-pass filter is clamped so that pre-emphasis and 

clipping can occur. To improve the high frequency signal-to-noise ratio, 
the luminance signal is pre-emphasized approximately 12 dB using a 
double break-point network with time constants of 0.64 µsec and 0.16 
µsec, respectively. To prevent over-deviation of the video FM modulator, 
the luminance signal is clipped at —66 IRE units in the direction of sync 
and +140 IRE units in the white direction. It should be noted that the 
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luminance signal is clipped before it is added to the chrominance signal. 
This prevents undesirable edge effects, which could occur in the picture 
due to line-to-line phase reversals of chroma signals when the luminance 
signal is near the clipping leve1.8 
The pre-emphasized and clipped luminance signal is then added to 

the 1.53-MHz chrominance signal. The level of the chrominance is in-
creased three times above NTSC values to improve the signal-to-noise 
ratio and to minimize crosstalk from the pre-emphasized luminance. The 
resultant is again clipped at —70 and 144 IRE units to prevent over-
deviation of the video FM modulator. 

4.2 R, G, B Version 

Fig. 15 shows a block diagram of a Red, Green, and Blue simultaneous 
signal to buried-subcarrier encoder. In this system, the luminance signal 
(Y) and the two color-difference signals (R-Y and B- Y) are formed in 
a linear resistive matrix from the original Red, Green, and Blue signals. 
The luminance and vertical detail signals are processed the same as in 
the NTSC encoder except for the addition of composite sync. 
The color difference signals are low-pass filtered at 500 kHz to limit 

their bandwidth. These signals then modulate separate 1.53-MHz car-
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riers having a phase difference of 90°. The resulting subcarrier compo-
nents are then summed to form the chrominance signal. It should be 
noted that in the NTSC system, the lower sideband of a 5.11-MHz carrier 
was selected as the chrominance signal. For the RGB encoder to be 
compatible, the phase of the color difference carriers referenced to burst 
must be the reverse of the NTSC standard. 

Since no luminance components exist in the color difference signals, 
there is no need to use a 2-H comb and, therefore, a 1-H comb is used. 
The remainder of the RGB encoder is essentially similar to the NTSC 
encoder previously described. 

5. Developmental Player 

The developmental VideoDisc player is described in Ref. [6]. Fig. 16 
shows a block diagram of the video processing circuit portions only. It 
can be seen that the player is a combination of Category A and Category 
B systems, since part of the luminance signal does not pass through the 
1-H line while another portion of the luminance signal is translated to 
a reference carrier frequency for processing.7 The output of the AM 
modulator consists of a 5.11-MHz carrier with both modulation side-
bands extending to 3 MHz on either side of the carrier. The low-cost glass 
1-H delay line effectively limits the upper sideband and passes the lower 
sideband only. It should be noted that the chrominance subcarrier at 
1.53 MHz below the 5.11-MHz carrier coincides with the NTSC sub-
carrier value of 3.58 MHz. Subtracting the input and output of the 1-H 

DEFECT DETECTOR 
CATE FROM   
FM MOO 

PRE -EMPHASIZED 
BURIED SUBCARRIER 
VIDEO INPUT 
FROM FM DO W' 

DELAY 

VIDEO  AM  CLASS I-H 

SNITCH  MODULATOR  DELAY LINE 

DELAY 

ENVELOPE  MHz 
LOI PASS 

DETECTOR 
FILTER 

3 5811Hz 
REF 
OSC   

Sil NH, 

PLL 
CONNED 
CHROMA 
MATRIX 

358 NNE 
BANC PASS 
SIC ER 

COMBED 
LUNA 
MATRII 

low 

VERTICAL 
DETAIL 
MATRIX 

DELAY 

05 11Hy 
ION PASS 
FILTER 

CLAMP 

DE-EMPHASIS 
AND LUMINANCE 
ADDER 

NTSC 

ADDER 

CLAMP 
PULSE 

NTSC 
VIDEO 
OUT 

TO 
SYNC 
STRIPPER 

Fig. 16 —Block diagram of the developmental design of the video processing portion of a 
buried-subcarrier player. 

390  RCA Review • Vol. 42 • September 1981 



BURIED-SUBCARRIER 

line provides the comb-filtering process and also allows the NTSC 
chrominance to be recovered directly with a bandpass filter. 
The delayed buried-subcarrier signal is recovered from the 1-H delay 

line by means of an envelope detector and low-pass filter. The 1-H de-
layed signal and the input signal, after a small delay to compensate for 
the low-pass filter, are linearily matrixed together to form the combed 
luminance and vertical detail signals similar to the method used in the 
encoder. It should be noted that the 1-H delayed buried-subcarrier signal 
can also be used for defect substitution at the input video switch. The 
delay line in this path is used to shift the phase of the 1.53 MHz chroma 
signal by 180° such that its phase is the same as the undelayed signal 

from the video FM demodulator. 
The vertical detail and luminance adder is also used to de-emphasize 

the resultant signal. The output of the adder is fed to a sync stripper 
which develops a clamp pulse to restore the dc reference of the luminance 
signal. The clamped luminance and the 3.58 MHz combed chrominance 
are then summed to form the composite NTSC video output which is 
used to drive an rf modulator for transmission to a standard TV re-
ceiver. 

6. Contemporary Player 

Fig. 17 shows a simplified block diagram of the buried-subcarrier video 
processing portion of a contemporary player. It should be noted that this 
player is a Category C system. The overall VideoDisc player details are 
described in Ref. [10]. The defect-corrected pre-emphasized BSC video 
from the FM demodulator is processed by a 1-H comb filter employing 
CCD technology.11'12 The combed chrominance signal is fed through a 
low-pass filter to form the vertical detail signal which is reinserted into 
the combed luminance signal. 

DEFECT DETECTOR GATE 
FROM FM DEMOD 

COMBED LUM MATRIX 

RL PRE-EMPHASIZED 
BURIED SUBCARRIER 
VIDEO INPUT FROM 
FM DEMOD 

DE - EMPHASIS AND 
LUM ADDER 

NTSC VIDEO OUT 

NTSC ADDER 

Fig. 17--Bock diagram of a contemporary design of the video processing portion of a 
buried-subcarrier player —Category C. 
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The combed chrominance signal is also fed to a 1.53-MHz bandpass 
filter. The output of this filter drives a PLL multiplier which performs 
the function of translating the 1.53 MHz to 3.58 MHz. As mentioned 
previously, this step involves the use of a 5.11-MHz voltage-con-
trolled-oscillator (VCO) operated in a phase-locked-loop (PLL) con-
figuration. The translated chrominance signal is then de-emphasized 
and summed with the de-emphasized luminance signal to form the 
NTSC composite signal output of the player. 

7. Summary 

An overall systems approach was utilized in the development of the 
buried-subcEuTier color-television-signal encoding and decoding system 
for the RCA VideoDisc. Appropriate utilization of the buried-subcarrier 
principles, coordinated with the FM recording and playback technology 
in the RCA VideoDisc system, meets the objective of providing high-
quality, consumer-acceptable, color TV picture reproduction. 
The systems approach involves an innovative application of comb-

filter techniques that provides advantages in the areas of bandwidth 
conservation, longer playing time, elimination or minimizing beat and 
interference effects, and successful performance within the specific 
constraints of the system in areas such as nonlinearities and signal-to-
noise improvement. 

These unique advantages of the buried-subcarrier approach, as real-
ized in the VideoDisc system, are applicable to other video systems 
particularly where an FM communications process is involved and where 
both the encoding and decoding functions may be controlled by an 
overall systems design. For example, magnetic tape recording and 
playback systems and certain satellite TV communications, links in-
volving FM video processing are especially adaptable. 
In the VideoDisc system, the buried-subcarrier encoding process 

utilizes the capacitive pickup coupled with FM video processing to its 
best advantage in providing high-quality color-television recording and 
reproduction. 
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The Influence of Carrier-to-Noise Ratio and Stylus 
Life on the RCA VideoDisc System Parameters 

M. D. Ross, J. K. Clemens, and R. C. Palmer 

RCA Laboratories, Princeton, NJ 08540 

Abstract —In the RCA VideoDisc System, the video and audio information is stored in de-

pressions recorded in grooves that are pressed into plastic discs. During playback 

of the disc, a capacitive pickup system converts these depressions into electrical 

signals. The carrier-to-noise ratio obtainable from these signals during the useful 

life of the pickup stylus influences the choice of many of the system parameters, 

such as minimum recorded wavelength, groove pitch, playing time, inner recorded 

radius, rotational velocity, FM deviation, maximum carrier frequency, and video 

signal-to-noise ratio. 

It is shown that the carrier-to-noise ratio data can be used to make trade-offs 

between the minimum recorded wavelength, maximum carrier frequency, and 

rotational velocity to obtain a desired value of the weighted video signal-to-noise 

ratio. For maximum stylus life, the rotational velocity should be chosen as low 

as possible consistent with desired signal-to-noise ratio and manufacturing mar-
gins. 

1. Introduction 

In the RCA VideoDisc System, the video and audio information is stored 
in depressions recorded in grooves that are pressed into plastic discs. 
During playback of the disc a capacitive pickup system converts these 
depressions into electrical signals as described in Ref. [1]. The carrier-
to-noise ratio obtainable from these signals during the useful life of the 
pickup stylus influences the choice of many of the system parameters, 
such as minimum recorded wavelength, groove pitch, playing time, inner 
recorded radius, rotational velocity, FM deviation, maximum carrier 
frequency and video signal-to-noise ratio. 
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The RCA Capacitance Electronic Disc (CED) System in its present 
form evolved over many years2 with substantial changes occurring in 
such basic techniques as pickups, recording instruments, mastering, and 
disc materials. Each of these changes affected the carrier-to-noise ratio 
of the signal channel whereby information is stored and reproduced in 
the VideoDisc system. As these changes occurred, it was necessary to 
make appropriate tradeoffs of the system parameters in order to obtain 
our 'basic goal of good picture quality, long playing time, and low cost 
of both player and disc. 

2. Relationship Between Parameters 

The mean signal-to-noise power ratio, SIN, for an FM system with de-
emphasis is given by Schwartz3 as 

325 
= 

N  D Nc' 

where 3 is the modulation index, D is the de-emphasis factor, and S/Nc 
is the carrier-to-noise ratio of an AM system with the same maximum 
modulating frequency, carrier power, and noise power spectral density. 
The modulation index is given by 

3,co  Lif 

f.' 
where 3,f =  co/27r is the peak frequency deviation and 1,„ is the maxi-
mum bandwidth of the modulation signal. Therefore, for a fixed maxi-
mum modulation frequency and de-emphasis factor, the signal-to-noise 
ratio obtainable from an FM system is directly proportional to both the 
carrier-to-noise ratio at the input to the system and the square of the 
peak frequency deviation. 
In the VideoDisc System, if the lowest carrier frequency is fixed, the 

peak frequency deviation is proportional to the maximum carrier fre-
quency, f„,„„, and the carrier-to-noise ratio obtainable at that frequency 
influences the choice of other system parameters. For a constant number 
of disc rotations per minute, RPM, the minimum groove velocity, vn,i„, 
will occur at the inner recorded radius, Ri, and is given by 

temin = 27rRi • RPM.  [3] 

[1] 

[2] 

Units conversion factors are not shown in these equations but are in-
cluded in all calculations. The minimum recorded wavelength, Amin, is 
related to the minimum groove velocity by 

"min  2/1-Ri • RPM 
Xmin —  —  • 

¡max  ¡max 
[4] 
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In the VideoDisc System, recording, replication, and pickup apertures 
cause a reduction in the carrier-to-noise ratio as the wavelengths become 
smaller. From Eq. [4] it appears desirable to increase the RPM and re-
duce fmax  to increase the minimum wavelength and, thus, the carrier-
to-noise ratio. However, from Eq. [1] the signal-to-noise ratio increases 
linearly with carrier-to-noise ratio but increases as the square of the peak 
frequency deviation, which is proportional to f„.. In general, a trade-off 
must be made between RPM and f„,, to keep the carrier-to-noisie ratio 
at the minimum wavelength from falling below the threshold of the FM 
system,3 which would cause undesirable defects in the picture, and to 
obtain a signal-to-noise ratio that is high enough to be consistent with 
good picture quality. Of course, sufficient margin must be maintained 
above threshold to allow for manufacturing tolerances. Longer wave-
lengths are easier to record and replicate and cause less problems in the 
player from signal loss due to stylus lifting from either debris or severe 
disc warp.1 
The stylus tip geometry used in the RCA VideoDisc System is referred 

to as keel-shaped. The sides of this stylus are relatively straight and the 
width remains essentially constant with wear. If a stylus is designed to 
fit a given groove width, it,s life will be determined by the volumetric wear 
rate and the length and height of the keel. In the RCA VideoDisc System, 
the width of the groove is essentially equal to the distance between the 
grooves or the groove pitch, PG, which for a constant RPM disc is given 
by 

Ro — Ri  
PG — 

Tp • RPM [51 

where Ro is the outer recorded radius, Ri is the inner recorded radius, 
and Tp is the playing time per side. For a fixed recorded area and playing 
time, the groove pitch will increase as the RPM is lowered. The larger 
groove width will result in increased stylus life. Also with lower RPM 
the stylus travels less distance per hour of play which results in less 
wear. 
In general, it is desirable to keep the RPM as low as possible to increase 

stylus life. However, Eq. [4] shows that for a fixed f„ic,„, reducing the 
RPM causes a reduction in Amin, which results in a reduction of the 
carrier-to-noise ratio due to aperture effects and a reduction in manu-
facturing tolerances. Of course, fmax could be reduced to increase Amin, 
but Eq. [1] shows that this would reduce the signal-to-noise ratio ob-
tainable from the disc, since (3 is proportional to f„... Thus, a trade-off 
between RPM, Amin, and fnm» is required to obtain maximum stylus life 
at a desired level of signal-to-noise ratio and manufacturing margins. 

396  RCA Review • Vol. 42 • September 1981 



STYLUS LIFE 

3. Impetus for Development of Buried Subcarrier System 

The desire both to keep the RPM as low as possible to increase stylus 
life and to make X„„„ as large as possible to provide manufacturing 
margins led to the development of the buried-subcarrier signal encoding 
and decoding system for the RCA VideoDisc.1,4 While Amin occurs at 
(Equation [4]), the lowest carrier frequency that can be used is also an 
important consideration in FM systems where the carrier is located close 
to the maximum modulating frequency. These systems typically use a 
low modulation index such that only the first-order sidebands are sig-
nificant.3 They also typically use an FM demodulator that employs 
frequency doubling to reject carrier frequencies, fi,  close to the maximum 
modulating frequency, fm. The frequency doubler output will contain 
both the desired frequency fm plus the doubled carrier and sideband 
frequencies 2f ± Film. The amplitude at the frequency 2f, — 2f„, is 
generally large enough to cause a disturbance in the picture and must 
be removed by the video filter. If this frequency is set equal to or higher 
than the maximum modulating frequency, then 

— 21m  fm  or fc k (3/2) fm. 

This is for the ideal case. If second harmonic or baseband components 
are present as in the VideoDisc channel, then distortion components will 
appear at f, — fm in the video domain.1,4  If f,  21,„ the distortion 
components will fall outside the video filter. Thus the lowest carrier 
frequency should be higher than (3/2)f,„ for the ideal case and higher 
than 21„, when distortions are present. 
In the RCA VideoDisc System, the luminance bandwidth was chosen 

to be 3 MHz to be consistent with good resolution in a home TV receiver. 
If only the luminance information were recorded, then the lowest carrier 
frequency could be 4.5 MHz in the ideal case and 6 MHz if distortions 
are considered. If color information were recorded using the standard 
NTSC format with the color subcarrier at 3.58 MHz and an overall 
bandwidth of 4.2 MHz, then the lowest carrier frequency would be 6.1 
MHz in the ideal case and 8.4 MHz if distortions are considered. In ad-
dition to the reduced wavelengths required to record the NTSC color 
subcarrier, a second disadvantage is that in an FM system the signal-
to-noise ratio available at the color subcarrier frequency decreases as 
the subcarrier frequency moves further away from the main luminance 
carrier. These disadvantages led to the investigation of many methods 
of recording color information in the RCA VideoDisc System. 
The buried-subcarrier composite color signal encoding and decoding 

system developed for the RCA VideoDisc uses comb-filter techniques 
to place the color subcarrier at a frequency of 1.53 MHz with modulation 
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sidebands extending from 1 to 2 MHz. The advantages of this approach 
are that it can be recorded in a 3 MHz bandwidth, which results in a low 
minimum FM carrier frequency, and the reduced subcarrier frequency 
provides improved signal-to-noise ratio of the chrominance over the 
standard NTSC composite system. 
Extensive viewing tests using the buried subcarrier system in the FM 

domain have shown that with the baseband distortions present in the 
VideoDisc, the lowest black-level frequency, fblock , can be placed such 
that the highest chrominance modulating frequency, f„,,, of the lower 
sideband color subcarrier, fse, is greater than the maximum video 
baseband component, fm, or 

fblack — fac — f mc  f m 

fblack  fm + fac + fine 
[6] 

For fm = 3 MHz, fs, = 1.53 MHz, and fnie  = 0.5 MHz, this results in a 
black-level frequency of 5 MHz. Placing the black-level frequency at 5 
MHz instead of at 6 MHz as required by the baseband distortions causes 
an overlap between the baseband luminance interference from 2 to 3 
MHz and the lower sideband luminance information that is 2 to 3 MHz 
from the black-level carrier. Interference in this frequency range is hardly 
noticeable in the picture partly because the signal energy is low and 
partly because it is almost exclusively caused by the edge information 
in the picture. Note, however, that this would not be the case if the color 
subcarrier appeared in this range. Since the subcarrier and its sidebands 
are not necessarily related to the luminance information, these signals 
would cause unacceptable beats to appear in flat areas of the picture. 
Applying Eq. [6] to the standard NTSC system with fm = 4.2 MHz, fsc 
= 3.6 MHz and fmc  = 0.5 MHz would result in a black-level frequency 
of 8.3 MHz. The reduced black-level frequency obtained by using the 
buried subcarrier composite color system results in a proportional re-
duction in the maximum modulating frequency required, thus making 
Amin as large as possible and allowing the use of a low RPM to increase 
stylus life. 

4. Signal-to-Noise Ratio Definitions 

Eqs. 1 and 2 show that for a fixed maximum modulation frequency, fm, 
the signal-to-noise power ratio obtainable from an FM system is directly 
proportional to both the carrier-to-noise ratio and the square of the peak 
frequency deviation and inversely proportional to the de-emphasis 
factor. To make the proper trade-offs between these variables, it is de-
sirable to know the value of signal-to-noise ratio required. In an FM 
system, the noise power at the output of the detector increases as the 
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square of the frequency and is modified by the de-emphasis factor and 
other system components, such as filter responses. In comparing a system 
that has a non-flat noise response with test results that in general are 
for systems with a flat noise response, it is common pratice to use a noise 
weighting function. The weighting function attempts to make equal 
measured values denote equal visual interfering effects regardless of the 
shape of the noise spectrum being measured. The noise weighting 
function used for the RCA VideoDisc is that adopted by the CCIR in 
1974.5 
The definition of signal-to-noise ratio used for the RCA VideoDisc 

is the peak-to-peak signal amplitude measured from blanking to white 
level versus the rms noise weighted with the CCIR function in a 4.2-MHz 
bandwidth. This definition is different from the CCIR definition in that 
a 4.2-MHz bandwidth is used instead of the specified 5-MHz bandwidth. 
4.2 MHz is chosen because most of the noise measuring equipment for 
NTSC systems uses this bandwidth. The CCIR noise weighting factor 
for flat noise is 7.4 dB in a 5-MHz bandwidth and 6.8 dB in a 4.2-MHz 
bandwidth. 
Extensive subjective tests have been performed using experienced 

viewers to determine the effect of a flat noise spectrum on the impair-
ment to television pictures.6 These tests showed that for a viewing dis-
tance equal to eight times the picture height, a signal-to-noise ratio equal 
to or greater than 39 dB resulted in a picture in which 50% of the viewers 
said the noise was just perceptible and more than 90% of the viewers said 
the noise was not objectionable. In these tests, the peak-to-peak signal 
was measured from sync tip to white level and the rms noise was un-
weighted in a 4.2-MHz bandwidth. Subtracting 3 dB to convert the signal 
from sync tip to blanking level and adding 6.8 dB for noise weighting 
converts this data to a weighted signal-to-noise ratio of 42.8 dB. Similar 
tests conducted at a viewing distance equal to four times the picture 
height resulted in a weighted signal-to-noise ratio of 45 dB to give the 
same 50% and 90% viewer responses.7 Later tests at a viewing distance 
of four times the picture height resulted in a weighted signal-to-noise 
ratio of 50 dB to obtain the same viewer responses.5 
While noise weighting attempts to denote equal impairments due to 

the presence of noise, the effects of the signal-to-noise measured at the 
output of the RCA VideoDisc player cannot be directly compared with 
the previously determined signal-to-noise ratio standards. Since the 
buried subcarrier system employs comb-filtering techniques for video 
processing, two additional factors must be considered. First, the 
chrominance signal is converted from 1.53 MHz to 3.58 MHz in the 
player. The noise in the chrominance signal is the sum of the chromi-
nance noise from midband and any luminance noise at 3.58 MHz. Since 
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the previous noise shapes do not account for this type of processing, 
viewing test and measurements were conducted to determine a com-
parison with flat noise data. Secondly, comb filtering a video signal with 
a 1-H delay line improves the measured signal-to-noise ratio by 3 dB if 
consecutive scanning lines carry identical picture information. This is 
because the delayed and undelayed random noise add only on a power 
basis. While combing improves the measured signal-to-noise ratio by 
3 dB, the visibility of combed noise is not reduced by the same amount. 
Viewing test and measurements were conducted to show that the visible 
signal-to-noise ratio improvement due to combing is approximately 1.25 
dB. Also, the luminance signal is not completely combed due to the ad-
dition of the vertical detail signal.1,4  
The net effect of the previous considerations is that the equivalent 

visible signal-to-noise ratio of the RCA VideoDisc Player is approxi-
mately 2.5 dB less than the measured signal-to-noise ratio at the output 
of the player. In other words, it would be necessary to measure a sig-
nal-to-noise ratio of approximately 45.5 dB at the output of the player 
in order to obtain performance equivalent to a weighted signal-to-noise 
ratio of 42.8 dB. As noted previously, this latter value is such that 50% 
of the viewers at a distance of eight times the picture height would say 
the noise was just perceptible and more than 90% would say the noise 
was not objectionable. The worst-case weighted signal-to-noise ratio 
acceptable at the innermost radius of the disc has been specified to be 
46 dB. 

5. Relationship between Carrier-to-Noise Ratio and Signal-to-Noise 
Ratio 

As stated in Sec. 2, a trade-off between RPM, Amin, and fninx  is required 
to obtain maximum stylus life at a desired level of signal-to-noise ratio. 
Combining Eqs. [1] and [2] gives 

SIN = 7:3 e r Se  
Ne. [7] 

The worst case weighted signal-to-noise ratio acceptable at the innermost 
radius of the disc has been established at 46 dB, the maximum luminance 
bandwidth (1„,) has been established at 3 MHz and from Eq. [6] the 
black-level frequency is established at 5 MHz. The de-emphasis factor, 
D in Eq. [7] involves a trade-off between picture quality and improved 
signal-to-noise ratio that will be discussed later. For a fixed black-level 
frequency, the peak frequency deviation, Af in [7] is proportional to the 
frequency chosen for the white level, fninx . From Eq. [4] for a given fninx , 
the minimum wavelength, Amin, is proportional to the RPM for a given 
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inner recording radius, R. Due to recording, replicating, and pickup 
apertures a reduction occurs in the carrier-to-noise ratio, SclIslc, in Eq. 
[7] as the wavelength, Xmin, is reduced. Thus the trade-offs involved in 
the solution of Eq. [7] are the selection of D and f,„.„, and also an RPM 
that is high enough to meet the signal-to-noise ratio requirement but 
is as low as possible to obtain maximum stylus life. 
The choice of the de-emphasis factor, D, affects not only the signal-

to-noise ratio but also distortions of the luminance signal caused by 
pre-emphasis and clipping in the encoder.4 In general, more spacing 
between the lower and upper breakpoint frequencies in the pre-emphasis 
network results in a large improvement in the signal-to-noise ratio. For 
given values of the pre-emphasis factor, D, and clipping levels, the 
weighted signal-to-noise ratio can be traded for low-frequency distortions 
by shifting the breakpoint frequencies up or down. Lowering the 
breakpoint frequencies improves the weighted signal-to-noise ratio by 
reducing low-frequency noise, but increases smear in the picture. In-
creased smear occurs because the lower-frequency components with 
relatively high signal amplitudes become more pre-emphasized and 
clipped causing a loss of rise time. Increasing the breakpoint frequencies 
reduces the smear but also reduces the weighted signal-to-noise ratio. 
Similarly, for a fixed low-frequency breakpoint and clipping levels, the 
weighted signal-to-noise ratio can be traded for high-frequency distor-
tions by shifting the upper breakpoint frequency up or down. Raising 
the upper breakpoint frequency improves the weighted signal-to-noise 
ratio but reduces the contrast of small details in the picture, since the 
higher frequency components become more pre-emphasized and clipped 
causing a deterioration in rise time. 
The choice of the de-emphasis factor, D, in Eq. [7] involves a com-

promise between weighted signal-to-noise ratio and both low-frequency 
and high-frequency distortions in the picture. In the RCA VideoDisc 
system, the luminance signal is pre-emphasized approximately 12 dB 
using a double breakpoint network with R-L time constants of 0.64 mi-
croseconds and 0.16 microseconds, respectively. In addition, a linear 
pre-emphasis of approximately 9 dB is used between 1.0 and 3.0 MHz. 
The luminance clipping levels are set at —66 IRE units in the direction 
of sync and +140 IRE units in the white direction. The calculated de-
emphasis improvement factor, D, for these choices is 14.8 dB. 
Fig. 1 shows the reduction in carrier-to-noise ratio, ScINc, in Eq. [7] 

as the wavelength, Amin, is reduced. The carrier-to-noise ratio was 
measured using a spectrum analyzer with a 30-kHz bandwidth. The data 
were taken from noncoated discs9 recorded with an electromechanical 
recorder.1° Note that the carrier-to-noise ratio is essentially flat from 
1.5 to 1 gm and decreases about 6 dB per octave from 1 to 0.5 gm. The 
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Fig. 1—Carrier-to-noise ratio versus wavelength at 2.9-inch radius for noncoated discs 

measured with a spectrum analyzer in a 30-kHz bandwidth. 
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data have been corrected to show the carrier-to-noise ratio that would 
be measured at the inside radius of a disc. The carrier-to-noise ratio 
measured at the outside radius of the disc would be approximately 3 dB 
higher due to the doubling of the stylus-to-disc velocity caused by the 
doubling of the radius, as can be seen from Eq. [3]. 
At a given radius, for both fixed playing time and recorded area, the 

carrier-to-noise ratio measured in a given bandwidth is independent of 
the RPM assuming the groove pitch is adjusted according to Eq. [5]. For 
example, assume that under these conditions the RPM of a disc is dou-
bled. From Eq. [5] the groove pitch would be reduced by one-half. In 
order to play the narrower groove, the stylus width would have to be 
reduced by one-half. The decrease in the detected signal amplitude due 
to the narrower groove and stylus would be 6 dB. Since the noise is in-
coherent across the groove, the decrease in the noise under these same 
conditions is 3 dB. However, since RPM and thus the velocity have been 
doubled, disc noise per unit bandwidth is further reduced 3 dB resulting 
in no change in the carrier-to-noise ratio apart from aperture effects. 
While the carrier-to-noise has not changed, it can be seen from Eq. [4] 
that doubling the RPM will double the wavelength for a given frequency 
at a given radius. As shown in Fig. 1, if the wavelength change is in the 
range from 0.5 to 1.0 gm the carrier-to-noise ratio will increase due to 
the increased wavelength. One further note on this example is that 
doubling the RPM causes the stylus width to be reduced by one-half, 
which will reduce the life of the stylus as determined by the volumetric 
wear rate and make the stylus more susceptible to damage by disc im-
perfections. 
From the previous example, it can be seen that the carrier-to-noise 
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ratio data shown in Fig. 1 can be used to make the trade-offs involved 
in the solution of Eq. [7] at various values of RPM, and that the desire 
to maximize stylus life will affect the choice of other system parameters. 
In general, the calculations involved in the solution of Eq. [7] are lengthy. 
However, if the simplifying assumption is made that the noise into the 
FM demodulator is white, then it is possible to make some relatively 
simple calculations. In general, these calculations have shown reasonably 
good agreement with measurements from noncoated discs. 
The noise in the video signal from a disc is normally measured in the 

vertical blanking interval at black level. Using a black-level frequency 
of 5 MHz, an inside radius of 2.9 inches, a RPM of 450, and the proper 
conversion constants, Eq. (4) gives a wavelength of approximately 0.69 
pm. From Fig. 1 the carrier-to-noise ratio measured in a 30-kHz band-
width using a spectrum analyzer is approximately 46.2 dB. Table 1 
summarizes the calculations leading to the unweighted luminance only 
peak-to-peak signal-to-rms noise ratio. Line 2 represents a spectrum 
analyzer correction factor to account for the fact that the noise band-
width of the analyzer is wider than the 3-dB bandwidth and for an in-
herent error in log amplifiers when measuring noise. Line 5 is the FM 
improvement factor where Af = (f s, white — fsync)/2 = (6.3 — 4.3)/2 = 1 
MHz. Line 7 represents the solution to Eq. [7]. Lines 8 and 9 convert line 
7 to the ratio of peak-to-peak signal to rms noise as measured from 
blanking to white definition of signal-to-noise ratio. Line 10 represents 
the improvement in the measured signal-to-noise ratio due to combing, 
which is less than 3 dB due to the addition of the vertical detail signal 
to the combed luminance signal as previously discussed. Line 11 may 
appear to be a low value for the unweighted luminance signal -to-noise 
ratio, but it should be noted that the noise distribution of the RCA 
VideoDisc System is such that the CCIR weighting factor is higher than 
that for a system with this same value that has a flat noise spectrum. 

Table 1—Unweighted Luminance Calculations 

Line  C/N and SIN 
No.  Calculations  Description 

1  46.2 dB  C/N ratio in 30 kHz BW 
2  —1.7 dB  Spectrum analyzer error 
3  —23.0 dB Conversion to 6 MHz BW 
4  21.5 dB  10 log SeIN, Eq. 171 
5  —4.8 dB  10 log 3 (Af/f„,)2 Eq. 171 
6  14.8 dB 10 log 1/D Eq. 17] 
7  31.5 dB  rms SIN ratio, 10 log SIN Eq. 171 
8  +9.0 dB  Conversion from RMS to p-p 
9  —3.0 dB  Conversion to blank to white 
10  +2.2 dB Combing improvement 
11  39.7 dB  Unweighted luminance only p-p signal 

to rms noise 
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However, before a value for the weighted signal-to-noise ratio at the 
output of the player can be obtained, it is necessary to consider the noise 
contribution from the chrominance signal. 
It can be shown that the signal-to-noise power ratio, (S/N), for a 

subcarrier measured in a narrow bandwidth (i.e., 30 kHz) is given by3 

1 (;1 2 Se 
(S/N)SC = 

Z.  se  C 
[8] 

where Sc/N, is the video carrier-to-noise power in a 30-kHz bandwidth, 
if is the peak chrominance deviation, and fse is the chrominance sub-
carrier frequency of 1.53 MHz. Table 2 shows the calculations for the 
unweighted chrominance signal-to-noise ratio. The first two lines are 
similar to the luminance calculations in that the carrier-to-noise ratio 
is obtained from Fig. 1 for a 0.69 eim wavelength and corrected for noise 
measurement errors in the spectrum analyzer. Line three is the video 
carrier-to-noise power, SC/NC, shown in Eq. [8]. Line 4 is the FM im-
provement factor. In the buried-subcarrier system the chrominance 
subcarrier is increased 2.7 times the NTSC value to improve the final 
signal-to-noise ratio. In the encoder, this enhanced chrominance signal 
is added to the pre-emphasized luminance signal to form the composite 
buried-subcarrier signal. The composite signal is then clipped at +144 
IRE units and —70 IRE units to prevent over deviation of the FM 
modulator.4 In order to calculate the FM improvement factor, a 
chrominance signal within this linear range will be considered (e.g., 50 
IRE units peak-to-peak). Increasing this signal 2.7 times results in an 
enhanced chrominance of 135 IRE units, which corresponds to a peak-
to-peak FM deviation of approximately 1.92 MHz. Substituting a peak 
deviation, íf, of 0.96 MHz and a subcarrier frequency, fsc, of 1.53 MHz 
into Eq. [8] results in an FM improvement factor of —7 dB for the 50 IRE 
peak-to-peak chrominance signal. However, the definition of signal-
to-noise ratio is based on a measurement from blanking to white level, 

Table 2—Unweighted Chrominance Calculations 

Line  C/N and S/N 
No.  Calculations  Description 

1  46.2 dB  C/N ratio in 30 kHz BW 
2  —1.7 dB Spectrum analyzer error 
3  44.5 dB  Actual video C/N in 30 kHz BW 
4  —1.0 dB 10 log 1/2 (Af/fae)2 Eq. 181 
5  43.5 di§  10 log (SIN)„ Eq. [8] 
6  —15.2 dB Conversion to 1 MHz BW 
7  28.3 dB  rms chroma SIN ratio 
8  +9.0 dB  Conversion from rms to p-p 
9  +3.0 dB Combing improvement 
10  40.3 dB  Unweighted chroma only p-p signal 

to rms noise 
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which corresponds to 100 IRE units. Thus, a correction factor of 6 dB 
is added to this calculated value, which results in the —1 dB value shown 
in line 4 of Table 2. Line 5 represents the solution to Eq. [8]. The re-
maining conversion factors are similar to those explained for the lumi-
nance calculation and result in the unweighted chrominance-only sig-
nal-to-noise ratio shown in line 10. 
The unweighted composite signal-to-noise ratio is obtained by adding 

the unweighted noise power of the luminance in Table 1, —39.7 dB, to 
the unweighted noise power of the chrominance in Table 2, —40.3 dB, 
resulting in a value of —36.9 dB. Applying the CCIR weighting function 
to the noise spectrum of the RCA VideoDisc results in a 9.1 dB im-
provement. Thus, the worse-case weighted signal-to-noise ratio measured 
at the inside of the disc would be 46 dB. Note that this is the value es-
tablished by the specification and is equivalent to being 0.5 dB above 
the value where over 90% of the experienced viewers said the noise in the 
picture was not objectionable. 
If the calculations shown in Tables 1 and 2 are repeated for various 
fmax and RPM while maintaining the black level fixed at 5 MHz, then 
the results shown in Fig. 2 are obtained. The values of RPM shown result 
in an even number of TV fields being recorded on the disc. It appears 
from Fig. 2 that both increased stylus life and the desired weighted sig-
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nal-to-noise ratio of 46 dB could be obtained by choosing the parameters 
of 360 RPM and a white level of approximately 6.9 MHz. This is some-
what misleading, however, since the wavelengths shown were calculated 
for the black-level frequency. Fig. 3 shows the effect of calculations made 
for the luminance-only weighted signal-to-noise ratio for wavelengths 
at the white-level frequencies. No specification exists for this ratio, but 
the calculations are useful in showing some of the tradeoffs involved in 
the choice of the system parameters. A luminance-only-weighted sig-
nal-to-noise ratio of 47 dB approximately corresponds to the previously 
specified composite value of 46 dB. The figure shows the reduction in 
minimum wavelength, Amin , that would occur at 360 RPM in order to 
achieve a weighted luminance signal-to-noise ratio of 47 dB. Tests have 
shown that signal loss in a player increases and that disc manufacturing 
margins are reduced as the wavelength is reduced below approximately 
0.5 gm, which makes the choice of 360 RPM undesirable. 
Fig. 3 shows that a luminance-only weighted signal-to-noise ratio of 

47 dB could also be obtained with a white-level frequency of 6.0 MHz 
and 600 RPM. While this would result in larger wavelengths, the in-
creased number of grooves to obtain the same playing time as the lower 
RPM systems would result in reduced stylus width and a costly reduction 
in stylus life. 
Fig. 3 also shows that with the present parameters of 450 RPM and 

a white level of 6.3 MHz, the weighted luminance-only signal-to-noise 
ratio is approximately equal to the 47 dB level. It may appear desirable 
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to increase the white level to 6.9 MHz in order to provide more margin; 
however, there are several considerations involved in such a decision. 
From Fig. 3 it can be seen that for 450 RPM, raising the white level to 
6.9 MHz will decrease the wavelengths at the inner radius to approxi-
mately 0.5 gra which will increase the risk of signal loss in the player and 
reduce the disc manufacturing margins. In addition, wavelengths are 
further reduced due to pre-emphasis which extends approximately 0.6 
MHz above white level. As stated previously, it is expected that the 
carrier-to-noise ratio shown in Fig. 1 will improve with production, so 
that the present parameters provide sufficient margin. 

6. Conclusions 

The carrier-to-noise ratio data shown in Fig. 1 can be used to make trade-
offs between f,„„x, Amin, and RPM to obtain a desired value of the 
weighted video signal-to-noise ratio as shown in Figs. 2 and 3. For 
maximum stylus life, the RPM should be chosen as low as possible 
consistent with manufacturing margins and loss of signal performance 
in the player caused by wavelengths smaller than approximately 0.5 g m. 

It appears that the existing system parameters are compatible with the 
present state of the art in noncoated disc materials, recording, mastering, 
and manufacturing. 
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Abstract —This paper presents the technical considerations involved in the derivation of 

standards for direct broadcast satellite systems. In particular, it considers the 

crucial interaction between present and future hardware availability and system 

parameter determination. The objective of direct broadcast satellite design and 
the accompanying technical standards is the delivery to the home of the highest 

overall quality television picture — taking into account both clear weather re-

ception and rain degraded reception. In the Eastern United States, system per-

formance degradation due to rain is of particular importance. Anticipated im-
provements in receiver front-end noise temperature or satellite EIRP mandate 

wider channel bandwidth to maximize overall quality of reception, while currently 

available equipment restricts the design to a narrower bandwidth. As will be shown 

in a specific example, a 500°K LNA restricts the channel bandwidth to 16 MHz, 

while a design utilizing a noise temperature of 300°K results in an optimum 

bandwidth of 24 MHz. Increase in bandwidth to improve quality places increased 

importance on frequency reuse to conserve the spectrum. This paper will show 

how frequency reuse is more easily implemented by means of linear polarization 

than circular polarization, particularly in regions of heavy rainfall. System per-

formance as a function of satellite orbital slot is also discussed. 

1. Introduction 

In recent years there has been increasing international interest in the 
transmission of television directly from a communications satellite to 
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the viewer's home. Direct broadcast satellite (DBS) experiments have 
been conducted or systems have been planned in Australia, Canada, 
China, France, Germany, Japan and the United States. 
This paper describes technical standards that provide reception by 

the home earth station of television signals of high quality and avail-
ability. It also discusses the impact of state-of-the-art limitations on the 
freedom of the system designer to determine system parameters. It will 
be shown that a design utilizing a 300°K low-noise amplifier (LNA) re-
sults in an optimum bandwidth of 24 MHz. Utilization of the spectrum 
available for the direct broadcast service can be made more efficient by 
means of frequency reuse. This paper shows that frequency reuse is more 
easily implemented by means of linear polarization rather than circular 
polarization, particularly in regions of heavy rainfall. System perfor-
mance as a function of orbital slot is discussed. The conclusion is reached 
that a satellite serving the eastern zone of the United States should be 
located between 100° West Longitude and 120° West Longitude. There 
should be similar angular separations between each of the other three 
zones and the satellite serving each zone. 

2. Quality Standards 

The overall objective of the direct broadcast satellite (DBS) system 
described in this paper is to provide excellent video and audio quality 
for a very high percentage of the year. Specifically, the system has been 
designed to provide a minimum video signal-to-noise ratio (peak-to-peak 
luminance video signal to rms weighted noise) of 42 dB everywhere in 
the United States and for all weather conditions, except for 8.8 hours 
a year (system availability = 99.90%). Subjective tests conducted by the 
Television Allocations Study Organization (TASO) have established that 
98% of viewers will perceive a picture with (S/N)vide. of 42 dB as "fine" 
or better, and 50% of all viewers will rate this picture quality as "excel-
lent." The DBS system will also provide a high quality program audio 
signal with a top baseband frequency of 15 kHz. The ratio of the audio 
signal at average program level (+8 dBm) to the unweighted rms noise, 
(S/N)audio, will be a minimum of 53 dB. Subjective listening tests' have 
determined that for a system with (S/ N)audio of 52 dB or greater, the 
noise is undetectable. 

3. Physical Constraints 

The freedom of the DBS system designer is limited by a number of 
physical constraints. Outstanding among these constraints are the 
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achievable noise temperature of the Ku-band LNA, the diameter of the 
antenna of the home earth station, and the power of the traveling-
wave-tube-amplifier (TWTA) in the satellite. 
An investigation of the present state-of-the-art of LNAs at 12.0 GHz 

indicates that the lowest practical noise temperature achievable either 
at present or in the near future is 300°K.2 Economic and esthetic con-
siderations dictate that the antenna dish mounted on the roof of the 
customer's residence be a maximum of 0.6 to 1.0 meter in diameter. The 
DBS system design described in this paper makes use of two antenna 
diameters: 0.6 meter and 1.0 meter. For direct broadcast reception ev-
erywhere throughout the geographic area of the United States, except 
in the worst-case rain degradation region, the home earth station would 
employ an antenna 0.6 meter in diameter and a 300°K LNA, resulting 
• in a GIT of 9.5 dB/°K. 
The highest saturated output power of Ku-band TWTAs that are 

either presently space qualified or under development for satellite ap-
plications is in the 250 to 450 watt range. Use of amplifiers in this power 
range on a DBS irradiating the entire continental United States would 
result in an effective isotropic radiated power (EIRP) of 51 dBW at the 
edge of the beam. Conservative system design and provision of adequate 
margin for fade due to rain both require that the downlink carrier-to-
noise ratio, (C/N)D, be at least 13 dB, or 3 dB above the threshold of the 
demodulator. For a satellite EIRP of 51 dBW, a home earth station GIT 
of 9.5 dB/°K, and a minimum (C/N)D value of 13 dB, the television 
channel bandwidth may be no greater than 10 MHz. This narrow 
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Fig. 1— Time zones in the United States 
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bandwidth is completely inappropriate for the transmission of television. 
It can be concluded that with the existing technology or even with that 
projected for the near future, it is not possible for a single DBS to provide 
coverage of the entire land mass of the continental United States. 
An appropriate coverage area that would be acceptable for commercial 

programming for direct broadcast service would be a single time zone. 
The four time zones into which the United States is divided are shown 
on the map in Fig. 1. A single DBS equipped with TWTAs with saturated 
output power in the 250 to 450 watt range and appropriate antenna sizing 
would provide a minimum EIRP of 57 dBW at the edge of a time zone. 
As will be shown below, an EIRP of 57 dBW will be adequate to achieve 
television reception satisfying the established standards of quality and 
availability. 

4. Bandwidth 

In the United States, particularly in the eastern and southeastern re-
gions, attenuation due to rainfall has a great impact on satellite system 
performance in Ku band. Fig. 2 shows the regions of different rainfall 
rates into which the United States may be divided. The curves in Fig. 
3 show the relative rain rates for each of these regions. For example, in 
region B, a rain rate of 5.6 mm/hr is exceeded 0.1% of the time, or 8.8 
hours in a year. On the other hand, in the worst-case rainy southeastern 
area, region E, a rain rate of 35.4 mm/hr is exceeded for the same time 
interval. Fig. 4 shows the attenuation at 12.0 GHz as a function of rain 
rate for elevation angles at the receive earth station of 20°, 40°, and 
60°. 
In addition to increasing the uplink and downlink losses, rainfall raises 

Fig. 2—Rain rate regions. 
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the noise temperature of the system, as the rain is at 290°K, substantially 
higher than the background temperature of space. The decrease in G IT 
of the receive earth station corresponding to the increase in noise tem-
perature caused by rain is given by: 

T, + To(lLrain  l nrain)} A(G IT) = 10 log { 

DOWNLINK Ku  BAND ATTENUATION 

Freezig Level 

tire. 4 km 

1.06 7 10 50  100 

Rain Rate (mm/hr) 

Fig. 4—Attenuation as a function of rain rate. 
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Table 1-Rain Degradation at 12.0 GHZ for Receiver Noise Temperatures of 300°K and 
500°K and System Availability of 99.90% (Rain Rate Exceeded 0.1% of the 
Time) 

City 

Elevation  Attenuation 
Angle  Rain Rate  (Lrain)  A (GIT) (dB)  
(°)  (mm/hr)  (dB)  300°K  500°K 

Satellite at 135° W 
Atlanta  25.4  21.0  5.5  2.0  1.4 
Chicago  23.0  15.0  4.5  1.8  1.2 
Houston  34.5  35.0  7.5  2.2  1.5 
Miami  24.0  35.4  10.0  2.3  1.7 
New York  14.0  15.0  7.0  2.1  1.5 
Seattle  33.5  8.0  1.5  0.9  0.6 

Satellite at 95° W 
Atlanta  48.4  21.0  3.0  1.5  1.0 
Chicago  41.3  15.0  2.3  1.2  0.8 
Houston  52.4  35.0  5.5  2.0  1.4 
Miami  55.5  35.4  5.3  1.9  1.3 
New York  38.7  15.0  2.3  1.2  0.8 
Seattle  30.0  8.0  1.6  1.0  0.6 

where Lrain is the attenuation due to rain, Ts the system noise tem-
perature, and T. the ambient (rain) temperature = 290°K. 
Table 1 shows, for selected cities in the United States, the rain rate 

for a system availability of 99.90%. The downlink attenuation and de-
crease in GIT corresponding to these rain rates are shown in the table 
for a receiver front-end noise temperature of 300°K. 
Table 1 also shows the same parameters computed for an earth station 

equipped with a receiver with a noise temperature of 500°K. Rain deg-
radations are calculated in the table for two satellite orbital slots, 95° 
West Longitude and 135° West Longitude. 
For direct broadcast reception in the area experiencing the worst rain 

degradation, the southeast, the home earth stations would employ an-
tennas 1.0 meter in diameter in conjunction with 300°K LNAs (GIT = 
14.0 dB/°K). Fig. 5 shows bandwidth versus system carrier-noise ratio, 
(C/N)aystem , at Miami, Florida. These curves were computed for a sat-
ellite located at 95° West Longitude and for saturated EIRP in Miami 
of 57.0 dBW. The curve for faded operation was computed for a rain rate 
that is exceeded 0.10% of the time. As may be seen from Fig. 5 for a 
bandwidth of 30 MHz, (C/N)systen , is below threshold for 8.8 hours a year, 
i.e., 30 MHz could be established as the channel bandwidth if operation 
at Miami were the limiting case. In the area of second-worst rain deg-
radation, region D in Fig. 2, home earth stations would employ 0.6 meter 
antennas and 300°K LNAs (GIT = 9.5 dB/°K). Fig. 6 shows clear 
weather and faded performance for 99.90% availability in New York City 
for a satellite located at 95°W. This figure shows the upper channel 
bandwidth limit to be 26 MHz. Fig. 7 shows faded (S/N)video  at New York 
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Fig. 5—Performance in Miami of earth station with 1.0 meter antenna. 

City as a function of bandwidth. It can be seen that a minimum band-
width of 22 MHz is required for  the ac hievemen t of a faded (S/ N)video 
of 42.0 dB. The above considerations have led to the conclusion that for 
a DBS system with a beam edge EIRP of 57.0 dBW, receiver noise 
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Fig. 7—Faded video signal-to-noise ratio in New York City. 

temperature of 300°K, and receive antenna diameters of 0.6 to 1.0 meter, 
the optimum bandwidth is 24 MHz. 
As indicated above, a study of the present state-of-the-art of LNAs 

at both 4.0 GHz and 12.0 GHz and a reasonable projection of develop-
ment trends shows that a 300°K LNA will be achievable in the appro-
priate time frame for use in a direct broadcast system. Use of a higher 
noise temperature restricts the system to a narrower channel bandwidth. 
For example, Fig. 8 shows the performance in Miami of a DBS system 
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Fig. 8—Performance in Miami of an earth station with 0.75 meter antenna. 
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(satellite location 95° West Longitude) with a receive antenna diameter 
of 0.75 meter and a 500°K LNA (G IT = 8.8 dB/°K). The curve for faded 
performance was calculated for a rain rate that results in a system 
availability of 99.83%; i.e., for a (C11%11 'system that is below threshold for 
14.9 hours a year. Fig. 8 shows that choice of a noise temperature of 
500°K restricts the channel bandwidth to a maximum of 16 MHz. For 
a bandwidth of 16 MHz, (S/N)video  at threshold will be only 37 dB, a 
value that only 20% of TASO viewers rated as "excellent." The superi-
ority of a 24-MHz bandwidth system over a 16-MHz bandwidth system 
can also be demonstrated for the case in which both systems employ the 
same receive earth station G/T. Fig. 9 shows the performance in Miami 
of systems with bandwidths of 16 MHz and 24 MHz. In both instances 
the home earth stations employ a 1.0-meter-diameter antenna and 
300°K LNA (GIT = 14.0 dB/°K). (S/ N)video for a given availability is 
6 dB better for the 24 MHz bandwidth than for the 16 MHz bandwidth. 
Viewed differently, the system availability at a given level of (S/N)video 
is substantially greater for 24 MHz than for 16 MHz. 

5. Polarization 

The discussion above shows how important rain effects are in deter-
mining the quality of the received signal and hence in determining the 
channel bandwidths. The effect of rain is equally important in the choice 
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of polarization standards. The choice of a wide rather than narrow 
bandwidth is facilitated by improved equipment, but is motivated by 
a desire to provide a higher quality picture. At the same time, it obviously 
cuts down on the number of channels that can be carried in the band on 
a given polarization. Hence, frequency reuse via orthogonal polarization 
becomes very important. Further, one is driven to select the polarization 
scheme that provides the best isolation. One does not want to choose 
system standards (such as bandwidth) that provide higher quality and, 
at the same time, choose a polarization scheme with poorer isolation and, 
therefore, large interference. 
The two possible orthogonal polarization modes are circular (left- and 

right-hand) and linear (vertical and horizontal). There is little question 
of the superiority of linear over circular polarization to achieve greater 
isolation. To demonstrate how important depolarizatin can be, consider 
a rain rate high enough to produce a 5-dB attenuation—a situation that 
occurs for more than 10 hours per year in much of the eastern United 
States. For earth stations having elevation angles in the 200-40° range, 
such a rain will produce a 20-25 dB median depolarization with circular 
polarization.3 In other words, at just the moment a 5-dB fade is being 
experienced, the carrier-to-interference (C//) ratio (caused by an op-
positely polarized signal) drops to 20-25 dB. 
Fig. 10 demonstrates the superiority of linear polarization as compared 

to circular. The curve is taken from Chu3 under assumptions of rain drop 
canting that understate this advantage. In fact, experiments have shown 
greater advantages at a specific site.4 For vertical polarization (polar-
ization angle = 0) the improvement over circular is 14 dB, making the 
C// ratio in the previous example 34-39 dB. Polarization is vertical when 
the electric field vector lies in the plane formed by the local vertical and 
the line connecting satellite and earth station. Hence, if a transmission 
is vertical at one part of the served region it will not necessarily be vertical 
in another. The polarization angle is simply the angle between the electric 
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Fig. 11 —Polarization angles across the United States for a satellite at 95°W. 

field vector and the plane defined above. The situation for horizontal 
polarization is essentially the same. 
Fig. 11 shows the variation in polarization angle through the coverage 

region when the satellite is slightly west of the coverage region (eastern 
United States). Note the feed on the satellite antenna is assumed to be 
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rotated such that the polarization angle varies by only ±5° from true 
vertical over the entire region. 
Fig. 12 shows that even if one locates the satellite far to the west of the 

service area, the variations from true vertical can be made 110°. 
The arguments favoring circular polarization involve earth station 

cost. Using linear polarization requires an antenna with a rotatable feed, 
as opposed to circular which does not. Further, that feed must be ad-
justed to different values in different parts of the coverage region.* In 
regions where high intensity rain is unlikely, these considerations can 
override the enhanced quality that linear polarization provides. It is felt 
that these extra costs will be relatively small, and the extra isolation 

provided in heavy rain regions is worth these costs. 

6. Satellite Longitude 

Another consideration is at what longitude the satellite should be located 
relative to the area served. There are certain factors that indicate that 
the satellite be located at the longitude of the served area, while others 
indicate that the satellite be positioned to the west of the area served. 
Again, the problem is most critical for the eastern United States. The 
list below gives a brief summary of these factors. 

Factors That Indicate That the Satellite Should Be at the 
Longitude of the Served Area 

(1) Elevation Angle  
The closer the satellite is to overhead, the higher the elevation 
angle at the receiver. The higher the elevation angle, the fewer the 
potential number of obstructions. Experiments carried out in 
Japan5 indicate that when the receiving antenna view is half 
shielded by a building, the attenuation is about 8 dB. When the 
antenna is obstructed by a dense foliage tree, attenuation is some-
times greater than 10 dB, and attenuation is 7 to 8 dB even for low 
foliage trees. 

(2) Rain Degradation  
The higher the elevation angle, the shorter the path through a po-
tential rainy atmosphere and the lower the outage time at any 
given level of fade. 

• The difficulties in doing this should not be overrated. The feed can be adjusted by the local installer 
prior to installation or at the customer location by nulling on the orthogonally polarized signal. Note also 
that, on installation, accurate alignment of elevation and azimuth must be done anyway. 
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(3) Polarization  
Figs. 11 and 12 show that for satellites using linear polarization 
and located far to the west of the served region, the polarization 
angle variation is larger. Because of the particular shape of the 
eastern United States, it is actually easier to keep the polarization 
closer to true vertical (or horizontal) when the satellite is slightly 
to the west rather than directly overhead. 

Factors That Indicate That the Satellite Should Be Well to the 
West of the Served Region 

(4) EIRP  

As one moves the satellité farther to the west of the served region, 
the solid angle subtended by the served region diminishes. If one 
uses larger antennas on the satellite, one can therefore obtain 
higher EIRP while still serving the whole region. 

(5) Time of Eclipse  
The satellite is in eclipse for a small number of days at the time of 
the equinox. Because of the inability to power the transponders 
through an eclipse, transmissions cease during this period. The 
duration of the eclipse as a function of the number of days into the 
equinox is shown in Fig. 13. Of course, the middle of the eclipse pe-
riod each day is at astronomical midnight at the longitude of the 
satellite. Hence, if the satellite is directly overhead, eclipse will 
occur during the very late part of prime time for viewer watching. 
If the satellite is far to the west of the region served, the eclipse oc-
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Fig. 13---Duration of eclipse versus days relative to equinox. 
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curs during the hours well after midnight in the region served 
when there is less impact to viewers by cessation of transmission. 

7. Discussion 

Factor (3) is really a very small matter. Even a satellite located at a 
longitude off the coast of California (Fig. 12) can orient the feed to pro-
vide less than 10° variation from true vertical (or horizontal) polarization, 
and a 10° polarization angle will still provide an 8-10 dB gain over cir-
cular polarization. 
Factor (1) is extremely important, but it is almost impossible to 

quantify, since one is concerned with the minimum elevation angle 
(which presents no physical obstruction) and the region of concern is 
one of immense topographical variation. Factor (5) is also important, 
but it is an operational rather than a technical question. 
Factors (2) and (4), can be considered together. Since considerations 

of Factor (1) are neglected, a far westerly satellite location will deliver 
a higher carrier-to-noise ratio (C/N) for a given raw satellite power and 
given receiver than will a more easterly location in clear weather. How-
ever, the westerly location will have a higher degradation in rain than 
will the easterly. The question is which location will produce the higher 
C/N for rain at a given percentage of the time. 

CITY • SYSTEMP- SAT LO=  80  90  100  110  120  130 
NY  300  LOSS=  13.39  13.67 14.24  15.31 17.30 21.34 

GAIN=  0.02  0.24  0.69  1.40 2.44  3.94 
EL-MA= 34.54  31.90 27.90 22.85 17.06 10.78 
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Fig. 14— Degradation of carrier-to-noise ratio at New York relative to clear weather per-

formance. 
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CITY • SYSTEMP SATLO=  80  90  100  110  120  130 
MI  300  LOSS=  20.17  20.26  20.80  21.94 23.98 27.59 

GAIN=  0.02  0.24  0.69  1.40  2.44  3.94 
EL- MA= 34.54  31.90 27.90 22.85 17.06 10.78 
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Fig. 15 —Degradation of carrier-to-noise ratio at Miami relative to clear weather perfor-
mance. 

10- 1 

Figs. 14 and 15 give the answer to this question. Curves are plotted 
of C/N degradation relative to clear weather conditions for a satellite 
at 75°W. Fig. 14 is for New York City and Fig. 15 is for Miami, with the 
different curves corresponding to satellite positions from 80° to 130° 
in 10° increments. It will be noted that the asymptotic values (lower 
right, corresponding to clear weather) for more westerly satellites are 
negative (i.e., negative loss), showing the higher EIRP effects because 
of the smaller solid angle subtended. Both curves are for a 300° LNA 
assumed, but the results for 500° differ only slightly. The data up at the 
tops of the figures show the loss at the 10-4  level and the gain in the EIRP 
for each satellite longitude, allowing one to identify which curves belong 
to which longitudes. In addition, the elevation angles for the poorest 
location (northeastern Maine) are also given for each satellite. 
At the 10-3  (or 0.1%) level, the curves show that at both New York and 

Miami there is the saine degradation for locations between 80° and 120°, 
while a 130° location gives slightly poorer performance. Of course, for 
larger percentages of the time (10-2  or 10-1 ) there is significant gain for 
more westerly locations when viewed from either city. 
In attempting to sum up the important technical Factors (1), (2), and 

(4) (Factor (3) is small in effect and Factor (5) is operational), we believe 
that satellite longitudes significantly to the west of the served area are 
to be preferred, up to an orbital slot at 120° West Longitude. 
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Going west of 120° is undesirable, not only because the performance 
at the 10-3  level gets worse but also for elevation angle reasons. Note that 
in Maine the elevation goes from 17° to 10.7° as the satellite goes from 
120° to 130°. A location of the satellite somewhere between longitude 
100° and longitude 120° gives good elevation angles, clear weather C/N 
performance improvement, and excellent eclipse timing. This band is 
the preferred set of locations. 

8. Conclusion 

To provide a DBS capability for the United States, the present capability 
of power tubes (TWTAs) requires the separation of the United States 
into four distinct regions. Of these regions, the eastern time zone presents 
the greatest difficulty. Studying the method of providing service to the 
eastern time zone led to a number of tentative conclusions, which are 
restated below. 

• The channel bandwidth should be 24 MHz. Higher bandwidth reduces 
the total number of channels and presents threshold problems. Lower 
bandwidth results in less SNR than we believe the consumer will ac-
cept. 

• Polarization should be linear and oriented so that the heaviest rain 
regions get true vertical and horizontal. We believe the cost penalty 
of linear over circular is slight and the superior isolation provided by 
linear is well worth the price because of the heavy rain. 

• The longitude of the satellite serving the eastern region should be 
between 100° and 120° West Longitude. Similar angular separation 
between the region served and the satellite serving it should hold for 
the other three regions. 
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GIMOS —A Nonvolatile MOS Memory Transistor 

S. T. Hsu 

RCA Laboratories, Princeton, NJ 08540 

Abstract —Characteristics of electrically alterable stacking gate nonvolatile MOS memory 

transistors are presented. The fabrication processes for this device is compatible 

with most MOS technologies. The memory mechanism is charge storage at the 

floating gate. The charges stored at the floating gate are injected into the floating 

gate from the control gate by the Fowler Nordheim tunneling process. This memory 

device is shown to have a very large memory window, extremely long retention 

time, and excellent endurance and temperature stability. 

Transistors have been fabricated in SOS technology. Threshold voltages for 

a self-aligned GIMOS p-channel device can be varied from +15 V to —25 V. 

Similar characteristics were obtained for n-channel transistors. Based on limited 

data the retention time is at least 1,000 years at room temperature. Transistors 

were stable after 20,000 write-erase cycles and 3 X 109 read cycles. Other sta-
bility data are also presented. 

1. Introduction 

In recent years a number of electrically alterable nonvolatile memory 
devices, other than MNOS structures, have been developed. 1-4  These 
electrically alterable nonvolatile MOS memory devices may require an 

extra electrode or complicated fabrication process compared to the 
standard MOS devices. The increased complexity limits the application 
of such devices as a memory cell for use in large scale integrated cir-
cuits. 

In 1975 DiMaria and Kerr5 found that for a given field intensity and 
polarity the dark current flow through a polycrystalline silicon MOS 
structure is many orders of magnitude larger than that flowing through 
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a single-crystal silicon MOS structure. They also showed that when 
polycrystalline silicon or a single-crystal silicon MOS structure was ox-
idized for various lengths of time, the dark current showed an abrupt 
conductivity decrease when the polycrystalline silicon became com-
pletely oxidized, leaving only oxide on the single-crystal silicon substrate. 
The transport mechanism for the dark current in a polycrystalline silicon 
MOS structure is the Fowler-Nordheim tunneling process. After taking 
the Schottky barrier lowering effect into consideration, DiMaria and 
Kerr found the activation energies were equal to 1.4 eV and 1.8 eV when 
the aluminum electrode was biased with positive and negative voltages, 
respectively. They believed that 1.4 eV was the high-field electron energy 
barrier height, i.e., the energy difference between the edge of the con-
duction bands of polycrystalline silicon and the thermal oxide at high 
fields. The 1.8 eV activation energy was believed to be the barrier height 
between the Fermi energy of aluminum and the edge of the conduction 
band of the SiO2. They concluded that this small energy barrier was due 
to the local field enhancement near the injection electrode. The energy 
barriers of polycrystalline silicon MOS structures determined by the 
photocurrent method are identical to those of single-crystal silicon MOS 
structures. 
The properties of the Si-SiO2 interface has been studied very exten-

sively during the past fifteen years. Studies carried out using scattering 
and channeling measurement,6 low energy ion-scattering spectrometry,7 
and Auger analysis8-1 ° concluded that there was a silicon-rich transit 
region between Si and SiO2. Based on this finding Johannessen et aP° 
proposed that the energy diagram at the Si-SiO2 interface was not an 
abrupt function but is a smooth transit region between the Si and SiO2. 
These experimental results provide an alternative explanation to Di-
Maria and Kerr's data. At a high electric field, the energy barrier for the 
current carriers is determined by the transition region between silicon, 
or polycrystalline silicon, and the SiO2. The transition region of poly-
crystalline silicon—SiO2 is presumably larger than that of single-crystal 
silicon SiO2. As a result, at high electric field the energy barrier height 
is smaller for a thermal oxide grown on polycrystalline silicon than for 
thermal oxide on single crystal silicon. The 1.4 eV is the energy barrier 
between the edge of the conduction band of the polycrystalline silicon 
and the edge of the conduction band of SiO2 when a large positive voltage 
is applied to the aluminum electrode. When a large negative voltage is 
applied to the aluminum electrode the energy difference between the 
top of the valence band of polycrystalline silicon and the tops of the 
valance band of SiO2 is equal to 1.8 eV. The energy barrier obtained from 
the photocurrent (low field) is determined by the bulk property of SiO2. 
Consequently when the aluminum electrode of an Al-Si02—polycrys-
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talline silicon structure is biased with a large positive voltage, electrons 
are injected from the polycrystalline silicon to the aluminum. When the 
aluminum electrode is biased with a large negative voltage, holes are 
injected from the polycrystalline silicon to the aluminum. 

2. Device Structure and Memory Mechanism 

Based on the results discussed above, a simple stacking gate nonvolatile 
electrically alterable memory MOS transistor was constructed. The basic 
structure of this device is sketched in Fig. 1. This structure is similar to 
that proposed by Lee.4 However, there are some basic differences. The 

GATE 

GATE 

1111111111 SiO2 ••••••••••••••••••. 
•!•!•1>•••f•?•?•1•1.'e POLYS I L ICON 

Fig. 1—Structures of GIMOS memory transistors (a) on SOS substrate (b) on bulk sub-
strate. 
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sketches shown in Figs. 1(a) and 1(b) are the device on SOS, and on bulk 
Si, respectively. The floating gate covers only the central portion of the 
channel. The device can be operated at high voltages, since avalanche 
breakdown at the drain junction cannot disturb the potential at the 
floating gate. A large memory voltage window can be obtained by using 
a thin oxide between the substrate and the floating gate and a thick oxide 
between the floating gate and the control gate. However, the oxide be-
tween the substrate and the floating gate must be sufficiently thick that 
direct tunneling of electrons or holes between the substrate and the 
floating gate is not possible. Direct tunneling between any electrode and 
the floating gate will degrade the memory properties of the device. For 
the sake of process simplicity, the sum of the thickness of the two layers 
of SiO2 should be equal to the thickness of the gate oxide of the non-
memory MOSFET's. The thickness of the polycrystalline silicon floating 
gate may be thinner than 1000 A. The doping concentration of the 
floating gate polycrystalline silicon is not critical. For simplicity, undoped 
polycrystalline silicon was used for the floating gate. The control gate 
can be p+ or n+ polycrystalline silicon or any convenient metal. This 
device will be referred to as a GIMOS (Gate Injection MOS) tran-
sistor. 
The energy diagram of a GIMOS transistor is sketched in Fig. 2. The 

solid lines sketch the ideal energy diagram and the dotted lines sketch 
the actual energy diagram. Fig. 2(a) is the energy diagram when the 
system is at the flat band condition, while Fig. 2(b) is the situation when 
a large positive voltage is applied to the control gate. In the latter case, 
electrons may be injected into the floating gate from the substrate and 
holes from the control gate to the floating gate. The electrons at the 
floating gate see a barrier height of 1.4 eV while the holes see a barrier 
height of 3.6 eV. Therefore, a large fraction of electrons flow to the 
control gate and most of the holes injected to the floating gate are 
trapped at the floating gate. As a result the floating gate is positively 
charged. 
When the control gate voltage is reversed, holes injected into the 

floating gate see a 1.8 eV barrier, while electrons see a barrier height of 
3.2 eV. The floating gate is, therefore, negatively charged. The gate in-
jection mechanism thus allows the sign of the charge stored on the 
floating gate to be electrically altered in a non-distructive manner. Since 
the barrier height for holes is larger than that for electrons, we expect 
the floating gate can store more holes than electrons. Thus the memory 
voltage window of a p-channel GIMOS is expected to be larger than that 
of an n-channel GIMOS. 
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Fig. 2—Sketches of energy diagrams of GIMOS memory transistors: (a) at flat band condition 

and (b) the control gate is buried with a large positive voltage. 

3. Device Analysis 

For the purpose of analysis of the structure let the thickness of oxide 1 
(between the substrate and the floating gate) and oxide 2 (between the 
floating gate and the control gate) be t0x1  and to.2 respectively, let the 
charge density at the floating gate be Qf and let Q and QB be the mobile 
and the fixed substrate charges respectively. It can then be shown 
that 

Q +  9L , 
Vg = 1/ FE + 2 41F +  . QB +  [11 

Cg C2 

where Cg = €/(t0x1 + tox2), C2 is the capacitance of oxide 2 between the 
floating gate and the control gate, and VFB  and OF are the flat band 
voltage and the Fermi energy of the substrate material, respectively. The 
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turn-on voltage, VT, is defined as the gate voltage at the onset of the 
conducting channel formation: 

VT VG (Qn = 0) 

or 

QB 
VT = VFB+ 2244FF _L -r 

Cg C2 

Qf = C2 (VT — V7'(,) 

[2] 

[3] 
where Vo is the virgin threshold voltage. The density of charge stored 
at the floating gate can be obtained from Eq. [3]. 

4. Experimental Results 

GIMOS nonvolatile memory transistors of the structure shown in Fig. 
1 were fabricated on SOS substrates with a complementary polycrys-
talline silicon gate MOS process. Both p+- and n+-polycrystalline silicon 
control gate devices have been made. The type of doping and the doping 
concentration of the control gate polycrystalline silicon was found to have 
no significant effect on the memory characteristic of the device. 
The memory characteristics of an n-channel GIMOS is shown in Fig. 

3. The source-drain spacing of the device is 20 gm. The width of the 

20 

15 
Vth(VOLT) 

_   
-3'0  10 

V (VOLT) 

Fig. 3—Memory characteristics of a typical n-channel GIMOS memory transis:or. 
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floating gate is equal to 10 µm and the width of the device is 300 µm. The 
thickness of oxide 1 and oxide 2 are equal to 145 A and 740 A, respec-
tively. In Fig. 3 the threshold voltage of an n-channel GIMOS transistor 
is plotted as a fünction of pulse amplitude applied to the gate of device 
as to write or erase data. The pulse width used was 0.6 msec. After each 
pulse was applied the threshold voltage was readjusted to 1 V and 11 V 
for a negative and a positive pulse, respectively. Therefore the threshold 
voltage measured after each pulse corresponds to the amount of charge 
injected into the floating gate by the given pulse. For the sake of mea-
surement simplicity the threshold voltage was defined as the gate voltage 
when the drain current at VD = 2 V was equal to 5 µA. The maximum 
stable threshold voltage was found to be approximately equal to 12 V. 
Therefore, the maximum number of electrons that can be stored at the 
floating gate is approximately equal to 3 X 1012 cm-2 . 
The memory characteristics of a p-channel GIMOS transistor located 

on the same chip of the device used in Fig. 3 is plotted in Fig. 4. The 
structure of the p-channel GIMOS is the same as that of n-channel 
GIMOS except the width of the device is equal to 425 pm. The pulse 
width used in this measurement was 1 msec. After each pulse the 
threshold voltage was readjusted to -1.5 V and -20 IT for positive and 
negative pulses, respectively. The maximum stable threshold voltage 
is approximately equal to 23 V. The maximum number of holes that can 
be stored at the floating gate of this device is thus approximately equal 
to 7 X 1012 cm-2 . 

Fig. 4—Memory characteristics of a typical p-channel GIMOS memory transistor. 
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Self aligned GIMOS transistors were also made on SOS substrates. 
In this structure the source, the drain, and the floating gate are self-
aligned to the control gate electrode. The memory characteristic of a 
self-aligned p-channel GIMOS is shown in Fig. 5. The pulse width in this 
measurement was 10 msec. It was shown in this figure that the threshold 
voltage can be changed from +15 to —25 V. A similar characteristic was 
also obtained from a self-aligned n-channel GIMOS. As predicted it is 
consistantly observed that the maximum negative threshold voltage is 
larger than the maximum positive threshold voltage. 
A GIMOS nonvolatile memory transistor can be operated at tem-

peratures below —55°C to above 200°C. We wrote p- and n-channel 
GIMOS transistors to threshold voltages of —11 V and +11 V, respec-
tively, and stored these devices in a 150°C ambient with all electrodes 
shorted together for more than four years. No threshold voltage shift 
could be measured. The threshold voltage of a p-channel GIMOS tran-
sistor was written to —10 V and stored in 150°C ambient with —10 V 
applied to the gate with respect to the source and drain for four years. 
Again there was no threshold voltage shift. A p-channel GIMOS tran-
sistor was written and erased 20,000 times, and the memory window 
measured was never less than 20 V. The virgin threshold voltage of this 
device was equal to —1.4 V. The threshold voltage of this device was then 

Vf h 
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20 
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1   
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Fig. 5—Memory characteristic of a typical self-aligner GIMOS memory transistor. 
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adjusted to —19.6 V and stored at room temperature for 40 months. The 
threshold voltage was found to be equal to —18V. If we plot the threshold 
voltage as a function of the logarithm of time and extrapolate the result, 
the extrapolated line reaches —1.4 V at more than 2000 years. In another 
experiment, the threshold voltage of an n-channel GIMOS transistor 
was written to 10 V. Positive pulses of 6 V amplitude and 0.6 msec width 
simulating a read condition were applied to the gate with respect to the 
source and the drain. No threshold voltage change could be measured 
after 3 X le pulses were applied. 

5. Conclusion 

Electrically alterable stacking gate nonvolatile MOS memory transistors 
have been made and tested. The charge stored at the floating gate are 
injected from the control gate by Fowler Norheim tunneling process. 
Therefore the memory characteristics of this type of devices are not 
sensitive to operating temperature. Memory voltage windows of —20 V 
and +10 V for p-channel and n-channel transistors, respectively, can be 
easily obtained. The device has extremely long retention time and ex-
cellent endurance. 
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Observations of Electron and Hole Transport 
Through Thin SiO2 Films 

S. T. Hsu 

RCA Laboratories, Princeton, NJ 08540 

Abstract —The charge transport phenomenon in stacked-gate MOS memory transistors 

has been investigated. When the oxide field intensity is smaller than the threshold 

field intensity of gate injection, and the control gate is biased with a negative (or 

positive) voltage, holes (or electrons) are found to be injected from the substrate 

to the floating gate. When the oxide field intensity is larger than the threshold field, 

the gate injection of current carriers becomes possible. Hence electrons (or holes) 

are injected from the control gate to the floating gate when the control gate is 

biased with a negative (or positive) voltage. 

It was observed that the total number of current carriers trapped at the floating 

gate injected from the substrate is much smaller than that injected from the control 

gate. 

1. Introduction: 

In a previous paper' the characteristics of stacked-gate electrically-
alterable MOS memory transistors were shown. The floating gate of this 
type of device can be charged positive or negative when the control gate 
of the device is biased with large positive or large negative voltages, re-
spectively. No charge transport from the substrate to the floating gate 
was reported. From the band diagram given by Ref. Ill, one expects 
electrons (or holes) to inject from the substrate to the floating gate when 
a large positive (or a large negative) voltage is applied to the gate. Ex-
perimental data indicate that this is, indeed, the case. These experi-
mental results provide better understanding of the device. 
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2. Experi mental Results 

The device used in this study is a stacked-gate MOS/SOS electrically-
alterable transistor. The structure of this device is shown in Fig. 1. The 
thickness of the silicon dioxide between the floating gate and the silicon 
substrate and that between the floating and the control gate are equal 
to 150 A and 700 A, respectively. The floating gate is a 3000-A thick layer 
of undoped polycrystalline silicon. The control gate is made of boron-
doped polycrystalline silicon. The silicon film is 6000 A n type, and the 
source and the drain are boron implanted P+ regions. 
The memory characteristic of this device is shown in Fig. 2., in which 

the threshold voltage of the device is plotted as a function of the am-
plitude of the voltage pulse applied to the control gate with respect to 
the source and drain. The width of the pulse is equal to 0.6 ms. The 
threshold voltage is defined as the gate voltage of the device when the 
drain current is equal to 1 µA at a drain voltage of —2 V. The virgin 
threshold voltage of the device is equal to —1.3 V. The curve in Fig. 2 was 
generated as follows. The theshold voltages of the device were measured 
both before and after the application of a voltage pulse to the control 
gate. If the theshold voltage of the device was changed by the pulse, it 
was readjusted to the original value before the next pulse with an am-
plitude larger than that of the previous one was applied. This procedure 
was repeated for both positive and negative polarities of pulses to com-
plete the curve. 
This result implies that when a large positive voltage is applied to the 

control gate, the floating gate is charged with positive charges. Therefore, 
either holes are injected from the control gate to the floating gate or 
electrons are extracted from the floating gate to the control gate. Simi-
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Fig. 1—Stacked-Gate MOS memory transistor used in this study. 
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Fig. 2—Characteristic of a typical stacked-gate MOS memory transistor. 

larly, when a large negative voltage is applied to the control gate, elec-
trons are stored at the floating gate by either injecting electrons from 
the control gate to the floating gate or extracting holes from the floating 
gate to the control gate. These two transport mechanisms cannot be 
separated by the above result alone. 
It can be shown that the charge stored at the floating gate, Qf, is given 

by' 

Qf = C1 (VT - VT0 ), [1] 

where C1 is the unit area capacitance between the floating gate and the 
control gate, VT is the threshold voltage, and VT0 is the virgin threshold 
voltage of the device. At VT = -22.5 V the holes stored at the floating 
gate are approximately equal to 6 X 1013 cm-2  or 2 X 1018 cm-3 , which 
corresponds to a charge transport rate of 3.3 X 1021 charges per cm3 per 
sec. The electrons or the holes extracted from the floating gate are un-
likely to have such a large rate. 
The threshold voltage of the device used in Fig. 2 has been measured 

as a function of the number of pulses applied to the gate. The amplitudes 
of the pulses were choosen to have field intensities near the threshold 
field of the gate injection. The results are plotted in Fig. 3. Contrary to 
the result plotted in Fig. 2, the threshold voltage of the device is increased 
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Fig. 3—Theshold voltage as a function of number of pulses for Vp = —27 V and Vp = 

—28 V. 

when more than one hundred -27 V, 0.6 ms pulses are applied to the 
control gate. The threshold voltage of the device becomes saturated to 
-7.5 V when the number of pulse is larger than 5 X 105. The floating gate. 
is, therefore, positively charged with a maximum hole density of 2 x 1013 
cm-2  or 7 X 1017 cm-3 . The possible mechanisms for holes to be trapped 
in the floating gate when the control gate is biased with a negative voltage 
are (1) hole injection from the substrate to the floating gate and (2) 
electron extraction from the floating gate to the substrate. Also plotted 
in Fig. 3 is the threshold voltage as a function of the number of -28 V, 
0.6 ms pulses applied to the control gate. The threshold voltage of the 
devices decreases with the number of pulses applied to the control gate 
when the amplitude of the pulses is larger than or equal to -28 V. 
Therefore, the number of holes trapped at the floating gate decreases 
with the number of pulses. Correspondingly, the density of electrons 
trapped at the floating gate increases with the number of pulses applied 
to the control gate. Since the electron density increases when a pulse with 
amplitude equal to -28 V is applied to the control gate, it is impossible 
for electrons to be extracted from the floating gate to the substrate at 
Vp = -27 V. Consequently, at Vp = -27 V holes are injected from the 
substrate to the floating gate. At Vp = -28 V electrons are injected from 
the control gate to the floating gate. 
In addition the results in Figs. 2 and 3 show that the maximum number 

of holes stored at the floating gate is much smaller than the number of 
electrons that can be accumulated at the floating gate when the control 
gate is biased with negative voltages. When the pulse amplitude is larger 
than or equal to -28 V, i.e., the oxide field intensity is larger than the 
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threshold field of gate injection, both hole injection from the substrate 
and electron injection from the control gate take place. The number of 
holes stored at the floating gate reaches its saturation value, and the 
additional holes injected from the substrate flow directly to the control 
gate. Electrons injected from the control gate are stored at the floating 
gate. As a result, the floating gate becomes less positively (or more neg-
atively) charged when the number of pulses applied to the gate is in-
creased. 

3. Theoretical Considerations 

The current carrier transport and storage phenomena discussed above 
is due to interface effects. It is well known that there is a thin layer, 
probably of the order of 10 A, of silicon-rich oxide at the single-crystal 
silicon—silicon—dioxide interface.2-5  Hence the energy diagram of a Si— 
SiO2 system has a smooth transition from the single-crystal silicon to 
the silicon dioxide. When the silicon dioxide is grown on the polycrys-
talline silicon layer, this interface layer is much larger than it is in the 
single-crystalline silicon silicon-dioxide system.6 The interface region 
of a polycrystaline silicon deposited onto a silicon dioxide surface is 
presumably very abrupt. This is sketched in Fig. 4A.1 The energy di-
agram of a stacked-gate MOS system when a large negative voltage is 
applied to the control gate is sketched in Fig. 4B. Because of the interface 
transition region, the barrier height at the Si—SiO2 interface, El, is 
smaller than that at the control gate polycrystalline silicon—silicon 
dioxide interface, E4. Holes can be injected from the substrate silicon 
through El to the floating gate at relatively low fields as compared to 
electrons injection from the control gate through the energy barrier E4. 
The maximum numbers of holes and electrons that can be stored at the 
floating gate are controlled by the barrier heights E3 and E2, respectively. 
Since E3 is much smaller than E2, the maximum number of holes that 
can be stored at the floating gate is much smaller than the number of 
electrons. Besides the Schottky barrier lowering effect, the potential 
barrier E3 decreases with the bias voltage, while the potential barrier 
E2 is almost independent of the bias voltage. Therefore, the maximum 
number of holes that can be stored at the floating gate decreases as the 
negative gate-bias voltage is increased. Similarly, when the control gate 
electrode is biased with positive voltages, electron injection from the 
substrate occurs at smaller voltages, while hole injection from the con-
trol-gate polycrystalline silicon take place at relatively higher voltages. 
The maximum number of holes that can be stored at the floating gate 
under the positive gate-bias condition is much larger than the number 
of electrons. 
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Fig. 4—Energy diagram of a stacked-gate MOS system (A) at equilibrium and (B) with a large 

negative voltage applied to the control gate. 

4. Conclusions 

Stacked-gate MOS memory transistors were used as vehicles to inves-
tigate the current carrier transport phenomena in an MOS structure. 
Hole injection from the substrate to the floating gate and electron in-
jection from the control gate to the floating gate have been observed 
when the conrol gate is biased with a large negative bias voltage. The 
number of holes that can be stored at the floating gate is much smaller 
than the number of electrons at negative gate biases. The energy band 
structure was used to explain these experimental observations. 
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A Comparison of p-i-n and Schottky Barrier 
Hydrogenated Amorphous Silicon, a-Si:H, Solar 
Cells* 

Richard S. Crandall 

RCA Laboratories, Princeton, NJ 08540 

Abstract —Measurements of the photoconductive response of Schottky barrier and p-i-n 

solar cell structures made from hydrogenated amorphous silicon are presented 

to compare the properties that determine their efficiency. It is demonstrated that 

the photoconductivity determines the fill factor rather than the dark current, as 

in crystalline silicon cells. Analysis of the current voltage curves of the p-i-n cells 

are used to show that the electron and hole drift lengths are of the same order 

in the i layer of the cell. 

1. Introduction 

A promising material for solar cell applications is hydrogenated amor-
phous silicon (a-Si:H). Thin-film solar cells with high efficiencies have 
been fabricated from this material.'  -3 Both Schottky barrier and p-i-n 
cells give high efficiency. Nevertheless, the p-i-n structure appears to 
give the highest efficiency for large area cells.2 In this article we point 
out some of the reasons why the p-i-n structure may ultimately make 
the best solar cell. We shall discuss this in the framework of the factors 
that determine its efficiency. Generally, these can be represented by the 
fill factor, short-circuit current, and the open-circuit voltage. It is the 
electron and hole transport that determine the fill factor, essentially the 

• Research reported herein was supported by Solar Energy Research Institute, under Contract No. 
XG-0-9372-1, and by RCA Laboratories, Princeton, N.J. 08540, U.S.A. 
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shape of the current—voltage curve. These play little role in determining 
the open-circuit voltage and a lesser role in determining the short-circuit 
current. 
The a-Si:H based cell is different from the usual crystalline solar cell 

where diffusion of electron-hole pairs from the low-field bulk region to 
the high-field junction is the main source of the photocurrent. Since the 
electron—hole pair diffusion length is short in a-Si:H,4 the collected 
current comes from those electron—hole pairs that are formed in the 
high-field junction region. Thus, both the transport in this region and 
the width of this region determine the collection efficiency. The best cells 
will be those in which the electric field extends throughout the entire 
intrinsic region. 
In the first part of the article we present measurements of the voltage 

dependence of the photocurrent for both Schottky-barrier and p-i-n 
structures. In the second section we compare the results in terms of 
simplified models of the two structures. 

2. Experimental Details 

Results of photocurrent measurements on two types of thin-film solar 
cells produced by de glow discharge decomposition of silane on heated 
substrates of stainless steel are presented below. Cells produced by rf 
discharge on other substrates show similar properties. The Schottky-
barrier cell was made by first depositing a few-hundred-A a-Si:H layer 
doped with phosphorus followed by an undoped layer.5 A thin layer of 
platinum formed the Schottky-barrier contact. The p-i-n structure was 
grown by first depositing a thin boron-doped layer on the stainless steel, 
following this with an undoped layer, and finally adding a thin phos-
phorus-doped layer. The conducting transparent layer to the n-type layer 
was electron-beam-evaporated IT0.6 
Photocurrent measurements were made using chopped light at 

frequencies low enough so that long response times do not limit the 
measurements. The light source was a krypton laser tuned to 674 nm. 
The absorption spectrum of a-Si:H is such that light of this wavelength 
is nearly uniformly absorbed. 
Fig. 1 shows the photocurrent as a function of bias applied to a p-i-n 

solar cell illuminated with uniformly absorbed light through the n-type 
layer. Here and throughout this paper the photocurrent is the difference 
between the current under illumination with weakly absorbed light and 
the current in the dark. For negative voltage, the photocurrent saturates 
at sufficiently large reverse bias. For positive bias, the photocurrent 
decreases and changes sign at a bias Vf. The positive photocurrent is 
usually referred to as a primary photocurrent, because the contacts are 

442  RCA Review • Vol. 42 • September 1981 



SOLAR CELLS 

Ph
ot
o
c
ur
r
en
t
 
(Ar
b. 
Un
it
s) 

Secondary 

-4   
0  0.5  1.0 
Applied Voltage (V) 

-10  -0.5 1.15 2.0 

Fig. 1—Photocurrent of a p-i-n solar cell versus voltage for illumination with 674-nm light 
at room temperature. The dotted curve is the total current. 

blocking for the photoexcited carriers, and the negative photocurrent 
is referred to as a secondary-photocurrent, because the contacts are now 
ohmic.7 The dotted curve in Fig. 1 shows the total current (the sum of 
photocurrent and dark current) for reference purposes. Only at low 
temperature where the dark current is zero would the total current and 
photocurrent coincide. It is evident from the figure that the magnitude 
of the dark current is much smaller than that of the photocurrent except 
near V. 
The data in Fig. 1 show that the photocurrent in the vicinity of 171 

varies linearly with voltage. This is the region where the photocurrent 
changes from primary to secondary. An important point is that the 
magnitude of the slope of the photocurrent-versus-voltage curve is the 
same for primary and secondary photocurrents. This implies that the 
transport mechanisms are the same for either type of photocurrent in 
the vicinity of Vf. The linear slope shows that the photocurrents obey 
Ohms law. 
In Fig. 2 the photocurrent for a Schottky-barrier cell is shown for il-

lumination through the platinum Schottky-barrier contact with weakly 
absorbed light. The dashed curve in the figure shows the photocurrent 
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Fig. 2—Photocurrent of a Schottky-barrier solar cell as a function of cell bias. Experimental 

conditions are the same as in Fig. 1. The dashed curve is for a scale expansion 
of ten. 

on an expanded scale in the vicinity of Vf. In this case, in contrast to the 
data in Fig. 1 for the p-i-n structure, the primary-photocurrent is not 
ohmic. 

3. Discussion 

3.1 Schottky-Barrier Cell 

There is simple reason for the nonohmic nature of the primary photo-
current in the Schottky-barrier structure. This becomes apparent in Fig. 
3 where the potential energy diagram is sketched. The Fermi level near 
the Schottky-barrier contact lies well below midgap in the region of the 
high density of valence band states.8 In the process of forming this 
metal—semiconductor contact, the Fermi level must move from near 
midgap to well below midgap. To accommodate this, electrons leave the 
i-layer, producing a large density of positive charge in the region within 
a depletion width of the Pt-a-Si:H interface. This charge leads to a de-
crease in the electric field with distance from the Pt contact. Since the 
electron—hole pair diffusion length is low, pairs created in the low-field 
region will have little chance of being separated before they recombine 
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Fig. 3—Electron potential energy diagram for a Schottky-barrier solar cell made of n-type 

a-Si:H. 

and, thus, will not be collected at the contacts. Electron-hole pairs 
produced in the high-field region have the best chance of being collected 
at the contacts. Therefore, the photocurrent will be proportional to the 
width of the high-field region. For the Schottky-barrier cells discussed 
in this article, the width of the high-field region can be described by the 
classical depletion width mode1,9 in which the depletion width is pro-
portional to the square root of voltage across the sample. 
Evidence for this model is shown in Fig. 4 where the reciprocal of the 

square of the capacitance is plotted versus applied voltage. For a 
Schottky barrier, the curve should be a straight line as shown in the 
figure. These measurements were made at 100 Hz, but similar results 
were obtained between 10 and 5.10+4 Hz. The illumination intensity 
corresponds to 16 mW cm-2 . 
Fig. 5 shows the photocurrent as a function of the depletion width (W), 

determined from the capacitance measurements. The conditions are the 
same as in Fig. 4. Except for the small region near the minimum deple-
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Fig. 4—Reciprocal of the square of the capacitance versus bias for a Schottky-oarrier solar 

cell. The measuring frequency is 100 Hz; the cell is illuminated with 16 mW/cm2 

of 674-nm light. 
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Fig. 5—Photocurrent versus depletion width for the same conditions as in Fig. 4. 

tion width, the current varies linearly with the depletion width, consis-
tent with the model that only carriers produced in this region are col-
lected. Since the current varies linearly with the depletion width and 
the depletion width varies as the square root of the voltage, the current 
also varies as the square root of the depletion width. This is in contrast 
to the p-i-n cell where the photocurrent obeys Ohms law near Vf. The 
fact that the line does not extrapolate through the origin, but rather has 
an intercept at finite depletion width, has been interpreted in terms of 
geminate recombination.") Perhaps a more reasonable explanation for 
these data would be a field-dependent trapping of either an electron or 
hole at a defect. In this case, the effect should be sample dependent and 
consistent with the failure to find geminate recombination in p-i-n solar 
cells. 
The secondary-photocurrent, on the other hand, is ohmic as expected 

since for applied voltages greater than Vf, the electric field extends 
throughout the thickness of the a-Si:H film. 

3.2 p-i-n Solar Cell 

To describe the transport in the p-i-n structure we refer to the idealized 
potential energy diagram in Fig. 6. This figure is similar to that for the 
Schottky barrier structure shown in Fig. 3, with one important exception. 
That is that the potential varies nearly linearly across the i-layer because 
there is little space charge in the i-layer. This occurs because of the 
growth procedure. The solar cell is grown with the p-layer put down first 
and followed by the i-layer. Because the discharge is not terminated and 
all the boron purged from the system, there is residual boron in the i-
layer. The boron concentration decreases from the p side toward the n 
side resulting in an i-layer that is graded p to n type. This has an im-
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Fig. 6—Potential energy diagram for a p-i-n solar cell. The n and p layers contain the space 

charge that is necessary to support the uniform field in the i-layer. 

portant effect on the behavior of the solar cell. It produces an i-layer that 
contains much less space charge than the Schottky-barrier cell. The 
majority of the space charge resides in the depletion widths in the n and 
p contacts. Thus one can reasonably approximate the field in the i-layer 
as being uniform, simplifying the analysis of the transport data. 
Support for this model of the p-i-n structure is given by capaci-

tance—voltage measurements. For the model of the p-i-n structure with 
all the space charge contained in the n and p layers, the derivation in 
Appendix 1 shows that the depletion width (reciprocal of the capaci-
tance) varies linearly with voltage. The capacitance—voltage data pre-
sented in Fig. 7 emphasize this behavior. The measurements were made 
at 250 K to minimize the contribution from the diffusion capacitance 
in forward bias» The data in the figure clearly exhibit this linear de-
pendence of the depletion width on bias. The depletion width of the p-i-n 
structure changes by only 3% over the large voltage range, because it is 
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Fig. 7—Fractional capacitance change versus bias for a p-i-n solar cell. 
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the depletion widths in the n and p contacts (which are a small fraction 
of the i-layer thickness) that change with voltage. These results are not 
consistent with recent proposals12 that the best description of the po-
tential in the i-layer in the p-i-n structure is that of two Schottky barriers 
in series. For this case, the capacitance should vary as the square root 
of the voltage and, furthermore, there would be large changes in the 
capacitance with voltage as for the Schottky-barrier cell. 
If we take the above capacitance-voltage results as evidence that the 

p-i-n structure can be described by a uniform field throughout the i-layer, 
then the voltage dependence of the photocurrent can be understood in 
terms of a simple model of the transport in this cell. For the linear portion 
of the current-voltage curve shown in Fig. 1, both the primary (positive) 
and secondary (negative) photocurrents must be described by the Ohms 
law. As shown in Appendix 2, the photocurrent can be approximated 
by 

J = e(nun + pup) = eG(In + la),  [1] 

where e is the magnitude of the electron charge, n the density of 
photo-excited electrons per unit voilume, and 1.4, the electron drift ve-
locity; the quantities p and vp have similar definitions for the holes. The 
quantity G is the number of electron—hole pairs produced per unit vol-
ume per unit time. The second expression follows from the definitions 
of the drift length and lifetime. The electron and hole drift lengths (mean 
distance travelled in the direction of the field before recombination) are, 
respectively, 

In = Un Tn ; 1p =  [2] 

The times rn and rp are, respectively, the lifetimes of the electron and 
hole before recombining. The free electron and hole densities, in the 
steady state, are given by 

n = Gr ; p = Grp.  [3] 

That the current voltage curves have the same slope on either side of 
171 implies that the transport parameters do not change as the electric 
field in the i-layer changes sign. Since the contacts do not determine the 
transport at low fields, it is determined by recombination in the bulk. 
The photocurrent given by Eq. [1] is just the usual photocurrent that 
would be measured on a bulk film with ohmic contacts. This type of 
measurement is often used as a guide to the quality of the photocon-
ductor and to the nature of the recombination centers.8,13,14 In a-Si:H 
one usually finds that the recombination centers are distributed in en-
ergy.13.14 The evidence for this is13,14  that the photocurrent exhibits a 
power-law variation with light intensity where the power is between 0.5 
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Fig. 8---Logarithm of the photocurrent versus light intensity using 674-nm lioht. Measurements 

were made on a p-i-n cell in the Ohms-law region near V f.  The maximum light 

intensity is about 120 mW/cm2 incident on the celL 

and 1.7 Typical values for a-Si:H are between 0.7 and 0.8.13,14 The pho-
tocurrent in the p-i-n structure, on the other hand, shows a linear vari-
ation of photocurrent with light intensity typical of a single recombi-
nation center. The photocurrent versus light intensity for the p-i-n 
structure is shown in Fig. 8. Here the logarithm of the photocurrent is 
plotted versus the logarithm of the light intensity. The slope of the line 
through the data points is unity. 
As the electric field increases, the sum of the electron and hole drift 

lengths will increase until they are on the order of the i-layer thickness 
(L). Then the contacts, which are blocking for this primary-photocurrent, 
will limit the current flow reducing it below the Ohms-law value. When 
the sum of these drift lengths significantly exceeds the i-layer thickness 
the current saturates at a value eGL. 
This concept is aided by reference to Fig. 9 which is a sketch of the 

electron and hole densities in the i-layer for the condition where ip + 
< L. In this case, strong recombination in the bulk of the i-layer keeps 
the carrier density constant in this region. The electron and hole densities 
are thus given by Eq. [3]. The lifetimes are constants, independent of 
position. Near the blocking contacts, this approximation breaks down 

HOLES 

ELECTRONS 

Fig. 9—The electron and ho e density as a function of distance in the Payer of a p-i-n 

cell 
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within a distance on the order of the minority-carrier drift length. Near 
the n-i interface, this length is the drift length of the minority-carrier 
holes and at the i-p interface it is the drift length of the minority-carrier 
electrons. Since there is little recombination in these regions, the electron 
and hole densities increase linearly away from the interfaces. 
To make an exact calculation of the detailed shape of the photocur-

rent-voltage curve in the transition region between the Ohms-law and 
saturated-current regions requires a numerical solution of the continuity 
equation as well as a detailed knowledge of the spatial dependence of 
the electron-hole recombination times. Nevertheless, arguments are 
given in Appendix 2 for an approximate solution to the continuity 
equation that agrees quite well with experiment. However, even though 
a simple expression can be obtained that connects the Ohms-law region 
with the transition region, no new physical information is obtained, since 
the only parameter in the expression for the current (Eq. [23]) is the sum 
of the electron and hole drift lengths, which can also be determined 
without a detailed knowledge of the transport, as will be outlined 
below. 
From the ohmic and saturated regions of the primary-

photocurrent-voltage curve, one can determine the important transport 
parameters, namely the drift lengths. The saturated value of the pho-
tocurrent determines the magnitude of the generation rate G indepen-
dent of any knowledge of the absorption constant or transmission 
coefficient of the contacts. Dividing G, determined in this manner, into 
the photocurrent in the ohmic region gives the sum of the electron and 
hole drift lengths. We cannot separate the sum into its constituents, but 
this is not a drawback for solar cell operation because it is the sum of 
these two that determines the operating parameters for the cell. 
Analysis of the data in Fig. 1 shows that µr = µprp + µ„r„ = 7 X 10-8  

cm2 V-1 . This number can be compared with estimates of the 1.4.7 prod-
ucts determined by other means. Mooren has made measurements of 
the hole diffusion length using the photo-electromagnetic effect on thin 
films of a-Si:H. He finds a diffusion length of about 0.1 pm. From his data 
he determined P p T p =  3.2 X 10-8  cm2 V-1 . Substituting this value into 
the sum of the µT products determined above, we find that Ian rn ""•' 3.8 
X 10-8  cm2 V-1 , on the same order as the ir product for holes. This is 
a surprising result since it is generally believed that the hole drift length 
is much shorter than the electron drift length. Also, Mooren found that 
iinrn = 7.8 X 10-8  cm2 V-1 , about 20 times the value found for the p-i-n 
cell. The difference may be a property of the p-i-n cell in that the i-layer 
is presumably different from the material studied by Moore because of 
the residual boron in the i-layer of the p-i-n cell. This may reduce the 
electron lifetime. 
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In Fig. 10, current-voltage curves for two p-i-n cells are shown to 
compare the more detailed expression (Eq. [23]) with experiment. The 
data are dots and circles and the curves are Eq. [23] with an appropriate 
choice of p.prp + µ„r„ = 117". The agreement between theory and ex-
periment is good showing that one parameter is sufficient to explain the 
data. Of course this parameter can also be determined from the slope 
of the curve in the Ohms-law region. For curve A, /27 = 9.5 x 10-9  cm2 
V-1. and for curve B,LT = 1.7 X 10-9  cm2 V-1 . The difference between 
the two is presumable due to the different preparation conditions. 

4. Summary 

The results presented in this article indicate that the p-i-n structure 
should make a better solar cell than the Schottky-barrier cell. This is 
supported by reports that show the p-i-n structure to give the highest 
efficiency. One of the reasons that the p-i-n structure is better is that 
the density of defects is low in the i-layer. In this article we have com-
pared the photovoltaic behavior of p-i-n and Schottky-barrier solar cells. 
The main difference between the two types of cells is that the electric 
field in the p-i-n cell is nearly uniform across the i-layer, whereas the field 
is nonuniform in the Schottky-barrier cell. This is because the 
Schottky-barrier cells trap holes under illumination, which causes a 
significant decrease in the depletion width.14 Even for cells that may be 
fully depleted at zero bias in the dark, there is a collapse of the depletion 
width to a fraction of the cell thickness under one sun illumination. For 
p-i-n structures, hole trapping is not a problem under strong illumina-
tion. DLTS measurements show little hole trapping. The reasons for the 
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superior behavior of the p-i-n cell in this respect is not understood at 
present but may have something to do with the different growth proce-
dures for the two types of cells. 
A model calculation of the photocurrent for the p-i-n cell showed that 

the parameter that determines the photovoltaic behavior is the sum of 
the electron and hole drift lengths. This result, that both carriers play 
a significant role in the transport, is due to the fundamental property 
that the electrons and holes must recombine in pairs. Comparisons of 
the electron and hole drift lengths determined from the current-voltage 
curve with independent measurements of the hole drift length led to the 
conclusion that the electron drift length in the p-i-n structure is lower 
than that in a bulk film. This is presumable due to the residual boron 
in the i-layer of the cell. 
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Appendix 1 

The electric fields in the p-i-n structure depicted in Fig. 6 can be readily 
derived by standard methods. We make the assumption that the i-layer 
thickness is fixed at a length L and the n and p layers are thick enough 
so that they do not become fully depleted under reverse bias. The n-layer 
contains positive space charge of density p+; the p-layer contains nega-
tive space charge p_. The depletion widths in these layers are W+ and 
W_ for the n and players, respectively. 
Because of the growth procedure for the p-i-n cell, the i-layer is ex-

pected to be graded p to n type from the p-i interface. Therefore, it is 
reasonable to represent the space charge in the i-layer by negative charge 
decreasing away from the i-p interface. The space-charge densities are 
assumed uniform in the p and n layers. 
Poissons equations in the three regions are thus 

dEn _ p+ 

dx  E 

dEp  — 
dx   E 

dEi txa 1 + ps 

dx  L E  E 

[4] 

[5] 

[6] 

where the subscripts on the electric field E refer to the different layers. 
The coordinate system is chosen with x = 0 at the i-n interface and x = 
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L at the i-p interface. A power law with exponent a was chosen for the 
space-charge gradation in the i-layer. A uniform positive space charge 
of density Ps is assumed present in the i-layer. 
Integration of Eqs. 141-161 gives 

p+(x + W+)  
En -  [7a] 

E - P  e 

E 
p_(x - W-) [7b] 

p_L(xIL)«+' psx 
Ei -  + E0.  [7c] 

(a + 1)E  E 
The depletion widths and the uniform part of the field in the i-layer 

are found by matching the fields at the boundaries. Integrating Eqs. 
[7a]-47c] and again using the boundary conditions permits all the con-
stants to be expressed in terms of V. the potential difference across the 

structure. 
After some algebraic manipulation, the constant field in the i-layer 

can be expressed in terms of the potential and the space-charge densities. 
However, the expression is rather unwieldy in its general form. Since the 
experimental conditions are usually such that the space charge gradient 
is large in the i-layer and, furthermore, the impurity density ps is much 
less than the space-charge densities in the p and n layers, E0 can be ap-
proximated by 

E  V,   Lps [8] „ - 
(1 - b)IL  E 

where b = p5/NA « 1. This expression shows that as long as the average 
field, VolL, in the i-layer is greater than the surface charge field, LpsIE, 
due to the space charge in the i-layer, the field in the i-layer is approxi-
mately uniform. 
The depletion width W for this structure is the sum of W+ and W_. 

It is given by 
4 /  EL 2  E (1  1 -1/2 

W = e[i +   1)(  2)2( + vo)-2e  — + — 
)1 E2L2 +  a +   ND NA 

[91 

where k= al(a + 1) and ND and NA are the donor and acceptor densities 
in the n and p layers, respectively. In the limit of small a, the space charge 
is nearly uniform in the i-layer, and W cc \TV-7,. In this case the p-i-n cell 
would behave like a Schottky-barrier cell. In the opposite limit, where 
a » 1 and the doping density decreases rapidly away from the p-i in-
terface, the depletion width is 

1 V. 
1101 

e ND NA LI' 

RCA Review • Vol. 42 • September '981  453 



which shows a linear change in depletion width with voltage in agreement 
with the data in Fig. 7. 

Appendix 2 

An exact analytical solution of the coupled continuity and Poissons 
equations may not be possible for the p-i-n structure. Apart from the 
difficulty resulting from the coupling of Poissons' equation to the con-
tinuity equations through the free-carrier space charge, the problem of 
the strong spatial dependence of the free-carrier lifetimes makes an exact 
solution difficult. This spatial dependence of the lifetimes results from 
the fundamental condition that the electrons and holes must recombine 
in pairs so that their respective recombination rates are equal at all points 
in space. Stated mathematically this condition is 

n(x) p(x)  
rn(x) — rp(x) — R.  [11] 

Reference to Fig. 9, which is a sketch of the electron and hole density 
in the i-layer, shows that near the blocking contacts n and p have strong 
variations with distance from the contacts. Because of the above con-
dition on the recombination rates, this will result in a strong variation 
in the lifetimes. 

Nevertheless, we can make an approximate solution of the system of 
Poissons and the continuity equations that can give physical insight into 
the transport in the p-i-n structure. Surprisingly enough, this approxi-
mate solution agrees well with experiment. First, we simplify the problem 
by taking the electric field across the i-layer to be uniform. This was 
discussed in the text and shown to be a good assumption. Second, we 
restrict the solutions to those for uniformly absorbed light. Under these 
conditions, diffusion can be neglected.15 This simplifies the algebra 
somewhat. Under these conditions, the set of equations to be solved is 

dp(x) p(x)  
—vP  + G —  — 0  [12] 

dx   rp (x) 

dn(x) + G — n(x)  
un — 0  [13] 

dx  r(x) 

The boundary conditions for these equations are that the minority 
carriers vanish at the blocking contacts. This means that the hole density 
vanishes at the n-i interface, which is blocking for holes, and similarly 
the electron density vanishes at the p-i interface. Therefore, 

p(o) = n(L) = 0  [14] 

As discussed above, these equations cannot readily be solved because 
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of the lack of knowledge of the x dependence of the lifetimes. An ex-
pression for the lifetime that might apply to the p-i-n structure is that 
derived from the Shockley-Read16 recombination theory. However, the 
solutions of Eqs. [12] and [13] that result using this theory are mathe-
matically complex and it is difficult to obtain physical insight from them. 
Therefore, we choose to make the following approximations to rn (x) and 
Tp(x) that permit straight-forward solutions of Eqs. [12] and [13]. Ac-
tually the Shockley-Read recombination theory shows that these ap-
proximate expressions for the lifetimes are reasonably valid where they 

are applied. 
We make a constant lifetime regional approximation in which the i-

layer is separated into two regions. In each of these regions R is ap-
proximated by a linear function of n or p. Let region 1 be between x = 
0 and x = xc. In this region, approximate R by R = p/4. Region 2 is 
between x = x, and x = L. Here let R = n/r?,. The point xe is the cross-
over point where the recombination changes from hole to electron 
dominated. At this point, phl, = n/rg. The recombination times r°p and 
en are constants independent of x and the carrier density. 
In region 1 near x = 0 where the hole density is zero, R can be neglected 

with respect to G. Thus Eq. [12] becomes 

P dx 
dp(x) 

v —  — G.  [15 ] 

With the boundary condition (Eq. [14]) the solution of this equation 
is 

p(x) = Gx/vp,  [16] 

which is a hole density that increases linearly from the n-i interface. 
Current continuity requires that the electron density in this region will 
also have a linear variation with x reaching a maximum at x = O. 
Similar considerations apply in region 2 near x = L at the  interface, 

where R « G so that the approximate solution of Eq. [13] is 

n(x) = G(L — x)/v,,.  [17] 

If R ••-•• G at some region of the i-layer, the drift term in the continuity 
equations can be neglected and the electron and hole densities are given 
by the usual expressions in photoconductors. 

n = Gr,,; p = Grp.  [18] 

In this region, the lifetimes are constant independent of x so that r„, (x) 
= rn and Tp(X) = Tp. The current will thus be given be given by the usual 
Ohms-law expression. If on the other hand R < G throughout the i-layer, 
the drift term in Eqs. [12] and [13] dominates and the current satu-
rates. 
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The above arguments reproduce the general features of the current-
voltage curve in Fig. 1. However, it is desirable to connect the two limits 
of strong recombination and ohmic current flow with the regime of a 
saturated photocurrent. 

Using the constant lifetime approximation permits straight-forward 
solutions of the continuity Eqs. [12] and [13]. The solution of Eq. [12] 
valid in region 1 is 

p = Gr 1;[1 — exp(—x/1)].  [19] 

This expression for p can be combined with Eq. [3] to determine n in 
region 2. Similarly, 

n = Gr[l — expl(x — L)/101]  [20] 

is the solution of Eq. [13] valid in region 2. Eq. [19] shows that if x < 1p 
then p increases linearly with x. There is a similar increase in n away 
from the p-i interface at x = L. Eqs. [19] and [20] and the condition that 
p/r(), = n/7-°„ at x = xe are sufficient to determine xe: 

L 
xc —   

1 + (/„//p) [21] 

which shows that the crossover from hole- to electron-dominated 
transport is determined by the ratio of the drift lengths. 
The photocurrent is found by substituting Eqs. [20] and [21] into the 

first integral of the continuity equations, 

J = e[unn(x) + upp(x)]  [22] 

and evaluating the expression at x = xe. The result is 

J = eG[ln + 1p][1. — expi—L/(1„ + 1p)1].  [23] 

It now remains to show that the photogenerated carriers do not cause 
the electric field in the i-layer to significantly depart from uniformity. 
To show this we calculate the field distortion due to the free-carrier space 
charge using Poissons equation, 

dE(x)  
E  — e[p(x) — n(x)]  [24] 
dx 

Instead of calculating the field distortion in general, we shall calculate 
it for the worst case. This is when there is no recombination and the 
mobility of one carrier is much larger than that of the other. Since, in this 
regime, the space charge is inversely proportional to the drift velocity, 
the slow carrier contributes the majority of the space charge. If  
then 

eGx 2 
AE(x) —  , 

2evp [25] 
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where 3.E(x) is the field distortion. As the condition on the amount of 
field distortion we calculate the fractional change in voltage due to this 
distortion, 

= so 
AE(x)dx _1 eGL4  

[26] 
Vo 6 (pl, V(2, • 

As an example, let the absorbed photon intensity correspond to a 
short-circuit current of 0.012 A, the i-layer be 5 X 10-5  cm, µp = 10-1 cm2 
V-1 s-1 , and Vo = 1 V. Then Er = 0.0025, which is indeed small. Even 
though the error increases as Vo decreases, it will not become as large 
as Eq. [26] predicts because the space charge decreases under conditions 
of strong recombination. 

References: 

D. E. Carlson, "Recent Developments in Amorphous Silicon Solar Cells." Solar Energy Materials, 
3, p. 503 (1980). 

2 Y. Tawada, T. Yamaguchi, L. Nonomura, S. Hotta, H. Okamoto, and Y. Fiamakawa, 2nd Photovoltaic 
Science and Eng. Conf. in Japan (1980). 

3 A. Madan, J. McGill, W. Czarbatyj, J. Yang, and S. R. Ovskinsky, "Metal-Insulator Solar Cells Using 
Amorphous Si:F:H Alloys," App!. Phys. Lett., 37, p. 826 (1980). 

4 D. L. Staebler, "Hole Diffusion Length Measurements in Discharge-Produced a-Si:H," in Proc. 8th 
Int. Conf. on Amorphous and Liquid Semiconductors, Cambridge, MA, Ed. by W. Paul, in J. Non-Cryst. 
Solids, 38, p. 387 (1980). 
C. R. Wronski, D. E. Carlson, and R. E. Daniel, "Schottky Barrier Characteristics of Meta'-Amorphous 

Silicon Diodes," App. Phys. Lett., 29, p. 602 (1976). 

6 Indium-Tin-Oxide transparent contact. 
7 A. Rose, Concepts in Photoconductivity and Allied Problems, Interscience, New York (1963). 

8 H. Fritsche, Solar Energy Materials, 3, p. 447 (1980). 
9 S. M. Sze, Physics of Semiconductor Devices, p. 370. Wiley-lnterscience, New York (1969). 

" R. S. Crandall, R. Williams, and B. Tompkins, "Collection Efficiency Measurements on a-Si:H Solar 
Cells." J. Appt. Phys., 50, p. 5506 (1979). 

" See Ref. 191, p. 107. 

12  A. Rothwarf. "Model for Field and Light Dependent Effects in a-Si Solar Cells," 15th IEEE Photovoltaic 
Specialists Conf. Kissimmee, Florida, 12 May 1981; V. Dalai, "Analysis of Amorphous Silicon Solar 
Cells," Solar Cells, 2, p. 261 (1980). 
13  C. R. Wronski and R. E. Daniel, "Photoconductivity, Trapping, and Recombination in Discharge-
Produced, Hydrogenated Amorphous Silicon," Phys. Rev. B, 23, p. 794 (1981). 

14  R. Williams and R. S. Crandall, "Carrier Generation, Recombination, and Transport is Amorphous 
Silicon Solar Cells," RCA Rev., 40, p. 371. Dec. 1979. 
18  J. Reichrnan. "Collection Efficiency of Low-Mobility Solar Cells," Appt. Phys. Lett., 38, p. 251, 15 
Feb. 1981. 
16  W. Schockley and W. T. Read, Jr., "Statistics of the Recombinations of Holes and Electrons," Phys. 
Rev., 87, p. 835 (1952). 

RCA Review • Vol. 42 • September 1981  457 



Field Nonuniformity Due to Photogenerated Carriers 
in a p-i-n Solar Cell* 

Richard S. Crandall 

RCA Laboratories, Princeton, NJ 08540 

Abstract —The changes in the electric field due to the free-carrier space charge in a p-i-n 

solar cell are calculated. A criterion for significant field reduction caused by space 

charge is presented. It is suggested that there will be significant electric field 

lowering for hydrogenated amorphous silicon, a-Si:H, solar cells much thicker 

than 1 gm under 1 sun illumination. 

Introduction 

There is considerable interest in the effects of space charge on the op-
eration of a-Si:H solar cells.'-5 The concern has been mainly with the 
trapped charge arising from the presumed large density of gap states of 
a-Si:H.6 In n-type Schottky-barrier solar cells there is ample evidence 
that trapped charge controls the operation of the ce11.4,6  Nevertheless, 
in some p-i-n cells the space charge is insignificant in the absence of il-
lumination.7 Furthermore, the space charge under illumination is not 
associated with trapped charge, but rather with the free carriers them-
selves.8 In a solar cell the photogenerated carriers are not replenished 
at the contacts. This produces, under the action of an applied field, a 
displacement of holes to one side and electrons to the other side of the 
cell. This space charge has been shown to give a measurable contribution 
to the capacitance.8 

In this article we use a simplified model of a p-i-n solar cell to calculate 
the transport of photocarriers by solving the coupled continuity and 
Poissons equations. From this we draw definite conclusions as to the 

• Research reported herein was supported by Solar Energy Research Institute, under Contract No. 
XG-0-9372-1, and by RCA Laboratories, Princeton, N.J. 08540, U.S.A. 
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operating conditions of practical cells. We find that the a-Si: H cell is 
limited primarily by the hole space charge, which predominates because 
of the low hole mobility.9 

Simplified Model 

A simple criterion to determine when space-charge considerations are 
important is that the field due to the hole space charge is of the order 
of the applied field. The hole space charge is roughly equal to the product 
of the short-circuit current and the hole transit time. To get a more ac-
curate criterion and to see how the field and transport are affected by 
the space charge, one must solve the continuity equations along with 
Poissons equation. In general, this set of equations can only be solved 
numerically. However, there are situations of physical interest where 
an approximate solution can be obtained. One of these is when diffusion 
and recombination can be neglected. This is useful for finding a criterion 
as to when space-charge considerations are important since diffusion 
and recombination will tend to reduce the space charge below the value 
found without them. 
It is convenient to define dimensionless densities, fields, and lengths. 

If G is the generation rate of electron-hole pairs per unit volume per unit 
time, q the elemental charge, ( the dielectric constant, L the i-layer 
thickness, µN the electron mobility, ap the hole mobility, E the electric 
field, P the hole density, N the electron density, X the position coordi-
nate measured from the n-i interface, and a = gplµN then the normal-
ized field, hole, and electron densities are e = EIE,,p= PIP,, and n = 
NIN,, respectively where 

Ec = L ilqGIEµp; P, = - V EGIqgp; N, = \/G/DIN.  [1] 

In what follows, we shall assume that the light is absorbed uniformly 
throughout the i-layer. This permits the continuity equations to be 
written in the compact form 

d(ep)Idx =1; d(en)Idx = -fi [2] 

and the Poisson equation becomes 

de 
— = p — On  [3] 
dx 

where e = ,/zi. With the boundary condition that photogenerated 
charges are not replenished at the contacts (p = 0 at x = 0 and n = 0 at 
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x = 1), Eqs. [2] and [3] can be readily integrated. The first integrals 
of Eq. [2] are 

ep = x; en = e(1 — x).  [4] 

Substitution of Eq. [4] into [3] gives a differential equation that can be 
readily solved for the electric field as a function of position. This field 
is 

e2 = es2 + (1 + a) x2 — 2 ax.  [5] 

The field at x = 0, the surface field, es, is found by integrating the electric 
field across the i-layer and setting the result equal to the voltage across 
the i-layer, V. 
The field has a minimum at x = a/(1 + a), which for equal electron 

and hole mobilities occurs in the center of the i-layer. However, for a-
Si:H, it is more reasonable to take a « 1,9 which shifts the minimum 
toward the n-i interface. Conversely, for a >> 1 the minimum of the field 
is shifted toward the i-p interface. 
Since the exact expression for e, is cumbersome, it will not be repro-

duced here. However, there are two limiting forms. For a « 1, we find 
in the limit of es> 1 that e, = V I(E,L). Therefore the surface field (Es 
= Eces) is VIL and the field in the i-layer is nearly uniform and equal 
to VIL. In the limit es <1,e, = 2a VI(EL) and the surface field is 2a VIL 
which is much less than the average field VIL. In this case, the field is 
nonuniform in the i-layer. Thus the meaning of the field E, is now clear. 
It separates the high-field region with no field distortion from the low-
field region with significant field distortion. The above implies that the 
field decreases rapidly once the critical field is reached. 

Conclusions 

The rapid onset of field distortion can be seen in Fig. 1 where the nor-
malized field e is plotted across the i-layer for different values of es for 
the case of equal electron and hole mobilities (a = 1). It is apparent from 
the figure that once the average field drops below the critical value, Ec, 
the field in the cell distorts significantly from the average value VIL. The 
three curves are for a change of only 30% in VIL. 
Fig. 2 shows the more representative situation for a-Si:H, where a = 

0.1.9 The small hole-to-electron-mobility ratio moves the minimum in 
the electric field close to the n-i interface. However, it also has the effect 
of making the onset of the field distortion more gradual. This can be seen 
by the large range of surface fields represented in the figure. Even though 
the field, es, at the n-i interface decreases, the field at the p-i interface 
increases. This will have an important consequence if recombination of 
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Fig. 1—Normalized electric field as a function of normalized distance across the i-layer for 

a = 1. The average field, VI L, is the solid horizontal line in the center of the graph. 

The parameter labeling each curve is es. The field goes to 0 at the center of the 

cell when e, = 1/N/2. 

minority carriers at an interface is important, because diffusion of the 
minority carriers toward the interface increases as the field decreases. 
Of course the field distortions cannot be as large as shown in the figure, 

because recombination and diffusion, which have been neglected, will 
tend to ameliorate the field distortion. Both these effects will become 
important because the carrier densities and their gradients increase as 
the field decreases. This is shown in Fig. 3 where the normalized hole 
density is plotted as a function of x for es = 2 and es = 0.1. When es » 
1, the field is uniform and p increases linearly with x reaching the 
maximum value of 1 at x = 1. However, for small es, when the field de-
creases to nearly 0 at x = 0.1, there is a large increase in p and dp/dx. 
It is useful to have a criterion to determine when the field distortion 

will be significant. One such criterion would be when the minimum field 
has decreased to zero. Of course the field would not actually drop to zero 
because, at low fields, recombination will become important as well as 

et 
Os.° 25 

Es=0 0954 

C) 
X — . 

Fig. 2—Same plot as Fig. 1. Here a = 0.1 and the minimum es = 0.0954. 
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Fig. 3—Normalized hole density plotted as a function of normalized distance across the i-layer 

for es = 2 and es = 0.1 for the condition a = 0.1. The hole density is Pc at x = 

1. The electric field is zero in the i-layer at es = 0.0954. 

diffusion and remove the singularity. However, setting the minimum 
field to zero gives the condition that E, = 2 V/L, which gives meaning 
to the normalizing field E. For a-Si:H the condition becomes 

L < (4V2 E  [6] 

where eGL has been replaced by the short circuit current, I,. For a 
typical a-Si:H solar cell, I. = 0.012 a, V = 1 V, and gp = 0.1 cm2/V-s.9 
For these conditions, L must be less than about 1 pm to avoid significant 
field distortion. Actually this is just the region where solar cell efficiency 
begins to decrease as a function of thickness.1° 
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Computer Simulation of Horizontal Transient 
Response of the NTSC Color-TV System 

S. S. Perlman 

RCA Laboratories, Princeton, NJ 08540 

Abstract —A computer simulation program to faithfully calculate the overall horizontal 

transient response of an NTSC color TV system from light-image input to light-

image output is described. The program processes two horizontal lines of picture 

data in either the time domain or the corresponding. Fourier transformed, frequency 

domain. Electronic processing, linear and nonlinear, is directly simulated in a serial 

fashion as the signal passes through the entire system. Program résuls are pre-

sented as software generated plots and tables or displayed subjectively on a TV 

monitor. Microprocessor controlled video hardware converts the digital software 

program results into corresponding sets of analog RGB signals that drive the kine 

inputs of the display monitor. A split-screen capability permits easy simultaneous 

subjective comparisons of up to four different program results corresponding to 

changes made anywhere within the system. 

1. Introduction 

The quality of a color television system is frequently measured on the 
basis of its response to a variety of test patterns. Measurements of hor-
izontal transient response for standard patterns like the composite, 
multiburst or color-bar test signals, have long been recognized as suitable 
vehicles for evaluation.* Compuer-aided evaluations for certain lumi-
nance (black-and-white) transitions have been employed successfully. 
The effects of various combinations of vestigial sideband (VSB) filters, 
FCC predistortion filters and receiver RF/IF processing were demon-

• These test signals are often included during the vertical interval, lines 18 and 19, of a standard NTSC 
transmission. 
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strated many years ago to greatly influence the errors and distortions 
in the received luminance waveshapes.1 
The Light-to-Light (L-to-L) programs extend the computer-model 

concept to color, in addition to the luminance signals; they also simulate 
directly and trace these signals as they pass through a complete NTSC 
television system. Vertically equivalent TV signals are treated in the 
simulation; software-generated plots can be directly compared to ex-
perimental oscilloscope traces at corresponding locations anywhere 
within the system. Signals are traced from the camera's light-image input 
to the receiver's light-image output. A special display capability permits 
subjective viewing of the simulated responses in order to enhance eval-
uation. 
The L-to-L programs were developed as an aid for system and circuit 

designers in their quest to analyze the overall performance effects of 
signal processing changes made anywhere within the TV systems. 
Complicated design problems, like those related to chroma-quadrature 
or color-edge distortion, for example, can now be directly evaluated via 
computer-simulation techniques without the need to construct com-
plicated test fixtures. 

2. Programming Techniques 

A television system can conveniently be divided into three basic portions: 
the camera, the transmitter, and the receiver. The L-to-L computer 
simulation treats each of these independently and combines them with 
other portions, as shown in Fig. 1. The programs simulate real TV-like 
signals and process them in a serial fashion as they pass through the 
system from a light-image input to a light-image output. Each portion 
of the system is divided into a series of programmed boxes, each con-
taining appropriate mathematical models to represent the actual signal 
processing involved. Both linear and nonlinear processing are treated. 

COLOR 
CAMERA 
SIMULATION 

INPUT 
-e . COMPOSITE 

VIDEO 

TAPE 
RECORDER 
SIMULATION 

BROADCAST 
TRANSMITTER 
SIMIlIAl HIN 

F 
MODULATED 

VIDEO 
DISC 
SIMULATION 

COLOR 
RECEIVER 
SIMULATION 

VIO OR ROB 
SIGNAL 
SIMULATION 

FOR HORIZONTAL TRANSIENT RESPONSE ANALYSIS 

OF A COMPLETE NTSC COLOR TELEVISION SYSTEM 

Fig. 1. —Block diagram for the light-to-light computer simulation. 

SUBJECTIVE 
DISPLAY 
HARDWARE 

LIGHT OUT --e 
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Software-generated plots and data tables are designed to compare with 
experimentally obtainable oscilloscope traces or data anywhere within 
the system. 
Essentially, all of the processings in the camera, transmitter, and re-

ceiver portions of the system have been successfully programmed. 
Simulations for the tape recorder and VideoDisc portions are currently 
under consideration and not yet fully programmed. The subjective 
display hardware and the test-signal generator are fully operational. 
These portions of the simulation convert the red-green-blue (RGB) or 
composite video signals into sampled digital picture-element (pixel) data 
and then to equivalent analog TV signals in an NTSC format. 
Also included as part of the L-to-L simulation is a special portion 

designed to aid in research related to the evaluation of psychological 
effects or human visual perception of color transitions. Test patterns 
with arbitrarily defined hue saturation and luminance transitions can 
be displayed and used subjectively to evaluate viewer preferences. 
Output signals from each portion of the simulation are designed to 

be totally compatible and acceptable as input signals to the next or other 
portions. A special provision is provided via a jump-and-alter subroutine 
which allows the user to change signals and then to jump to any other 
box location within the program or to go to the start of another program 
for a different portion of the system. Possible alter options include saving 
a signal on disc file, inputting a new signal from a disc file, changing 
domain (time or frequency) of a signal, applying an MTF (filter) to the 
signal, adding two signals, multiplying two signals, copying another 
signal, combing-out odd or even harmonics from a signal, amplitude 
modulating with a carrier, adding impulse noise, applying nonlinear 
clipping, and plotting resulting signals on a graphic terminal2 or flat-bed 
plotter.3 The jump routine provides an easy method for cycling through 
one of the boxes in the program in order to evaluate effects of various 
design changes. 

3. Programming Limitations 

The L-to-L simulation programs have been written in Fortran IV lan-
guage using the CMS interactive mode on an IBM/370 computer. The 
simulated TV signals are each stored as a pair of arrays (real and imag-
inary vector parts). A trade-off between array size and sample rate or 
cutoff (Nyquist) frequency had to be established. Fig. 2 reviews some 
fundamentals of the Fast Fourier Transform (FFT) used to convert 
between the time and frequency domain representations of the signal. 
Variables of interest are 

= Time Window (or periodicity), 
= Number of Samples (or array size), 
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8192 7.76 64.45 15.52 32.22 31.03 16.11 

16384 3.88 9 128.9 7.76 8 64.45 I  15.52 9 32.22 

Fig. 2-Fundamental parameters for the Fast Fourier Transform. Only the signal periodicity, 

T., and the number of data samples, Nr, need be chosen to get the required 

bandwidth, F..t, and the proper harmonic content, F. 

FcuT = Highest Harmonic Frequency 
(or Nyquist frequency), 

ààF = Lowest Harmonic Frequency, 
íT = Sample Time. 

These are interrelated by the equations in the figures such that only two, 
To and NT, need be chosen. In addition, the FFT algorithm requires NT 
to be an integer power of two. 
The best choice for the L-to-L programs is to make To equal two 

horizontal TV lines (2*63.55 µsec = 2H) and NT = 212 = 4096. For these 
values, Fcur = 16.11 MHz and AF = 15.734/2 kHz (half the horizontal 
line rate) and AT = 0.03101 sec. Lower NT values lead to inadequate 
Fcur or bandwidth while lower To leads to improper harmonic content 
to express a composite NTSC video signal. Proper harmonic content is 
maintained, provided To is expanded in multiples of 2H lines; however, 
larger To values were considered impractical due to the corresponding 
larger array sizes needed. For example, to represent a four-field sta-
tionary TV image, To = 1050H is required with a corresponding array 
size,  NT = 221 = 2,097,152 to keep similar bandwidth. This little exercise 
serves to demonstrate the enormous quantity of information contained 
in a TV scene. Clearly, a compromise had to be established, and To = 
2H was selected as the periodicity of the simulated TV signals. This 
compromise restricts the simulation to vertically equivalent scenes, like 
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color-bar patterns, and to the analysis of horizontal transient response 
only. 
Any time-domain TV signal can be simulated by sampling at the se-
lected rate of 0.031 µsec or 2048 per H line. The data can then be en-
tered into the computer and stored as the desired signal. When trans-
formed to the frequency domain, a series of NT/2 harmonics of one-half 
the horizontal line rate (15.734/2 kHz) will result. The sum of these waves 
with the corresponding amplitudes and phase angles will yield the 
original time-domain signal, provided the high-frequency content of the 
wave remains below the 16.11-MHz Nyquist frequency selected.4 
Simulation of the various electronic processes encountered in the TV 

system can usually be accomplished by simple mathematical or computer 
manipulation of the individual time- or frequency-domain samples 
corresponding to the TV signal. For example, modulation-transfer 
functions (MTFs) or electronic filters can be applied by a frequency-
domain-vector multiplication of the MTFs' amplitude and phase char-
acteristics with the corresponding amplitude and phase properties of 
the signal. This process is generally easier than the equivalent time-
domain convolution with the impulse response of the MTF. In the L-to-L 
programs, MTFs can be described as data sets of frequency amplitude 
and phase angle in the range of interest. Interpolation techniques are 
employed to evaluate the MTF at the 15.734/2 kHz harmonic frequency's 
need. The programs also accept MTFs expressed as poles and zeros, and 
calculate the amplitude and phase responses at the harmonic frequen-
cies. Other electronic processes can be handled in a similar fashion. 
Generally speaking, nonlinear functions, like clipping, are performed 
by manipulation of time-domain signals. 

4. Progra m Exa mple 

4.1 Camera Portion 

Use of the L-to-L simulation begins with the choice of an input light 
pattern corresponding to an arbitratry color image. Horizontal 2H 
time-domain traces of the R, G, and B signals are selected. A choice of 
three built-in test signals is provided: EIA color bars, composite, and 
multiburst. Other signals have to be input from the terminal or a disc 
file. Processing then proceeds as outlined in Table 1. 
As an example, consider a program run using a standard EIA color-bar 

test signal (100-percent saturated colors at 75-percent amplitude). A 
standard camera design, meeting NTSC specifications, is also assumed. 
After processing with appropriate MTFs and matrix elements, a com-
posite video signal is obtained and saved at the end of the camera portion 
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Table 1—Summary of Camera Simulation 

A.  Select light input time signals for R, G, and B.8 
B.  FFT to frequency domain)' 
C.  Apply optical MTF to R, G, and B.b 
D.  Apply pick-up device MTF to R, G, and B.b 
E.  FFT to time domainb 
F.  Apply nonlinear gamma correction to R, G, and B.b 
G.  Apply encoder matrix to form Y, I, and Q. 
H.  FFT to frequency domain. 
I.  Apply different MTF to Y, I, and Q. 
J.  Modulate color subcarrier with I and Q. 
K.  Form composite signal. 
L.  FFT to time domain. 
M. Add SYNC to signal. 
N.  Convert to IRE units. 
O.  FFT to frequency domain. 
P.  Save composite camera output signal. 

a Choices include EIA color bars, composite and multiburst signals, or arbitrary R, G, and 
B signals stored in disc file. 
b This step omitted for standard test pattern signals, like EIA color bars. 

of the program. The frequency-domain representation of the signal is 
shown in Fig. 3. Both luma and chroma information are presented but 
can be separated easily by viewing only the even harmonics (luma) or 
the odd harmonics (chroma), as shown in Fig. 4. The time-domain 
equivalent of the camera output signal is given in Fig. 5. Only the first 
25 µsec of the 2H trace is shown. Of course, the camera I and Q modu-

10, 09,e e 13 54 
iT(97,  FFEO 

CAMERA OUTPUT  EIA COLOR BAR < 75  

NORM e @ 31925  BOX 1"  IN juMP POUT ¡PIE 

20 

7 

FREQUENCY  MHZ ‘, 

Fig. 3—Simulated camera output signal in the frequency domain for the example program 
run showing both odd and even harmonics of half the horizontal line rate. 
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Fig. 4—Simulated camera output signal in frequency domain for the example program run 

showing only odd harmonics of half the horizontal line rate. 

lators set the amplitudes and phases of the chroma signals for the dif-
ferent colors of the signal to their proper values relative to the burst. 
The camera output signal represents a baseband input signal that can 

be used in essentially any of the other portions of the L-to-L pro-
grams. 

4.2 Transmitter Portion 

The program run continues with the assumption of a standard NTSC 
transmitter (Channel 4 with picture carrier at 67.25 MHz). The pro-
cessing is outlined in Table 2. Again, appropriate MTF characteristics 
and process variables are selected and the signal leaving the transmitter 
is as shown in Fig. 6. The spectrum actually shown, however, has the 
transmitter output signal (66 to 72 MHz) plus two adjacent channel 
signals (at —10dB) that were added in the beginning of the receiver 
portion of the program. The time-domain equivalent for the modulation 
envelope of the transmitter output signal is complicated by the presence 
of the FM-modulated sound carrier at 67.25 + 4.5 MHz. On location, the 
signal is demodulated with special equipment and viewed directly on 
an oscilloscope. A comparable capability is provided in the L-to-L pro-
grams by a simulation of the response of an ideal demodulator. The 
RF/IF section provides flat-band response plus the proper Nyquist slope 
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Fig. 5.—Simulated camera output signal in the time domain for the example program run 
showing only the first 25 µsec of the first horizontal line. 

region. It also provides equalization for the predistortion and rejection 
characteristics for co-channel sound and adjacent-channel signals. Fig. 
7 shows the resultant demodulated and synchronously detected trans-
mitter output signal. Consumer TV receivers need not match such ideal 
front-end characteristics. The cost of implementation makes these de-
signs impractical. Generally, less than ideal characteristics are tolerated 
with an attempt made during baseband processing to correct for any 
deficiency. 

Table 2—Summary of Transmitter Simulation 

A.  Input composite baseband signal. 
13.  Apply predistortion MTF. 
C.  Apply phase equalization.° 
D.  Apply low-pass MTF. 
E.  FFT to time domain. 
F.  Adjust video gain for % modulation. 
G.  Modulate RF carrier. 
H.  FFT to frequency domain. 
I.  Apply power amplifier gain and MTF. 
J.  Apply vestigial sideband MTF. 
K.  Add frequency-modulated sound signal (single tone). 
L.  Save RF transmitter output signal.b 

• Simulation of RCA TI'S-1B Delay Equalizer System can be used. User selects desired 
switch positions. 
b Signal corresponds to the positive half of the modulation envelope. 
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Fig. 6—Simulated transmitter output signal in frequency domain for the example program 
run showing main-channel information (67.25 MHz) plus adjacent-channel signals 

at —10 dB amplitude. 

4.3 Receiver Portion 

Our example program run now proceeds to the receiver portion. An 
outline of the processing included is given in Table 3. We shall assume 
a typical consumer-TV receiver design. The front-end RF and IF sections 
are lumped-element designs. Envelope detection is employed, followed 
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Fig. 7—Simulated transmitter output signal, in time domain, after demodulation and detection 
using high-quality studio equipment. 
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Table 3—Summary of Receiver Simulation 

A. 
B. 
C. 
D. 
E. 
F. 
G. 
H. 
I. 

J. 
K. 
L. 
M. 
N. 
o. 
P. 
Q. 

Input RF signal.° 
Add reflections (echos). 
Add adjacent channel signals. 
Apply RF gain and MTFs. 
Modulate to IF frequencies. 
Apply MTFs and IF gain. 
Detect to baseband signal 
Apply detector MTF and nonlinearity. 
Apply sound, alias, and/or 
equalization MTFs.e 

FFT to time domain. 
Apply AGC and convert to IRE units. 
FFT to frequency domain. 
Apply CCD or power splitter. 
Apply 3.58 chroma trap to luma signale 
Apply luma-phase adjust.' 
Apply CCD-clock MTF.c 
Add vertical restoration signals 
to luma.'" 

R. 
S. 
T. 
U. 
V. 
W. 

X. 
Y. 
Z. 
Za. 
Zb. 
Zc. 
Zd. 
Ze. 
Zf. 

Apply luma peaker and delay adjust. 
Apply chroma peaker and delay adjust. 
FFT to time domain. 
Apply automatic chroma gain adjust. 
Recover chroma-burst phase for demodulator. 
Demodulate chroma with desired gain 
and angles. 

Apply color-difference MTFs. 
Apply decoder matrix for R, G, and B. 
Apply kine-driver MTF to R, G, and B. 
Save R, G, and B kine signals for display. 
FFT to time domain. 
Evaluate color-error information.° 
Adjust brightness and contrast. 
Apply kine gamma correction. 
Calculate light output versus distance. 

a RF and IF processing can be bypassed if input is composite baseband signal. 
b Envelope or synchronous detection available. 
e Omit if inappropriate for design. 
d Vertical restoration in the L-to-L Program introduces only chroma noise (dot crawl components) into the luma signal. 
e Quantitative numbers can be calculated to express color errors experienced during a color transition.8 



COMPUTER SIMULATION 

by a power splitter, and luma/chroma separation filters. Chroma-de-
modulation angles and gain values are designed to match the specific 
primary phosphor colors of the kinescope.* 

- 

- 

Fig. 8—Simulated RGB kine signals in the time domain for the example program run showing 
the entire two horizontal lines considered. 

• For example, "field" phosphors are used in RCA kinescopes. These differ from the NTSC standard 
phosphors, mainly in the color of the green phosphor. 
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When the simulation is performed with the receiver controls (like tint, 
chroma, peaking, etc.) set at their nominal values, the resultant RGB 
kine-input signals are as shown in Fig. 8. A careful examination of these 
waveforms demonstrates the presence of various effects typically ob-
served in experimental measurements made on such receiver designs. 
For example, we see (1) dot crawl, or the presence of odd harmonics in 
the RGB signals, (2) luma peaking, or presence of preshoot and overshoot 
on luma transitions, (3) color-matrix adjustments, or the change in 
primary color amplitudes required to obtain different saturated colors. 
Although software-generated plots contain all of the important infor-
mation necessary to evaluate horizontal transient response of a TV 
system, the task is greatly simplified by the use of the subjective display 
capability of the simulation. 

4.4 Subjective Display Portion 

Since the L-to-L signals are direct simulations for two horizontal lines 
of video information, they can be converted to equivalent analog 
waveshapes and injected into the appropriate line positions to form a 
four-field interlaced raster corresponding to a stationary vertically 
equivalent TV scene. This is possible for both composite video signals, 
like those leaving the camera portion, or RGB video signal leaving the 
receiver. 
Hardware, operating at video rates, had to be designed and con-

structed to perform the DIA conversions of the software signals and to 
properly insert these waveshapes into an NTSC TV signal. A block di-
agram of the subjective display hardware is presented in Fig. 9. Pixel 
values are obtained by software-interpolation techniques using the 
chosen video-display rate of 14.32 MHz (four times the color subcarrier). 
This rate is generally accepted as a standard video rate in NTSC 
broadcast studio equipment. The pixels are stored as 8-bit integers with 
a total of 1820 needed for each 2H-long signal. Once the pixel values have 
been computed, they are transferred via a modem to the display mi-
croprocessor and stored on a floppy disc for later use.5 
In order to display RGB signals, 3 times 1820 pixels—or roughly 6K 

of RAM—is needed. The microprocessor memory map was designed to 
contain 24K of high-speed (video rate) RAM. Thus, four complete sets 
of RGB pixels can be stored and accessed by the microprocessor and the 
video-control circuits. Each set of RGB pixels can correspond to a dif-
ferent program run and, therefore, to different design changes in the TV 
system. 
Control circuits were designed to simultaneously address corre-

sponding RGB pixel values at the video rate and to route this data to the 
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Fig. 9—Block diagram of the subjective display hardware. 

three digital-to-analog (D/A) converters (only one D/A converter is 
needed when composite video test signals are being generated). A sync 
generator chip provides the basic timing for a standard NTSC TV sig-
nal.6 Microprocessor software was developed to provide trigger infor-
mation for the control circuits so that pixel data could be properly in-
serted and interlaced into the N'FSC format. The processor is operated 
in an interrupt mode or on a time-shared basis so that normal processor 
functions can be performed even when the display is turned on. Since 
sufficient RAM is provided to store four sets of pixels, it is possible to 
divide the TV raster into bands and simultaneously display different 
program results. 
The RGB signals from our test run (Fig. 8) were processed as outlined 

above and the resulting TV signals were displayed on an RGB monitor. 
An RGB monitor is needed that has broadband kine inputs (greater than 
the receiver design being simulated). The kinescope should be the same 
as, or at least have the same phosphor colors as, the receiver being sim-
ulated. Fig. 10 shows the monitor screen.7 Band 1, at the top of the screen, 
represents the scene for our test run of the program; this corresponds 
to the TV system with the camera, transmitter, and receiver controls set 
to nominal design values. The other bands correspond to other program 
runs where everything was kept constant except: Band 2, chroma gain 
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Fig. 10 —The subjective display portion of the light-to-light computer simulation for the 
horizontal transient response of an NTSC color television system. Band 1 at the 

top shows results of the program run and subsequent bands shows results of runs 
with different changes in receiver design parameters. 

in the receiver reduced a factor of ten below nominal; Band 3, tint control 
in the receiver adjusted so that chroma demodulation was +30 degrees 
from nominal; and Band 4, tint control in the receiver adjusted so that 
chroma demodulation was at —30 degrees from nominal. These other 
program examples correspond to rather obvious changes in the TV 
system, and are presented merely to demonstrate the effectiveness of 
the subjective display capability. Analyses of these simulated RGB 
waveshapes without the use of the subjective display would be much 
more difficult and less satisfactory. Of course, the L-to-L simulation 
programs are intended to treat the more interesting cases where results 
of system design changes are not immediately obvious or even predict-
able without the aid of a simulation program. 

5. Summary 

A new computer tool for evaluations of horizontal transient response of 
the NTSC color television system is described and demonstrated. Ver-
tically equivalent television signals are simulated and mathematically 
processed in a serial fashion to exactly copy actual linear and nonlinear 

476  RCA Review • Vol. 42 • September 1981 



COMPUTER SIMULATION 

electronic processing in current camera, transmitter, and receiver de-
signs. Color-bar signals with arbitrarily defined color transitions can be 
processed and results can be presented on a subjective TV monitor 
display. 
Simultaneous display and evaluation of up to four signals is possible. 

Each can correspond to a slight modification of any of the processing 
steps within the entire TV system. Consequently, selection of the best 
modification or circuit design change can be easily made without 
breadboarding all of the possibilities. 
Comparable simulations for VideoDisc and videotape recorders and 

players are not fully operational, but, when available, should ultimately 
prove an excellent design aid. Subjective and simultaneous comparisons 
of TV systems using these components with others employing the normal 
camera, transmitter, and receiver designs should be possible. This unique 
display capability gives the L-to-L simulation program a special ad-
vantage over the more traditional evaluation techniques. 
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Patents Issued to RCA Inventors —Second Quarter 1981 

April 

L. Abbott Cancelling Cross Modulation in Two Color TV Signals Passed Through Non-Linear Path 
(4,264,919) 
A. A. Ahmed Regulated Current Source Circuits (4,260,945) 
A. A. Ahmed Current Amplifier With Regenerative Latch Switch (4,260,955) 
F. Aschwanden Automatic Deviation Limit Control Circuit for Secam Encoders (4,263,609) 
F. Aschwanden Automatic Chroma Gain Control Circuits Useful in Secar Coders (4,264,918) 
B. Astie Amplitude Limiter With Automatic Duty Cycle Control ,for Use in a Phase-Locked Loop 
(4,263,565) 
B. Astle Voltage Controlled Oscillator (4,263,567) 
V. S. Ban Radiation Heated Reactor for Chemical Vapor Deposition on Substrates (4,263,872) 
J. C. Bleazey Track Skipper for VideoDisc Player (4,262,174) 
T. W. Branton Electron Beam Influencing Apparatus (4,261,017) 
B. J. Chang Article Transfer Apparatus (4,264,254) 
P. Datta and N. V. Desal Method for the Manufacture of Multi-Color Microlithographic Displays 
(4,263,386) 
M. S. Doles Search Type Tuning System (4,264,977) 
A. G. Dingwall Voltage Comparator (4,262,221) 
J. B. George RFI Shield for an IR Input Circuit (4,262,365) 
W. G. Gibson, F. C. Liu, and M. W. Muterspaugh Television Signal Processing System (4,263,611) 
W. G. Gibson and R. D. Thompson Comb Filter Equalization Circuit (4,263,612) 
C. Grilled() and F. C. Vowinkel Measurement of a Gas Constituent by a Mass Spectrometer 
(4,260,886) 
W. E. Ham Semiconductor-on-Insulator Device and Method for Its Manufacture (4,262,299) 
F. G. Hammersand Magnetron Filament Assembly (4,264,843) 
J. R. Harford Tempertaure Compensating Bias Circuit (4,260,956) 
W. Hinn Burst Insertion Apparatus for Secam-PAL Transcoder (4,263,608) 
W. Hinn Automatic Kinescope Biasing System (4,263,622) 
G. W. Hunka Signal Detection System (4,263,555) 
A. C. Ipri and D. W. Flatley Method of Making Radiation Resistant MOS Transistor (4,259,779) 
A. C. Ipri Method of Manufacturing Short Channel MOS Devices (4,263,057) 
R. H. lsham and C. J. Petrizio Oscillator Circuit (4,260,960) 
P. A. Levine CCD Gain Control (4,262,217) 
L. D. Miller and F. W. Peterson Pickup Tube Having Mesh Support Electrode Aligning Means 
(4,264,841) 
F. R. Nyman and T. E Smith Information Record Stampers (4,262,875) 
G. H. Olsen and A. V. Cafiero Single-Crystal Hexaborides and Method of Preparation (4,260,525) 
T. R. Pampaione and E. J. Gavalchin Positive Resist Medium and Method of Employing Same 
(4,262,073) 
T. R. Pampalone, N. V. Desal, and E. S. Poliniak Positive Resist for Electron Beam and X-Ray Lithography 
and Method of Using Same (4,262,083) 
T. R. Pampaione Method for the Manufacture of Multi-Color Microlithographic Displays (4,263,385) 
D. Sakarya and J. B. George Regulator Arrangement Useful in an Infrared Remote Control Transmitter 
(4,264,896) 
D. Sakarya Drive Circuit for an Infrared Remote Control Transmitter (4,264,982) 
O. H. Schade, Jr. Differential Amplifier Circuit (30,587) 
O. H. Schade, Jr. Bandgap Reference (4,263,519) 
L. N. Schiff System for Limiting lntermodulation Distortion of Talkspurt Signals (4,262,355) 
R. L. Shanley, 2nd, L. A. Harwood, and E. J. Wittmann Controlled Output Composite Keying Signal 
Generator for a Television Receiver (4,263,610) 
S. Shwartzman Two Step Method of Cleaning Silicon Wafers (4,261,791) 
W. W. Siekanowicz and J. R. Fields Modulator With Variable Launch Conditions for Multi-Electron Gun 
Display Devices (4,263,529) 
S. A. Steckler Low Distortion Signal Amplifier Arrangement (30,572) 
G. E. Theriault Double Trapping of Adjacent Channel Sound (4,263,619) 
M. Van Renssen and M. H. Wardell, Jr. Kinescope Screen Center Locator (4,261,013) 
L. E. Waller and G. S. Zorbalas Dual Standard Color Framer (4,261,008) 
C. C. Wang and R. F. Bates Method of Depositing an Abrasive Layer (4,260,647) 
H. R. Warren Headwheel Servo Lock Verification with Stationary Head (4,263,625) 
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C. E. Weitzel and J. H. Scott, Jr. Planar Semiconductor Devices and Method of Making the Same 
(4,263,709) 
F. S. Wendt High Frequency Ferroresonant Transformer (4,262,245) 
C. F. Wheatley, Jr: Reference Voltage Circuit Using Nested Diode Means (4,260,946) 
D. H. Willis Color Television Degaussing Circuit (4,262,232) 
C. M. Wine Touch Switch Arrangement Useful in a Television Receiver (4,263,618) 

May 

A. A. Ahmed Relaxation Oscillator Having Switched Current Source (4,270,101) 
A. R. Balaban and S. A. Steckler Differential Amplifier Current Repeater (4.266,245) 
A. E. Bell Information Record (4,270,132) 
D. W. Breithaupt Remote Control TV Subcarrier Phase Shifter System (4,266,197) 
T. W. Burrus Stylus Lifting/Lowering Actuator With Improved Electromagnetic Motor (4,266,785) 
B. L. Compton and P. B. Pierson Optical Scanner With Variable Scan Line Angle (4,265.524) 
J. W. Daniel, Jr. Phaselocked Receiver With Orderwire Channel (4,270,221) 
C. A. Deckert and G. L. Schnable Silicon Nitride and Silicon Oxide Etchant (4,269,654> 
T. W. Edwards and R. S. Pennypacker Manufacture of Thinned Substrate Imagers (4,266,334) 
E. V. Fitzke, D. B. Wenner, and M. J. Polak Temperature Insensitive Filter for Kinescope Envelopes 
(4,269.616) 
L. A. Goodman Method for Manufacturing a Self-Aligned Contact in a Grooved Semiconductor Surface 
(4.268,537) 
C. P. Jindra and J. H. Atherton Small Signal Memory System With Reference Signal (4 270,190) 
I. Ladany Etching of Optical Fibers (4,265.699) 
C. J. Petrizio and R. H. Isham Relaxation Oscillator (4,267,527) 
E. S. Poliniak and N. V. Desal Method for Forming a Shallow Surface Relief Pattern in a Poly(Olefin 
Sulfone) Layer (4,267.257) 
W. F. Reichert Method of Making a Schottky Barrier Field Effect Transistor (4,266,333) 
R. L. Rodgers, 3rd Peak-Response Controller for Average-Responding Automatic Iris (4,268,866) 
O. H. Schade, Jr. Operational Transconductance Amplifiers With Non-Linear Component Current 
Amplifiers (4,267,519) 
A. Schwarzmann Phase Equalizer in Microwave Transmission Line (4,270,104) 
W. W. Siekanowicz Electron Current Collector for Flat Panel Display Devices (4,266,159) 
G. E. Thornberry Radio Frequency Interference Suppression Apparatus (4,267,528) 
L. A. Torrington VideoDisc Caddy Having Disc Entrapment (4,266,784) 
R. M. Unetich and W. Shibler Regulated Filament Supply for High-Power Tubes (4,267,487) 
J. A. Weisbecker Display System (4.270,125) 
C. T. Wu System for Ascertaining Magnetic Field Direction (4,267,640) 

June 

R. L. Angle Method for Making a Closed Gate MOS Transistor With Self-Aligned Contacts With Dual 
Passivation Layer (4,272,881) 
R. L. Angle Method for Making a Closed Gate MOS Transistor With Self-Aligned Contacts 
(4,274,193) 
S. Berkman, R. Metzl, R. E. Novak, and D. L Patterson Heat Radiation Deflectors Within an EFG Crucible 
(4,271,129) 
K. R. Bube Glazing Paste for Bonding a Metal Layer to a Ceramic Substrate (4,273,822) 
P. Datta VideoDisc Processing (4,275.100) 
R. H. Dawson and G. L. Schnable Passivating Composite for a Semiconductor Device Comprising a 
Silicon Nitride (Si3N4) Layer and Phosphosilicate Glass (PSG) Layer (4,273,805) 
C. B. Dieterich PCM Detector (4,275,416) 
R. M. Evans Method for Tuning a Filter Circuit (4,272,743) 
F. C. Farmer, Jr. and D. P. Knight Precision Cathode Current Regulator (4,275,347) 
A. W. Fisher Method of Laying Out an Integrated Circuit With Specific Alignment of the Collector Contact 
With the Emitter Region (4,272,882) 
W. V. Fitzgerald, Jr. Service Switch Apparatus (4,272,777) 
J. S. Fuhrer Defect Compensation for Color Television (4,272,785) 
R. A. Gange and F. J. Marlowe System for Compensating for Cathode Variations in Display Devices 
Utilizing Line Cathodes (4,271,377) 
J. J. Gibson VideoDisc Playback Apparatus With Non-Linear Aperture Correction (4,272,786) 
A. P. Gilson and B. W. Siryj Protective Cartridge for Optical Discs (4,273,342) 
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M. B. Goldman and G. I. Morton A-C Rectifier Circuit for Powering Monolithic Integrated Circuits 
(4,276,592) 
J. J. Hanak Tandem Junction Amorphous Silicon Solar Cells (4,272,641) 
J. R. Harford Gain Controlled Amplifier Using a PIN Diode (4,275,362) 
L. A. Harwood and R. L. Shanley, 2nd Color-Difference Signal Processing Circuits (4,272,778) 
C. H. Hubert Orientation of Momentum Stabilized Vehicles (4,275,861) 
A. C. Ipri CMOS SOS With Narrow Ring Shaped P Silicon Gate Common to Both Devices 
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M. E. Malchow Differential FM Detector With Series Tuned Filter (4,272,726) 
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H. A. Wittlinger Differential-Input Amplifier Circuit (4,272,728) 
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