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Loudness, Its Definition, Measurement and Calculation* 

By HARVEY FLETCHER and W. A. MUNSON 

An empirical formula for calculating the loudness of any steady sound 
from an analysis of the intensity and frequency of its components is devel- 
oped in this article. The development is based on fundamental properties 
of the hearing mechanism in such a way that a scale of loudness values 
results. In order to determine the form of the function representing this 
loudness scale and of the other factors entering into the loudness formula, 
measurements were made of the loudness levels of many sounds, both of pure 
tones and of complex wave forms. These tests are described and the method 
of measuring loudness levels is discussed in detail. Definitions are given 
endeavoring to clarify the terms used and the measurement of the physical 
quantities which determine the characteristics of a sound wave stimulating 
the auditory mechanism. 

Introduction 

LOUDNESS is a psychological term used to describe the magnitude 
of an auditory sensation. Although we use the terms "very 

loud," "loud," "moderately loud," "soft" and "very soft," corre- 
sponding to the musical notations^", /, mf, p, and pp, to define the 
magnitude, it is evident that these terms are not at all precise and 
depend upon the experience, the auditory acuity, and the customs of 
the persons using them. If loudness depended only upon the intensity 
of the sound wave producing the loudness, then measurements of the 
physical intensity would definitely determine the loudness as sensed 
by a typical individual and therefore could be used as a precise means 
of defining it. However, no such simple relation exists. 

The magnitude of an auditory sensation, that is, the loudness of the 
sound, is probably dependent upon the total number of nerve impulses 
that reach the brain per second along the auditory tract. It is evident 
that these auditory phenomena are dependent not alone upon the in- 
tensity of the sound but also upon their physical composition. For 
example, if a person listened to a flute and then to a bass drum placed 
at such distances that the sounds coming from the two instruments 
are judged to be equally loud, then the intensity of the sound at the ear 
produced by the bass drum would be many times that produced by 
the flute. 

If the composition of the sound, that is, its wave form, is held con- 
stant, but its intensity at the ear of the listener varied, then the loud- 

* Jour. Acous. Soc. Amer., October, 1933. 
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ness produced will be the same for the same intensity only if the same 
or an equivalent ear is receiving the sound and also only if the listener 
is in the same psychological and physiological conditions, with reference 
to fatigue, attention, alertness, etc. Therefore, in order to determine 
the loudness produced, it is necessary to define the intensity of the 
sound, its physical composition, the kind of ear receiving it, and the 
physiological and psychological conditions of the listener. In most 
engineering problems we are interested mainly in the effect upon a 
typical observer who is in a typical condition for listening. 

In a paper during 1921 one of us suggested using the number of • 
decibels above threshold as a measure of loudness and some experi- 
mental data were presented on this basis. As more data were accumu- 
lated it was evident that such a basis for defining loudness must be 
abandoned. 

In 1924 in a paper by Steinberg and Fletcher 1 some data were 
given which showed the effects of eliminating certain frequency bands 
upon the loudness of the sound. By using such data as a basis, a 
mathematical formula was given for calculating the loudness losses of 
a sound being transmitted to the ear, due to changes in the trans- 
mission system. The formula was limited in its application to the 
particular sounds studied, namely, speech and a sound which was 
generated by an electrical buzzer and called the test tone. 

In 1925 Steinberg 2 developed a formula for calculating the loudness 
of any complex sound. The results computed by this formula agreed 
with the data which were then available. However, as more data 
have accumulated it has been found to be inadequate. Since that 
time considerably more information concerning the mechanism of 
hearing has been discovered and the technique in making loudness 
measurements has advanced. Also more powerful methods for pro- 
ducing complex tones of any known composition are now available. 
For these reasons and because of the demand for a loudness formula of 
general application, especially in connection with noise measurements, 
the whole subject was reviewed by the Bell Telephone Laboratories and 
the work reported in the present paper undertaken. This work has 
resulted in better experimental methods for determining the loudness 
level of any sustained complex sound and a formula which gives 
calculated results in agreement with the great variety of loudness data 
which are now available. 

1 H. Fletcher and J. C. Steinberg, "Loudness of a Complex Sound," Phys, Rev. 24, 
306(1924). 2 J. C. Steinberg, "The Loudness of a Sound and Its Physical Stimulus," Phys. Rev. 
26, 507 (1925). 
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Definitions 

The subject matter which follows necessitates the use of a number of 
terms which have often been applied in very inexact ways in the past. 
Because of the increase in interest and activity in this field, it became 
desirable to obtain a general agreement concerning the meaning of the 
terms which are most frequently used. The following definitions are 
taken from recent proposals of the sectional committee on Acoustical 
Measurements and Terminology of the American Standards Associ- 
ation and the terms have been used with these meanings throughout 
the paper. 

Sound Intensity 

The sound intensity of a sound field in a specified direction at a 
point is the sound energy transmitted per unit of time in the specified 
direction through a unit area normal to this direction at the point. 

In the case of a plane or spherical free progressive wave having the- 
effective sound pressure P (bars), the velocity of propagation c (cm. 
per sec.) in a medium of density p (grams per cubic cm.), the intensity 
in the direction of propagation is given by 

J = P2/pc (ergs per sec. per sq. cm.). (1) 

This same relation can often be used in practice with sufficient accuracy 
to calculate the intensity at a point near the source with only a pressure 
measurement. In more complicated sound fields the results given by 
this relation may differ greatly from the actual intensity. 

When dealing with a plane or a spherical progressive wave it will 
be understood that the intensity is taken in the direction of propagation 
of the wave. 

Reference Intensity 

The reference intensity for intensity level comparisons shall be 10~16 

watts per square centimeter. In a plane or spherical progressive 
sound wave in air, this intensity corresponds to a root-mean-square 
pressure p given by the formula 

p = 0.000207[(^/76)(273/r)i]i (2) 

where p is expressed in bars, II is the height of the barometer in 
centimeters, and T is the absolute temperature. At a temperature of 
20° C. and a pressure of 76 cm. of Hg, p = 0.000204 bar. 

Intensity Level 

The intensity level of a sound is the number of db above the reference 
intensity. 



380 BELL SYSTEM TECHNICAL JOURNAL 

Reference Tone 

A plane or spherical sound wave having only a single frequency of 
1,000 cycles per second shall be used as the reference for loudness 
comparisons. 

Note: One practical way to obtain a plane or spherical wave is to 
use a small source, and to have the head of the observer at least one 
meter distant from the source, with the external conditions such that 
reflected waves are negligible as compared with the original wave at 
the head of the observer. 

Loudness Level 

The loudness level of any sound shall be the intensity level of the 
equally loud reference tone at the position where the listener's head is 
to be placed. 

Manner of Listening to the Sound 

In observing the loudness of the reference sound, the observer shall 
face the source, which should be small, and listen with both ears at a 
position so that the distance from the source to a line joining the two 
ears is one meter. 

The value of the intensity level of the equally loud reference sound 
depends upon the manner of listening to the unknown sound and also 
to the standard of reference. The manner of listening to the unknown 
sound may be considered as part of the characteristics of that sound. 
The manner of listening to the reference sound is as specified above. 

Loudness has been briefly defined as the magnitude of an auditory 
sensation, and more will be said about this later, but it will be seen 
from the above definitions that the loudness level of any sound is ob- 
tained by adjusting the intensity level of the reference tone until it 
sounds equally loud as judged by a typical listener. The only way of 
determining a typical listener is to use a number of observers who have 
normal hearing to make the judgment tests. The typical listener, as 
used in this sense, would then give the same results as the average 
obtained by a large number of such observers. 

A pure tone having a frequency of 1000 cycles per second was chosen 
for the reference tone for the following reasons: (1) it is simple to 
define, (2) it is sometimes used as a standard of reference for pitch, 
(3) its use makes the mathematical formulae more simple, (4) its range 
of auditory intensities (from the threshold of hearing to the threshold 
of feeling) is as large and usually larger than for any other type of 
sound, and (5) its frequency is in the mid-range of audible frequencies. 

There has been considerable discussion concerning the choice of the 



LOUDNESS 381 

reference or zero for loudness levels. In many ways the threshold of 
hearing intensity for a 1000-cycle tone seems a logical choice. How- 
ever, variations in this threshold intensity arise depending upon the 
individual, his age, the manner of listening, the method of presenting 
the tone to the listener, etc. For this reason no attempt was made to 
choose the reference intensity as equal to the average threshold of a 
given group listening in a prescribed way. Rather, an intensity of the 
reference tone in air of lO-16 watts per square centimeter was chosen 
as the reference intensity because it was a simple number which was 
convenient as a reference for computation work, and at the same 
time it is in the range of threshold measurements obtained when 
listening in the standard method described above. This reference 
intensity corresponds to the threshold intensity of an observer who 
might be designated a reference observer. An examination of a large 
series of measurements on the threshold of hearing indicates that such 
a reference observer has a hearing which is slightly more acute than 
the average of a large group. For those who have been thinking in 
terms of microwatts it is easy to remember that this reference level is 
100 db below one microwatt per square centimeter. When using these 
definitions the intensity level /3r of the reference tone is the same as its 
loudness level L and is given by 

where Jr is its sound intensity in microwatts per square centimeter. 
The intensity level of any other sound is given by 

where J is its sound intensity, but the loudness level of such a sound 
is a complicated function of the intensities and frequencies of its 
components. However, it will be seen from the experimental data 
given later that for a considerable range of frequencies and intensities 
the intensity level and loudness level for pure tones are approximately 
equal. 

With the reference levels adopted here, all values of loudness level 
which are positive indicate a sound which can be heard by the reference 
observer and those which are negative indicate a sound which cannot 
be heard by such an observer. 

It is frequently more convenient to use two matched head receivers 
for introducing the reference tone into the two ears. This can be done 
provided they are calibrated against the condition described above. 
This consists in finding by a series of listening tests by a number of 

/3r = L = 10 log Jr + 100, (3) 

P = 10 log / + 100, (4) 
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observers the electrical power Wi in the receivers which produces the 
same loudness as a level /3i of the reference tone. The intensity level 
Pr of an open air reference tone equivalent to that produced in the 
receiver for any other power Wr in the receivers is then given by 

Pr = /3l + 10 log {WrtWx). (5) 

Or, since the intensity level pr of the reference tone is its loudness 
level L, we have 

T = 10 log Wr + Cr, (6) 

where Cr is a constant of the receivers. 
In determining loudness levels by comparison with a reference tone 

there are two general classes of sound for which measurements are 
desired: (1) those which are steady, such as a musical tone, or the hum 
from machinery, (2) those which are varying in loudness such as the 
noise from the street, conversational speech, music, etc. In this 
paper we have confined our discussion to sources which are steady and 
the method of specifying such sources will now be given. 

A steady sound can be represented by a finite number of pure tones 
called components. Since changes in phase produce only second order 
effects upon the loudness level it is only necessary to specify the 
magnitude and frequency of the components.3 The magnitudes of 
the components at the listening position where the loudness level is 
desired are given by the intensity levels Pi, P2, • • • Pk, • • • Pn of each 
component at that position. In case the sound is conducted to the 
ears by telephone receivers or tubes, then a value Wk for each com- 
ponent must be known such that if this component were acting 
separately it would produce the same loudness for typical observers as 
a tone of the same pitch coming from a source at one meter's distance 
and producing an intensity level of Pk- 

In addition to the frequency and magnitude of the components of 
a sound it is necessary to know the position and orientation of the head 
with respect to the source, and also whether one or two ears are used 
in listening. The monaural type of listening is important in telephone 
use and the binaural type when listening directly to a sound source in 
air. Unless otherwise stated, the discussion and data which follow 
apply to the condition where the listener faces the source and uses 
both ears, or uses head telephone receivers which produce an equivalent 
result. 

3 Recent work by Chapin and Firestone indicates that at very high levels these 
second order effects become large and cannot be neglected. K. E. Chapin and F. A. 
Firestone, "Interference of Subjective Harmonics," Jour. Acous. Soc. Am. 4, 176/1 
(1933). 
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Formulation of the Empirical Theory for Calculating the 
Loudness Level of a Steady Complex Tone 

It is well known that the intensity of a complex tone is the sum of 
the intensities of the individual components. , Similarly, in finding a 
method of calculating the loudness level of a complex tone one would 
naturally try to find numbers which could be related to each com- 
ponent in such a way that the sum of such numbers will be related in 
the same way to the equally loud reference tone. Such efforts have 
failed because the amount contributed by any component toward the 
total loudness sensation depends not only upon the properties of this 
component but also upon the properties of the other components in 
the combination. The answer to the problem of finding a method of 
calculating the loudness level lies in determining the nature of the ear 
and brain as measuring instruments in evaluating the magnitude of an 
auditory sensation. 

One can readily estimate roughly the magnitude of an auditory 
sensation; for example, one can tell whether the sound is soft or loud. 
There have been many theories to account for this change in loudness. 
One that seems very reasonable to us is that the loudness experienced 
is dependent upon the total number of nerve impulses per second going 
to the brain along all the fibers that are excited. Although such an 
assumption is not necessary for deriving the formula for calculating 
loudness it aids in making the meaning of the quantities involved more 
definite. 

Let us consider, then, a complex tone having n components each of 
which is specified by a value of intensity level $k and of frequency /*. 
Let A be a number which measures the magnitude of the auditory 
sensation produced when a typical individual listens to a pure tone. 
Since by definition the magnitude of an auditory sensation is the loudness, 
then N is the loudness of this simple tone. Loudness as used here must 
not be confused with loudness level. The latter is measured by the 
intensity of the equally loud reference tone and is expressed in decibels 
while the former will be expressed in units related to loudness levels in 
a manner to be developed. If we accept the assumption mentioned 
above, N is proportional to the number of nerve impulses per second 
reaching the brain along all the excited nerve fibers when the typical 
observer listens to a simple tone. 

Let the dependency of the loudness N upon the frequency / and the 
intensity for a simple tone be represented by 

N = G(f, /3), (7) 

where G is a function which is determined by any pair of values of / 
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and /3. For the reference tone,/is 1000 and /3 is equal to the loudness 
level L, so a determination of the relation expressed in Eq. (7) for the 
reference tone gives the desired relation between loudness and loudness 
level. 

If now a simple tone is put into combination with other simple tones 
to form a complex tone, its loudness contribution, that is, its con- 
tribution toward the total sensation, will in general be somewhat less 
because of the interference of the other components. For example, if 
the other components are much louder and in the same frequency 
region the loudness of the simple tone in such a combination will be 
zero. Let 1 — 6 be the fractional reduction in loudness because of its 
being in such a combination. Then bN is the contribution of this 
component toward the loudness of the complex tone. It will be seen 
that h by definition always remains between 0 and unity. It depends 
not only upon the frequency and intensity of the simple tone under 
discussion but also upon the frequencies and intensities of the other 
components. It will be shown later that this dependence can be 
determined from experimental measurements. 

The subscript k will be used when/and /3 correspond to the frequency 
and intensity level of the Mh component of the complex tone, and the 
subscript r used when / is 1000 cycles per second. The "loudness 
level" L by definition, is the intensity level of the reference tone when 
it is adjusted so it and the complex tone sound equally loud. Then 

Nr = 6/1000, L) = if bkNk = E bkG(Jkt pk). (8) 
J.-=X t=l 

Now let the reference tone be adjusted so that it sounds equally loud 
successively to simple tones corresponding in frequency and intensity 
to each component of the complex tone. 

Designate the experimental values thus determined as Li, Lz, L3, ■ • • 
Lk, • ■ • Ln. Then from the definition of these values 

Nk = 6/1000, Lk) = G(fk, pk), (9) 

since for a single tone bk is unity. On substituting the values from 
(9) into (8) there results the fundamental equation for calculating the 
loudness of a complex tone 

6/1000, L) = if &*6/1000, Lk). (10) 
jt=i 

This transformation looks simple but it is a very important one since 
instead of having to determine a different function for every com- 
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ponent, we now have to determine a single function depending only 
upon the properties of the reference tone and as stated above this 
function is the relationship between loudness and loudness level. 
And since the frequency is always 1000 this function is dependent only 
upon the single variable, the intensity level. 

This formula has no practical value unless we can determine bk and 
G in terms of quantities which can be obtained by physical measure- 
ments. It will be shown that experimental measurements of the 
loudness levels L and L* upon simple and complex tones of a properly 
chosen structure have yielded results which have enabled us to find 
the dependence of h and G upon the frequencies and intensities of the 
components. When b and G are known, then the more general 
function G(f, /3) can be obtained from Eq. (9), and the experimental 
values of Lk corresponding to fk and /3t. 

Determination of the Relation Between Lk, fk and (ik 

This relation can be obtained from experimental measurements of 
the loudness levels of pure tones. Such measurements were made by 
Kingsbury 4 which covered a range in frequency and intensity limited 
by instrumentalities then available. Using the experimental technique 
described in Appendix A, we have again obtained the loudness levels 
of pure tones, this time covering practically the whole audible range. 
(See Appendix B for a comparison with Kingsbury's results.) 

All of the data on loudness levels both for pure and also complex 
tones taken in our laboratory which are discussed in this paper have 
been taken with telephone receivers on the ears. It has been explained 
previously how telephone receivers may be used to introduce the 
reference tone into the ears at known loudness levels to obtain the 
loudness levels of other sounds by a loudness balance. If the receivers 
are also used for producing the sounds whose loudness levels are being 
determined, then an additional calibration, which will be explained 
later,, is necessary if it is desired to know the intensity levels of the 
sounds. 

The experimental data for determining the relation between Lk and 
fk are given in Table I in terms of voltage levels. (Voltage level 
= 20 log V, where V is the e.m.f. across the receivers in volts.) The 
pairs of values in each double column give the voltage levels of the 
reference tone and the pure tone having the frequency indicated at 
the top of the column when the two tones coming from the head re- 
ceivers were judged to be equally loud when using the technique 

4 B. A. Kingsbury, "A Direct Comparison of the Loudness of Pure Tones," Phys. 
Rev. 29, 588 (1927). 
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described in Appendix A. For example, in the second column it will 
be seen that for the 125-cycle tone when the voltage is + 9.8 db above 
1 volt then the voltage level for the reference tone must be 4.4 db 
below 1 volt for equality of loudness. The bottom set of numbers in 
each column gives the threshold values for this group of observers. 

Each voltage level in Table I is the median of 297 observations 
representing the combined results of eleven observers. The method of 
obtaining these is explained in Appendix A also. The standard 
deviation was computed and it was found to be somewhat larger for 
tests in which the tone differed most in frequency from the reference 
tone. The probable error of the combined result as computed in the 
usual way was between 1 and 2 db. Since deviations of any one 
observer's results from his own average are less than the deviations of 
his average from the average of the group, it would be necessary to 
increase the size of the group if values more representative of the 
average normal ear were desired. 

The data shown in Table I can be reduced to the number of decibels 
above threshold if we accept the values of this crew as the reference 
threshold values. However, we have already adopted a value for the 
1000-cycle reference zero. As will be shown, our crew obtained a 
threshold for the reference tone which is 3 db above the reference 
level chosen. 

It is not only more convenient but also more reliable to relate the 
data to a calibration of the receivers in terms of physical measurements 
of the sound intensity rather than to the threshold values. Except in 
experimental work where the intensity of the sound can be definitely 
controlled, it is obviously impractical to measure directly the threshold 
level by using a large group of observers having normal hearing. For 
most purposes it is more convenient to measure the intensity levels 
/3i, ^2, • • • etc., directly rather than have them related in any way 
to the threshold of hearing. 

In order to reduce the data in Table I to those which one would 
obtain if the observers were listening to a free wave and facing the 
source, we must obtain a field calibration of the telephone receivers 
used in the loudness comparisons. The calibration for the reference 
tone frequency has been explained previously and the equation 

/3r = /?! + 10 log {WrlWx) (5) 

derived for the relation between the intensity /3r of the reference tone 
and the electrical power Wr in the receivers. The calibration consisted 
of finding by means of loudness balances a power W\ in the receivers 
which produces a tone equal in loudness to that of a free wave having 
an intensity level /3i. 
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For sounds other than the 1000-cycle reference tone a relation 
similar to Eq. (5) can be derived, namely, 

= /3i + 10 log {WIWi), (11) 

where /3i and W\ are corresponding values found from loudness balances 
for each frequency or complex wave form of interest. If, as is usually 
assumed, a linear relation exists between /3 and 10 log W, then de- 
terminations of /3i and Wi at one level are sufficient and it follows that 
a change in the power level of A decibels will produce a corresponding 
change of A decibels in the intensity of the sound generated. Ob- 
viously the receivers must not be overloaded or this assumption will 
not be valid. Rather than depend upon the existence of a linear 
relation between /3 and 10 log W with no confirming data, the receivers 
used in this investigation were calibrated at two widely separated 
levels. 

Referring again to Table I, the data are expressed in terms of voltage 
levels instead of power levels. If, as was the case with our receivers, 
the electrical impedance is essentially a constant, Eq. (11) can be put 
in the form: 

/3 = /31 +20^(7/70 (12) 
or 

/3 = 20 log F + C, (13) 

where V is the voltage across the receivers and C is a constant of the 
receivers to be determined from a calibration giving corresponding 
values of /h and 20 log V^. The calibration will now be described. 

By using the sound stage and the technique of measuring field 
pressures described by Sivian and White 8 and by using the technique 
for making loudness measurements described in Appendix A, the 
following measurements were made. An electrical voltage V\ was 
placed across the two head receivers such that the loudness level pro- 
duced was the same at each frequency. The observer listened to the 
tone in these head receivers and then after 1^ seconds silence listened 
to the tone from the loud speaker producing a free wave of the same 
frequency. The voltage level across the loud speaker necessary to 
produce a tone equally loud to the tone from the head receivers was 
obtained using the procedure described in Appendix A. The free wave 
intensity level /3i corresponding to this voltage level was measured in 
the manner described in Sivian and White's paper. Threshold values 
both for the head receivers and the loud speaker were also observed. 
In these tests eleven observers were used. The results obtained are 
given in Table II. In the second row values of 20 log Fi, the voltage 

6 L. J. Sivian and S. D. White, "Minimum Audible Sound Fields," Jour. Acous. 
Soc- Am. 4, 288 (1933). 
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level, are given. The intensity levels, /3i, of the free wave which 
sounded equally loud are given in the third row. In the fourth row 
the values of the constant C, the calibration we are seeking, are given. 
The voltage level added to this constant gives the equivalent free 
wave intensity level. In the fifth, sixth and seventh rows, similar 
values are given which were determined at the threshold level. In the 
bottom row the differences in the constants determined at the two 
levels are given. The fact that the difference is no larger than the 
probable error is very significant. It means that throughout this 
wide range there is a linear relationship between the equivalent field 
intensity levels, and the voltage levels, 20 log V, so that the 
formula (13) 

= 20 log V C 

can be applied to our receivers with considerable confidence. 

120 
H _1 O > 
uj 100 D- 
_l UJ > 111 -I y. 80 

6020 50 100 500 1000 5000 10000 20000 
FREQUENCY IN CYCLES PER SECOND 

Fig. 1—Field calibration of loudness balance receivers.6 (Calibration made at 
L = 60 db.) 

The constant C determined at the high level was determined with 
greater accuracy than at the threshold. For this reason only the 
values for the higher level were used for the calibration curve. Also 
in these tests only four receivers were used while in the loudness tests 
eight receivers were used. The difference between the efficiency of 
the former four and the latter eight receivers was determined by 
measurements on an artificial ear. The figures given in Table II 
were corrected by this difference. The resulting calibration curve is 
that given in Fig. 1. It should be pointed out here that such a calibra- 
tion curve on a single individual would show considerable deviations 
from this average curve. These deviations are real, that is, they are 
due to the sizes and shapes of the ear canals. 

6 The ordinates represent the intensity level in db of a free wave in air which, 
when listened to with both ears in the standard manner, is as loud as a tone of the 
same frequency heard from the two head receivers used in the tests when an e.m.f. of 
one volt is applied to the receiver terminals. 
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We can now express the data in Table I in terms of field intensity 
levels. To do this, the data in each double column were plotted and a 
smooth curve drawn through the observed points. The resulting 
curves give the relation between voltage levels of the pure tones for 
equality of loudness. From the calibration curve of the receivers 
these levels are converted to intensity levels by a simple shift in the 
axes of coordinates. Since the intensity level of the reference tone is 
by definition the "loudness level," these shifted curves wi'l represent 
the loudness level of pure tones in terms of intensity levels. The 
resulting curves for the ten tones tested are given in Figs. 2A to 2J. 
Each point on these curves corresponds to a pair of values in Table I 
except for the threshold values. The results of separate determina- 
tions by the crew used in these loudness tests at different times are 
given by the circles. The points represented by (*) are the values 
adopted by Sivian and White. It will be seen that most of the 
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threshold points are slightly above the zero we have chosen. This 
means that our zero corresponds to the thresholds of observers who 
are slightly more acute than the average. 

From these curves the loudness level contours can be drawn. The 
first set of loudness level contours are plotted with levels above 
reference threshold as ordinates. For example, the zero loudness level 
contour corresponds to points where the curves of Figs. 2A to 2J 
intersect the abscissa axis. The number of db above these points is 
plotted as the ordinate in the loudness level contours shown in Fig. 3. 
From a consideration of the nature of the hearing mechanism we 
believe that these curves should be smooth. These curves, therefore, 
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Fig. 3—Loudness level contours. 

5000 10000 20000 

represent the best set of smooth curves which we could draw through 
the observed points. After the smoothing process, the curves in 
Figs. 2A to 2J were then adjusted to correspond. The curves shown 
in these figures are such adjusted curves. 

In Fig. 4 a similar set of loudness level contours is shown using 
intensity levels as ordinates. There are good reasons 6 for believing 
that the peculiar shape of these contours for frequencies above 1000 
c.p.s. is due to diffraction around the head of the observer as he faces 
the source of sound. It was for this reason that the smoothing process 
was done with the curves plotted with the level above threshold as 
the ordinate. 

6 Loc. cit. 
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From these loudness level contours, the curves shown in Figs. 5A 
and 5B were obtained. They show the loudness level vs. intensity 
level with frequency as a parameter. They are convenient to use for 
calculation purposes. 

It is interesting to note that through a large part of the practical 
range for tones of frequencies from 300 c.p.s. to 4000 c.p.s. the loudness 
level is approximately equal to the intensity level. From these curves, 
it is possible to obtain any value of L* in terms of Pk and fk. 
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100 100 
90 

80 

N 
N 60 
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ss 
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30 

20 20 

100 500 1000 
FREQUENCY IN CYCLES PER SECOND 

Fig. 4.—Loudness level contours. 

5000 10000 

On Fig. 4 the 120-db loudness level contour has been marked 
"Feeling." The data published by R. R. Riesz 7 on the threshold of 
feeling indicate that this contour is very close to the feeling point 
throughout the frequency range where data have been taken. 

Determination of the Loudness Function G 

In the section " Formulation of the Empirical Theory for Calculating 
the Loudness of a Steady Complex Tone," the fundamental equation 
for calculating the loudness level of a complex tone was derived, 

7 R. R. Riesz, "The Relationship Between Loudness and the Minimum Perceptible 
Increment of Intensity," Jour. Acous. Soc. Am. 4, 211 (1933). 
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namely, 

(7(1000, L) = E bkG(mO, Lk). (10) 
t=i 

If the type of complex tone can be chosen so that bk is unity and also 
so that the values of Lk for each component are equal, then the funda- 
mental equation for calculating loudness becomes 

where n is the number of components. Since we are always dealing 
in this section with £(1000, L) or (7(1000, Lk), the 1000 is left out in 
the above nomenclature. If experimental measurements of L corre- 
sponding to values of Lk are taken for a tone fulfilling the above con- 
ditions throughout the audible range, the function (7 can be determined. 
If we accept the theory that, when two simple tones widely separated 
in frequency act upon the ear, the nerve terminals stimulated by each 
are at different portions of the basilar membrane, then we would 
expect the interference of the loudness of one upon that of the other 
would be negligible. Consequently, for such a combination h is unity. 
Measurements were made upon two such tones, the two components 
being equally loud, the first having frequencies of 1000 and 2000 
cycles and the second, frequencies of 125 and 1000 cycles. The ob- 
served points are shown along the second curve from the top of Fig. 6. 
The abscissae give the loudness level Lk of each component and the 
ordinates the loudness level L of the two components combined. The 
equation (7(y) = 2G{x) should represent these data. Similar measure- 
ments were made with a complex tone having 10 components, all 
equally loud. The method of generating such tones is described in 
Appendix C. The results are shown by the points along the top 
curve of Fig. 6. The equation G{y) = lOG^) should represent these 
data except at high levels where bk is not unity. 

There is probably a complete separation between stimulated patches 
of nerve endings when the first component is introduced into one ear 
and the second component into the other ear. In this case the same 
or different frequencies can be used. Since it is easier to make loud- 
ness balances when the same kind of sound is used, measurements were 
made (1) with 125-cycle tones (2) with 1000-cycIe tones and (3) with 
4000-cycle tones. The results are shown on Fig. 7. In this curve the 
ordinates give the loudness levels when one ear is used while the 
abscissae give the corresponding loudness levels for the same intensity 
level of the tone when both ears are used for listening. If binaural 
versus monaural loudness data actually fit into this scheme of calcula- 

* G{L) = nG(Lk) (14) 
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tion these points should be represented by 

G{y) = hG{x). 

Any one of these curves which was accurately determined would be 
sufficient to completely determine the function G. 

For example, consider the curve for two tones. It is evident that 
it is only necessary to deal with relative values of G so that we can 
choose one value arbitrarily. The value of ^(O) was chosen equal to 
unity. Therefore, 

G(0) = 1, 

G(yo) = 2G(0) = 2 where yo corresponds to a: = 0, 

G(yi) = 2G(xi) = 2G(yo) — 4 where yi corresponds to Xi = yo, 

Giyi) = 2G{x2) = 2G{y\) — 8 where yi corresponds to Xi = y\, 

Giyi) = IGixk) = 2G{yk-\) = 2k+1 where yt corresponds to xk = yk-i. 

In this way a set of values for G can be obtained. A smooth curve 
connecting all such calculated points will enable one to find any value 
of G(x) for a given value of x. In a similar way sets of values can be 
obtained from the other two experimental curves. Instead of using 
any one of the curves alone the values of G were chosen to best fit all 
three sets of data, taking into account the fact that the observed 
points for the 10-tone data might be low at the higher levels where b 
would be less than unity. The values for the function which were 
finally adopted are given in Table III. From these values the three 
solid curves of Figs. 6 and 7 were calculated by the equations 

G(y) = 10G(x), G(y) = 2G(x), G(y) = ^G(x). 

The fit of the three sets of data is sufficiently good, we think, to justify 
the point of view taken in developing the formula. The calculated 
points for the 10-component tones agree with the observed ones when 
the proper value of bk is introduced into the formula. In this con- 
nection it is important to emphasize that in calculating the loudness 
level of a complex tone under the condition of listening with one ear 
instead of two, a factor of | must be placed in front of the summation 
of Eq. (10). This will be explained in greater detail later. The values 
of G for negative values of L were chosen after considering all the data 
on the threshold values of the complex tones studied. These data will 
be given with the other loudness data on complex tones. It is in- 
teresting to note here that the threshold data show that 10 pure tones, 
which are below the threshold when sounded separately, will combine 
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to give a tone which can be heard. When the components are all in 
the high pitch range and all equally loud, each component may be 
from 6 to 8 db below the threshold and the combination will still be 
audible. When they are all in the low pitch range they may be only 
2 or 3 db below the threshold. The closeness of packing of the com- 
ponents also influences the threshold. For example, if the ten 
components are all within a 100-cycIe band each one may be down 
10 db. It will be shown that the formula proposed above can be made 
to take care of these variations in the threshold. 

There is still another method which might be used for determining 
this loudness function G{L), provided one's judgment as to the magni- 
tude of an auditory sensation can be relied upon. If a person were 
asked to judge when the loudness of a sound was reduced to one half 
it might be expected that he would base his judgment on the experience 
of the decrease in loudness when going from the condition of listening 
with both ears to that of listening with one ear. Or, if the magnitude 
of the sensation is the number of nerve discharges reaching the brain 
per second, then when this has decreased to one half, he might be able 
to say that the loudness has decreased one half. 

In any case, if it is assumed that an observer can judge when the 
magnitude of the auditory sensation, that is, the loudness, is reduced to 
one half, then the value of the loudness function G can be computed 
from such measurements. 

Several different research workers have made such measurements. 
The measurements are somewhat in conflict at the present time so 
that they did not in any way influence the choice of the loudness 
function. Rather we used the loudness function given in Table III 
to calculate what such observations should give. A comparison of 
the calculated and observed results is given below. In Table IV is 
shown a comparison of calculated and observed results of data taken 
by Ham and Parkinson.8 The observed values were taken from 
Tables la, lb, 2a, 2b, 3a and 3b of their paper. The calculation is 
very simple. From the number of decibels above threshold 5 the 
loudness level L is determined from the curves of Fig. 3. The frac- 
tional reduction is just the fractional reduction in the loudness function 
for the corresponding values of L. The agreement between observed 
and calculated results is remarkably good. However, the agreement 
with the data of Laird, Taylor and Wille is very poor, as is shown by 
Table V. The calculation was made only for the 1024-cycle tone. 
The observed data were taken from Table VII of the paper by Laird, 

8 L. B. Ham and J. S. Parkinson, " Loudnessand Intensity Relations," Jour. Acous. 
Soc. Am. 3, 511 (1932). 



TABLE IV 
Comparison of Calculated and Observed Fractional Loudness (Ham and 

Parkinson) 
350 Cycles 

Fractional Reduction in Loudness 
s L G 

Cal. % Obs. % 

74.0 85 25,000 100 100.0 
70.4 82 19,800 79 83.0 
67.7 79 15,800 63 67.0 
64.0 75 11,400 46 49.0 
59.0 70 7,950 32 35.0 
54.0 65 5,870 24 26.0 
44.0 53 2,680 11 15.0 
34.0 41 1,100 4 8.0 

59.5 71 8,510 100 100.0 
57.7 69 7,440 87 92.0 
55.0 66 6,240 73 77.0 
49.0 59 4,070 48 57.0 
44.0 53 2.680 31 38.0 
39.0 47 1,780 21 25.0 
34.0 41 1,060 12 13.0 
24.0 29 324 4 6.0 

1000 Cycles 

86.0 86 27,200 100 100.0 
82.4 82 19,800 73 68.0 
79.7 80 17,100 63 53.0 
76.0 76 12,400 46 41.0 
71.0 71 8,510 31 26.0 
66.0 66 6,420 24 20.0 
56.0 56 3,310 12 13.0 
46.0 46 1,640 6 8.0 

56.0 56 3,310 100 100.0 
54.2 54 2,880 87 93.4 
51.5 52 2,510 76 74.6 
48.8 49 2,070 62 55.0 
46.0 46 1,640 49 40.9 
41.0 41 1,060 32 24.5 
36.0 36 675 20 10.8 

2500 Cycles 

74.0 69 7,440 100 100.0 
70.4 64 5,560 75 86.4 
67.7 62 4,950 67 68.1 
64.0 58 3,820 51 49.5 
59.0 53 2,680 36 32.8 
54.0 48 1,920 26 23.3 
44.0 39 890 12 13.0 
34.0 30 360 5 6.7 

44.0 39 890 100 100.0 
42.2 37 740 83 94.6 
39.5 36 675 76 82.2 
36.8 33 505 57 61.1 
34.0 30 360 41 46.0 
29.0 26 222 25 27.8 
24.0 21 113 13 14.9 
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TABLE V 
Comparison of Calculated and Observed Fractional Loudness (Laird, Taylor 

and Wille) 

Original Loudness 
Level 

Level for i Loudness Reduction Cal. Level for i 
Loudness Reduction 

Cal. Obs. 

100 92 76.0 84 
90 82 68.0 73 
80 71 60.0 60 
70 58 49.5 48 
60 50 40.5 41 
50 42 31.0 34 
40 33 21.0 27 
30 25 14.9 20 
20 16 6.5 13 
10 7 5.0 4 

Taylor and Wille.9 As shown in Table V the calculation of the level 
for one fourth reduction in loudness agrees better with the observed 
data corresponding to one half reduction in loudness. 

Firestone and Geiger reported some preliminary values which were 
in closer agreement with those obtained by Parkinson and Ham, but 
their completed paper has not yet been published.10 Because of the 
lack of agreement of observed data of this sort we concluded that it 
could not be used for influencing the choice of the values of the loud- 
ness function adopted and shown in Table III. It is to be hoped that 
more data of this type will be taken until there is a better agreement 
between observed results of different observers. It should be empha- 
sized here that changes of the level above threshold corresponding to 
any fixed increase or decrease in loudness will, according to the theory 
outlined in this paper, depend upon the frequency of the tone when 
using pure tones, or upon its structure when using complex tones. 

Determination of the Formula for Calculating bk 

Having now determined the function G for all values of L or Lk we 
can proceed to find methods of calculating bk- Its value is evidently 
dependent upon the frequency and intensity of all the other com- 
ponents present as well as upon the comppnent being considered. 
For practical computations, simplifying assumptions can be made. In 
most cases the reduction of bk from unity is principally due to the 
adjacent component on the side of the lower pitch. This is due to the 
fact that a tone masks another tone of higher pitch very much more 

9 Laird, Taylor and Wille, "The Apparent Reduction in Loudness," Jour. Aeons. 
Soc. Am. 3, 393 (1932). 10 This paper is now available. P. H. Geiger and F. A. Firestone, "The Estimation 
of Fractional Loudness," Jour. Aeons. Soc. Am. 5, 25 (1933). 
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than one of lower pitch. For example, in most cases a tone which is 
100 cycles higher than the masking tone would be masked when it is 
reduced 25 db below the level of the masking tone, whereas a tone 100 
cycles lower in frequency will be masked only when it is reduced from 
40 to 60 db below the level of the masking tone. It will therefore be 
assumed that the neighboring component on the side of lower pitch 
which causes the greatest masking will account for all the reduction 
in bk. Designating this component with the subscript m, meaning 
the masking component, then we have hu expressed as a function of 
the following variables. 

bk = B{fkJm,Sk,Sm), (15) 

where / is the frequency and ^ is the level above threshold. For the 
case when the level of the ^th component is T db below the level of 
the masking component, where T is just sufficient for the component to 
be masked, then the value of b would be equal to zero. Also, it is 
reasonable to assume that when the masking component is at a level 
somewhat less than T db below the ^th component, the latter will 
have a value of bk which is unity. It is thus seen that the fundamental 
of a series of tones will always have a value of bk equal to unity. 

For the case when the masking component and the ^th component 
have the same loudness, the function representing bk will be con- 
siderably simplified, particularly if it were also found to be independent 
of fk and only dependent upon the difference between/a and /m. From 
the theory of hearing one would expect that this would be approxi- 
mately true for the following reasons: 

The distance in millimeters between the positions of maximum 
response on the basilar membrane for the two components is more 
nearly proportional to differences in pitch than to differences in fre- 
quency. However, the peaks are sharpest in the high frequency 
regions where the distances on the basilar membrane for a given A/ 
are smallest. Also, in the low frequency region where the distances 
for a given A/ are largest, these peaks are broadest. These two 
factors tend to make the interference between two components having 
a fixed difference in frequency approximately the same regardless of 
their position on the frequency scale. However, it would be extra- 
ordinary if these two factors just balanced. To test this point three 
complex tones having ten components with a common A/ of 50 cycles 
were tested for loudness. The first had frequencies of 50-100-150- • • 
500, the second 1400-1450- • -1900, and the third 3400-3450- • -3900. 
The results of these tests are shown in Fig. 8. The abscissae give the 
loudness level of each component and the ordinates the measured loud- 
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ness level of the combined tone. Similar results were obtained with a 
complex tone having ten components of equal loudness and a common 
frequency difference of 100 cycles. The results are shown in Fig. 9. 
It will be seen that although the points corresponding to the different 
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Fig. 8—Loudness levels of complex tones having ten equally loud components 50 
cycles apart. 

frequency ranges lie approximately upon the same curve through the 
middle range, there are consistent departures at both the high and 
low intensities. If we choose the frequency of the components largely 
in the middle range then this factor h will be dependent only upon A/ 
and Lfc. 
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To determine the value of b for this range in terms of A/ and Lk, a 
series of loudness measurements was made upon complex tones having 
ten components with a common difference in frequency Af and all 
having a common loudness level Lk- The values of Af were 340, 230, 
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Fig. 9—Loudness levels of complex tones having ten equally loud components 100 
cycles apart. 

112 and 56 cycles per second. The fundamental for each tone was 
close to 1000 cycles. The ten-component tones having frequencies 
which are multiples of 530 was included in this series. The results of 
loudness balances are shown by the points in Fig. 10. 

By taking all the data as a whole, the curves were considered to 
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give the best fit. The values of h were calculated from these curves as 
follows: 

According to the assumptions made above, the component of lowest 
pitch in the series of components always has a value of bk equal to 
unity. Therefore for the series of 10 components having a common 
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Fig. 10—Loudness levels of complex tones having ten equally loud components with 
a fundamental frequency of lOOC c.p.s. 

loudness level Lk, the value of L is related to Lk by 

G(L) = (1 + 9bk)G(Lk) 
or by solving for bk 

bk = {\l9)[G{L)IG{Lk) - 1]. (16) 

The values of bk can be computed from this equation from the ob- 
served values of L and Lk by using the values of G given in Table III. 
Because of the difficulty in obtaining accurate values of L and Lk such 
computed values of bk will be rather inaccurate. Consequently, con- 
siderable freedom is left in choosing a simple formula which will 
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represent the results. When the values of bk derived in this way were 
plotted with bu as ordinates and A/ as abscissae and Lk as a variable 
parameter then the resulting graphs were a series of straight lines 
going through the common point (— 250, 0) but having slopes de- 
pending upon Lk. Consequently the following formula 

bk = [(250 + A/)/1000](2(L,) ' (17) 

will represent the results. The quantity A/ is the common difference 
in frequency between the components, Lk the loudness level of each 
component, and Q a function depending upon Lk. The results indi- 
cated that Q could be represented by the curve in Fig. 11. 
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Fig. 11—Loudness factor Q. 

Also the condition must be imposed upon this equation that b is 
always taken as unity whenever the calculation gives values greater 
than unity. The solid curves shown in Fig. 10 are actually calculated 
curves using these equations, so the comparison of these curves with 
the observed points gives an indication of how well this equation fits 
the data. For this series of tones Q could be made to depend upon 
13k rather than Lk and approximately the same results would be ob- 
tained since /3/, and Lk are nearly equal in this range of frequencies. 
However, for tones having low intensities and low frequencies, f3k will 
be much larger than Lk and consequently Q will be smaller and hence 
the calculated loudness smaller. The results in Figs. 8 and 9 are just 



408 BELL SYSTEM TECHNICAL JOURNAL 

contrary to this. To make the calculated and observed results agree 
with these two sets of data, Q was made to depend upon 

x = (3 30 log f — 95 
instead of Lk. 

It was found when using this function of /3 and / as an abscissa and 
the same ordinates as in Fig. 10, a value of Q was obtained which gives 
just as good a fit for the data of Fig. 10 and also gives a better fit for 
the data of Figs. 8 and 9. Other much more complicated factors were 
tried to make the observed and calculated results shown in these two 
figures come into better agreement but none were more satisfactory 
than the simple procedure outlined above. For purpose of calculation 
the values of Q are tabulated in Table VI. 

TABLE VI 
Values of Q{X) 

X 0 l 2 3 4 5 6 7 8 9 

0 5.00 4.88 4.76 4.64 4.53 4.41 4.29 4.17 4.05 3.94 
10 3.82 3.70 3.58 3.46 3.35 3.33 3.11 2.99 2.87 2.76 
20 2.64 2.52 2.40 2.28 2.16 2.05 1.95 1.85 1.76 1.68 
30 1.60 1.53 1.47 1.40 1.35 1.30 1.25 1.20 1.16 1.13 
40 1.09 1.06 1.03 1.01 0.99 0.97 0.95 0.94 0.92 0.91 
50 0.90 0.90 0.89 0.89 0.88 0.88 0.88 0.88 0.88 0.88 
60 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.89 0.89 0.90 
70 0.90 0.91 0.92 0.93 0.94 0.96 0.97 0.99 1.00 1.02 
80 1.04 1.06 1.08 1.10 1.13 1.15 1.17 1.19 1.22 1.24 
90 1.27 1.29 1.31 1.34 1.36 1.39 1.41 1.44 1.46 1.48 

100 1.51 1.53 1.55 1.58 1.60 1.62 1.64 1.67 1.69 1.71 

Note: X = Pk +30 log/* - 95. 

There are reasons based upon the mechanics of hearing for treating 
components which are very close together by a separate method. 
When they are close together the combination must act as though the 
energy were all in a single component, since the components act upon 
approximately the same set of nerve terminals. For this reason it 
seems logical to combine them by the energy law and treat the com- 
bination as a single frequency. That some such procedure is necessary 
is shown from the absurdities into which one is led when one tries to 
make Eq. (17) applicable to all cases. For example, if 100 components 
were crowded into a 1000-cycle space about a 1000-cycle tone, then it 
is obvious that the combination should sound about 20 db louder. 
But according to Eq. (10) to make this true for values of Lk greater 
than 45, bk must be chosen as 0.036. Similarly, for 10 tones thus 
crowded together L — Lk must be about 10 db and therefore bk = 0.13 
and then for two such tones L — Lk must be 3 db and the corresponding 
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value of bk = 0.26. These three values must belong to the same 
condition A/ = 10. It is evident then that the formulae for b given by 
Eq. (17) will lead to very erroneous results for such components. 

In order to cover such cases it was necessary to group together all 
components within a certain frequency band and treat them as a single 
component. Since there was no definite criterion for determining 
accurately what these limiting bands should be, several were tried and 
ones selected which gave the best agreement between computed and 
observed results. The following band widths were finally chosen: 

For frequencies below 2000 cycles, the band width is 100 cycles; for 
frequencies between 2000 and 4000 cycles, the band width is 200 
cycles; for frequencies between 4000 and 8000 cycles, the band width 
is 400 cycles; and for frequencies between 8000 and 16,000 cycles, the 
band width is 800 cycles. If there are k components within one of 
these limiting bands, the intensity I taken for the equivalent single 
frequency component is given by 

I = Zh = E 10^/10. (18) 

A frequency must be assigned to the combination. It seems reasonable 
to assign a weighted value of / given by the equation 

f=Z hh/t = Z fdo^/z lO"'10. (19) 

Only a small error will be introduced if the mid-frequency of such 
bands be taken as the frequency of an equivalent component except for 
the band of lowest frequency. Below 125 cycles it is important that 
the frequency and intensity of each component be known, since in 
this region the loudness level L* changes very rapidly with both changes 
in intensity and frequency. However, if the intensity for this band 
is lower than that for other bands, it will contribute little to the total 
loudness so that only a small error will be introduced by a wrong choice 
of frequency for the band. 

This then gives a method of calculating bk when the adjacent com- 
ponents are equal in loudness. When they are not equal let us define 
the difference AL by 

AL = Lk - Lm. (20) 

Also let this difference be T when Lm is adjusted so that the masking 
component just masks the component k. Then the function for 
calculating b must satisfy the following conditions: 

bk = [(250 + A/)/1000](2 when AL = 0, 

= 0 when AL = — T. 
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Also the following condition when Lk is larger than Lm must be satisfied, 
namely, &* = 1 when AL = some value somewhat smaller than + T. 
The value of T can be obtained from masking curves. An examination 
of these data indicates that to a good approximation the value of T is 
dependent upon the single variable /* — 2/m. A curve showing the 
relation between T and this variable is shown in Fig. 12. It will be 
seen that for most practical cases the value of T is 25. It cannot be 
claimed that the curve of Fig. 12 is an accurate representation of the 
masking data, but it is sufficiently accurate for the purpose of loudness 
calculation since rather large changes in T will produce a very slight 
change in the final calculated loudness level. 

80 

60 

\- 
fc 
13 40 5 

20 

-?00 

fm= MASKING TONE, 
f-MASKED TONE, 
FOR CASE WHEN f>fm 

-lOO 0 100 300 500 
VALUES OF Af- fm=f -2fm 
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Data were taken in an effort to determine how this function de- 
pended upon AL but it was not possible to obtain sufficient accuracy 
in the experimental results. The difference between the resultant 
loudness level when half the tones are down so as not to contribute to 
loudness and when these are equal is not more than 4 or 5 db, which is 
not much more than the observational errors in such results. 

A series of tests were made with tones similar to those used to obtain 
the results shown in Figs. 8 and 9 except that every other component 
was down in loudness level 5 db. Also a second series was made in 
which every other component was down 10 db. Although these data 
were not used in determining the function described above, it was 
useful as a check on the final equations derived for calculating the 
loudness of tones of this sort. 

The factor finally chosen for representing the dependence of hk upon 
AL is 10Ai/7'. This factor is unity for AL = 0, fulfilling the first 
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condition mentioned above. It is 0.10 instead of zero for AL — 25, 
the most probable value of T. For Af — 100 and Q = 0.88 we will 
obtain the smallest value of bk without applying the AL factor, namely, 
0.31. Then when using this factor as given above, all values of hk will 
be unity for values of AL greater than 12 db. 

Several more complicated functions of AL were tried but none of 
them gave results showing a better agreement with the experimental 
values than the function chosen above. 

The formula for calculation of bk then becomes 

bk = [(250 + fk - fm)/\000^WLk-L-)ITQ(l3k + 30 log/* - 95) (21) 

where 

fk is the frequency of the component expressed in cycles per second, 

fm is the frequency of the masking component expressed in cycles per 
second, 

Lk is the loudness level of the ^th component when sounding alone, 

Lm is the loudness level of the masking tone, 

0 is a function depending upon the intensity level and the fre- • 
quency/* of each component and is given in Table VI as a function 
of .v = Pk + 30 log/* — 95, 

T is the masking and is given by the curve of Fig. 12. 

It is important to remember that bk can never be greater than unity so 
that all calculated values greater than this must he replaced with values 
equal to unity. Also all components within the limiting frequency 
bands must be grouped together as indicated above. It is very helpful to 
remember that any component for which the loudness level is 12 db 
below the feth component, that is, the one for which b is being calcu- 
lated, need not be considered as possibly being the masking com- 
ponent. If all the components preceding the ^th are in this class then 
hk is unity. 

Recapitulation 

With these limitations the formula for calculating the loudness level 
L of a steady complex tone having n components is 

G{L) = if bkG{Lk), (10) 
*=i 

where hk is given by Eq. (21). If the values of fk and /3* are measured 
directly then corresponding values of L* can be found from Fig. 5. 
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Having these values, the masking component can be found either by 
inspection or better by trial in Eq. (21). That component whose 
values of Lm,fm and T introduced into this equation gives the smallest 
value of bk is the masking component. 

The values of G and Q can be found from Tables III and VI from 
the corresponding values of Lk, Pb, and If all these values are now 
introduced into Eq. (10), the resulting value of the summation is the 
loudness of the complex tone. The loudness level L corresponding to 
it is found from Table III. 

If it is desired to know the loudness obtained if the typical listener 
used only one ear, the result will be obtained if the summation indicated 
in Eq. (10) is divided by 2. Practically the same result will be ob- 
tained in most instances if the loudness level Lb for each component 
when listened to with one ear instead of both ears is inserted in Eq. (10). 
{G{Lk) for one ear listening is equal to one half G{Lk) for listening with 
both ears for the same value of the intensity level of the component.) 
If two complex tones are listened to, one in one ear and one in the 
other, it would be expected that the combined loudness would be 
the sum of the two loudness values calculated for each ear as though 
no sound were in the opposite ear, although this has not been confirmed 
by experimental trial. In fact, the loudness reduction factor bb has 
been derived from data taken with both ears only, so strictly speaking, 
its use is limited to this type of listening. 

To illustrate the method of using the formula the loudness of two 
complex tones will be calculated. The first may represent the hum 
from a dynamo. Its components are given in the table of com- 
putations. 

Computations 

k fk Pk Lk Gk bk 

1 60 so 3 3 1.0 
2 180 45 25 197 1.0 ZbkGk = 1009 
3 300 40 30 360 1.0 
4 540 30 27 252 1.0 

o
 II ^4 

5 1200 25 25 197 1.0 

The first step is to find from Fig. 5 the values of Lb from and Pk- 
Then the loudness values Gk are found from Table III. Since the 
values of L are low and the frequency separation fairly large, one 
familiar with these functions would readily see that the values of b 
would be unity and a computation would verify it so that the sum of 
the G values gives the total loudness 1009. This corresponds to a 
loudness level of 40. 
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The second tone calculated is this same hum amplified 30 db. It 
better illustrates the use of the formula. 

Computations 

k fk Lk Ck fm Ljn (30 log/* -95) 0 b b X G 

1 60 80 69 7440     — — 1.00 7440 
? 180 75 72 9130 60 69 -28 0.91 0.41 3740 
3 300 70 69 7440 180 72 -21 0.91 0.27 2010 
4 540 60 60 4350 300 69 -13 0.94 0.23 1000 
5 1200 55 55 3080 540 60 - 3 0.89 0.61 1880 

loudness G = 16070 
loudness level L = 79 db 

The loudness level of the combined tones is only 7 db above the 
loudness level of the second component. If only one ear is used in 
listening, the loudness of this tone is one half, corresponding to a 
loudness level of 70 db. 

Comparison of Observed and Calculated Results on the Loud- 
ness Levels of Complex Tones 

In order to show the agreement between observed loudness levels 
and levels calculated by means of the formula developed in the pre- 
ceding sections, the results of a large number of tests are given here, 
including those from which the formula was derived. In Tables VII 
to XIII, the first column shows the frequency range over which the 
components of the tones were distributed, the figures being the fre- 
quencies of the first and last components. Several tones having two 
components were tested, but as the tables indicate, the majority of 
the tones had ten components. Because of a misunderstanding in the 

TABLE VII 
Two Component Tones (AL = 0) 

Frequency Range Loudness Levels (db) 

Lk 83 63 43 23 2 
1000-1100 100 87 68 47 28 2 

LcaXc. 87 68 47 28 4 

Lk 83 63 43 23 -1 
1000-2000 1000 89 71 49 28 2 

LcaXc. 91 74 52 <28 1 

Lk 84 
125-1000 875 92 

LcaXc. 92 
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TABLE VIII 
Ten Component Tones (AL = 0) 

Frequency Range A/ Loudnesf Levels (db) 

Lk 67 54 33 21 11 -1 
50-500 50 83 68 47 38 20 2 

Lca\c. 81 72 53 39 24 8 

Lk 78 61 41 23 13 -1 
50-500 50 92 73 53 42 25 2 

Lca\c. 91 77 60 42 27 8 

Lk 78 69 50 16 6 -1 
1400-1895 55 94 82 62 32 22 2 

LcaXc. 93 83 65 31 17 0 

Lk 57 37 20 3 
1400-1895 55 68 50 34 2 

Acalc. 73 52 36 5 

Lk 84 64 43 24 2 84 64 43 24 2 
100-1000 100 95 83 59 41 2 94 80 63 44 2 

Acalc. 100 83 68 47 12 100 83 68 47 12 

Lk 81 64 43 23 13 -4 
100-1000 100 93 82 65 49 33 2 

LcoXc. 98 83 68 45 27 3 

Lk 83 63 43 23 0 
100-1000 100 95 79 59 43 2 

Lcalc. 99 82 68 45 9 

83 63 43 23 78 59 48 27 -7 
3100-3900 100 100 82 59 32 99 81 62 38 2 

■Lcalc. 100 80 60 38 95 77 65 42 0 

Lk 79 60 41 17 7 -4 
1100-3170 230 100 81 65 33 22 2 

Acalc. 100 83 64 34 18 3 

Lk 79 62 42 23 13 -2 
260-2600 260 97 82 65 44 28 2 

Lcalc. 100 85 68 45 27 5 

Lk 75 53 43 25 82 61 43 17 -2 
530-5300 530 100 83 73 52 105 90 73 40 2 

Acalc. 101 82 72 48 108 89 72 34 5 

Lk 61 41 21 -3 
530-5300 530 89 69 45 2 

Lctdc. 89 70 42 4 

design of the apparatus for generating the latter tones, a number of 
them contained eleven components, so for purposes of identification, 
these are placed in a separate group. In the second column of the 
tables, next to the frequency range of the tones, the frequency differ- 
ence (A/) between adjacent components is given. The remainder of 
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TABLE IX 

Eleven Component Tones (AL = 0) 

Frequency Range A/ Loudness Levels (db) 

Lk 84 64 43 24 -1 
1000-2000 100 97 83 65 43 2 

•Lcalc. 103 84 64 45 7 

Lk 84 64 43 24 1 
1000-2000 100 99 82 65 42 2 

Lcalc. 103 84 64 45 11 

79 60 40 20 10 -5 
1150-2270 112 99 78 62 41 25 2 

•Lculc. 98 81 61- 40 23 1 

Lk 77 62 42 22 7 -7 
1120-4520 340 102 86 66 46 20 2 

Lcalc. 101 88 69 44 19 -1 

the data pertains to the loudness levels of the tones. Opposite L* are 
given the common loudness levels to which all the components of the 
tone were adjusted for a particular test, and in the "next line the results 
of the test, that is, the observed loudness levels (Lob8.)i are given. 
Directly beneath each observed value, the calculated loudness levels 
(Z.caic.) are shown. The three associated values of Lt, Lobs., and 
Lcain. in each column represent the data for one complete test. For 
example, in Table VIII, the first tone is described as having ten com- 
ponents, and for the first test shown each component was adjusted to 
have a loudness level (Lt) of 67 db. The results of the test gave an 
observed loudness level (Lobs.) of 83 db for the ten components acting 
together, and the calculated loudness level (Lcaio.) of this same tone 
was 81 db. The probable error of the observed results in the tables is 
approximately ± 2 db. 

TABLE X 

Ten Component Tones (AL = 5 db) 

Frequency Range A/ Loudness Levels (db) 

Lk 82 62 43 27 17 -6 
1725-2220 55 101 73 54 38 30 2 

Lcalc. 95 76 56 40 30 -1 

Lk 80 62 42 22 12 -2 
1725-2220 55 94 66 50 33 22 2 

Lcalc. 93 76 54 35 22 4 
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In the next series of data, adjacent components had a difference in 
loudness level of 5 db, that is, the first, third, fifth, etc., components 
had the loudness level given opposite Lk, and the even numbered com- 
ponents were 5 db lower. (Tables X and XI.) 

TABLE XI 
Eleven Component Tones (AZ, = 5 db). 

Frequency Range 4/ Loudness Levels (db) 

Lk 79 61 41 26 16 1 
57-627 57 91 73 56 41 28 2 

Lca\c. 90 76 59 43 28 8 

Lk 76 61 42 25 15 -9 
3420-4020 60 95 77 55 33 25 2 

LcaXc. 89 75 54 36 26 -4 

In the following set of tests (Tables XII and XIII) the difference in 
loudness level of adjacent components was 10 db. 

TABLE XII - 
Ten Component Tones (AL = 10 db) 

Frequency Range A/ Loudness Levels (db) 

Lk 79 59 40 19 9 -5 
1725-2220 55 95 71 54 33 22 2 

•Lcnlc. 91 73 51 31 17 -1 

Lu 79 61 41 27 17 -1 
1725-2220 55 89 6r 48 37 27 2 

Lca\c, 92 75 53 39 28 4 

TABLE XIII 
Eleven Component Tones (AL = 10 db) 

Frequency Range A/ Loudness Levels (db) 

Lk 80 62 42 27 17 2 
57-627 57 88 70 53 40 27 2 

■Lcalc. 90 76 59 45 30 8 

Lk 81 62 42 27 17 -4 
3420-4020 60 100 70 50 33 26 2 

Lcalc. 94 75 53 37 27 0 

The next data are the results of tests made on the complex tone 
generated by the Western Electric No. 3A audiometer. When 
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analyzed, this tone was found to have the voltage level spectrum 
shown in Table XIV. When the r.m.s. voltage across the receivers 
used was unity, that is, zero voltage level, then the separate com- 
ponents had the voltage levels given in this table. Adding to the 
voltage levels the calibration constant for the receivers used in making 
the loudness tests gives the values of /3 for zero voltage level across the 
receivers. The values of /3 for any other voltage level are obtained by 
addition of the level desired. 

TABLE XIV 
Voltage Level Spectrum of No. 3A Audiometer Tone 

Frequency Voltage Level Frequency Voltage Level 

152 - 2.1 2128 -11.4 
304 - 5.4 2280 -16.9 
456 - 4.7 2432 -14.1 
608 - 5.9 2584 -16.2 
760 - 4.6 2736 -17.4 
912 - 6.8 2880 -17.5 

1064 - 6.0 3040 -20.0 
1216 - 8.1 3192 -19.4 
1368 - 7.6 3344 -22.7 
1520 - 9.1 3496 -23.7 
1672 -10.0 3648 -25.6 
1824 - 9.9 3800 -24.6 
1976 -14.1 3952 -26.8 

Tests were made on the audiometer tone with the same receivers 11 

that were used with the other complex tones, but in addition, data were 
available on tests made about six years ago using a different type of 
receiver. This latter type of receiver was recalibrated (Fig. 13) and 
computations made for both the old and new tests. In the older set 
of data, levels above threshold were given instead of voltage levels, 
so in utilizing it here, it was necessary to assume that the threshold 
levels of the new and old tests were the same. 

Computations were made at the levels tested experimentally and a 
comparison of observed and calculated results is shown in Table XV. 

The agreement of observed and calculated results is poor for some 
of the tests, but the close agreement in the recent data at low levels 
and in the previous data at high levels indicates that the observed 
results are not as accurate as could be desired. Because of the labor 
involved these tests have not been repeated. 

At the time the tests were made several years ago on the No. 3A 
Audiometer tone, the reduction in loudness level which takes place 
when certain components are eliminated was also determined. As this 

11 See Calibration shown in Fig. 1. 
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Fig. 13—Calibration of receivers for tests on the No. 3A audiometer tone 

can be readily calculated with the formula developed here, a com- 
parison of observed and calculated results will be shown. In Fig. 14A, 
the ordinate is the reduction in loudness level resulting when a No. 
3A Audiometer tone having a loudness level of 42 db was changed by 
the insertion of a filter which eliminated all of the components above 
or below the frequency indicated on the abscissa. The observed data 
are the plotted points and the smooth curves are calculated results. 
A similar comparison is shown in Figs. 14B, C and D for other levels. 

TABLE XV 
A. Recent Tests on No. 3A Audiometer Tone 

R.m.s. Volt. Level.. .. -38 -ss -59 -70 -75 -78 -80 -87 -89 -100 -102 

95 85 79 61 56 41 42 28 22 2 
icnlo.  89 74 71 57 49 44 40 28 25 4 

B. Previous Tests on No. 3A Audiometer Tone 

R.m.s. Volt. Level.... + 10 -9 - 40 -49 -60 -69 -91 

118 103 77 69 61 50 2 
Lcalc.  119 103 82 73 56 41 6 
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/ 
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This completes the data which are available on steady complex 
tones. It is to be hoped that others will find the field of sufficient im- 
portance to warrant obtaining additional data for improving and 
testing the method of measuring and calculating loudness levels. 

In view of the complex nature of the problem this computation 
method cannot be considered fully developed in all its details and as 
more accurate data accumulates it may be necessary to change the 
formula for b. Also at the higher levels some attention must be given 
to phase differences between the components. However, we feel that 
the form of the equation is fundamentally correct and the loudness 
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Fig. 14 (A to D)—Loudness level reduction tests on the No. 3A audiometer tone. 

function, G, corresponds to something real in the mechanism of hearing. 
The present values given for G may be modified slightly, but we think 
that they will not be radically changed. 

A study of the loudness of complex sounds which are not steady, 
such as speech and sounds of varying duration, is in progress at the 
present time and the results will be reported in a second paper on this 
subject. 

Appendix A. Experimental Method of Measuring the 
Loudness Level of a Steady Sound 

A measurement of the loudness level of a sound consists of listening 
alternately to the sound and to the 1000-cycle reference tone and 
adjusting the latter until the two are equally loud. If the intensity 
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level of the reference tone is L decibels when this condition is reached, 
the sound is said to have a loudness level of L decibels. When the 
character of the sound being measured differs only slightly from that 
of the reference tone, the comparison is easily and quickly made, but 
for other sounds the numerous factors which enter into a judgment of 
equality of loudness become important, and an experimental method 
should be used which will yield results typical of the average normal 
ear and normal physiological and psychological conditions. 

A variety of methods have been proposed to accomplish this, 
differing not only in general classification, that is, the method of 
average error, constant stimuli, etc., but also in important experi- 
mental details such as the control of noise conditions and fatigue 
effects. In some instances unique devices have been used to facilitate 
a ready comparison of sounds. One of these, the alternation 
phonometer,12 introduces into the comparison important factors such 
as the duration time of the sounds and the effect of transient condi- 
tions. The merits of a particular method will depend upon the 
circumstances under which it is to be used. The one to be described 
here was developed for an extensive series of laboratory tests. 

To determine when two sounds are equally loud it is necessary to 
rely upon the judgment of an observer, and this involves of course, 
not only the ear mechanism, but also associated mental processes, and 
effectively imbeds the problem in a variety of psychological factors. 
These difficulties are enhanced by the large variations found in the 
judgments of different observers, necessitating an investigation con- 
ducted on a statistical basis. The method of constant stimuli, wherein 
the observer listens to fixed levels of the two sounds and estimates 
which sound is the louder, seemed best adapted to control the many 
factors involved, when using several observers simultaneously. By 
means of this method, an observer's part in the test can be readily 
limited to an indication of his loudness judgment. This is essential 
as it was found that manipulation of apparatus controls, even though 
they were not calibrated, or participation in any way other than as a 
judge of loudness values, introduced undesirable factors which were 
aggravated by continued use of the same observers over a long period 
of time. Control of fatigue, memory effects, and the association of an 
observer's judgments with the results of the tests or with the judgments 
of other observers could be rigidly maintained with this method, as 
will be seen from the detailed explanation of the experimental pro- 
cedure. 

12 D. Mackenzie, " Relative Sensitivity of the Ear at Different Levels of Loudness," 
Phys. Rev. 20, 331 (1922). 
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The circuit shown in Fig. 15 was employed to generate and control 
the reference tone and the sounds to be measured. Vacuum tube 
oscillators were used to generate pure tones, and for complex tones and 
other sounds, suitable sources were substituted. By means of the 
voltage measuring circuit and the attenuator, the voltage level 
(voltage level = 20 log V) impressed upon the terminals of the re- 
ceivers, could be determined. For example, the attenuator, which 
was calibrated in decibels, was set so that the voltage measuring set 
indicated 1 volt was being impressed upon the receiver. Then the 
difference between this setting and any other setting is the voltage 
level. To obtain the intensity level of the sound we must know the 
calibration of the receivers. 

FEEDBACK 
CONTROL 

j—mwy*— 

1 

JT 

OSCILLATOR 1 1000 — ATTENUATOR— AMPLIFIER — FILTER 
C.R S. T 

TO 

MOTOR 
JO 

THERMO- 
COUPLE 

CALIBRATED VOLTAGE 
MEASURING CIRCUIT 'r—cfb-cTb 

HEADPHONES 

I /IAWAW— 
FEEDBACK 
CONTROL 

OSCILLATOR 
* X" 

FREQUENCY 
ATTENUATOR AMPLIFIER FILTER 

Fig. 15—Circuit for loudness balances. 

The observers were seated in a sound-proof booth and were required 
only to listen and then operate a simple switch. These switches were 
provided at each position and were arranged so that the operations of 
one observer could not be seen by another. This was necessary to 
prevent the judgments of one observer from influencing those of 
another observer. First they heard the sound being tested, and im- 
mediately afterwards the reference tone, each for a period of one 
second. After a pause of one second this sequence was repeated, and 
then they were required to estimate whether the reference tone was 
louder or softer than the other sound and indicate their opinions by 
operating the switches. The levels were then changed and the pro- 
cedure repeated. The results of the tests were recorded outside the 
booth. 

The typical recording chart shown in Fig. 16 contains the results of 
three observers testing a 125-cycle tone at three different levels. Two 
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125 c.p.s. Pure Tone Test No. 4 Crew No. 1. 1000 c.p.s. Voltage Level (db) 

Obs. +6 +2 -2 -6 -10 — 14 -18 -22 -26 

125 CK + + + + + 0 0 0 0 
c.p.s. AS + + + + 0 0 0 0 0 
Volt. DH + + 0 0 0 0 0 0 0 

level = CK + + + + + 0 0 0 0 
+ 9.8 db AS + + + + 0 0 0 0 0 

DH + + 0 0 + 0 0 0 0 
CK + + + + 0 0 0 0 0 
AS + + + 0 0 0 0 0 0 
DH + + 0 0 0 0 0 0 0 

0 -4 | -8 -12 -16 -20 -24 -28 -32 

125 CK + + + + 0 + + 0 0 
c.p.s. AS + + + + + 0 0 0 0 
Volt. DH + + + + 0 0 0 0 0 

level = CK + + + + + + + 0 0 
- 3.2 db AS + + + + + + 0 0 0 

DH + + + 0 + 0 + 0 0 
CK + + + + + + 0 0 0 
AS + + + + + 0 0 0 0 
DH + + + 0 + 0 0 0 0 

-IS —19 -23 -27 -31 -35 -39 -43 -47 

125 CK "T + + + + 0 0 0 0 
c.p.s. AS + + + + 0 0 0 0 0 
Volt. DH + + 0 + 0 + 0 0 0 

level = CK 0 + + + + + 0 0 0 
- 14.2 AS + + + + 0 + 0 0 0 

db DH + + 0 + 0 0 + 0 0 
CK + + 0 + + + 0 0 0 
AS + + 0 0 + + 0 0 0 
DH + + 0 0 0 0 + 0 0 

Fig. 16—Loudness balance data sheet. 

marks were used for recording the observers' judgments, a cipher 
indicating the 125-cycle tone to be the louder, and a plus sign denoting 
the reference tone to be the louder of the two. No equal judgments 
were permitted. The figures at the head of each column give the 
voltage level of the reference tone impressed upon the receivers, that is, 
the number of decibels from 1 volt, plus if above and minus if below, 
and those at the side are similar values for the tone being tested. 
Successive tests were chosen at random from the twenty-seven possible 
combinations of levels shown, thus reducing the possibility of memory 
effects. The levels were selected so the observers listened to reference 
tones which were louder and softer than the tone being tested and the 
median of their judgments was taken as the point of equal loudness. 

The data on this recording chart, combined with a similar number 
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of observations by the rest of the crew, (a total of eleven observers) are 
shown in graphical form in Fig. 17. The arrow indicates the median 
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Fig. 17—Percent of observations estimating 1000-cycle tone to be louder than 125- 
cycle tone. 

level at which the lOOO-.cycle reference, in the opinion of this group of 
observers, sounded equally loud to the 125-cycle tone. 

The testing method adopted was influenced by efforts to minimize 
fatigue effects, both mental and physical. Mental fatigue and 
probable changes in the attitude of an observer during the progress of 
a long series of tests were detected by keeping a record of the spread of 
each observer's results. As long as the spread was normal it was 
assumed that the fatigue, if present, was small. The tests were con- 
ducted on a time schedule which limited the observers to five minutes 
of continuous testing, during which time approximately fifteen obser- 
vations were made. The maximum number of observations permitted 
in one day was 150. 

To avoid fatiguing the ear the sounds to which the observers listened 
were of short duration and in the sequence illustrated on Fig. 18. The 
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X 
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1000 
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J OFF 
3.0 3.5 4.0 4,5 

TIME IN SECONDS 
5.0 5.5 6.0 6.5 7.0 

Fig. 18—Time sequence for loudness comparisons. 

duration time of each sound had to be long enough to attain full loud- 
ness and yet not sufficiently long to fatigue the ear. The reference 
tone followed the .r sound at a time interval short enough to permit a 
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ready comparison, and yet not be subject to fatigue by prolonging 
the stimulation without an adequate rest period. At high levels it 
was found that a tone requires nearly 0.3 second to reach full loudness 
and if sustained for longer periods than one second, there is danger of 
fatiguing the ear.13 

To avoid the objectionable transients which occur when sounds are 
interrupted suddenly at high levels, the controlling circuit was de- 
signed to start and stop the sounds gradually. Relays operating in 
the feedback circuits of the vacuum tube oscillators and in the grid 
circuits of amplifiers performed this operation. The period of growth 
and decay was approximately 0.1 second as shown on the typical 
oscillogram in Fig. 19. With these devices the transient effects were 

0.1 SEC. 
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Fig. 19—Growth and decay of 1000-cycle reference tone. 

reduced and yet the sounds seemed to start and stop instantaneously 
unless attention was called to the effect. A motor-driven commutator 
operated the relays which started and stopped the sounds in proper 
sequence, and switched the receivers from the reference tone circuit to 
the sound under test. 

13 G. v. Bekesy, "Theory of Hearing," Phys. Zeits. 30, 115 (1929). 
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The customary routine measurements to insure the proper voltage 
levels impressed upon the receivers were made with the measuring 
circuit shown schematically in Fig. 15. During the progress of the 
tests voltage measurements were made frequently and later correlated 
with measurements of the corresponding field sound pressures. 

Threshold measurements were made before and after the loudness 
tests. They were taken on the same circuit used for the loudness tests 
(Fig. 15) by turning off the 1000-cycle oscillator and slowly attenuating 
the other tone below threshold and then raising the level until it again 
became audible. The observers signalled when they could no longer 
hear the tone and then again when it was just audible. The average 
of these two conditions was taken as the threshold. 

An analysis of the harmonics generated by the receivers and other 
apparatus was made to be sure of the purity of the tones reaching the 
ear. The receivers were of the electrodynamic type and were found 
to produce overtones of the order of 50 decibels below the fundamental. 
At the very high levels, distortion from the filters was greater than 
from the receivers, but in all cases the loudness level of any overtone 
was 20 decibels or more below that of the fundamental. Experience 
with complex tones has shown that under these conditions the con- 
tribution of the overtones to the total loudness is insignificant. 

The method of measuring loudness level which is described here has 
been used on a large variety of sounds and found to give satisfactory 
results. 

Appendix B. Comparison of Data on the Loudness 
Levels of Pure Tones 

A comparison of the present loudness data with that reported 
previously by B. A. Kingsbury 4 would be desirable and in the event 
of agreement, would lend support to the general application of the 
results as representative of the average ear. It will be remembered 
that the observers listened to the tones with both ears in the tests 
reported here, while a single receiver was used by Kingsbury. 

Also, it is important to remember that the level of the tones used in 
the experiments was expressed as the number of db above the average 
threshold current obtained with a single receiver. For both of these 
reasons a direct comparison of the results cannot be made. However, 
in the course of our work two sets of experiments were made which 
give results that make it possible to reduce Kingsbury's data so that 
it may be compared directly with that reported in this paper. 

In the first set of experiments it was found that if a typical ob- 
server listened with both ears and estimated that two tones, the 
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reference tone and a tone of different frequency, appeared equally 
loud, then, making a similar comparison using one ear (the voltages 
on the receiver remaining unchanged) he would still estimate that the 
two tones were equally loud. The results upon which this conclusion 
is based are shown in Table XVI. In the first row are shown the fre- 

TABLE XVI 
Comparison of One and Two-ear Loudness Balances 

A. Reference tone voltage level = — 32 db 

Frequency, c.p.s. 62 125 250 500 2000 4000 6000 8000 10,000 
Voltage level 

difference * -0.5 U + 1.0 -1.0 -0.5 -0.5 +0.5 -3.0 -3.0 

B. Other reference tone levels 

62 c.p.s. 2000 c.p.s. 

Ref. Tone Volt. Volt. Level Dif- Ref. Tone Volt. Volt. Level Dif- 
Level ference * Level ference * 

-20 +0.5 - 3 0.0 
-34 +0.2 -22 +0.3 
-57 + 2.0 -41 -0.8 
-68 -0.5 -60 -0.8 

-79 -6.2 

* Differences are in db, positive values indicating a higher voltage for the one ear 
balance. 

quencies of the tones tested. Under these frequencies are shown the 
differences in db of the voltage levels on the receivers obtained when 
listening by the two methods, the voltage level of the reference tone 
being constant at 32 db down from 1 volt. Under the caption "Other 
Reference Tone Levels" similar figures for frequencies of 62 c.p.s. and 
2000 c.p.s. and for the levels of the reference tone indicated are given. 
It will be seen that these differences are well within the observational 
error. Consequently, the conclusion mentioned above seems to be 
justified. This is an important conclusion and although the data are 
confined to tests made with receivers on the ear it would be expected 
that a similar relation would hold when the sounds are coming directly 
to the ears from a free wave. 

This result is in agreement with the point of view adopted in de- 
veloping the formula for calculating loudness. When listening with 
one instead of two ears, the loudness of the reference tone and also 
that of the tone being compared are reduced to on6 half. Conse- 
quently, if they were equally loud when listening with two ears they 
must be equally loud when listening with one ear. The second set of 
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data is concerned with differences in the threshold when listening with 
one ear versus listening with two ears. 

It is well known that for any individual the two ears have different 
acuity. Consequently, when listening with both ears the threshold is 
determined principally by the better ear. The curve in Fig. 20 shows 
the difference in the threshold level between the average of the better 
of an observer's ears and the average of all the ears. The circles 
represent data taken on the observers used in our loudness tests while 
the crosses represent data taken from an analysis of 80 audiograms of 
persons with normal hearing. If the difference in acuity when listening 
with one ear vs. listening with two ears is determined entirely by the 
better ear, then the curve shown gives this difference. However, 
some experimental tests which we made on one ear acuity vs. two ear 
acuity showed the latter to be slightly greater than for the better ear 
alone, but the small magnitudes involved and the difficulty of avoiding 

o  6  
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Fig. 20—Difference in acuity between the best ear and the average of both ears. 

psychological effects caused a probable error of the same order of 
magnitude as the quality being measured. At the higher frequencies 
where large differences are usually present the acuity is determined 
entirely by the better ear. 

From values of the loudness function G, one can readily calculate 
what the difference in acuity when using one vs. two ears should be. 
Such a calculation indicates that when the two ears have the same 
acuity, then when listening with both ears the threshold values are 
about 2 db lower than when listening with one ear. This small 
difference would account for the difficulty in trying to measure it. 

We are now in a position to compare the data of Kingsbury with 
those shown in Table I. The data in Table I can be converted into 
decibels above threshold by subtracting the average threshold value in 
each column from any other number in the same column. 

If now we add to the values for the level above threshold given by 
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Kingsbury an amount corresponding to the differences shown by the 
curve of Fig. 20, then the resulting values should be directly com- 
parable to our data on the basis of decibels above threshold. Com- 
parisons of his data on this basis with those reported in this paper are 
shown in Fig. 21. The solid contour lines are drawn through points 
taken from Table I and the dotted contour lines taken from Kings- 
bury's data. It will be seen that the two sets of data are in good 
agreement between 100 and 2000 cycles but diverge somewhat above 
and below these points. The discrepancies are slightly greater than 
would be expected from experimental errors, but might be explained 
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Fig. 21—Loudness levels of pure tones—A comparison with Kingsbury's data. 

by the presence of a slight amount of noise during threshold de- 
terminations. 

Appendix C. Optical Tone Generator of Complex Wave Forms 

For the loudness tests in which the reference tone was compared 
with a complex tone having components of specified loudness levels 
and frequencies, the tones were listened to by means of head receivers 
as before; the circuit shown in Fig. 15 remaining the same excepting 
for the vacuum tube oscillator marked "x Frequency." This was 
replaced by a complex tone generator devised by E. C. Wente of the 
Bell Telephone Laboratories. The generator is shown schematically 
in Fig. 22. 

■ yGr 
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Fig. 22—Schematic of optical tone generator. 

The desired wave form was accurately drawn on a large scale and 
then transferred photographically to the glass disk designated as D in 
the diagram. The disk, driven by a motor, rotated between the lamp 
L and a photoelectric cell C, producing a fluctuating light source which 

Fig. 23—Ten disk optical tone generator. 
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was directed by a suitable optical system upon the plate of the cell. 
The voltage generated was amplified and attenuated as in the case of 
the pure tones. 

The relative magnitudes of the components were of course fixed by 
the form of the wave inscribed upon the disk, but this was modified 
when desired, by the insertion of elements in the electrical circuit which 
gave the desired characteristic. Greater flexibility in the control of 
the amplitude of the components was obtained by inscribing each 
component on a separate disk with a complete optical system and 
cell for each. Frequency and phase relations were maintained by 
mounting all of the disks on a single shaft. Such a generator having 
ten disks is shown in Fig. 23. 

An analysis of the voltage output of the optical tone generators 
showed an average error for the amplitude of the components of about 
±0.5 db, which was probably the limit of accuracy of the measuring 
instrument. Undesired harmonics due to the disk being off center or 
inaccuracies in the wave form were removed by filters in the electrical 
circuit. 

All of the tests on complex tones described in this paper were made 
with the optical tone generator excepting the audiometer, and two 
tone tests. For the latter tests, two 'vacuum tube oscillators were 
used as a source. 



Effect of Atmospheric Humidity and Temperature on the 
Relation between Moisture Content and Electrical 

Conductivity of Cotton * 

HE data given in this paper show the effect of successive equi- 
librium humidity cycles on the relation between [a) relative 

humidity and moisture content; (b) insulation resistance and relative 
humidity: and (c) insulation resistance and moisture content, for raw 
and water-boiled cotton at constant temperature (25° C.). These 
data have been of considerable assistance in explaining the behavior 
of cotton, particularly the fact that its d.-c. insulation resistance, 
when measured at some definite test condition,1 is dependent, to a 
surprising extent, upon previous treatment, e.g. the manner in which 
wet cotton is dried, temperature of drying, and the atmospheric con- 
ditions to which it is exposed after drying, before being measured 
under the comparable test condition. 

The information secured as a result of this investigation has been 
valuable in improving the practical methods of inspection used to 
control the quality of textiles for electrical insulation in telephone 
apparatus. 

Previously it was shown 2 that the relation between the insulation 
resistance (I.R.) and percentage moisture content (per cent M.C.) of 
cotton can be expressed by the equation 

It is now known that a single value of the slope A of this linear 
function does not suffice for all cottons, nor even for one sample of 
cotton. The slope may have values between 10 and 12 for the same 
sample depending upon the previous treatment of the cotton. Further, 
this equation holds only between about 3 per cent and 10 per cent 

* This is one of three papers by Walker and Quell, published in the March and 
April 1933 issues of The Journal of the Textile Institute. Abstracts of the other two 
papers appear in the Abstracts section of this issue of the Bell System Technical 
Journal. In the April 1929 Bell System Technical Journal there are two papers by 
R. R. Williams and E. J. Murphy, and E. B. Wood and H. H. Glenn, respectively, 
dealing with the problem of textile insulation. 1 It is the practice to compare the electrical insulating quality of different cotton 
samples by measuring the d.-c. insulation resistance after bringing the samples to 
equilibrium with 75 per cent relative humidity at 25° C, or at 85 per cent relative 
humidity at 37.8° C. (100° F.), equilibrium being approached from a lower humidity. 

2 Murphy and Walker, J. Phys. Chem., 32, 1761, 1928. 

By ALBERT C. WALKER 

log I.R. = — ^4 log per cent M.C. + B. 

431 
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moisture content—corresponding to a range of relative humidity 
(hereinafter written R.H.) from 15 per cent to 85 per cent at 25° C. 
Nearly the whole range of moisture adsorption 3 of cotton between 
dryness and saturation may be characterized by three equations, as 
follows: 

Below 3 per cent moisture content4 

log I.R. = — A per cent M.C. + B (I) 

Between 3 per cent and 10 per cent moisture content 

log I.R. = — A log per cent M.C. + B (II) 

Between 10 per cent moisture content and saturation (about 25 per 
cent M.C.) 

log I.R. = — A per cent R.H. 4- B (HI) 

Different values of A satisfy these equations, depending, as noted 
above, upon the previous treatment of the cotton and upon the 
direction of approach to equilibrium; whether this approach is from 
the dry state (along an absorption cycle), or from the wet state (along 
a desorption cycle). The experimental data include results of tests 
on one sample of raw cotton and two of water-boiled cotton. The 
following tabulation gives some idea of the limiting values of A and 
the conditions under which they will satisfy the equations: 

Equation I Equation II Equation III 

Raw Water-boiled Raw Water-boiled Raw Water-boiled 

Absorption .... 
Desorption .... 

1.16 
1.06 

No 
values5 10.5 -11 

9.88-10.15 
12 
10.2 

0.143 
0.076 

0.111 
0.075 

Experimental Method 

Samples of cotton were brought to equilibrium with a flowing stream 
of air at 25° C., in which the partial pressure of water vapor could be 
adjusted to any desired value and maintained constant within 0.0115 

3 The word "absorption " is used to denote the taking up of a vapor, "desorption " 
the giving up of a vapor, and "adsorption" the general process without special 
indication of gain or loss. The use of these terms implies no assumptions with regard 
to the mechanism of the processes they denote. 4 Below 2 per cent M.C., the I.R. of even raw cotton is difficult to measure, since 
it is above the limiting sensitivity (1013 ohms/mm. at 100 volts) of the insulation- 
resistance bridge used. Further tests are being made on this low range, using a 
more suitable type of cotton sample. 6 Difficult to measure water-boiled cotton in the range where Equation I might 
apply. 
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mm. This is equivalent to variations of less than 15 parts per million 
in the water-vapor content of the air, or 0.05 per cent R.H. at 25° C. 
Insulation-resistance and moisture-content measurements were made 
at equilibrium 6 for a series of relative humidities in both absorption 
and desorption cycles on separate samples of the same cotton. 

The moisture content was determined by mounting about 0.08 gram 
of cotton, wound in the form of a small skein, on a calibrated quartz- 
fiber balance, as described by McBain and Bakr.7 The sensitivity of 
this spring was 0.03 gram = 1 inch deflection. The deflection caused 
by moisture adsorption was measured with a cathetometer, calibrated 
to 0.0001 inch. Measurements were reproducible to 0.0005 inch; 
thus the moisture adsorbed could be determined to 0.02 per cent. 

The insulation resistance was measured by mounting 90 threads of 
cotton, each | inch long between metal electrodes, described in a 
previous communication.8 This sample weighed about 0.05 gram. 

The quartz spring was suspended in a long glass tube mounted 
within an air thermostat. A metal box with a hard-rubber top on 
which were mounted the electrodes was also contained in this ther- 
mostat. The flowing air streams from the same humidity apparatus 
were passed through the glass tube and the box in parallel. 

A continuous record was obtained of the humidity of the flowing air 
mixture during each experiment, using an exceedingly sensitive 
humidity recorder, accurate to 0.05 per cent R.H. at 25° C, and 
sensitive to changes of but 0.02 per cent R.H. The humidity 
apparatus and the recorder are both described elsewhere.' 

Since the humidity apparatus supplied air of fixed absolute humidity, 
it was essential that constant temperature be maintained in the air 
thermostat; also that the electrode test box and quartz-spring tube 
be kept at the same temperature, to insure equilibrium of the samples 
at the same relative humidity. The air thermostat had walls 5^ in. 
thick, including 3 in. of cork insulation. Copper-constantan ther- 
mocouples were mounted in each end of the electrode test-box and in 
the tube in close proximity to the samples. Efficient circulation of 
the air within the thermostat, by means of a fan driven from a motor 
mounted outside the thermostat, together with a sensitive mercury 
thermo-regulator operating a vacuum tube relay heat control, made it 

6 Below 90 per cent R.H., equilibrium could be practically reached in but two to 
three hours, using this flowing stream or so-called "dynamic" method. Above 90 
per cent, the time for equilibrium increases appreciably, being greater the nearer 
the test humidity is to saturation. Reference to the data in Table I will show the 
small differences between two to three hours' exposure and overnight values after 
20 hours' exposure. 7 McBain and Bakr, Jour. Amer. Chem. Soc., 48. 690, 1926. 

"April 1929 B.S.T.J., H. H. Glenn and E. B. Wood, Vol. VIII, p. 254. 0 Walker and Ernst, Jour. hid. and Engg. Chem. Analyt. Ed., 2, 134, 1930. 
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possible to maintain the thermocouples to within 0.01° C. of each 
other, and the temperature at any point within the thermostat re- 
mained constant to at least 0.01° C. 

For several years prior to the development of the flowing air stream, 
or "dynamic" method of testing textiles, insulation-resistance measure- 
ments had been made on samples mounted on electrodes in a closed 
vessel in which 76 per cent R.H. was maintained by saturated NaCl 
solution. This vessel, in turn, was placed in an air thermostat nearly 
surrounded by a water bath maintained at 25° C. ± 0.1° C. Since 
the atmosphere above the salt solution is relatively stationary as com- 
pared with that in the flowing stream method, this procedure is 
defined as a "static" method. A statistical analysis, made by Dr. 
W. A. Shewhart of these laboratories, on data taken with both the 
static and dynamic methods, using samples from the same spool of 
cotton, clearly showed the superiority of the dynamic method.10 

Experimental Data 
Table I contains equilibrium data on moisture content and insulation 

resistance measurements of raw cotton made at a series of different 
relative humidities at 25° C., in both absorbing and desorbing cycles. 
Tables II and III contain similar data for two samples of water- 

TABLE I 
Moisture Content and Insulation Resistance Data on Raw Cotton in 

Equilibrium with Constant Atmospheric Humidities during Re- 
peated Absorption and Desorption Cycles at 25° C. 

Equilibrium Relative 
Humidity at 25° C. 

% 

Moisture Content 
Insulation Resistance per 

f-in. Length of 30/2- 
ply Cotton Thread 

% M.C. log % M.C. megohms log megohms 

First Cycle of Increasing Humidity—Absorption 

8.8  2.19 0.340 1.76 XlO9 9.25 
17.6  3.10 0.491 2.18 X108 8.34 
26.3 (2 hours)  3.76 0,575 2.21 XlO7 7.34 
26.3 (overnight—20 hours)  3.83 0.584 2.03 XlO7 7.31 
45.7  5.19 0.72 5.81 XlO6 5.76 
61.0  6.49 0.813 6.33 XlO4 4.80 
71.5 (3 hours)  7.61 0.882 8.84 XlO3 3.95 
71.5 (overnight—21 hours)  7.66 0.885 8.61 XlO3 3.94 
82.3  9.39 0.973 1.05 XlO3 3.02 
87.5  11.00 1.041 2.58 XlO2 2.41 
92.7 (6 hours)  13.95 1.145 41.6 1.62 
93.0 (overnight—24 hours)  14.25 1.154 38.0 1.58 
99.2  22.30 1.349 5.75 0.76 
Saturated air (1 hour exposure)  24.50 1.390 4.17 0.62 

10 This analysis has been published by Dr. Shewhart, as an illustration of testing 
control in a book, "Economic Control of Quality of Manufactured Product," D. 
Van Nostrand, 1931. His conclusion regarding this analysis was, "We assume, 
therefore, upon the basis of this test, that it is not feasible for research to go much 
further in eliminating causes of variability." Page 21. 
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First Cycle of Decreasing Humidity—Desorplion 

93.0   16.90 1.228 15.0 1.18 
77.2  10.81 1.034 2.45 XlO2 2.39 
56.0   7.50 0.875 8.90 XlO3 3.95 
36.8   5.32 0.726 3.05 XlO6 5.48 
17.6   3.47 0.540 2.22 XlO7 7.35 
11.1  2.61 0.417 2.25 XlO8 8.35 

Samples dried 20 hours with dry air at 25° C. 

Second Cycle of Increasing Humidity—A bsorplion 

26.2  
36.2  
56.5  
71.5 (2 hours)  
72.5 (overnight—18 hours)  
Saturated air (6 hours exposure) 

3.90 0.591 l.U XlO7 7.05 
4.68 0.670 1.39 XlO6 6.14 
6.47 0.811 3.87 XlO4 4.59 
8.35 0.922 3.34 XlO3 3.52 
8.45 0.927 2.79 XlO3 3.45 

30.00 11 1.48 2.64 0.42 

TABLE I {Continued) 

Equilibrium Relative 
Humidity at 25° C. 

% 

Moisture Content 
Insulation Resistance per 

J-in. Length of 30/2- 
ply Cotton Thread 

% M.C. log % M.C. megohms log megohms 

Second Cycle of Decreasing Humidity—Desorption 

45.0 (2 hours)  
45.0 (overnight—18 hours)  
17.6   

6.15 
6.08 
3.44 

0.79 
0.784 
0.537 

6.24 XlO4 

6.97 XlO4 

1.91 XlO7 

4.80 
4.84 
7.28 

Samples dried 20 hours with dry air at 25° C. 

Third Cycle of Increasing Humidity—Absorption 

3.88 0.589 9.95 XlO6 7.00 

Desorption from 26.2% to 5% Relative Humidity 

1.72 0.236 5.67 XlO8 8.75 

Samples removed from apparatus an 

First Cycle of Increasing 

d oven-d 

Humidi 

ried at 80° 

y—after oi 

C. for 20 hot 

en-drying 

irs. 

45.7  5.07 0.705 4.76 XlO5 5.68 

11 Under the "saturated" condition in this case, moisture as dew was visible on 
the cotton. 
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boiled cotton, designated A and B respectively. These raw and 
water-boiled samples initially came from the same lot of raw insulating 
cotton. 

The arrangement of the data in these tables shows the sequence in 
which the equilibrium values were obtained. 

On Fig. 1 are plotted curves showing the relations between (a) per 
cent M.C. and per cent R.H., and (6) log I.R. and per cent R.H. 
for the raw cotton data in Table I. Fig. 2 contains a single curve 
showing the relation between log I.R. and log per cent M.C. for the 
raw cotton. Fig. 3 contains all three of these different types of 
curves for the two samples of water-boiled cotton. Since the data for 
these two water-boiled samples checked with one another so well, 
only one curve of each type was necessary to express the relations 
for both samples. Fig. 4 shows the relation between log I.R. and 
per cent M.C. for only the lower range of the experimental data for 
raw cotton, since up to about 5 per cent moisture content this relation 
as expressed by equation I on page 432 appears to hold better than 
equation II. 

Discussion of Experimental Data 

Moisture Content-Relative Humidity Data 

Exposure of raw cotton to a saturated atmosphere causes a reduction 
in the area of the moisture content-relative humidity hysteresis loop 12 

(Fig. 1). Conversely, no reduction in the area of the loop on successive 
cycles is observed in the case of water-boiled cotton, perhaps due to 
this previous water treatment. 

Sheppard and Newsome 13 found reductions in the area of this type 
of hysteresis loop for a treated cotton on successive cycles of exposure 
to high and low humidities. Our data show—(a) no change occurs 
in the position of the absorption curve for water-boiled cotton during 
two absorption cycles; (b) identical desorption curves for two different 
water-boiled samples; (c) identical desorption curves for raw cotton 
in three cycles, as well as a suggestion that the third absorption curve 
(only one point obtained—at 26 per cent R.H.) coincides with the 
second absorption curve; {d) a reduction in area in the raw cotton 
hysteresis loop on the second absorption cycle; (e) this reduced area 
for the raw cotton differs but little, both in area and location, from the 
hysteresis loop for the water-boiled cottons. 

12 This type of hysteresis loop in the moisture adsorption properties of cotton has 
been discussed at length by Urquhart and Williams, Jour. Text, hist., 15, T138, 1924; 
also Shirley Inst. Mem., 3, 49, 1924. 13 Sheppard and Newsome, Jour. Phys. Chem., 33, 1819, 1929. 
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Fig. 1—Relations between relative humidity and the moisture content and log 
insulation resistance of raw cotton at 25° C. 
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Fig. 2—Relation between log of per cent moisture content and log insulation re- 
sistance of raw cotton at 25° C. 
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Fig. 3—Relations between relative humidity, moisture content and log insulation 
resistance of water-boiled cotton at 25° C. 
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Fig. 4—Relation between per cent moisture content and log insulation resistance 
of raw cotton at 25° C. 
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This evidence is considered to indicate the close control of the 
testing conditions made possible with the dynamic method, and 
suggests that the decreases in area in the loops obtained by Sheppard 
and Newsome may be due to small variations in thermostat tem- 
perature about a mean value. On absorption this would have the 
effect of giving too high a moisture content at equilibrium, due to 
hysteresis; on desorption the equilibrium value would be too low. 

TABLE II 
Moisture Content and Insulation Resistance Data on Water-Boiled Cotton 

in Equilibrium with Constant Atmospheric Humidities during 
Absorption and Desorption Cycles at 25° C. 

30/2 Collon—Sample A 

Equilibrium Relative 
Humidity at 25° C. 

% 

Moisture Content 
Insulation Resistance per 

i-in. Length of 30/2- 
ply Cotton Thread 

% M.C. log % M.C. megohms log megohms 

First Cycle of Increasing Humidity—Absorption 

60 0   6.29 
8.53 

13.32 
20.70 

0.80 
0.93 
1.12 
1.32 

2.21 X10B 

6.3 XlO4 

8.93 X102 

9.35 X10 

6.34 
4.80 
2.95 
1.97 

91 5   
Saturation (20 hours exposure)  

First Cycle of Decreasing Humidity—Desorption 

91.5   15.00 1.18 3.80 XlO2 2.58 
73.0   10.05 1.00 9.75 XlO3 3.99 
60 0   7.85 0.895 9.46 X104 4.98 
40 0   5.62 0.75 2.77 XlO" 6.44 

Samples dried 20 hours with dry air at 25° C. 

Second Cycle of Increasing Humidity—Absorption 

40.0  4.80 0.68 1.25 XlO7 7.097 
60.0  6.45 0.81 6.45 XlO5 5.81 
73.0  8.16 0.91 5.95 XlO4 4.75 
91.5  13.03 1.11 1.00 X101 3.00 

Insulation Resistance-Relative Humidity Data 

Figs. 1 and 3 show hysteresis loops in the log I.R.—per cent R.H. 
curves, for both raw and water-boiled cotton. Hysteresis loops in 
this relation were shown in a previous paper2 but no evidence was 
available to show the effect on the loop area of exposure of the 

- loc. cit. 
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textile to air saturated with water vapor. From the evidence given 
in this paper it is seen that exposure to saturated air causes a reduction 
in the hysteresis loop area for both raw and water-boiled cotton. 
This behavior is in contrast to the moisture content-relative humidity 
relation in which a reduction in loop area is observed for raw, but not 
for water-boiled cotton. 

Between 11 per cent moisture content (about 88 per cent relative 
humidity) and saturation, the log I.R.—per cent R.H. relation appears 
to be nearly linear for raw cotton, and on the desorption curve the 
relation is linear down to about 45 per cent R.H. For water-boiled 

TABLE III 
Moisture Content and Insulation Resistance Data on Water-Boiled Cotton 

in Equilibrium with Constant Atmospheric Humidities during 
Absorption and Desorption Cycles at 25° C. 

30/2 Cotton—Sample B 

Equilibrium Relative 
Humidity at 25° C. 

% 

Moisture Content 
Insulation Resistance per 

i-in. Length of 30/2- 
ply Cotton Thread 

% M.C. log % M.C. megohms log megohms 

First Cycle of Increasing Humidity—Absorption 

73.0  8.33 
6.33 

12.87 

0.92 
0.80 
1.11 

1.08 XlO6 

2.565 X10« 
1.05 X103 

5.03 
6.41 
3.02 

60.0  
91.5  

Exposed to air at 100% R.H. overnight—no measurements taken. 

First Cycle of Decreasing Humidity—Desorption 

73.0  9.86 
7.57 
5.60 

0.99 
0.88 
0.748 

8.33 XlO3 

1.31 XlO6 

2.78 XlO6 

3.92 
5.12 
6.44 

58.0  
40.0  

cotton, this relation appears to be substantially linear over the full 
range investigated, from 60 per cent R.H. to saturation on the absorp- 
tion curve, and from saturation down to about 40 per cent R.H. on 
the desorption cycle. Curiously, the second absorption cycles for 
both raw and water-boiled cotton do not exhibit such a linear relation, 
although in the range above 90 per cent R.H. it is possible that these 
second absorption curves join the initial absorption curves and become 
linear in the upper range. 

These curves emphasize the necessity for systematic treatment of 
textiles in making electrical measurements under definite humidity 
conditions, since the hysteresis in the per cent R.H.—per cent M.C. 
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curves indicates that similar hysteresis in the log I.R.—R.H. curves is 
due to adsorption of different amounts of moisture by cotton, even 
when exposed to the same relative humidity. The amount of moisture 
adsorbed is dependent upon the direction from which equilibrium is 
approached. 

Unfortunately, the behavior of cotton is still further complicated, 
so that additional precautions must be taken in measuring its electrical 
properties. 

The difference in the effect of saturation on the area of the hysteresis 
loops for raw and water-boiled cotton as shown by the log I.R.—per 
cent R.H. and per cent R.H.—per cent M.C. curves suggests that 
some change in structure of cotton occurs when it absorbs much 
moisture, and this change in structure has a more or less permanent 
effect on the subsequent behavior of the material. Verification of this 
suggestion is found in the log I.R.—log per cent M.C. relation which 
will now be discussed. The study of this log relation has led to many 
improvements in methods now employed in the fundamental in- 
vestigation of the electrical properties of cotton and in inspection 
methods employed in the commercial purification of cotton for elec- 
trical purposes. 

Insulation Resistance-Moisture Content Data 

The curves expressing the relation between log I.R.—log per cent 
M.C. are shown, in Figs. 2 and 3, to be curved, and not linear over 
the whole range as suggested in an earlier paper.2 The data on 
raw cotton extends over the wider range, and the curve appears to 
be sigmoid in shape, exhibiting curvature above 10 per cent and below 
3 per cent moisture content. Only in the middle range between these 
moisture content limits is the curve sufficiently linear so that equation 
11 applies. The accuracy of the curve below about 5 per cent M.C. 
progressively decreases, due to difficulties in measuring the extremely 
high resistances, and about all that can be said of this range at present 
is that the log I.R.—per cent M.C. relation expressed by equation I, 
appears to fit the data better than the log I.R.—log per cent M.C. 
relation as expressed by equation 11. 

The definite curvature above 10 per cent M.C., not observed 
previously,2 was found through the use of the dynamic method and 
the measurement of insulation resistance and moisture content 
values simultaneously on similar samples of cotton taken from the 
same supply.14 

14 In the vicinity of saturation, an effect similar to polarization can cause errors in 
the measurement of insulation resistance. The errors result in high insulation 
resistance values, accentuating the curvature of the curve above 10 per cent moisture 
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In the range where equation II is applicable the relation is seen to 
be a family of convergent lines with slopes (the constant A in this 
equation) having values between 10 and 12. These convergent lines 
focus at about 10 per cent M.C. (log per cent M.C. = I).15 The 
actual value of the slope A in any test depends upon several factors. 
It is primarily dependent upon the previous treatment of the cotton. 
Water-boiled cotton which has been dried from the wet state at high 
temperature in such a manner as to secure a high I.R. for a given 
moisture content, in consequence, gives a line with maximum slope. 
Exposure to high humidities, or saturation of the cotton with water 
vapor causes the subsequent desorption and absorption equilibrium 
values to lie on a line of less slope. In the case of raw cotton, the more 
moisture absorbed by the cotton from a saturated atmosphere, the 
lower is the desorption value of A; its lower limit appears to depend 
to some extent upon the time of exposure and the amount of moisture 
absorbed. (Note the difference in the desorption slope after the first 
and second exposure of the raw cotton to saturated air. After the first 
cycle with 24.5 per cent maximum moisture content, A = 10.15; 
after the second with 30 per cent M.C., A = 9.88.:6 This difference 
is greater than experimental error.) 

Raw cotton shows a distinct difference from water-boiled cotton in 
one respect. On the second absorption cycle the slope A has a value 

content. This effect is not readily detectable, using the slow-period H.S. type 
Leeds and Northrop galvanometer. When first found, it was assumed that the 
entire curvature of the curve above 10 per cent M.C. was due to this effect, but such 
was not the case. The effect is not true polarization, but is simply due to electrical 
heating. Above 90 per cent relative humidity for raw cotton and above 98 per cent 
R.H. for washed cotton, the measuring current, using 100 volts potential is sufficient 
to heat the cotton appreciably. This 12R loss can raise the textile temperature about 
0.1° C. at 90 per cent R.H., and about 10° C. at saturation for raw cotton. These 
temperature rises were measured, using thermocouples of No. 40 wire braided into 
the threads of textile mounted on the electrodes. The heating effect causes evapora- 
tion of moisture from the cotton, thus raising the insulation resistance. 

All measurements in this paper above 75 per cent R.H. for raw cotton and above 
90 per cent R.H. for washed cotton were made with a special micro-ammeter having 
a period of but 0.8 second, as compared with the period of the H.S. type galvanometer 
of about 40 seconds. The temperature rise at saturation does not become evident 
for at least three seconds after voltage application. Until this short interval has 
elapsed the micro-ammeter gives a steady reading identical with the instantaneous 
value, and as the thermocouple records increasing temperature the meter deflection 
drops. 

16 This behavior is a hysteresis effect of a somewhat different character from that 
observed in the two relative humidity relations previously discussed, since in this 
case the effect is independent of relative humidity, and appears to be related to the 
distribution of moisture in the cotton and to the manner in which this moisture is 
held by the cellulose. This will be discussed somewhat more fully later. 16 The value of 24.5 per cent M.C. does not necessarily indicate a true saturation 
value, but only a M.C. after exposure to a definite saturated atmosphere for one 
hour. The 30 per cent value probably represents some value above the critical 
saturation point at exactly 100 per cent R.H. (which would be exceedingly difficult 
to obtain), since actual deposits of dew were visible on the sample. 
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intermediate between the initial absorption and desorption slopes, 
thus indicating some reversibility in the properties of the cotton which 
determine these slopes, due to the drying effect after the initial desorp- 
tion test. Water-boiled cotton does not show this effect, the slope 
of the second absorption curve being identical with that of the initial 
desorption curve, under the conditions of drying used for these tests. 
This behavior is consistent with some experiments made to determine 
if the initially high insulation resistance observed in some cases with 
water-boiled cotton could be restored by some simple means after the 
resistance had been adversely affected by exposure to high atmospheric 
humidities. 

In the course of some I.R. tests made on washed cotton the control 
samples of raw cotton used to check each I.R. experiment to assure 
the same humidity and temperature conditions were found to have 
suddenly changed from 4.5 kilomegohms—their normal value under 
the test conditions—to 1.8 kilomegohms under these conditions. 
These controls had been exposed to atmospheric humidity conditions 
of 83 per cent R.H. at 32° C., while a new set of washed cotton samples 
were being prepared for test. Since it was particularly desirable to 
continue the use of the same control samples, an attempt was made to 
restore them to their original conditions by drying. Air at less than 
0.1 per cent R.H. at 25° C., was passed over these samples for 40 
hours at room temperature. When subsequently measured their 
resistances had increased from 1.8 to 2.9. Further drying for 48 
hours at 105° C. caused a further gain of but 0.1 kilomegohm. Con- 
versely, similar tests on washed cotton showed no improvement. 
A bundle of washed cotton was dried at 105° C. Instead of giving an 
1.R. of between 100 and 400 kilomegohms, normal for other similarly 
washed and dried samples, the resistance was but 23 kilomegohms. 
Chemical analyses of this cotton gave no indication that this low value 
was due to electrolytic contamination. Neither redrying of this 
cotton in a vacuum oven at 80° C., nor drying in an air-oven at 105° C., 
gave any improvement; in fact the resistance after such redrying was 
but 18 kilomegohms. 

However, this washed cotton was greatly increased in I.R. by 
simply rewetting with excess water and drying rapidly at 105° C.19 

From this discussion of the data it is seen that three types of linear 
equations may be used to express fairly accurately the relation between 
insulation resistance and the moisture-absorbing properties of cotton 
over a range of atmospheric relative humidity from saturation down 

19 Samples A and B used to secure the data in Tables II and III were from this 
test. After rewetting and oven-drying at 105° C., sample A gave 108 kilomegohms 
and B gave 63 kilomegohms at 75 per cent R.H.—25° C. 



ELECTRICAL CONDUCTIVITY OF COTTON 447 

to nearly dryness. These equations, with the respective ranges of 
relative humidity (and, therefore, of moisture content) over which 
each is significant, are given on page 432. 

It is concluded that exposure of cotton to high atmospheric humidity 
causes a change in the gel structure due to absorption of moisture, 
since the insulation resistance of the material as measured at some 
comparable condition (75 per cent R.H. at 25° C.) is less after such 
high humidity exposure than before, even if the cotton is well dried 
before testing. 

The temperature of such exposure to high atmospheric humidity also 
affects the subsequent electrical properties of the cotton. Data to 
show this temperature effect are given in Table IV. 

Temperature Effects 

Effect of Temperature at High Humidity on l.R. of A ir-dried Cotton 
Table IV contains the results of a series of tests on the l.R. of 

samples of raw and washed cotton which were exposed to several 
cycles of high humidity and dry air, each cycle being as follows: 

(a) Equilibrated and measured at 75% R.H.—25° C. 

{b) Equilibrated and measured at 88% R.H.—at t° C. 

(c) Dried for 16 hours with a stream of dry air at 25° C. 

This cycle was repeated four times, the only difference in each case 
being the temperature (f C.) at which the 88 per cent R.H. equilibrium 
tests were made. These temperatures were successively—22°, 30.2°, 
38°, and 22° C. In all, eight samples of washed cotton and four 
samples of raw cotton were used in the test. Two of the raw cotton 
samples (1 and 4) were not exposed to the 88 per cent humidity con- 
ditions, but were used as control samples to check the reproducibility 
of the 75 per cent humidity conditions in each cycle.20 

Table V is a condensation of Table IV. The decreases in insulation 
20 Five measurements each were made on these two control samples during the 

course of the test, giving a mean value of 4.52 kilomegohms, with a standard deviation 
of but 0.13 kilomegohms. 

The differences in the initial values of l.R. for the eight washed samples are not 
due to lack of control, either in the method of washing or in the method of testing, 
but to actual differences in the equilibrium moisture contents. For example—sample 
1 gave 73 kilomegohms initially, and sample 6 gave 102 kilomegohms. Their 
respective moisture contents, under the test conditions, were 8.17% and 8.00 %. 

Using Equation II, and with the constant .4 = 10, the values of B were calculated 
in this equation as 13.99 and 14.05 respectively for samples 1 and 6. Assuming these 
samples to be of equal purity, since they were washed in an efficient manner,-1 it 
is reasonable to take B = 14.03 for both samples. From this value of B, the 
l.R. of sample 1 was calculated at a moisture content of 8.00 per cent, giving 98 
kilomegohms, a satisfactory check with sample 6 at the same moisture content. 21 Walker & Quell, Jour. Text. Inst. 24, T141, 1933. 
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resistance of both raw and washed cotton when measured at 75 per 
cent relative humidity and 25° C., after exposure to the 88 per cent 
relative humidity conditions and dried,22 are given in percentage of 
the initial 75 per cent—25° C. insulation resistances. 

TABLE V 
Percentage Reduction in the Insulation Resistance of Raw and Washed 

Cottons at 75 Per Cent Relative Humidity and 25° C., after Suc- 
cessive Exposures to 88 Per Cent Relative Humidity at 1° C. 

Temperature (<0 C.) of the % Reduction in Insulation Resistance at 75%— 
Successive 88% R.H. Cycles 25° C. after each 88% R.H. Cycle 

Washed Raw 
22° C  39% 37% 
30.2° C   64% 58.5% 
38.0° C  72% 64.5% 
22° C  63% 59.5% 

Exposure of cotton to high humidity (in this case 88 per cent) alters 
the properties of the material in such a way that its insulation resistance 
when subsequently measured at 75 per cent relative humidity and 
25° C., is lower than the insulation resistance measured at the 75 per 
cent condition before such exposure to 88 per cent humidity. This 
decrease in insulation resistance observed at 75 per cent humidity and 
25° C., becomes progressively greater the higher the temperature of 
the 88 per cent humidity exposure, but on again exposing the cotton 
to 88 per cent humidity at the reduced temperature of 22° C., after 
exposure at 38° C., the insulation resistance subsequently measured 
at 75 per cent humidity and 25° C., is greater than after the 88 per 
cent—38° exposure, but less than when measured at this condition after 
the original exposure to 88 per cent humidity and 22° C., thus indi- 
cating that some reversal occurs in the temperature effect. 

The fact that in each test the percentage reduction is of the same 
order of magnitude for raw and washed cotton, suggests that the 
effect is structural and not related to the quantity of electrolytic im- 
purities which may be present. 

An important feature of the data recorded in Table IV is that the 
insulation resistance of washed cotton is reduced by exposure to 88 
per cent R.H. A natural question is—What would be the resistance 
of this cotton if exposed to 100 per cent R.H. instead of 88 per cent, 
or brought directly to equilibrium with 75 per cent R.H. at 25° C., 
from the wet state without oven-drying? Tests have been made to 
determine these points. Washed cotton, dried at 105° C., then con- 

22 The samples were dried with a stream of very dry air at 25° C. after each 
exposure to the 88 per cent humidity conditions to avoid the hysteresis effect, which 
would occur if the samples were brought back to the 75 per cent humidity condition 
directly from the higher humidity. Before starting the test all samples were similarly 
dried. 
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ditioned at 100 per cent R.H., gave an I.R. when tested at 75 per cent 
R.H. at 25° C., of 25 kilomegohms.23 Its insulation resistance on 
being brought directly from the wet state to 75 per cent R.H. at 25° C., 
was but 3.7 kilomegohms, being in this case lower than the resistance 
of raw, unwashed cotton in Table IV. Of course, if the raw cotton 
could be wet with water without undergoing any change due to 
reduction in ash content, no doubt its resistance would be much lower 
than that of similarly treated water-washed cotton, since this effect 
appears to be structural and certainly is not dependent upon electro- 
lytic impurities. 

Effect of Temperature of Drying Wet Cotton on its Insulation Resistance 

The higher the temperature at which wet, water-boiled cotton is 
dried, the higher is its insulation resistance. Such cotton, dried at 
105° C., 120° C., and 162° C., from the wet state, gave 139, 171, and 
201 kilomegohms respectively, when subsequently equilibrated at 75 
per cent R.H. at 25° C. 

Theory 

The most important fact to be derived from these experimental 
data is that cotton may have a range of insulation resistance values 
for any single moisture content over at least the average atmospheric 
humidity range, from about 15 to 85 per cent R.H. Another 
interesting fact is that the insulation resistance of cotton when 
measured at definite test conditions depends to a surprising extent 
upon the previous exposure of the material to prevailing atmospheric 
humidity and temperature conditions, prior to such tests. 

This behavior suggests that the absorption of appreciable quantities 
of moisture causes changes in the cotton structure, which affect the 
mechanism of current conduction. This change in structure, no 
doubt a result of swelling, an effect investigated by Collins,24 appears 
to be a difficultly reversible alteration in the colloidal gel structure of 
the cellulose, even after subsequent removal of the moisture by drying. 
These effects, rather small to be detected by ordinary methods, are 
revealed by the extremely sensitive electrical tests, since very small 
changes in moisture content cause large changes in insulation re- 
sistance. 

Since the substitution of acetyl for hydroxyl groups in cellulose is 
accompanied by a marked reduction in the moisture adsorption,25 

23 This oven-dried material gave 80 kilomegohms when not exposed to the 100 
per cent R.H. before test. 24 Collins, Jour. Text. Inst., 21, T311, 1930. 25 Wilson and Fuwa, Jour. hid. and Engg. Chem., 14, 913, 1922. (This lower mois- 
ture adsorption of cellulose acetate has been observed in our own experiments. See 
also reference 13.) 
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it appears likely that adsorption of moisture is largely a function of 
free hydroxyl groups. From our data it appears that when wet 
cotton is dried rapidly at high temperatures, the internal or micelle 
surface contains a minimum of hydroxyl groups. As the cotton is 
permitted to absorb more and more moisture, the hydroxyl groups 
which were oriented into the interior of the micelles by the drying 
process where their hygroscopic property is, in effect, neutralized by 
attraction of associated molecules, are attracted to the surface to 
hold the absorbed moisture. On drying, these hydroxyl groups do 
not return readily to the interior and a greater number of water 
molecules are held at any relative humidity, thus accounting for the 
normal hysteresis effect observed in the moisture content-relative 
humidity relation. 

Practically all of the experimental data discussed in this paper were 
secured during 1928 and 1929, and the above theory was proposed 
at that time. Apparently at about the same time Urquhart questioned 
the explanation offered some years previously by Urquhart and 
Williams 26 to account for hysteresis in the moisture relations of cotton, 
depending upon a modification of the Zsigmondy pore theory. In 
June 1929 27 Urquhart proposed a theory comprising the essential 
features of the orientation of hydroxyl groups as offering a better 
explanation than the pore theory for the moisture-adsorbing properties 
of cotton. The general outline just given in connection with the 
study of the electrical properties of cotton is much the same as the 
more complete theory discussed by Urquhart. 

However, further consideration of our experimental data led to 
the conclusion that neither the pore theory nor the orientation of 
hydroxyl groups completely accounts for the hysteresis effect in the 
log I.R.—log per cent M.C. relation. 

As mentioned above, rapid drying of wet cotton under proper 
conditions is assumed to give internal surfaces containing a minimum 
of hydroxyl groups. This idea can be qualified as follows: Either 
such drying conditions are conducive to the presence of a minimum of 
hydroxyl groups on the internal surfaces, or they are conducive to a 
less uniform distribution of these groups on these internal surfaces. 

Consequently, on initially absorbing moisture from such a dried 
condition, the moisture associated with hydroxyls will not be uni- 
formly distributed and the conduction of current through the cotton 
along these internal surfaces will be somewhat discontinuous. On 
desorption from saturation, moisture will be removed in a more regular 

20 Urquhart and Williams, Jour. Text. Inst., 15, T433, 1924; also Shirley Inst. 
Mem., 3, 197, 1924. 27 Urquhart, Jour. Text. Inst., 20, T125, 1929. 
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fashion from more uniformly distributed hydroxyls, and therefore on 
any descending curve the conduction of current can be considered to 
be along more continuous paths. This difference in continuity of 
moisture paths is sufficient to account for high insulation resistance 
values on absorption and low values on desorption curves, for each 
equilibrium moisture content. The actual insulation resistance in 
any given case depends upon the degree of continuity of such moisture 
paths and this in turn depends upon the previous treatment of the 
material. 

Also it seems reasonable to consider that some of the properties of 
cotton under discussion may be explained to better advantage by the 
pore theory initially proposed by Urquhart and Williams,26 since it 
does not appear that all of the moisture which saturated cotton can 
absorb is necessarily associated with hydroxyl groups. In con- 
sidering the pore theory, high insulation resistance values during 
absorption can be accounted for by a blocking effect of the pore 
entrances by a few water molecules. This pore blocking effect sug- 
gested by Peirce28 would cause greater discontinuities in moisture 
paths through the cotton, and therefore higher insulation resistance 
for a given moisture content. 

Since it is planned to discuss this theory more in detail in a separate 
paper when experimental data now being secured are available, only 
the above brief outline is given at this time. 

Acknowledgments are made to Mr. M. H. Quell, Mr. H. S. Davidson, 
and Mr. G. E. Kinsley for their valuable assistance in securing the 
data reported in this paper. 

28 Peirce, Jour. Text. Inst., 20, T133, 1929. 



Classification of Bridge Methods of Measuring 
Impedances * 

By JOHN G. FERGUSON 

An analysis is made of the requirements for satisfactory operation of 
the simple four-arm bridge when used for impedance measurements. The 
various forms of bridge are classified into two major types called the ratio- 
arm type and the product-arm type, based on the location of the fixed 
impedance arms in the bridge. These two types are subdivided further, 
based on the phase relation which exists between the fixed arm impedances. 
Eight practical forms of bridges are given, three of them being duplicate 
forms from the standpoint of the method of measuring impedance. These 
bridges together allow the measurement of any type of impedance in terms 
of practically any type of adjustable standard. The use of partial substi- 
tution methods and ol resonance methods with these bridges is discussed and 
several methods of operation are described which show their flexibility in 
the measurement of impedance. 

Introduction 

BRIDGE methods have been used for the measurement of im- 
pedance from the very beginning of alternating current use. In 

fact, the history of the impedance bridge dates back to the earlier 
bridges developed for the measurement of direct current resistance. 
While some objection may be raised to this method of measurement on 
the count that it is not direct indicating, in the sense that an ammeter 
or voltmeter is, this has been more than offset by the high accuracy of 
which it is capable. Bridge methods of measuring impedance have 
accordingly continued to hold a high place in the field of electrical 
measurements and except perhaps at the higher radio frequencies are 
considered supreme for this purpose over the whole frequency range, 
where high accuracy is the principal requirement. 

The peculiar advantages of the bridge method are most evident 
where emphasis is laid on the circuit characteristics rather than on 
power requirements. In power engineering it may be more logical 
to make measurements in terms of current, voltage, and power, since 
these are the quantities of immediate interest. In communication 
engineering, however, where design is based for the most part on 
circuit characteristics, and power considerations are only of secondary 
interest, it is natural that bridge methods, which furnish a direct 
comparison of these circuit characteristics should be generally pre- 
ferred. 

* Presented at Summer Convention of A.I.E.E., Chicago, Illinois, June, 1933. 
Abstracted in June 1933 Elec. Engg. 
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Due to the wide field of usefulness and great flexibility of the 
impedance bridge, a very large amount of development work has been 
done and a considerable amount of literature has been published 
covering various types and modifications. In fact, the subject has 
become so broad and the information so voluminous that the engineer 
who has not specialized in the subject has every excuse for a feeling of 
considerable confusion when he finds it necessary to make a choice 
among the numerous circuits available. Perhaps the greatest single 
obstacle to a still more extensive use of the impedance bridge in 
industry is this very multiplicity of types combined with a rather 
complete lack of any practical guide for the engineer who is interested 
principally in the measurement itself and looks on the bridge simply 
as a means to this end. 

Very little information is available as to the relative merits of the 
various types of bridges, the great majority of published articles being 
confined to a description of a particular circuit used by the author for a 
particular purpose. 

The present article furnishes a comparison of the relative merits 
of the large number of circuits which are available for making the 
same measurement and should serve as a guide to the engineer who is 
more interested in results than in acquiring a broad education in 
bridge measurements. An outline is given of the fundamental require- 
ments which must be met by bridges used for impedance measure- 
ments, and a classification is made which serves as a help in the choice 
of a bridge for any particular type of measurement. The relative 
merits of the simpler types of bridge are discussed from the standpoint 
of the measurement of both components of an impedance, particularly 
with reference to measurements in the communication range of 
frequencies from about 100 to 1,000,000 cycles. Where only the 
major component of an impedance is desired, for instance where only 
the inductance of a coil or the capacitance of a condenser is desired, 
the requirements are not so severe and many forms of bridges may 
be used which are not suitable for the purpose here outlined. Bridges 
are also used to a large extent for other purposes than impedance 
measurements, such as for frequency measurements. These applica- 
tions will not be considered here. 

The General Bridge Network 

Any bridge may be considered as a network consisting of a number 
of impedances which may be so adjusted that when a potential differ- 
ence is applied at two junction points, the potential across two other 
junction points will be zero. For this condition, there are relations 
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between certain of the impedances which enable us to evaluate one of 
them in terms of the others. Thus the bridge is essentially a method 
of comparing impedances. The impedances of the bridge may consist 
of resistance, capacitance, self and mutual inductance, in any combina- 
tions, and they may actually form a much more complicated network 
than the simple circuit shown in Fig. 1. Consequently, the number of 

Fig. 1—Schematic of the impedance bridge reduced to its simplest form. 

different bridges which can be devised for the measurement of im- 
pedances is extremely large. However, since only four junction points 
are significant, any bridge circuit may be reduced to a network of six 
impedances connected between these four points, as shown in Fig. 1. 
These impedances are direct impedances, that is, there are no mutual 
impedances between them. 

If a potential is applied at BD and the balance condition is that 
the potential be zero across AC, then the points BD are called the 
input or power source terminals and the points A C are called the output 
or detector terminals. The impedances Zbd and Zac then act simply 
as shunts across the power source and detector respectively and do not 
affect the balance relation. The balance is not affected if the power 
source and detector are interchanged in a bridge reduced to this simple 
form and hereafter no distinction will be made in this respect. 

After the bridge has been reduced to the form of Fig. 1, the equation 
for balance is 

B 

C 

D 

ZcdZAB = ZBCZAD 
from which 

(1) 
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Thus, if Zcd is the unknown impedance, equation (1) evaluates it 
in terms of the other three impedances. Equation (1) is a vector 
equation and therefore the value of Zcd both in magnitude and phase, 
or both components of it when considered as a complex quantity, may 
be obtained from this equation. 

Although the above equations and subsequent discussion are based 
primarily on the use of impedances, it should be remembered that all 
of these relations may be obtained in the same general form if the 
bridge arms are considered as admittances. 

The Bridge Requirements 

If the impedances of equation (1) are replaced by the complex equiva- 
lents R + jX, then 

„ , {RncjXBc){RAD -\-jXad) 
Rcd+]XCD =  RAB+jXAB W 

From this equation Rcd and Xcd may be evaluated in terms of the 
other six quantities. Thus, if each component of the impedances of 
three arms is known, each component of the fourth impedance in 
terms of the other six components can be determined. 

In obtaining the balance, any or all of the six component impedances 
occurring in the right hand side of equation (2) may be adjusted. Since 
there are two unknown quantities to be determined, at least two of 
these components must be adjusted. From the standpoint of sim- 
plicity and speed in operation and in order to keep the cost of the 
circuit to a minimum, it is desirable that not more than two of the 
known components be adjustable. It is also essential that the choice 
be such that a variation of one adjustable standard balance one 
component of the unknown, irrespective of the other component. 
In other words Rcd should be balanced by one known standard, this 
value of the standard being independent of the magnitude of Xcd, 
and, in turn, Xcd should be balanced by another standard, the value 
of which should be independent of the magnitude of Rcd- This con- 
dition of independent adjustment for the two components is essential 
for satisfactory operation of the bridge, since it allows the balance to 
be made more rapidly and systematically, and a given setting of one 
standard always corresponds to the same value of one component of 
the unknown, independent of the magnitude of the other component, 
thus allowing the calibration of each of the adjustable standards in 
terms of the unknown component which it measures. 

To meet this requirement, the two components for use as adjustable 
standards should be so chosen that, when equation (2) is reduced to 
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the general form 
Rcd + jX cd = A + jB, (3) 

where A and B are real quantities, one of the adjustable impedances 
will appear in A and not in B, while the other will appear in B but 
not in A. 

Consideration of equation (2) shows that if adjustable standards 
consisting either of both components of Zbc or of both components of 
Zad, are chosen, and if the impedances of the two remaining arms 
are selected so that their ratio is either real or imaginary, but not 
complex, then equation (2) reduces to the form of equation (3). No 
other combination will meet the requirement taking equation (2) as 
it stands. Since for the general case there is no essential difference in 
the resulting type of bridge whether Zad or Zbc is used as our ad- 
justable standard, this means that there is really only one method of 
adjustment, namely the use of both components of one adjacent 
impedance. 

However, if it is realized that parallel components may be used 
instead of series components for the standard, then equation (2) may 
be rewritten as follows: 

Rcd -\- jX cd = {Rad + jX ad) {Rbc + jXBc){GAB — JBab) (4) 

where 

Gab — JBab = Yab = ?— " 
Aab 

From this it follows that Gab and Bab may be used as the adjustable 
standards, by making the product ZadZbc real or imaginary. 

Thus there are two methods of adjustment possible, either the two 
series components of an adjacent arm or the two parallel components 
of the opposite arm. 

Having chosen the adjustable standards, there remain in each case 
two arms, adjacent in one case and opposite in the other, which have 
fixed values. These impedances must meet certain definite require- 
ments, as already stated. 

For the case of adjustment by an adjacent arm, that is, by Zad, 
equation (2) may be written in the form 

Rcd + jX cd = (Rad + JXad)- (5) 
£ab 

Then in order that this equation fulfill the requirements expressed by 
equation (3), the vector ratio of the fixed arms must be either real or 
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imaginary but not complex, that is, the difference between their phase 
angles must be 0°, 180° or ± 90°. 

For the case of adjustment by the opposite arm Zab, equation (4) 
may be written in the form 

Then in order that this equation fulfill the requirements of equation 
(3), the vector product of the fixed arms must be either real or imagi- 
nary, but not complex, that is, the sum of their phase angles must be 
0°, 180° or ± 90°. 

In the case of bridges of the type indicated by equation (5), the 
fixed arms always enter the balance equation as a ratio, and are there- 
fore called ratio arms, the bridges of this type being called ratio arm 
bridges. ^ 

In the case of bridges of the type indicated by equation (6), the 
fixed arms always enter the balance equation as a product, and are 
therefore called product arms, the bridges of this type being called 
product arm bridges. 

These two types may be further subdivided according to whether 
the term involving the fixed arms is real or imaginary. 

It should be pointed out at this time that the fixed arms are fixed 
in value only to the extent that they are not varied during the course 
of a measurement. They may be functions of frequency, and may be 
arbitrarily adjustable to vary the range of the bridge, but they are 
not adjusted in the course of balancing the bridge. 

The foregoing discussion shows that all simple four arm bridges 
meeting the requirements specified may be divided into four types. 
The balance equations of these four types may now be simply derived 
from the general equations (2) and (4). 

RCD JXCD = ZBCZad{GAB — JBAB)- (6) 

Classification of Bridge Types 

1. Ratio Arm Type—Ratio Real 

If Zbc/Zab is real, then 

0 = due — ^ab — 0° or 180°. 
That is 

ZbcIZab = RbcIRab — X nc/X All- (7) 

Substituting equation (7) in equation (5) and separating, 

n   '-' "c   ' N-CD — —p  —  y 
JA-AB -A-AB 

RadRbc RadXbC (8) 
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and 
v XadRBG XADXBC 
XcD^~Ri7~=^r- (9) 

For this type it follows from equations (8) and (9) that the com- 
ponents of Zcd are balanced by components of Zad of the same phase, 
that is Rad will balance Rod, and Xad will balance Xcd- 

2. Ratio Arm Type—Ratio Imaginary 

If ZbcIZab is imaginary, then 

0 = Obc ~ GAB = ± 90°. 
That is 

ZBCIZab = jXBcIRAB = — jRsclX AB- (10) 

Substituting equation (10) in equation (5) and separating, 

and 

„ XadXbc XadRbc 
Rcd   p   Y  (H) JA-AB -A-AB 

RadXBC RADRBC 
XcD-~^r~~^r' (12) 

For this type it follows from equations (11) and (12) that the com- 
ponents of Zcd are balanced by components of Zad 90° out of phase, 
that is Xad will balance Rcd and Rad will balance Xcd- 

3. Product Arm Type—Product Real 

If {ZbcZad) is real, then 

0 = 6bc "b 6ad = 0° or 180°. 
That is 

ZBCZad = ZBCIYAD = Rbc/GAD = — X bc/BAD- (13) 

Substituting equation (13) in equation (6) 

GabRbc GabXbc 
RCD " Gad = ~ ^BAD 

and 
BabRbc BabXbc /1 Cs 

^  Bad-' (15) 

For this type the components of Zcd are balanced by components 
of Yab of the same phase, that is Gab will balance Rcd and Bab will 
balance Xcd- 
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4. Product A rm Type—Product Imaginary 

If (ZbcZad) is imaginary, then 

d = 6bc + @AD = ± 90°. 
That is 

ZbcZad = Zbc/Yad = JRbcIBad = JXbc/Gad- (16) 

Substituting equation (16) in equation (6) 

and 

^ _ BabRBC _ BABXBC 
Bad Gad 

= (18) 
■DAD Stad 

For this type the components of Zcd are balanced by components 
of Yab 90° out of phase, that is Bab will balance Rcd and Gab will 
balance Xcd- 

The relations given in these equations are summarized in Table I. 

TABLE I 

Bridge Types 

Adjustable Standard 

Unknown Ratio Arm Type Product Arm Type 

Ratio 
Real 

Ratio 
Imaginary 

Product 
Real 

Product Imaginary 

Rcd 
Xcd 
Gcd' 
Bcd 1 

Rad 
Xad 
Gad 
Bad 

Xad 
Rad 
Bad 
Gad 

Gab 
Bab 
Rab 
Xab 

Bab 
Gar 
Xab 
Rab 

1 These values may be derived by using admittances in place of impedances and 
vice versa throughout. 

Actual Bridge Forms 

The fixed arms may be made up of simple resistances or reactances 
or of complex impedances provided they meet their phase require- 
ments. Since the choice of complex impedances has no practical 
advantages over simple reactances or resistances, the choice of fixed 
impedances should obviously be made on the basis of the simplest 
practical type. So they will be limited for the present to simple 
resistance, capacitance, and self inductance. 
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Fig. 2 gives all of the combinations of fixed arms which meet the 
phase angle requirements already stated, when limited to simple 
resistance, inductance, or capacitance. For all forms, the magnitude 
of one arm is given in terms of the other and of a constant K, such 

KR KL 

C A C A 

zs Zs Zx ZX 

V 
(a) (b) (O 

) RATIO ARM TYPE e=eAB~eBC=o0 

KR KL 

C A C A C A e=+90o 490 e=-90 

zx zs zs Zx Zx 

(9) d (e) (r) 
2 RATIO ARM TYPE 6 = GAB" SBC =±90c: 

CK CK 

C A C A C A e=+90o e = -90 

Zx Zx 

'D D 
(h) (i) 
3 PRODUCT ARM TYPE 

e = SAD +0BC = 0° 

(j) M 
4 PRODUCT ARM TYPE 

® = aAD + eBC=±900 

Fig. 2—The various forms of 4-arm bridges divided into four types. Forms 
f, g and j are impractical. 

that the only term which appears in the balance equation is the term K. 
None of these bridges represents a distinctly new type, but since the 
classification is by means of the fixed impedance arms, one of them 
may be used to measure several types of impedance. Accordingly, it 
may correspond to more than one of the well-known bridge types. 
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For this reason, any references to, or comparison with existing special 
types of bridge are omitted. 

TABLE II 
Balance Equations 

Ratio Arm Type Product Arm Type 
Unknown 

0=0 0 = + 90° 0 = - 90° 0=0 9 = + 90° 0 = - 90° 

RCD = 
Lcd = 
CcD = 
Gcd = 
L'CD = 
C' CD = 

KRad 
KLad 
KG AD 
KGad 
KL'ad 
KC'ad 

KLad 

1 /KRad 
MKL'ad 

GadIK 

K/Cad 
KRad 

C'ad/K 
K/Gad 

KGad 
KC'ab 
KL'ab 
RabIK 
Cab/K 
Lab/K 

K/L'ab 
KGab 

Lab/K 
K/Rab 

KC'ab 

I/KGab 
UKCab 

RabIK 

Figures. .. . 2A 
2B 
2C 

2D 
2F2 

2E 
2G2 211 

21 
272 2K 

2 These forms are not practical. 

R, L and C = series components of complex arms. 
G, L' and C = parallel components of complex arms. 

K has the value indicated on the individual circuits of Fig. 2. 

0 = Oab — One for Ratio Arm Type 

9 — Qad T Qbc for Product Arm Type 

Table II gives the balance equations for each type of bridge for the 
measurement of any component of the unknown impedance in terms 
of resistance, capacitance, and inductance. These equations are 
simply derived from the general equations (8) to (18) by substitution 
of circuit constants for impedances and by the introduction of the 
constant K. This constant must be evaluated from the relation 
between the ratio arms or product arms shown in the individual bridge 
forms of Fig. 2. At the bottom of Table II are given the corresponding 
bridge figures for reference. This table shows no bridges having a 
phase relation of 180° between the fixed arms. A little consideration 
will show that since the phase relation between the unknown and the 
standard for such bridges must also be 180°, they cannot be used to 
measure any but pure reactances or negative resistances. Accordingly, 
they are not considered herein. In the case of the 90° relation, both 
signs must be considered and result in bridges which are complimentary 
with respect to one another, that is while one measures only inductive 
impedances, the other measures only capacitive impedances. Thus 
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Table II shows the imaginary type subdivided into two subtypes, 
depending on the sign of the angle. 

As an example of the use of this table: Suppose it is desired to 
measure the series resistance and inductance of an unknown im- 
pedance. This may be done by using adjustable standards of series 
resistance and inductance, series resistance and capacitance, parallel 
resistance and capacitance, or parallel resistance and inductance, by 
choosing the particular type of bridge for the purpose. For instance, 
referring to Table II, if it is desired to measure the series resistance in 
terms of conductance, and the series inductance in terms of parallel 
capacitance, the product arm bridge with real ratio, that is either 
Fig. 2h or 2i, would be used. 

Since there are six types of balance equations given in Table II, 
it follows that five of the circuits of Fig. 2 are duplicates of others from 
the standpoint of the balance equations which they give. For instance, 
there is no difference whatever in the theoretical operation of the 
bridges of Figs. 2a, 2b, and 2c. The choice must be determined entirely 
from other considerations. In the same way, as indicated by the figures 
tabulated in Table II, Figs. 2d and 2/ give identical results as do 
Figs. 2e and 2g, and Figs. 2h and 2i. From the practical standpoint, 
there may be, and actually there is, considerable difference in the merits 
of these different forms. At this time, we may simply state that 
where a choice is possible, resistance is the preferred form of fixed arm 
and capacitance is preferred to inductance. This allows us to choose 
our preferred forms as Fig. 2a, Fig. 2d, Fig. 2e, and Fig. 2h. 

A study of Table II shows that bridges of fixed ratio arm type 
always measure the series components of the unknown in terms of 
series components of the standard and, conversely, they measure the 
parallel components in terms of parallel components of the standard. 
Bridges of product arm type measure the series component of the 
unknown in terms of parallel components of the standard and con- 
versely. 

None of the balance equations of Table II includes frequency, that 
is, all of them allow the evaluation of each component of the unknown 
directly in terms of a corresponding component of the standard with 
the exception that in some cases the relation is a reciprocal one. 
Practically any form of standard may be chosen in order to measure 
a given type of unknown impedance. 

Practical Considerations 

So far the question whether the requirements for the fixed arm 
impedances given in Fig. 2 can be met in practice has not been con- 
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sidered. It may be well to point out that the performance of the 
bridge is determined very much by the degree to which the phase 
angle requirements are met. If there is appreciable error here, the 
two balances will not be entirely independent and necessary corrections 
will be complicated and difficult to make. Consequently, the first 
essential for a satisfactory bridge is that its fixed arms meet their 
phase angle requirements. For a general purpose bridge these require- 
ments must hold independent of frequency at least over an appreciable 
frequency range. 

The forms given in Fig. 2 meet their phase angle requirements at 
all frequencies provided the arms are actually pure resistances or 
reactances. If they have residuals associated with them, it is still 
possible to meet the phase angle requirements in most cases, at least 
over a reasonable frequency range, as discussed below. 

Resistances can be made to have practically zero phase angle, and 
condensers, particularly air condensers, may be made to have phase 
angles of practically 90°. In the case of condensers having dielectric 
loss, this loss may be kept quite small. However, it takes such a 
form that the phase difference of the condenser is approximately 
independent of frequency. For this reason, it can not be represented 
accurately either as a fixed resistance in series with the condenser or 
as a fixed conductance in shunt, when considered over a frequency 
range. Due to the small amount of this loss, it is usually satisfactory 
to represent it in either one form or the other, whichever is the more 
convenient. 

In the case of inductance, there is always a quite appreciable series 
resistance which, for the usual size of coil, can not be neglected and 
must accordingly be corrected for. 

With the above considerations in mind, the forms of Fig. 2 may 
now be reconsidered from the practical standpoint. It is readily 
seen that the requirements of the real ratio type bridge can be met 
using resistances, capacitances, or inductances. In the case of the 
imaginary ratio type, the requirements can be met, at least very 
approximately, in the case of Figs. 2d and 2e. However, in the case 
of Figs. 2/ and 2g, any resistance in series with the inductance must 
be corrected by a capacitance in series with the resistance, if the 
correction is to be independent of frequency. Since the value of this 
series capacitance will, in general, be large, this form of correction is 
unsatisfactory. For instance, for a bridge in which the value of R is 
1000 ohms and the inductance has a high time constant, the series 
capacitance required is in the order of 3 /if. By using a standard of 
inductance having larger series resistance, we may reduce this 
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capacitance, but we then have a form of bridge which is, in effect, a 
compromise between Figs. 2/ and 2g, and Figs. 2d and 2e, which 
has no practical advantages over the latter. Accordingly, the forms 
of Figs. 2/ and 2g must be considered impractical, particularly as 
Figs. 2d and 2e give identical performance. 

In the case of the product arm type the requirements can be met 
by Fig. 2h and can be met by Fig. 2i by adding a conductance in 
shunt with the capacitance to compensate for the series resistance of 
the inductance. However, even though this allows us to meet the 
requirement, this form is less satisfactory than that of Fig. 2h due to 
the difficulty of designing an inductance standard having inductance 
and series resistance invariable over an appreciable frequency range. 
Again the requirements can be readily met by Fig. 2k, but in the case 
of Fig. 2j series resistance of the inductance can be corrected only by 
shunting the resistance arm by pure inductance, which is impractical. 
This is unfortunate since it rules out one form of bridge for which there 
is no duplicate and, consequently, makes the measurement of inductive 
impedances by bridges of this type impractical. 

Summarizing the above, practical considerations rule out Figs. 2/, 
2g, and 2j, reducing to five the number of different bridge types. 
There are eight forms remaining, namely three of the real ratio type, 
each capable of giving the same performance; two of the imaginary 
ratio type which are complementary, together giving a measurement of 
inductive and capacitive impedances; two of the real product type 
which will measure all types of impedance; and one imaginary product 
type which is capable of measuring only capacitive impedances. 

The only duplicate forms are in the case of the real ratio and real 
product types. In the case of the latter, Fig. 2h is to be preferred in 
practically all cases to Fig. 2i, as already explained, and thus we can 
say that, practically speaking, we have duplicate forms only in the 
case of the real ratio type. 

The three forms of this type are all used and each has certain ad- 
vantages for certain types of measurements. This type of bridge, 
commonly known as the direct comparison type, is probably used 
more than any other, and is one of the most accurate types, particularly 
in the special case of equal ratio arms. This is due to the fact that a 
check for equality of the ratio arms may be readily made by a method 
of simple reversal without any external measurements, and by this 
means practically all the errors of the bridge may be eliminated. 
Resistance ratio arms are preferable for a general purpose bridge 
because they are more readily available and more readily adjusted to 
meet their requirements. They also give an impedance independent 
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of frequency, which is usually desirable. Capacitance ratio arms 
have certain advantages for particular cases. They may be readily 
chosen to give high impedance values, this being an advantage in 
certain cases, for instance in the measurement of small capacitances 
at low frequencies. This form is also desirable where high voltages 
must be used, since the ratio arms may be designed to withstand high 
voltages without the dissipation of appreciable energy. It also has 
the advantage that where measurements are desired with a direct 
current superimposed on the alternating current, the direct current 
is automatically excluded from the ratio arms and thus all of the direct 
current applied to the bridge passes through the unknown and there 
is no dissipation due to the direct current in the ratio arms. The 
impedance of the ratio arms decreases as the frequency increases, 
which is usually a disadvantage but may have advantages in some 
cases, such as the measurement of capacitance. There may be a 
disadvantage, in some cases, due to the load on the generator being 
capacitive, thus tending to increase the magnitude of the harmonics, 
and again, in the case of the measurement of inductances, there may 
be undesirable resonance effects. 

The inductance ratio arm type has advantages where heavy currents 
must be passed through the bridge, since the ratio arms of this type 
may be designed to carry large currents with low dissipation. A 
modification of this type, where there is mutual inductance between 
the ratio arms, gives the advantage of ratio arms of high impedance 
with a corresponding low impedance input. A further modification 
consists in making the ratio arms the secondary of the input trans- 
former, thus combining in one coil the functions of ratio arms and 
input transformer. This form, of course, departs from the simple 
four-arm bridge, but is mentioned here due to its simplicity and actual 
practical advantages. 

Substitution Methods 

In any of the bridges discussed and, in fact, in practically all bridges, 
it is possible to evaluate the unknown by first obtaining a balance 
with the unknown in the circuit and then substituting for it adjustable 
standards which may be adjusted to rebalance the bridge. This is, in 
general, a very accurate method, eliminating to a large degree the 
necessity for the bridge to meet its phase angle requirement. How- 
ever, in the case of complete substitution of standards to balance both 
components of the unknown, the method has no advantage except 
accuracy over the bridges of type 1, Fig. 2, since standards of the same 
type as the unknown must be used and, in general, this method lacks 
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the flexibility of bridges of type 1, obtained by their unequal ratio 
arms. On the other hand, the use of substitution to measure the 
resistance or conductance component of the unknown has many ad- 
vantages, the principal one being that it allows the choice of a type 
of bridge which will give directly the reactance component of the 
unknown in terms of an adjustable resistance and then by use of 
the substitution method to balance the resistance or conductance 
of the unknown by means of a second adjustable resistance, thus 
obtaining the ideal method of balance, using two adjustable re- 
sistances. 

For the purpose of illustration, the case of the measurement of an 
inductive impedance may be taken. In general, the most desirable 
method would be to balance the reactance by means of series resistance. 
This can be done by means of the bridges of Figs. 2e or 2g. Choosing 
Fig. 2e as the preferred form, the bridge would normally take the 
form of Fig. 3a. 

B B 

C7 ^ "c 

\)C AC^ 

o cAD\. RS 
R^r o 

D D 
(a) (b) 

Fig. 3—(a) Bridge of type 2 for measuring self-inductance, {b) The same bridge 
modified by the use of partial substitution. 

For normal operation, Cad and Rad would be the adjustable 
standards. The series inductance of the unknown would be given 
directly as KRad, while the series resistance would be given as K/Cad. 
This measurement of the series resistance requires an adjustable 
capacitance and a computation due to the reciprocal relation. Now 
suppose a fixed value for Cad were used and an adjustable resistance 
standard Rs placed in series with Zx, giving the form of Fig. 3b, in 
which Rad and Rs are the adjustable standards. If terminals Zx are 
short circuited, the conditions for balance are Rs = K/Cad and 
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Rad = 0. Then the unknown Zx is inserted and the bridge re- 
balanced. The inductance of the unknown is given, as for Fig. 3a, 
as KRad, but since Cad is unchanged the total resistance in CD is 
unchanged. Therefore, the series resistance of the unknown will be 
equal to the change in Rs between the two balances. 

This bridge circuit may be recognized as the familiar bridge due to 
Owen,3 and it is, theoretically at least, when used as described, an 
exceedingly desirable bridge for inductance measurements. 

It should be pointed out here that since either Cad or Rs may 
equally well be used to balance Rx, it is not necessary to use either 
one or the other exclusively in any one bridge. The adjustments may 
be combined so that the capacitance adjustment will take care of 
large changes and Rs o( small changes; that is, Cad may be used for 
coarse adjustment and Rs for fine adjustment. This compromise is, 
in general, more satisfactory than either method used alone. 

The imaginary product arm type, particularly the form of Fig. 2k, 
is also well adapted to modification to enable it to measure capacitance 
and conductance in terms of two adjustable resistances. 

There is a further modification of the substitution method, which 
is in common use. As already explained, there is little practical 
advantage in the substitution method for measuring either inductance 
or capacitance. However, there are occasions where the substitution 
of capacitance for inductance has advantages. Since the reactance of 
one is opposite in sign to that of the other, the method might more 
correctly be termed a compensation method, but in common with 
other substitution methods it can be made irrespective of the type of 
bridge. Various modifications of the general method may be used, 
but they are all classed under the general head of resonance methods. 

Resonance Methods 

If it is desired to measure the inductance of any inductive im- 
pedance, a capacitance standard may be inserted in series with it, 
and adjusted until the total reactance of the combination is zero. 
The only function the bridge performs is to measure the effective 
resistance of the combination and to determine the condition of zero 
reactance. Any of the bridges of Fig. 2 will do this satisfactorily, 
but those of real ratio type, that is the simple comparison type, are 
the most satisfactory since they give the resistance directly in terms 
of an adjustable resistance standard. This type of bridge is usually 
termed a series resonance bridge. The value of the inductance is 
computed from the resonance formula co2LC =1. It has the dis- 

3 D. Owen, Proc. Phys. Soc., London, October, 1914. 
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advantage that it involves the frequency, but it has the compensating 
advantage that the method, being essentially a direct measurement of 
the resistance of the resonant circuit, is very accurate for the measure- 
ment of effective resistance. 

The condenser may equally well be shunted across the unknown, 
in which case the bridge circuit is called a parallel resonance bridge. 
However, if the ratio of reactance to resistance of the unknown is 
not high, the expression for the series inductance in this case is not as 
simple as that for series resonance, and is not independent of the 
value of the effective resistance, that is the two adjustments are not 
independent. 

Fig. 4 shows the forms taken by the CD arm for resonance measure- 
ments. Fig. 4a is the series resonant circuit using an adjustable 
capacitance standard. Fig. 46 is the parallel circuit using an adjustable 
capacitance standard. 
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Fig. 4—(a) The CD arm of the bridge as used for series resonance measurements. 
The CD arm of the bridge as used for parallel resonance measurements. 
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Some Theoretical and Practical Aspects of Noise Induction* 

By R. F. DAVIS and H. R. HUNTLEY 

This article discusses the physical processes of induction between neigh- 
boring power and telephone lines and describes means by which certain phe- 
nomena of interest in this connection have been qualitatively demonstrated 
to power and telephone employees. 

Introduction 

EARLY in the development of the power and telephone industries, 
serious problems were encountered because of induction between 

neighboring power and telephone circuits. In 1885, about 150 repre- 
sentatives of Electric Light Companies assembled in Chicago and dis- 
cussed the many problems of interference with telephone service due 
to induction which were even then coming up. This meeting resulted 
in the formation of the National Electric Light Association. 

Prior to this time all telephone circuits were grounded, that is, they 
used a single wire with ground return, and so were very susceptive to 
inductive disturbances. There was also a great deal of interference 
between different telephone circuits on the same line (that is, cross- 
talk) so that conversations on one circuit could be overheard on others. 
General John J. Carty, then working in Boston, had been doing a great 
deal of work on this subject and by about the end of 1885 had not only 
developed the metallic telephone circuit, which employs two wires and 
does not use the earth as part of the circuit, but also had worked out 
methods of applying transpositions. These developments afforded 
such a large reduction in the susceptiveness of the circuits to external 
influences that the problems of coordination existing at that time were 
largely solved. 

However, with the expansion and development of the power and 
telephone industries, new problems of coordination arose, and the 
nature and control of the phenomena involved have been the subject of 
continuous study by both industries. While a great deal has been 
learned about the technical phases of the problem and the best methods 
of handling it, the coordination of the plants of power and telephone 
companies in such a way that safety and service are promoted with 
minimum expense still involves important problems. These problems 
not only concern the engineers who are responsible for plant design and 
for technical advice, but also enter into the work of the field forces who 

* This paper appeared in somewhat different form mAmer. Railway Assoc. Proc., 
June, 1932, under the title "Demonstration and Talk on Noise Induction" by 
H. R. Huntley. 
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actually construct, operate and maintain the plants and into the 
considerations of management. Naturally, the best results can be 
secured if all concerned have a thorough understanding of the subject 
and appreciate each other's requirements and points of view. 

In promoting the mutual understanding of this subject which is so 
desirable, it has been found helpful in some cases to use demonstrations 
of the principles underlying the work accompanied by explanations in 
everyday language. One of the demonstrations which has been shown 
before a number of audiences of power and telephone people with this 
in mind has to do with noise frequency induction and employs the 
miniature lines and apparatus shown in photograph No. 1. A con- 
siderable amount of interest has been aroused by these demonstrations 
and many of the people in the audiences have found complete or 
partial explanations of some specific problems which have been 
troubling them. 

In order to illustrate the manner in which the miniature lines and 
apparatus may be used to demonstrate principles of noise frequency 
induction, there follows a description of this apparatus and a discussion 
of the processes of induction along the lines usually followed in the 
demonstrations. 

Fundamentals of Problem 

The problems concerned with inductive coordination arise due to the 
fact that wires transmitting electricity necessarily have electric and 
magnetic fields about them which may under certain conditions cause 
voltages to appear in other wires which are in these fields. This 
phenomenon is called induction. The voltages and currents used in 
power transmission are much greater than those used in speech trans- 
mission so that there are practically no situations in which the currents 
and voltages on telephone systems affect power system operation due 
to induction, but situations do arise in which power system voltages 
and currents affect telephone system operation. 

The effects of induction in a given situation of proximity between 
power and telephone circuits are dependent upon the characteristics of 
both the power and telephone systems and upon the coupling (due to 
the electric and magnetic fields) between them. It is theoretically 
possible for a power line to be so constructed and maintained that it 
would cause no induction into a nearby telephone circuit. Such a 
power line would be said to have zero "inductive influence." Like- 
wise, it is theoretically possible to have a telephone circuit so con- 
structed and maintained that it would be unaffected by any electric 
or magnetic fields set up by power systems. Such a telephone circuit 
would be said to have zero "inductive susceptiveness." Also, of 
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course, regardless of the characteristics of the power and telephone 
circuits, if the separation between them could be very great, there would 
be no "inductive coupling" and consequently, no induction from one 
into the other. Practically, of course, neither power nor telephone 
systems can be constructed so as to have zero influence or susceptive- 
ness, and it is frequently impracticable to separate them sufficiently to 
make the coupling negligible. The practical coordination problem, 
therefore, is to work out the most convenient and economical method of 
controlling the factors so that inductive interference is avoided. 

In the practical problem of inductive coordination between power 
and telephone systems there are often two more or less distinct aspects 
to be considered. One of these aspects is concerned with the possi- 
bility of extraneous currents in the telephone circuits which have 
frequencies within the range used in transmitting speech and which 
may, therefore, cause "noise" in the telephone receivers at the ends of 
the circuit. This phenomenon may arise during the normal operation 
of power and telephone systems although abnormal conditions on 
either system may result in increasing the noise during the existence of 
such abnormal conditions. The other aspect commonly referred to as 
"low frequency induction," is associated almost entirely with faults to 
ground on power systems and is primarily concerned with the possi- 
bility at such times of high induced voltages at fundamental power 
system frequency. This article, however, is confined to the noise 
aspect of the problem. 

Demonstration Apparatus 

In order to qualitatively illustrate some of the factors involved in 
noise induction, a miniature inductive exposure as shown in the photo- 
graph referred to previously, may be used. The demonstration cir- 
cuits consist essentially of a miniature three-phase, three-wire power 
line and a two-wire telephone line which are set parallel to each other 
on a grounded copper screen and are connected as shown schematically 
in Fig. 1. The power line can be energized in various ways from an 
ordinary three-phase power distribution circuit through suitable 
transformers. The telephone line is connected to an amplifier and 
loud speaker so that the noise on the telephone circuit under various 
conditions can be heard. Both lines can be transposed independently 
or in a coordinated manner and unbalances can be inserted in the 
telephone circuit. The particular connections and arrangements of 
the lines and apparatus used in each of the demonstrations are de- 
scribed as that demonstration is discussed. 



SOME ASPECTS OF NOISE INDUCTION 473 

With an inductive exposure of the limited dimensions available, it is 
impracticable to secure results which can be related in a quantitative 
sense to field conditions. Also, such effects as the shielding between 
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Fig. 1—Schematic of demonstration circuit. 

the various telephone circuits on a multi-wire line, propagation effects, 
etc., cannot be shown. Furthermore, the exposure is a great deal 
more regular than those usually encountered in practice so that, for 
example, a higher effectiveness of transpositions than is usual can be 
secured. However, many of the fundamentals of the problem can be 
illustrated qualitatively. 

Nature of Magnetic and Electric Induction 

It is often desirable to consider effects of magnetic and electric 
induction separately, particularly in the technical analyses of specific 
problems. This is not only because the physical processes and the 
effects of voltage and current induction are quite different but also 
because the power circuit voltages and currents are often affected 
differently by changes in conditions. "Electric induction" is a term 
used to refer to induction due to the voltages on the power line, while 
"magnetic induction" is used in connection with the inductive effects 
of currents. 

Considering electric induction first, perhaps the simplest method of 
visualizing the phenomenon, is by means of the capacitances involved 
with a single power wire and a single telephone wire as shown in Fig. 2. 
Neglecting the impedances outside the exposure (which are shown 
dotted in Fig. 2) the voltage of the power wire to ground (£p) divides 
over the capacitances Ctp and Cto in proportion to their impedances 
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(that is, in inverse ratio to their capacitance values). The induced 
voltage on the telephone wire may therefore be expressed mathe- 
matically as: 

Ctp 
Et — 

Cto + Ctp 
Er 

Where there are numerous power and telephone wires, capacitances 
exist between every possible combination of wires, and of wires and 
ground, resulting in a complicated network, but the principles involved 
are the same as in the simple case discussed above. 
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Fig. 2—Fundamental of electric induction. 

The point of particular interest is that the potential of the telephone 
wire tends to be the same all along its length and, if it is perfectly 
insulated from ground, extends only through the length of the exposure, 
and has no equipment on it, this potential is independent of the length 
of the exposure (this is the condition shown in Fig. 2 if the impedances 
to ground are neglected). This is because, while all of the capacitances 
in the above equation are proportional to exposure length, the ratio 

/"• 
— —is independent of length. However, in the usual field 
Cto + CTP 
case, the circuits extend beyond the exposure and have equipment 
connected between them and ground so that there are impedances to 
ground outside the exposure (as shown dotted in Fig. 2) through 
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which longitudinal currents will flow. The net voltage to ground 
under these conditions is equal to the total of the longitudinal currents 
in the two directions times the impedances to ground looking in the 
two directions considered in parallel and, since these impedances are 
usually much smaller than the impedance through which the current 
reaches the telephone line (capacitance Ctp), this voltage is usually 
much smaller than the induced voltage (see equation above). Since 
the impedance of Ctp controls the total longitudinal current, this cur- 
rent will be practically independent of the telephone circuit impedances 
to ground and will be proportional to exposure length. It will also be 
proportional to the frequency of the harmonics in the inducing voltage 
(since the impedance of a capacitance is inversely proportional to 
frequency). Hence, for given telephone circuit impedance conditions 
(outside the exposure) the voltage to ground will be proportional 
to exposure length and to the frequency of the inducing harmonics in a 
uniform (electrically short) exposure. 

Considering magnetic induction, the current in the power wire sets 
up a magnetic field which alternates at the frequency of the current. 
If a telephone wire is located in this field, a voltage is induced along 
it which is proportional to the rate of change of the magnetic flux just 
as a winding in a transformer has a voltage induced along it. This phe- 
nomenon is illustrated in Fig. 3. The voltage between the telephone 
circuit and ground varies from point to point along the circuit and 
depends on the distribution of the impedances to ground as well as on 
the distribution of the induced voltage. Also since the voltage acts 
along the circuit and the part induced in each short length adds directly 

Fig. 3—Fundamental of magnetic induction. 
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to those in all other short lengths, the total induced voltage is directly 
proportional to the exposure length in a uniform (electrically short) 
exposure. Also, since the rate of change of magnetic flux is propor- 
tioned to frequency, the induced voltage will be proportional to the 
frequency of the harmonics in the inducing current. 

The demonstration which shows the fundamental difference in the 
action of electric and magnetic induction is shown in Fig. 4. 

1. In Fig. 4-^4 the arrangements for demonstrating electric induction as 
well as the way the induced voltage acts through the impedance 
to earth in the exposure are shown. In the setup the power line 
is energized at about 200 volts, balanced 3-phase, but since the 
far end is open the current in it is negligible. Consequently 
only electric induction is present in appreciable amount. Since 
the voltage to ground of the telephone circuit is the same over 
Its entire length, grounding it at any point reduces the voltage 
at all points. This is shown in the demonstration by the great 
reduction in the noise to ground as heard in the loud speaker 
when the switch at the far end of the line is closed thus ground- 
ing the line. 

2. In Fig. 4-5 the arrangements for demonstrating magnetic induction 
as well as the manner in which the induced voltage acts are 
shown. In this setup the power line is energized at about 17 
volts, 3-phase and has a load such that the current is about 15 
amperes in each wire. Due to the low voltage and the rela- 
tively large current, magnetic induction is predominant. Since 
the induced voltage acts along the circuit, it can be prevented 
from acting on the amplifier input by opening the circuit at any 
point. This is indicated in the demonstration by the fact that 
the noise in the loud speaker is much greater when the switch at 
the far end of the line is closed than when it is open. (This is, of 
course, the exact reverse of the conditions when electric induc- 
tion was being demonstrated.) 

In the demonstrations the lines used are very short electrically. For 
circuits which are long enough so that propagation effects must be 
considered, the results of grounding or opening the far end of the circuit 
may be considerably different than for electrically short circuits. 

Inductive Coupling 

General 
In discussing inductive coupling, it is necessary to consider not only 

the metallic power circuit and the metallic telephone circuit but also the 
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circuit composed of the power wires in parallel with ground return and 
the circuit composed of the telephone conductors in parallel with ground 
return. This is because, while the power to customers is usually 
transmitted over metallic power circuits and telephone conversations 
between telephone customers are usually over metallic telephone cir- 
cuits, the circuits composed of the wires and ground in both systems 
enter into the induction picture unless the systems are perfectly 
balanced (which, as pointed out previously, is impracticable). 

Considering the power system first, it is customary to divide the line 
currents and voltages into residual and balanced components. The 
balanced currents are the components which add up vectorially to 
zero. The residual current is the vector sum of the line currents and is 
that which remains after the balanced components are taken out. 
Similarly, the balanced voltages are the components of the voltages to 
ground which add up vectorially to zero and the residual voltage is the 
vector sum of the voltages to ground. 

Thus it is seen that the balanced voltages and balanced currents are 
confined to the line wires while the residuals act in the circuit composed 
of the line wires in parallel with earth return. For a three-phase circuit 
the effect is that of a single-phase voltage equal to one third the residual 
voltage applied between the line wires and earth and a single-phase 
current equal to the residual current flowing out in the three phase 
wires in parallel and returning via the earth (or metallic paths other 
than the phase wires if such exist). 

Whether appreciable residuals exist on the power system depends on 
many conditions, some of which are discussed later. 

Considering the telephone circuit, the voltages, as pointed out in con- 
nection with the discussion of the theory of magnetic and electric in- 
duction, exist along the conductors or between them and earth. How- 
ever, these voltages may not be identical for the two conductors of a 
metallic circuit and the vector difference exists as a voltage acting 
between the two wires. This voltage which, of course, tends to 
send current around the metallic circuit (and hence noise in the re- 
ceivers at the ends of the circuit), is often spoken of as due to "direct 
metallic-circuit induction." The average of the voltages between the 
two wires and earth is often spoken of as "voltage to ground" and the 
currents in the two wires in parallel are often spoken of as "longitudinal- 
circuit" currents. The effects of these voltages to ground and longi- 
tudinal-circuit currents on telephone circuits which are not perfectly 
balanced are discussed later. 

All of the factors which have been mentioned, that is, balanced and 
residual components, direct metallic induction, longitudinal circuit 
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currents, etc., enter into the consideration of coupling. It is, of 
course, impracticable to do more in this discussion than consider some 
of the more important aspects of this phase of the subject. 

In general, it can be said that except for very small separations where 
rapid changes in coupling may occur with changes in the relative 
positions of the circuits, all of the types of coupling will become smaller 
as the separation between the power and telephone circuits increases. 
The rate at which the coupling falls off with increasing separation 
depends on many factors. For example, the coupling involved in 
direct metallic induction generally falls off faster with increasing 
separation than does the coupling affecting the longitudinal telephone 
circuit. Likewise the coupling affecting the induction from balanced 
currents and voltages generally falls off faster than that from residual 
currents and voltages. 

In order to demonstrate that, in general, the coupling is reduced by 
increasing the separation, the telephone line in the exposure is moved in 
such a way as to change the separation and it is noted that, as the 
separation increases, the noise decreases and vice versa. 

For a uniform exposure, the amount of noise in an untransposed 
telephone circuit exposed to an untransposed power circuit will gen- 
erally be approximately proportional to the length of the exposure, 
provided the total exposure is electrically short. (For long exposures, 
this proportionality may not hold because of'phase-shift, attenuation 
effects, etc.) In order to illustrate the effect of changes in length of 
exposure, one-third, two-thirds, and all of the telephone line in the 
miniature exposure are employed successively and it is noted that the 
volume of sound from the loud speaker is approximately proportional 
to the length of the exposure. The direct proportionality between 
noise and exposure length does not hold for exposures to which 
coordinated transposition layouts have been applied as the resultant 
noise in such cases depends largely on the effectiveness of the coordi- 
nated layout. The effects of transposition are discussed in the following. 

Transpositions in Power Circuits 

Transpositions in power circuits are used primarily to accomplish 
two results. The first of these is the reduction, within exposures, of 
the induction from balanced currents and voltages. The second is the 
equalization of the admittances to earth and the series impedances of 
the power wires in order to limit the residual voltages and currents. 
In this discussion only the first of these two results (that is, reduction of 
induction due to balanced currents and voltages within the limits of 
inductive exposures) will be analyzed. 
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The balanced voltages in a three-phase power system form a sym- 
metrical set of vectors equal in magnitude and 120 degrees apart in 
phase or may be readily analyzed into two such symmetrical sets of 
vectors. In either case, of course, the vector sum is equal to zero. In 
spite of this symmetry of voltages the induction to another conductor 
from the three balanced voltages is not necessarily zero since the 
coupling between each power wire and any other wire such, for example, 
as a wire of a telephone circuit, depends largely on its position with 
respect to such other wire. Since the spacings of the power conductors 
must be sufficient to provide adequate insulation, the distances from 
the various power conductors to the telephone conductor will usually 
be different and the inductions from these conductors will, therefore, 
be different and will not total zero. If the positions of the power 
conductors are rotated 120 electrical degrees periodically, however, the 
induction from the balanced components tends to be neutralized in 
each three successive equal lengths since the telephone line is thus 
exposed equally to all of the power wires. Such an arrangement of 
three successive equal lengths with two transpositions between them is 
called a transposition "barrel." The action of a barrel in neutralizing 
induction into adjacent circuits due to balanced voltages is illustrated 
in Fig. 5. It can be seen from this figure that the phase of the induc- 
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Fig. 5—Effect of power transpositions on induction due to balanced voltages. 

tion into an adjacent circuit is rotated 120 degrees by each transposition 
so that in three sections the vector sum of the inductions would become 
zero if the inductions from the sections were identical in magnitude 
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and exactly 120 degrees apart in phase. As a general rule, however, 
the actual inductions from the different sections are not identical in 
magnitude nor exactly 120 degrees apart in phase because of irregu- 
larities in the pole spacing and dimensions of the parallel and because of 
the fact that electrical waves take finite times to be propagated over 
the wires and hence do not have the same phase in successive lengths. 
For the usual distances encountered, the phase shift at fundamental 
frequency is small but it may be appreciable for the higher harmonic 
frequencies. 

The analysis outlined above for balanced voltages can also be em- 
ployed for balanced currents. When the load on the power line is not 
symmetrical the balanced currents will not be equal in magnitude and 
exactly 120 degrees apart in phase even though the vector sum is zero. 
However, these line currents may readily be divided into two sets of 
currents each of which may be represented by a set of vectors of equal 
magnitude and 120 degree phase displacement. The induction from 
each set of vectors may be neutralized by power transpositions (subject 
to the same limitations as for balanced voltages) and it follows, there- 
fore, that the induction will be neutralized for their combination. 

Transpositions in power systems affect the induction from residuals 
only to such extent as they may affect the magnitude of the residual 
voltages and currents (by providing better balance to earth). This is 
because the residuals act on the wires in parallel (as pointed out 
previously) so that interchanging the positions of the wires will not 
directly affect the inductive field about them. 

To demonstrate the effect of power circuit transpositions on induc- 
tion due to balanced and residual voltages, the miniature power circuit 
can be transposed to form a complete barrel. When the power circuit 
is energized with balanced voltages, a substantial reduction in noise 
from the loud speaker occurs when the transpositions are cut in. When 
the line is energized with residual voltage, however, cutting in power 
circuit transpositions does not cause any change in the noise from the 
loud speaker. In actual exposures, both balanced and residual vol- 
tages and currents may be present so that the effectiveness of power 
circuit transpositions will depend upon the particular conditions in each 
specific case. 

Transpositions in Telephone Circuits 
As in the case of power circuits, telephone transpositions have, from 

the standpoint of noise, two functions. The first is the equalization of 
admittance unbalances to earth and to other conductors, of the conduc- 
tors of the particular circuit under consideration. The second is the 
reduction of noise due to direct metallic-circuit induction. (A third 
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purpose, which is closely allied with the first and second, is the limita- 
tion of crosstalk coupling between the various telephone circuits on the 
same line.) 

Within an inductive exposure, slightly different voltages may be 
induced on or along the two wires of a telephone circuit as pointed out 
previously. By transposing the wires frequently, they can both be 
exposed to the power system more or less equally and the voltages 
induced in them will tend to be equalized. The difference and hence 
the noise-metallic due to direct metallic-circuit induction thus is 
reduced. This is illustrated in Fig. 6. If the induction on the two 
sides of a transposition is identical in magnitude and phase, complete 
neutralization can be secured. In actual cases, however, these vol- 
tages are not identical in magnitude and phase because of irregularities 
in the exposure, irregularities in pole spacing, etc., and because of the 
phase shift and attenuation which were discussed in connection with 
power system transpositions. 

POWER LINE 

TO AMPLIFIER 
AND 

LOUDSPEAKER 

INDUCTION METALLIC INDUCTION METALLIC 
SECTION I SECTION 2 

Fig. 6—Effect of telephone transposition on metallic noise. 

Since the voltage to ground and the longitudinal circuit current due 
to either electric or magnetic induction, act on the telephone wires in 
parallel, telephone transpositions do not reduce them. 

To demonstrate the effects of telephone circuit transpositions, the 
miniature telephone circuit is transposed. It is noted from the de- 
crease in the noise from the loud speaker that, when the telephone 
circuit does not contain high resistance joints or other important 
unbalances, a substantial reduction in the noise metallic occurs when 
the telephone transpositions are cut in. However, no effect can be 
noted on the noise to ground. 

TELEPHONE LINE 
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Coordination of Transpositions 

In order to summarize the effects of power and telephone circuit 
transpositions, Fig. 7 has been prepared. While this table applies only 
to transpositions within an exposure, it will be recalled that telephone 
and power system transpositions outside of exposures may have an 
important bearing on the balance of the circuits. 

Induction Effect on Telephone Noise 
Transpositions From Met To Ground 

Power  Balance V. Yes* Yes 
Power  Residual V. No No 
Power  Balance I. Yes* Yes 
Power  Residual I. No No 
Telephone  All Types Yes No 

* Power transpositions will reduce metallic noise on untransposed telephone lines. 
With telephone lines transposed the effects of power transpositions on metallic noise 
due to direct induction may be small. 

Fig. 7—Summary of effects of transpositions within inductive exposures. 

In some cases, it may be desirable to reduce not only the noise- 
metallic due to direct metallic-circuit induction but also the longitu- 
dinal-circuit noise due to balanced currents or voltages. An inspection 
of the table indicates that this may be done by transposing both the 
power and telephone circuits. In order to secure the greatest value 
from the transpositions in such cases they should be installed in such a 
way as to effectively "coordinate" with each other. In such co- 
ordinated layouts, the power circuit transpositions (where used) are 
largely relied on for reducing the longitudinal-circuit noise on the 
telephone circuits due to induction from balanced components and the 
telephone transpositions are largely relied on for minimizing the noise- 
metallic due to direct induction between the wires. Fig. 8 is a 
schematic diagram illustrating the principle of coordinated transposi- 
tions. It will be noted that the following considerations have been 
adhered to: 

1. The telephone circuits are balanced, that is, both wires occupy both 
pin positions for equal lengths, between successive power circuit 
transpositions. This is necessary in order to ensure as close an 
approach as practicable to equality of induction on both sides 
of each telephone transposition. 

2. The power circuit is transposed in a complete barrel. If the expo- 
sure is long or irregular, more than one barrel might be required. 

In multi-wire telephone lines, the telephone transpositions are, of 
course, much more complex than those illustrated in Fig. 8, but in the 
systems designed for use in inductive exposures, so-called "neutral" 
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points are established between which the circuits may be subjected to a 
uniform exposure. Consequently in a coordinated system of trans- 
positions, it is ordinarily desirable that the neutral points in the tele- 
phone transposition system fall opposite or nearly opposite transposi- 
tions in the power system or other important electrical changes in the 
power system or in the exposure. 

POWER 

 =fc ^  

TELEPHONE 
X X X 

X X X X X X 

Fig. 8—Schematic layout of coordinated transpositions. 

To illustrate the above, the demonstration apparatus is arranged to 
secure a coordinated layout. When the coordinated layout is cut in, 
only a relatively small amount of noise from the loud speaker is heard, 
and it is observed that the insertion of small series or shunt unbalances 
in the telephone circuit does not materially increase this noise (i.e., the 
telephone circuit is not particularly critical as regards unbalances) as 
long as the supply system is energized by balanced voltages only. 
When residual voltage is used on the miniature supply line, the 
longitudinal-circuit noise on the telephone system is higher and the 
telephone circuit is more critical as regards unbalances. 

Inductive Influence of Power Lines 

In considering some of the factors affecting the inductive influence 
of power lines, it should be recalled that, theoretically, a power system 
could be so constructed that it could set up no external electric or 
magnetic fields and consequently would have negligible influence. It 
is, as previously mentioned, impracticable to construct power lines in 
this way and consequently, the factors controlling the deviations from 
this condition require consideration. 

Among the factors affecting the inductive influence of a power line 
are the amount of line current, the operating potential, the configura- 
tion of the wires, etc. It does not seem necessary to demonstrate these, 
but there are two additional factors of importance, as follows, which 
will be discussed: 
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1. The wave shape of the currents and voltages. 
2. The magnitude (and wave shape) of residual voltages and currents. 

(Residuals were discussed briefly in connection with inductive 
coupling.) 

Wave Shape 

It is recognized as commercially impossible to build rotating ma- 
chinery entirely free from harmonics. It is further recognized that 
some distortion of wave form is inherent with power transformers 
which must employ iron in their magnetic circuits. Harmonics are of 
interest from the standpoint of noise induction, since they may induce 
voltages of frequencies within the range ordinarily used in telephone 
message circuits. Induced voltages at such frequencies have much 
greater interfering effects (from the standpoint of noise) than does the 
voltage normally induced at the fundamental frequency. The ap- 
proximate relative interfering effects of voltages of different frequencies 
in typical telephone circuits are shown in Fig. 9 which is a so-called 
"noise weighting" curve. 
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Fig. 9—Curve showing approximate relative interfering effects of voltages of different 
frequencies across a telephone circuit. 

The demonstration set-up for impressing voltages of two different 
wave shapes on the untransposed power line is shown in Fig. 10. With 
the switch in the "normal" position, the wave shape is that taken 
directly from the commercial power supply. A wave shape of voltage 
having greater harmonic content than that of the commercial voltage, 
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can be secured by throwing the switch to "distorted." The operation 
of the circuit is then as follows: 

1. The commercial power supply is connected to the 10-volt windings 
of the transformers through balanced resistances which are so 
proportioned that the voltage drop due to the magnetizing 
current is sufficient to reduce the voltages across the windings 
to about 10 volts. 

2. The resistances form such a large proportion of the total impedances 
presented to the incoming circuit that the currents through 
the windings are controlled almost entirely by them and, since 
they are non-inductive, this current has approximately the same 
wave shape as the voltage of the power supply. Therefore, 
since the magnetizing harmonics cannot appear to any large 
extent in the magnetizing current, they appear in the voltage 
across the transformers and the voltage wave is, therefore, 
distorted. 

3. The distorted voltage wave on each transformer is stepped up 
between the 10 and 115 volt windings and is impressed on the 
line at about 115 volts to neutral. 

DISTORTTD NORMAL  ;  

RESISTORS TO REDUCE 
VOLTAGE TO NEUTRAL 

TO 10 VOLTS 
Fig. 10—Arrangement for comparing the inductive influence of balanced voltages 

of different wave shapes. 

Figure 11 is an oscillogram showing the "normal" and "distorted" 
wave forms and it will be noted that they have about the same r.m.s. 
values although the distorted wave is much more irregular indicating 
the greater harmonic content. When the switch is thrown from "nor- 
mal" to "distorted," the noise from the loud speaker increases and its 
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characteristic sound is changed, indicating the effects of increasing the 
harmonic content of the voltage wave. 

Fig. 11—Oscillograms of normal and distorted balanced voltages. 

11-^4—Impressed voltage, 
11-B—Balanced distorted voltage to neutral. 

In practice, harmonic voltages and currents may arise not only from 
generating and transforming equipment but also may occasionally 
arise from some particular load equipment such, for example, as certain 
types of rectifiers or rotating machinery. 

Residual Voltages and Currents 
The inductive influence of a voltage or current of a given magnitude 

and wave shape depends to a considerable extent on the dimensions of 
the circuit in which it acts. For balanced currents or voltages (or 
balanced components of the actual currents or voltages on line wires), 
which, as discussed before, are confined to the wires of the power cir- 
cuit, the dimensions of the circuit are much smaller than for the residual 
currents or voltages which involve the earth as part of their circuit. 

In order to illustrate the relative inductive influences of a given 
magnitude and wave shape of voltage, when acting in a balanced 
manner and as a residual, the miniature power line is energized in two 
different manners. First (the normal manner) the voltage is impressed 
on it through a bank of transformers connected "delta" on the supply 
side and " Y-grounded" on the line side. With these connections, the 
voltages impressed on the three line wires are approximately equal and 
120 electrical degrees apart and thus are closely balanced. Next, 
using the same transformer connections, the line wires are energized in 
parallel to earth and consequently, the vector sum (residual) is equal to 
three times the normal phase-to-neutral voltage. The power circuit 
connections used are shown in Fig. 12 and the telephone circuit con- 
nections used are the same as shown in Fig. A-A. The increase in the 
noise from the loud speaker when residual voltage is used shows that 
the influence of the power line is greater under these conditions. 
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' In addition to the effect of residuals in increasing the inductive 
influence of a power line, the induction due to residuals is not affected 
by transposing the power line (as was pointed out in connection with 
the discussion of coupling). 

Fig. 12—Arrangement for comparing balanced and residual voltages or currents. 

It may be of interest to examine briefly some of the causes of residual 
voltages and currents. For example, in a three-phase system, har- 
monic currents or voltages-to-neutral which are odd multiples of three 
times the fundamental frequency are in phase in all three line wires and 
hence tend to be residual. Such triples can be present in appreciable 
amounts only with certain types of power apparatus and connections. 
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Fig. 13—Arrangement for showing added inductive influence due to triple harmonic 
voltages. 

Perhaps the most important condition giving rise to triple harmonic 
frequency residual currents or voltages is the connection of grounded- 
neutral Y-connected generators which have triple harmonic voltages 
between line and neutral, directly or through Y-Y connected trans- 
former or Y-connected auto-transformer banks (with no or small 
tertiary windings, and with grounded neutrals) to power lines. The 
use of Y-Y banks may also cause triple frequency residuals on the lines 
due to the magnetization characteristics of the transformers themselves 
although when used with Y-connected grounded generators, the 
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transformer effects are usually less important than the generator 
effects (unless the "triples" in the generator are unimportant or are 
suppressed). 

To demonstrate the effect of triple harmonic currents, the arrange- 
ments shown in Fig. 13 have been set up. This set-up is similar to that 
used in showing the effect of differences in wave shapes of balanced 
voltages except that, to show the added effect of triple harmonic 
residuals, the delta winding is opened. This removes the path for 
triples to circulate within the transformer bank and permits them to 
be impressed on the line. Figures 14-yl and B are oscillograms showing 
the effect on the wave shape of the voltage to neutral of opening the 
delta. The noise from the loud speaker increases when the delta is 
opened showing that the triple harmonics cause an increase in the 
influence of the power line. 

-B 

/ 

14-A 

Fig. 14—Oscillograms showing voltage wave shape including triple harmonics. 
14-^4—Impressed voltage, 
14-B—Distorted voltage to neutral, including triple harmonics. 

An interesting demonstration showing the relation as regards resid- 
uals of triple and non-triple harmonics on an otherwise well balanced 
three-phase system can be performed as follows: 

1. The untransposed power line is first energized with balanced dis- 
torted voltages as described previously. The amount and 
character of the noise are observed closely. 

2. Triple harmonic voltages are added by opening the delta winding 
on the transformer bank. Under these conditions, the induc- 
tion from both the triple and non-triple harmonics can be 
recognized by the differences in the character of the sounds. 

3. The power line is now transposed and the noise due to the non- 
triples practically disappears leaving the noise from the triples 
unaffected. 

This illustrates the residual character of the triples since, as shown 
previously, the power system transpositions do not affect the induction 
from residuals. 
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Single-Phase Extensions 

One of the special conditions under which residual currents or 
voltages (particularly of the non-triple series of harmonics) are set up 
on a power system is where single-phase circuits are connected metal- 
lically to 3-phase circuits. With such a connection, the inductive 
influence of both the single-phase and 3-phase parts of the power circuit 
may be affected. Briefly the conditions are as follows: 

X 

Er = OA+OB +0C = 0 
A BALANCED 

3 PHASE 

Er = OA + OB= -OC 
B SINGLE PHASE TAKEN 

FROM 3 PHASE LINE 

ER = OI +02=0 
C BALANCED 
SINGLE PHASE 

Fig. 15—Comparison of residual voltages in perfectly balanced 3-phase line; a single- 
phase tap from 3-phase line, and a perfectly balanced single-phase line. 

Single-phase portion 

1. On the single-phase portion of the circuit, a residual voltage exists 
which ordinarily is approximately equal to the normal voltage to 
ground of a phase wire. This is readily evident from an inspec- 
tion of the vector relations shown on Fig. 15-5. Fig. 15-C 
shows that there is nothing inherently unbalanced in single- 
phase circuits; it is only when they are connected directly to a 
three-phase circuit or have some unbalanced connections that 
they have residuals on them. 

2. Figure 16 shows schematically the arrangements used to illustrate 
the effects of metallically connecting a single-phase circuit to a 
three-phase circuit. By throwing the four-pole, double-throw 
switch, the noise to ground in the miniature telephone circuit 
(exposed only to the single-phase circuit) with the single-phase 
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portion isolated from the three-phase portion by a transformer 
and with it metallically connected can be compared. With the 
transformer connected (thereby creating a condition similar to 
Fig. 15-C) the noise in the loud speaker is much lower than when 
a metallic connection is used and thus indicates a substantial 
reduction in the residuals. 

3. The demonstration setup is so arranged that the single-phase portion 
can be transposed. With the single-phase portion metallically 
connected to the three-phase portion, transposing the single- 
phase portion causes relatively little change in the noise from 
the loud speaker. However, when the single-phase portion is 
isolated from the three-phase portion by the transformer, 
transposing it further reduces the noise materially. When the 
single-phase portion is connected metallically to the three-phase 
portion, the induction is largely due to residual voltage and as 
such is not affected by the power circuit transpositions. When 
it is connected through the isolating transformer, however, there 
is no residual voltage present and the induction, being due to 
balanced voltages, is materially reduced by the power transposi- 
tions. 
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Fig. 16—Influence of single-phase extension to three-phase power line. 

Three-phase portion 
1. As far as the three-phase portion of the line is concerned, the single- 

phase extension acts as additional admittance to ground on two 
of the wires. Consequently if the single-phase extension is long, 
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the admittance unbalances between the various wires and 
ground may be fairly large. 

2. In considering the effects of the admittance unbalances, there are 
two conditions which must be considered; where the trans- 
formers supplying the three-phase portion are "Y grounded" 
on the line side, and where they are "delta" on the line side. 
When the supply transformers are connected delta on the line 
side, there is no path for residual current into the transformers 
and the voltages of the conductors to earth adjust themselves 
so that the net charging current to earth is zero (although there 
will be some interchange of charging current between various 
portions of the network). This condition requires unequal 
voltages to earth, the voltages of the wires having the higher 
capacitances being lower than those of the lower capacitance 
wires. This generally gives a residual voltage. 

3. When the supply transformers are connected Y-grounded on the 
line side, the voltages of the wires to ground are controlled by 
the transformer voltages and the principal effect of a single- 
phase extension is a tendency to cause residual current. 

The discussions above apply particularly to power systems which 
are electrically short at all of the important harmonic frequencies 
present. If the systems are long enough so that propagation effects 
(particularly "quarter wave-length" effects) must be considered at 
any of the important harmonic frequencies present in the voltage or 
current waves, these simple analyses must be modified. These 
propagation effects cannot be demonstrated with the apparatus 
available and will not be discussed further except to point out that they 
are not infrequently encountered in field problems. 

Inductive Susceptiveness of Telephone Circuits 

As pointed out previously, theoretically a telephone circuit could 
be constructed so that it would not be affected by any fields which 
would be set up by nearby electrical systems and hence would have 
zero susceptiveness. However, as in the case of the power line, it is 
not practicable to build such ideal telephone lines and consequently, 
the consideration of telephone lines in inductive exposures has to do 
with the deviations from perfection in this respect. 

As was indicated earlier in this article, the metallic type of telephone 
circuit is now usually used. The grounded system which uses one 
wire with earth return, was employed exclusively in the very early 
days and is still used in some cases, particularly in sparsely settled 
areas. 
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The grounded circuit represents completely unbalanced conditions 
since the sides of such a circuit have a separation comparatively great 
compared to that of a metallic circuit. Consequently, the inductive 
susceptiveness of a grounded circuit is much greater than that of a 
metallic circuit, even if the latter is not transposed. Furthermore, 
a grounded circuit cannot be transposed practicably. To illustrate the 
difference in the susceptiveness of the two types of circuits, the tele- 
phone circuit of the demonstration set up has been arranged as shown 
schematically in Fig. 17 so that either of the two types of circuits may 
be obtained. The power circuit arrangements are as shown in Fig. 4-5. 
The large reduction in the noise from the loud speaker which occurs 
when the connections are changed from grounded to metallic, shows the 
decreased susceptiveness of the latter type of circuit. 

METALLIC GROUNDED 

 lii 1   A|—4 c^—. TO AMPLIFIER 
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IN EXPOSURE 7L. „ " LOUDSPEAKER 

Fig. 17—Comparison of noise in metallic and grounded circuit. 

For metallic circuits, the inductive susceptiveness depends on a 
number of factors such, for example, as the spacing of the wires, the 
power levels, and the circuit balance. Some of these are discussed 
below. 

Spacing 
Since the direct metallic induction (which, as discussed before, is a 

function of the difference of the voltages induced on or along the two 
sides of the circuit) is about proportional to the distance between the 
two sides of the circuit, this separation is of interest from the stand- 
point of the circuit susceptiveness. The smaller the spacing of the 
wires, all other things remaining the same, the smaller ordinarily will 
be the direct metallic induction and the noise-metallic from this source. 

Power Level 

Another important element in determining the inductive susceptive- 
ness of a telephone circuit is the power level of the telephone waves 
transmitted over the circuit. The more powerful the telephonic cur- 
rents at a point, the less they will be interfered with by a given amount 
of noise power which may be induced in the circuit at that point. This 
is particularly important on long toll circuits where the telephonic 
power level may be materially affected by the spacing, power carrying 
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capacity and adjustments of the telephone repeaters usually used in 
such circuits. 

In order that a telephone circuit may be perfectly balanced, the 
series impedances of the two sides must be identical in each element of 
length and the admittances of the two sides to earth and to other 
conductors likewise must be identical. 

Since it is impracticable to construct telephone circuits of perfect 
symmetry, unbalances exist and these are classified as "series im- 
pedance" and "shunt admittance" unbalances. By a "series impe- 
dance" unbalance is meant a difference between the series impe- 
dances of the two wires composing the circuit. Such an unbalance 
may be caused, for example, by a joint which does not have a negligible 
resistance. If a "bad" joint exists, the longitudinal currents due to 
the induced voltages encounter unequal impedances in the two wires. 
Consequently, the currents in the two wires tend to be unequal, the 
difference causing current through the terminal impedances and 
hence causing metallic circuit noise. The effect of a high resistance 
joint depends upon the magnitude of longitudinal current along the 
wires as well as the unbalance in resistance caused by the joint. To 
illustrate the effects of a high resistance joint, the demonstration set-up 
is arranged to minimize the noise-metallic due to direct induction (by 
transposing it) and the high resistance joint is then inserted. (See 
Fig. 18.) The large increase in the noise from the loud speaker indi- 

Fig. 18—Arrangement for showing effect of high resistance joint in telephone line. 

cates the effect of the joint on the noise-metallic. On the other hand, 
listening to the noise-to-ground when the joint is inserted, one can 
detect no effect. 

Admittance unbalances are generally due to either unbalanced 
capacitances or leakages to earth of the two wires. Such unbalances 
when acted on by the noise to ground cause more current to flow to 
ground from one side than from the other. - Part of this current flows 
around the metallic circuit and causes noise-metallic. To illustrate the 
effect of an admittance unbalance, a small condenser or a high- 
resistance leak can be bridged between one wire of the telephone circuit 

Balance 

Nm 

TELEPHONE LINE 
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and earth in the demonstration apparatus. As before, the effect of the 
unbalance on the noise to ground is negligible, but it may cause a 
material increase in the noise-metallic. 

While a 2-\vire metallic telephone circuit has been used in the dis- 
cussions, the same principles apply to a phantom circuit. In con- 
sidering the effects of unbalances, transpositions, etc., on phantom 
circuits, the two wires composing each of the side circuits from which 
the phantom is derived may be considered as being in parallel and 
treated as if they were single conductors. With this method of treat- 
ment, the discussions of a 2-wire circuit can also be applied to a 
phantom circuit, bearing in mind, among other things, that with four 
wires to treat with instead of two, an unbalance in any of the four wires 
will react on the phantom circuit as well as on the side circuit of which 
it is a part. 

While for simplification the demonstration has been confined to the 
effects of unbalances in the line conductors, it is evident that similar 
effects can result from the equivalent series or shunt unbalances in 
terminal equipment in central offices, in subscribers' sets, cables, etc. 

Interconnection of Balanced and Unbalanced Telephone Circuits 

One of the factors which is of interest in connection with noise on 
telephone circuits is that which is concerned with the phenomena which 
occur when a well balanced and a poorly balanced telephone circuit 
are connected together. It was pointed out previously that a well 
balanced and transposed telephone circuit may be relatively quiet even 
if it is exposed to induction. Also, if a poorly balanced circuit is not 
exposed to induction, it may be quiet. If, however, the exposed, well 
balanced circuit and the unexposed, poorly balanced circuit are con- 
nected together either at some point along the line or through a cord 
circuit not containing an isolating repeating coil, the overall connection 
may be noisy since the interconnection in effect unbalances the other- 
wise well balanced circuit. 

To demonstrate this the conditions shown in Fig. 19 are set up. 
The metallic portion of the circuit at the left of the diagram is exposed 
to the 3-phase power line but is well transposed and balanced. The 
grounded circuit, shown at the right of the diagram, is not noticeably 
exposed. 

The noise heard when the loud speaker is connected to the metallic 
circuit (although it is exposed) is relatively low. Likewise, the noise 
on the grounded circuit is relatively low. When, however, the 
grounded circuit is connected to the metallic circuit the noise on the 
overall circuit immediately rises because of the unbalancing effect of 
the grounded circuit. 
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It will be recognized that the general principles involved in this last 
demonstration are essentially the same as those which were involved in 
the demonstration of the effect of a single-phase extension to a 3-phase 
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Fig. 19—Effects of interconnecting metallic and grounded circuit. 

power line. In the case of the single-phase extension, it was possible 
to reduce the inductive influence by isolating the single-phase part 
from the 3-phase part by means of an isolating transformer. Following 
the same line of reasoning, it should be possible to reduce the effect of 
the connection between the metallic and grounded parts of the tele- 
phone circuit by means of an isolating transformer. Inserting a 
repeating coil between the metallic and grounded portions provides 
such isolation and it is noted from the reduction in noise when this 
repeating coil is inserted, that the conditions are essentially the same as 
when the grounded portion is disconnected from the metallic portion. 
(This whole analysis and demonstration, of course, applies only when 
the grounded portion is unexposed since the grounded circuit is totally 
unbalanced and hence would quite likely be noisy if it were subjected 
to direct induction.) 

Carrying the similarity of these two demonstrations a step farther, 
it will be recalled that it was shown that when the single-phase and 
3-phase portions of the power circuit were metallically connected, 
transposing the single-phase portion resulted in relatively small reduc- 
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tion in the inductive influence because the induction was primarily a 
function of the residuals on the line. Similarly when the metallic 
and the grounded circuit are metallically connected, it is observed that 
the transposing of the metallic circuit produces a relatively small 
reduction in noise. However, if the repeating coil is inserted between 
the metallic and grounded circuits it is observed that transposing the 
metallic portion materially reduces the noise on the overall connection, 
since the transpositions reduce direct induction in the metallic circuit 
and the noise to ground is not given an opportunity to react on the 
unbalances. 



Audio Frequency Atmospherics * 

By E. T. BURTON and E. M. BOARDMAN 

Various types of musical and non-musical atmospherics occurring within 
the frequency range lying between 150 and 4000 c.p.s. have been studied. 
Particular attention is directed to two types of the former, one a short 
damped oscillation, apparently a multiple reflection phenomenon, and the 
other a varying tone of comparatively long duration, probably related to 
magnetic disturbances. Several quasimusical atmospherics which appear to 
be associated with the two more distinct types are described. Dependence 
of atmospheric variations on diurnal, seasonal and meteorological effects is 
discussed. Characteristics of audio frequency atmospherics are shown in 
oscillograms and graphs. 

Introduction 

IN connection with a study of communication problems, observations 
of submarine cable interference were made over periods totaling 

about 20 months during the years 1928 to 1931. These experiments 
were conducted at Trinity, Newfoundland; Hearts Content, Newfound- 
land; Key West, Florida; Havana, Cuba; and at Frenchport, near 
Erris Head, Irish Free State. A few supplemental measurements of 
audio frequency atmospherics received on large loop antennas were 
made in 1929, 1931 and 1932. These experiments were made at 
Conway, New Hampshire, at two locations in New Jersey and in 
Newfoundland. Work carried out at the Newfoundland and New 
Hampshire locations has been commented upon in previous reports.1 

Since, for the most part, industrial and communication interferences 
were of small magnitude at all locations, it has been possible to select 
for presentation data confined to atmospherics. These data will be 
limited mainly to the frequencies between 150 and 4000 c.p.s., although 
measurements were made over the range from 40 to 30,000 c.p.s. 

The principal apparatus used at each location consisted of an 
especially designed vacuum tube amplifier with which all other 
apparatus was associated. The overall gains of the amplifiers used 
at the various locations varied somewhat according to the conditions 
to be met, the frequency characteristics being adjusted approximately 
complementary to that of the pick-up conductors. The Ireland 
amplifier consisted of seven transformer coupled stages grouped to 
form three units. The impedance at the junction points of units was 

* Presented at U. R. S. I. convention, Washington, D. C., April 27, 1933. Proc. 
I. R. £., 21, p. 1476, October, 1933. 

1 E. T. Burton, "Submarine Cable Interference," Nature, 126, p. 55, July 12, 
1930; and E. T. Burton and E. M. Boardman, "Effects of Solar Eclipse on Audio 
Frequency Atmospherics," Nature, 131, p. 81, January 21, 1933. 
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600 ohms to facilitate insertion of attenuators and filters. The 
maximum gain for the three amplifier units was 200 db, attenuators 
and filters being used at all times to control the output intensity. 
The amplifier was designed to minimize noise, inherent in such 
apparatus, and to be highly stable throughout long periods of prac- 
tically continuous operation. 

In addition to several high-pass and low-pass filters, 17 narrow 
band filters designed to cover in small steps the range from 150 to 
3800 c.p.s. were available. A filter switching panel was used to 
facilitate observations of various frequency ranges in rapid succession. 

The output was arranged to supply various recording and indicating 
devices. R.m.s. measurements were made by means of a thermocouple 
with a long period direct reading and recording meter. A device 
employing three-element gas-filled tubes was used to measure peak 
voltages. A magnetic recorder was employed in securing a few sound 
records of atmospherics. Oscillograms which are shown in this 
article were subsequently prepared from these records. The Ireland 
amplifier with some of its associated apparatus is shown in Fig. 1. 

Fig. 1—Amplifier and associated apparatus used at Frenchport, Ireland, 
fl) First amplifier unit 
(2) 1st Attenuator 
(3) 2nd Amplifier unit 
(4) 2nd attenuator 
(5) 3rd amplifier unit 
(6) Recorder 
(7) Band pass filter 



500 BELL SYSTEM TECHNICAL JOURNAL 

The amplifier with each of the filters taken separately was calibrated 
with input supplied by the thermal agitation in standard resistances 
ranging from 50 to 250 ohms. The calibration temperature was 
approximately 23° C. Check calibrations were made weekly and at 
such times as changes were made in the apparatus. The stability of 
the entire system was such that over periods of months measurements 
were made with an accuracy closer than ±1/2 decibel. 

In interpreting data on atmospherics of low amplitude, such as 
received on submarine cables, it is necessary to take into account the 
random voltages generated in the amplifier circuits and the thermal 
agitation voltages of the conductor connected to the amplifier input. 
Both of these voltages appear in the output circuits mingled with the 
amplified atmospherics. The former originate principally in the first 
stage of the vacuum tube amplifier. Thermal agitation produces a 
random voltage, uniformly effective at all frequencies. The r.m.s. 
amplitude of this voltage is dependent upon the frequency range 
considered, the resistive component of the impedance of the conductor 
and the temperature of the conductor.2 The conductor in this case 
is the cable or antenna circuit. The r.m.s. values of these voltages, 
when integrated over periods of time comparable to those occupied 
in taking data on atmospherics, are substantially steady; therefore, 
their separation from the atmospheric voltages is not difficult. Correc- 
tions for both amplifier and thermal noises have been made on the data 
presented. 

Observations of audio frequency atmospherics received on long 
antennas and loop aerials have been reported by several observers.3 

Their accounts describe the general characteristics, although some 
confusion has occurred in identification of the musical atmospherics. 
In view of the fact that the apparatus used by us was particularly 
adapted to reception and analysis of frequencies in the audio range, 
it appears that our data may add considerably to the information 
previously disclosed. 

Types of Atmospherics 

Audio-frequency atmospherics observed on submarine cables are 
essentially the same as those received from a long antenna except for 
high attenuation and frequency discrimination attributable to the 
cable characteristics and to the shielding effect of sea water.4 The low 

2 J. B. Johnson, "Thermal Agitation of Electricity in Conductors," Phys. Rev., 32, 
p. 97, July, 1928. 

3 H. Barkhausen, "Whistling Tones from the Earth," Phys. Zeits., 20, p. 401, 1919. 
T. L. Eckersley, "Electrical Constitution of the Upper Atmosphere," Nature, 117, p. 
821, June 12, 1926. 4 John R. Carson and J. J. Gilbert, "Transmission Characteristics of Submarine 
Cables," Jour. Franklin Inst., 192, p. 705, December, 1921. 
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frequencies, when observed on a submarine cable, are of comparatively 
high amplitude, appearing as a deep rumble intermittently broken by 
noises variously described as splashes and surges. The range from 
500 to 1500 c.p.s. generally consists largely of clicks and crackling 
sounds which accompany the low-frequency surges. At times sub- 
stantial amplitude increases occur accompanying quasi-musical sounds, 
which may dominate this frequency range. In the upper voice range 
intermittent hissing or frying sounds are observed, often accompanying 
surges in the low-frequency range. Above 1800 c.p.s. occur at least 
two ranges which at times possess slight tonal characters. In addition 
to the slightly musical sounds, two varieties of distinct musical 
atmospherics have been observed and given the onomatopoeic names 
"swish" and "tweek." Particular interest attaches to these because 
of their extraordinary character. 

Diurnal and Seasonal Characteristics 

The daytime non-musical atmospherics consist ordinarily of inter- 
mittent low-amplitude impulses. As a general rule the night-time 
intensities are considerably higher; the impulses being more frequent 
and more prominent than during the daylight hours. The night 
intensity is further increased by the presence of the type of musical 
atmospheric known as tweek. 

During a usual day, the intensity of audio-frequency atmospherics 
from sunrise until mid-afternoon is comparatively low. During the 
afternoon, a slow rise may or may not occur. Shortly following 
sunset, a gradual increase of intensity is usual. This rise continues 
for two hours or more after which a high level is maintained rather 
consistently until shortly before daybreak. A brief increase some- 
times occurs at this time followed by a steady decrease, the daily 
minimum being reached usually shortly after sunrise. 

Fig. 2 shows examples of summer and winter audio-frequency 
atmospheric intensities over 24-hour periods. While these curves 
show the usual characteristics, extraordinary conditions may result in 
wide variations. The occurrence of local electrical storms or intense 
disturbances of the earth's magnetic field usually contribute markedly 
to these anomalies. 

The diurnal amplitude variations of certain types of atmospherics 
may be reasonably explained by assuming the continued presence of 
an audio-frequency reflecting layer in the upper atmosphere, and 
assuming a low lying ionized attenuating region 5 to be present during 

3 Such a region affecting radio frequencies is described by R. A. Heising, Proc. 
I. R. E., 16, p. 75, January, 1928. 
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daytime only. During the sunlight hours, disturbances occurring in 
the vicinity of the observation point may be received by direct trans- 
mission without unusual attenuation. Atmospherics of distant or 
high origin should suffer considerable attenuation in passing through 
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Fig. 2—Typical diurnal intensity curves, for frequency range from ISO to 3000 c.p.s. 

the damping region. Following sunset, the damping ionization may 
be expected to gradually dissipate, resulting in a slow increase of the 
static intensity as transmission from the upper atmosphere and from 
horizontally distant regions is improved. 

It is probable that in the morning the damping ionization appears 
at a given point almost immediately upon arrival of the first direct sun- 
light, and that the transition period corresponds to the time required 
for the earth to rotate through an angle corresponding to that section 
of the damping region which may appreciably affect the atmospherics 
reaching the observation point. 

Our observations have shown that the general intensity of the 
regularly occurring types of atmospherics increases in the spring, the 
rise beginning about March. During a period from possibly May to 
September, the intensity is comparatively high. During September 
and October a reduction occurs, and from the latter part of October 
until March the intensity is low. The periods as given above are 
approximate, since they are based on fractional year observations in 
all except one case. 

Comparison of Fig. 2 with diurnal variation curves of Potter 6 for 
50 kilocycles and 2 megacycles, and with seasonal variations presented 
by Espenschied, Anderson and Bailey 7 for 50 kilocycles shows definite 
similarities. 

6 R. K. Potter, "Frequency Distribution of Atmospheric Noise," Proc. I. R. E., 
20, p. 1512, September, 1932. 7 Espenschied, Anderson and Bailey, "Transatlantic Radio Telephone Trans- 
mission," Proc. I. R. E., 14, p. 7, February, 1926. 

SUMMER / 
/ ^ \ 

WINTER V 
SUNRIJ >E 

\ 



AUDIO FREQUENCY ATMOSPHERICS 503 

Tweeks 

A tweek consists of a damped oscillation trailing a static impulse. 
Its audible duration appears to be less than 1/8 second and the initial 
peak amplitude may approximate that of the maximum audio fre- 
quency static impulses. 

Oscillographic reproductions of sound records obtained in Ireland 
disclose that the tweeks practically always start above 2000 c.p.s. 
and reduce very rapidly toward a lower limiting frequency where a 
considerable portion of the time of existence is spent. In some cases 
the highest observed frequency at the beginning of a tweek was in 
the vicinity of 4000 c.p.s., which was the upper transmission limit of 
the apparatus. In Fig. 3 is shown an oscillogram of tweeks trailing 

Fig. 3—Oscillogram of tweeks. Timing impulse frequency, 1000 c.p.s. 

static surges. While in these tweeks, any initial high frequencies are 
obscured by the prominent static surge, some oscillograms have been 
made while using electrical filters to suppress the frequencies mainly 
responsible for the initial impulse. These oscillograms often showed 
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Fig. 4—A and B, tweek frequency variation curves. C, computed curve. 

initial frequencies as high as 4000 c.p.s. Two tweek frequency de- 
terminations made from oscillograms are shown in Fig. 4. These 
illustrate the initial rapid frequency reduction and the subsequent 
gradual approach to a constant. While not an accurate definition, 
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frequency, as determined from the oscillograms, is taken as the 
reciprocal of the time spacing of successive impulses. Due to the 
difficulty in accurately measuring these short time intervals, especially 
in the presence of other forms of atmospherics, there is a possibility 
of error which might account for the irregularities in the location of 
points. However, irregularities in effective height of the reflecting 
layer might be expected to produce a like result. 

With one possible exception,8 tweeks have never been observed by 
us during daytime except near sunrise and sunset. In the usual case, 
the intensity of static impulses increases during the early evening with 
no indication of tonal quality. At twilight certain of the impulses 
are observed to be accompanied by a slight indication of a highly 
damped frequency. Shortly thereafter the characteristic tweek tone 
appears, often trailing a good share of the static impulses. Both 
tweek rate and intensity ordinarily increase for some two hours. For 
the remaining hours of darkness the tweeks, usually of low damping, 
continue with many irregular variations in intensity. Just previous 
to the approach of daylight a brief increase in tweek rate often occurs 
followed by a rapid reduction in both intensity and rate of occurrence. 
The last highly damped tweek is usually observed several minutes 
before sunrise. 

H. Barkhausen 9 in attempting to explain the type of atmospheric 
tone known as the "swish" or the "long whistler" considers the 
multiple reflection of an impulse. While our observations indicate 
this theory to fail in explanation of the swish, it appears to be applicable 
to tweeks. According to this theory a tweek may be produced by 
energy, from a source of momentary static disturbance, arriving at a 
receiving point as a series of impulses. The first impulse arrives by 
direct transmission. Shortly thereafter a second impulse arrives 
after having suffered one reflection at an ionized layer in the upper 
atmosphere. The third impulse arrives after two reflections from the 
ionized layer and one from the earth's surface. Other impulses follow 
in like manner. In case the origin of the disturbance is not near the 
observation point, the time spacing of the observed impulses results 
in a reducing frequency, initially varying rapidly and finally approach- 
ing an asymptotic value. The initial frequency is dependent upon 
the distance from source to observer and the reflecting layer height, 
while the lowest frequency depends upon the height alone. The 
failure of tweeks to appear in daytime may be attributed to damping 
by sunlight ionization at low altitudes. Occasional highly damped 

8 E. T. Burton and E. M. Boardman, "Effects of Solar Eclipse on Audio Frequency 
Atmospherics," Nature, 131, p. 81, January 21, 1933. 3 H. Barkhausen, Proc. I. R. E., 18, p. 1155, July, 1930. 
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' and weak tweeks observed before sunset or after sunrise probably 
originate at considerable distance respectively to the east or west 
within regions not exposed to sunlight. 

The multiple reflection theory of tweeks, as explained above, con- 
cerns a single wave train originating In a disturbance located near one 
of the reflecting surfaces. It may be shown that an impulse originating 
anywhere in the intervening space might produce a similar effect, 
although the initial frequency would be altered by the location in 
altitude. Furthermore, were the point of origin well separated from 
both surfaces, two simultaneous wave trains differing somewhat in 
rate of frequency change would occur. Phasing effects, which might 
be attributed to this have been found in several oscillograms. 

Based on the multiple reflection theory, the curve C in Fig. 4 was 
calculated assuming the point of origin to be located near the earth s 
surface. The altitude of the reflecting layer was taken as 83.5 km. 
(55 miles) and the distance between source and observer as 1770 km. 
(1100 miles). While this curve only roughly approximates the form 
of the tweek curves of Fig. 4, an explanation of the discrepancy may 
lie in a variation in effective layer height in accordance with the change 
in angle of incidence of the successive impulses. Such a relation in 
the case of radio frequencies has been described by Taylor and 
Hulburt.10 

Comparison of the lower limiting frequencies of individual tweeks 
with an oscillator calibrated in small steps has shown at times an 
almost continual drift in frequency. This may be interpreted as a 
corresponding variation in the effective height of the reflecting layer. 
In one five-minute period during complete darkness, examination of 
24 tweeks showed the lower limiting frequency to vary irregularly 
between 1690 and 1720 c.p.s. This indicates a variation in effective 
layer height between approximately 88.5 and 87 km. The variations 
of lower limiting tweek frequencies noted at our various observation 
points have indicated the reflecting layer to vary between 83.5 and 
93.2 km. during the hours of complete darkness. No marked vari- 
ations of mean tweek frequency, in respect to either season or latitude, 

. have been observed. 
During experiments carried out in New Jersey and New Hampshire,8 

a calibrated tone producing apparatus was available whereby fre- 
quencies of musical atmospherics, as observed by ear, could be closely 
followed. It was found that in addition to tones, which could be 
considered as individual tweeks, there appeared at times a slight, 
almost unbroken resonance quality in the static. This resonance was 

10 A. H. Taylor and E. C. Hulburt, "Propagation of Radio Waves," Phys. Rev., 
27, p. 189, February, 1926. 
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always quite obscure, which may account for its escaping observation 
in previous work. It appeared to consist of a band of frequencies, 
the midpoint of which could usually be determined with an accuracy 
of approximately ± 50 c.p.s. The resonance was usually observed 
during the evening and morning twilight periods when the damping 
of tweeks was high, and appeared to be closely connected with the 
tweeks themselves, although ordinarily showing a somewhat higher 
frequency. During the hours of total darkness the resonance was 
either absent or obscured by tweeks. At evening, resonance some- 
times appeared at sunset or a short time before. Usually the first 
highly damped tweeks were observed at about the same time. In the 
early morning the resonance was observed sometimes several minutes 
after the last tweek. 
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Fig. 5—T, T, lower limiting tweek frequencies. 

R. R, evening and morning resonance frequencies. 

Fig. 5 shows frequencies of the resonance tone and the lower limiting 
frequencies of individual tweeks as determined by aural observations 
made in the latter part of August, 1932. The tones began with fre- 
quencies well above 2000 c.p.s. and decreased to approximately 1650 
c.p.s. in a period of 2^ hours. The resonance disappeared as the 
tweeks approached the usual night intensity. Approximately 1/2 
hour before sunrise the resonance reappeared and a rapid frequency 
increase began. The last definite tweek observed in the morning was 
still under 2000 c.p.s., although the resonance rose well above this 
frequency before disappearing. In approximate figures, the effective 
reflecting surface for audio frequencies is indicated by the data of 
Fig. 5 to be located at an altitude of 61 km. at sunset and to rise to 
88.5 km. in a period of hours. Half an hour before sunrise the 
indicated altitude is 87 km. and at 15 minutes after sunrise it has 
returned to 61 km. 
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It is possible that aural frequency observations result in erroneous 
determinations because of the rapid reduction in frequency which 
occurs during a tweek. If the damping is not excessive, the ear 
distinguishes the low frequencies of the tweek and thereon establishes 
the tonal characteristic. If the damping is great the lower frequencies 
may be reduced below audibility while the ear may distinguish the 
higher or intermediate frequencies as possessing tonal quality and 
thereon may base its estimation of frequency. Judging from the 
observations of resonance, where the sound may be almost con- 
tinuous, it appears likely that these frequency determinations are of 
fair accuracy. 

Observations have been made at various times to determine the 
time of appearance of the first and last tweeks of the night-time period. 
Fig. 6 shows the time of first tweek to be quite variable, extending from 
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Fig. 6—Observations of first and last tweeks of night-time periods. 

approximately 1/2 hour before sunset to 1| hours after. The time of 
the last tweek varies from 40 minutes before sunrise to a few minutes 
after sunrise. The points obtained in Florida differ somewhat from 
those obtained in Newfoundland and Ireland, possibly because of 
the difference of latitude. Since the Florida observation point lies 
approximately 24° south of the latter locations, it follows that here 
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the interval between the time of incidence of the sun's rays at the 
position assumed for the damping region and actual sunrise is some- 
what less than at the northern observation points. However, a 
seasonal effect may be responsible as is indicated by the dotted curve 
in Fig. 6. 

36 

34 

32 

30 

28 

26 

24 

uj 22 
5 z 

a 18 
a. u (D 16 2 

12 

10 

6 

6 

2 

0 
3:30 4:00 4:30 S-OO 5=30 

NEWFOUNDLAND STANDARD TIME-AM 
Fig. 7—Rate of occurrence of tweeks. Data taken during a period of high intensity. 

There is a distinct seasonal variation in tweek numbers, the rate 
being consistently high during the summer and low during the winter 
and early spring—following approximately the variations in non- 
musical atmospherics. At times in the summer, tweeks have been 
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observed to occur at rates exceeding 50 per minute while during the 
winter as few as one or two in five-minute periods is not unusual. 
A night completely free from tweeks has not been observed at any of 
our experimental locations. Fig. 7 shows results of a summer tweek 
count when the mte was high. This curve illustrates well the rapid 
variations which may occur during the morning twilight period. 

Swish and Related Musical Atmospherics 

Swishes observed in Newfoundland have been described as, "Musical 
sounds, such as made by thin whips when lashed through the air." 1 

They are ordinarily distinctly musical in character, the frequency 
varying sometimes downward and at other times upward. At times 
upward and downward progressions are observed simultaneously. 
During the Newfoundland observations, the frequencies lay usually 
between 700 and 2000 c.p.s., but the individual tones in most cases did 
not exceed an octave in variation. The duration of these earlier ob- 
served swishes varied from approximately 1/4 second to more than a 
second. In Ireland swishes of the same nature were observed, but a 
more usual type was longer and much clearer in tone. These swishes 
were audible from 1/2 second to possibly 4 seconds and covered a 
frequency range from well below 800 to above 4000 c.p.s. To the ear 
the frequency appeared to progress steadily with perhaps a slight 
lingering near the -termination of the descending variety. 

While in the earlier Newfoundland observations the swish usually 
appeared to be accompanied by a rushing sound, later work disclosed 
many nearly clear whistling tones which may be identified as the 
"long whistlers" reported by other observers. These sometimes 
swept upward or downward through the entire voice range and at 
other times varied only through the range between approximately 
3000 and 4000 c.p.s. On a few occasions the whistles have been ob- 
served to hesitate and warble slightly before disappearing. Series of 
swishes have been observed following each other with almost per- 
fectly regular spacing of a few seconds, the train persisting on occasion 
for as long as a few minutes. Some of these trains have successively 
increased in intensity, terminating abruptly while other trains have 
reduced gradually until submerged in the usual static. In addition 
to the distinctly musical tones, swishes have been heard in which the 
rushing or hissing sound is prominent while the tone may be nearly or 
entirely absent. Our observations have shown these often to appear 
during periods when the whistling tones are frequent, to correspond 
approximately to the length of the whistles and at times to appear in 
regularly spaced trains. 
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Many observations have indicated a relation between swishes and 
the quasi-musical sound in the range between 500 and 1500 c.p.s., 
which in an earlier paper has been called "intermediate frequency 
noise." 1 Frequently this noise is first observed as a subdued jumble 
of hollow rustling or murmuring sounds. It often increases regularly 
in intensity for some time, after which faint swishes may begin to 
appear in the same frequency range. The swishes may increase in 
intensity and length, eventually submerging the murmuring sound. 
Occasionally the murmuring has continued for a short time after the 
swishes have reduced in amplitude or have disappeared. As a general 
rule the murmuring is not audibly prominent although it seems to 
be rather continuous in character. As a result it may considerably 
increase the atmospheric intensity in the intermediate voice range. 

On a few occasions musical high frequencies similar in general 
character to the murmuring have been observed. This sound appears 
as a continual chirping or jingling in the vicinity of 3200 c.p.s. The 
amplitude is usually low and the duration short. Like the murmuring 
sound, it appears to accompany periods during which swishes are 
present, and probably is composed of large numbers of short, over- 
lapping, high-frequency swishes. 

These types of atmospherics appear to have no connection with the 
time of day, or with local weather conditions and there is no indication 
of any correlation with the time of year. During some periods they 
have been observed frequently during days and nights for possibly 48 
hours or longer. They have been found at times to persist steadily 
through the early morning, bridging the transition period when the 
more common forms of atmospherics rapidly change character. At 
times several weeks of daily observation have passed with practically 
no appearance of swishes or related sounds. 

During periods of prominent swishes the variation of intensity is 
usually gradual with maxima and minima spaced at irregular intervals 
of possibly a few minutes. At maxima, the swish may approximate 
the intensity of the usual audio night-time atmospherics. The in- 
tensity which swishes may attain is evidenced by their occasional ob- 
servation without use of amplifying apparatus. A twelve-mile tele- 
graph line free from power interference has been found a satisfactory 
antenna, and with a telephone receiver between the line and earth, 
swishes of remarkable clearness have been observed. Tweeks have 
been heard with the same equipment. 

In the short time during which the sound recording apparatus was 
available in Ireland, swishes were very infrequent with the exception 
of one day when all swishes were of the descending frequency type. 
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These swishes were unusual in that they appeared in overlapping pairs. 
Three minutes of record was obtained containing seven swish pairs. 
A representative oscillogram, shown in Fig. 8, is a record of 2.4 seconds, 
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Fig. 9—Frequency curve of the swish pair shown in Fig. 8. 

containing all that could be identified as a swish pair. The points 
"A" and "B" denote the visible starts of the first and second swishes 
respectively. Filters used during the recording of this oscillogram 
account for the absence of frequencies above 3000 c.p.s. and below 
600 c.p.s. The frequency variation of this swish pair with time is 
shown in the curve of Fig. 9. 

Eckersley 11 has reported observations of descending whistling tones 
following static crashes after a quiet period of a few seconds. During 
the New Hampshire observations this phenomenon was observed fre- 
quently. The swishes were observed to follow certain distinctive 
static crashes. This type of disturbance consisted of low and inter- 

11 T. L. Eckersley, "Radio Echoes and Magnetic Storms," Nature, 122, p. 768, 
November, 1928. 
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mediate impulses, persisting for a fraction of a second, accompanied 
by an unusually intense frying sound, indicating a predominance of 
high frequencies. At no time did this type of disturbance appear to 
possess marked tonal quality. Each impulse was followed by a quiet 
period after which a swish occurred. During several periods when 
the static was sufficiently intermittent, the interval between the 
beginning of the static impulse and the beginning of the swish was 
timed. Approximately 70 observations were made, the shortest 
period recorded' being 1.2 seconds and the longest, accurately de- 
termined, 3.0 seconds. Many ranged between 2.5 and 2.8 seconds. 
No consistent progression of the length of this swish lag was observed 
although at certain times a predominance of either long or short 
periods existed. Later work indicated the long and short periods to 
be about equally divided between night and day. 

During one night of the New Hampshire work an auroral arc 
appeared extending from northwest to northeast. Near the north- 
west end of the arc frequent flashes occurred, but these were too 
obscure for any details to be made out. A similar but much weaker 
flashing was observed to the southwest. At times the flashes appeared 
to extend along the horizon from northwest to southwest. By visual 
observation while listening to the atmospherics, it was found that 
nearly every flash coincided with a static crash possessing the promi- 
nent frying sound. These crashes were in most cases followed by 
swishes, usually of the descending variety, although occasionally a 
short ascending whistle occurred simultaneously with the start of the 
descending swish. 

According to information supplied by the United States Weather 
Bureau, no lightning storms occurring during this period lay in the 
direction where flashes were observed to be concentrated and no storms 
were reported as near as 100 miles to our observation point. The 
Weather Bureau supplies the information that, under favorable re- 
flecting conditions, lightning flashes might be seen 40 miles, but could 
not be seen 100 miles. It therefore appears reasonable to suppose 
that the flashes observed were of auroral origin. A report supplied 
by the United States Magnetic Observatory at Tucson, Arizona shows 
a magnetic storm beginning August 27. Through the following days 
the disturbance gradually reduced, reaching a low level on September 1. 
Our observations show the swish intensity to be high from the evening 
of August 30, when observations began, to September 1. Through 
September 1 and up to the termination of the test on the morning of 
September 2, the swish intensity appeared to be reducing although 
occasional high intensity periods occurred. These and earlier data of 
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like nature obtained by us and others indicate a correlation between 
swish and magnetic disturbances. The accepted connection between 
auroral and magnetic field variations might justify a supposition that 
aurorse and whistling tones may be directly related as indicated by 
the New Hampshire observations. An assumption that the tones 
originate at the altitudes usually occupied by auroral displays might 
lead to an explanation of the apparent absence of marked diurnal 
variations in the swish tones. The observed correlation between 
certain atmospheric crashes and the subsequent swishes appears to 
indicate either dependence of the latter on the former or origin of the 
two from a common source of energy. The first assumption points to 
multiple reflection or dispersion phenomena which produce either 
ascending or descending tones. The time lag between the static im- 
pulse and the following swish would indicate either a low velocity or 
the traversing of a great distance. In either case, low attenuation is 
indicated by the long duration of some tones. It appears possible 
that the two radiations may result from sequential events occurring 
in the upper atmosphere by means of which non-musical as well as 
musical atmospherics are produced. Assuming an emission of energy 
which persists more or less steadily over a period comparable with 
the duration of a swish, it is possible to account for the approximately 
uniform amplitude of a swish without the necessity of assuming a 
very low damping. 

It is suggested that swishes may be related to the occasionally ob- 
served phenomenon of swinging and flashing auroral beams. In this 
case it appears necessary to consider a cyclic process in the behavior 
of the aurora which would account for the time lag between the radi- 
ation of an initial static disturbance and the following varying tone. 
The varying tones might be produced by energy radiated from swinging 
beams resonating within the space separating beams or in the space 
between a beam and a stationary reflecting layer. 

It might be possible for standing waves to occur within a beam, 
variations in the length or other constants of the path producing the 
varying tones. 

A correlation between swish and auroral phenomena is indicated in 
statements by witnesses of auroral displays. Professor Chapman 12 

reviews the testimony of many observers who have witnessed auroral 
displays at extremely low altitudes. Some attest to having stood 
within the glow and to having heard, directly from the atmosphere, 
disturbances accompanying the visible phenomena. Some of their 
sound descriptions follow: 

12 Prof. S. Chapman, "Audibility and Lowermost Altitude of Aurora," Nature, 127, 
p. 341, March 7, 1931. 
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"Quite audible swishing, crackling, rushing sounds" 
"A crackling so fine it resembled a hiss" 
"Similar to escaping steam, or air escaping from a tire" 
"Much like the swinging of an air hose with escaping air" 
"The noise of swishing similar to a lash of a whip being drawn 

through the air" 
"Likened to a flock of birds flying close to one's head" 

Some of these phrases coincide with those used by us in describing 
swishes. Certainly the correlation of sound descriptions is remarkable. 

Dr. J. Leon Williams,13 an observer of auroras, comments on the 
sounds thus: ". . . On several occasions I have heard the swishing 
sound. The sound accompanies only a certain type of auroral display. 
I have never heard this sound except when those tall, waving columns, 
with tops reaching nearly to the zenith were moving across the sky. 
. . . When these tall sweeping columns die down the sound, according 
to my experience, disappears." 

Consideration has been given to the likelihood of swishes or other 
appreciable audio frequency disturbances being produced by meteors. 
Lindemann and Dobson 14 estimate the energy liberation of an average 
meteor to exceed 3 kilowatts during the glowing period, and Skellet15 

states that a meteor may throw out an ionized trail extending laterally 
to a distance of a few kilometers. It has appeared advisable to search 
for magnetic disturbances which might show tonal qualities by 
resonance between the meteoric trail and some established reflecting 
surface. During two nights atmospherics were received with an audio- 
frequency amplifier and a loop antenna, located at a point in New 
Jersey. Observation of twenty-nine meteors, including six which 
could be classified as quite bright, disclosed no correlation with the 
sounds of audio-frequency atmospherics. 

Some Theories of Musical Atmospherics 

In a paper entitled "Whistling Tones from the Earth" Barkhausen 16 

describes observations made during the World War on an atmospheric, 
which appears to have been the same as the descending swish heard 
by us. 

He states, "During the war amplifiers were used extensively on 
both sides of the front in order to listen in on enemy communications. 
. . . At certain times a very remarkable whistling note is heard in 

13 "The Sound of the Aurora," Literary Digest, 112, p. 28, February 20, 1932. 
14 Prof. F. A. Lindemann and G. M. B. Dobson, "Theory of Meteors," Proc. Roy. 

Soc. Land., 102, p. 411, 1923. 
16 Skellet, "Effect of Meteors," Phys. Rev., 37, p. 1668, 1931. 16 H. Barkhausen, loc. cit. 
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the telephone. So far as it can be expressed in letters the tone sounded 
about like peou.17 From the physical viewpoint, it was an oscillation 
of approximately constant amplitude, but of very rapidly changing 
frequency . . . beginning with the highest audible tones, passing 
through the entire scale and becoming inaudible with the lowest 
tones. . . . The entire process lasted almost a full second." 

Barkhausen presents two possible explanations for these sounds. 
The first assumes the presence of a reflecting layer in the upper 
atmosphere. An electromagnetic impulse originating at the earth's 
surface arrives at a distant receiver first over the direct path and then 
from reflections in the order 1, 2, 3, to «. Such a series of reflections 
would result in a wave train of rapidly diminishing frequency becoming 
asymptotic to a value dependent upon the height of the reflector. 

The second of Barkhausen's theories depends upon ionic refraction 
in the Heaviside layer, resulting in the breaking up of an impulse into 
its component frequencies and a delay in the transmission of the lower 
frequencies with respect to the higher. It gives a rate of frequency 
progression which varies with distance and with the refractive index of 
the medium. 

Eckersley 18 in a paper on "Musical Atmospheric Disturbances" 
discusses apparently the same type of atmospherics. As an experi- 
mental background he notes frequent observations of audio-frequency 
disturbances received over large radio antennas. He states: "These 
(tones) have a very peculiar character: the pitch of the note invariably 
starts above audibility, often with a click, and then rapidly decreases, 
finally ending up with a low note of more or less constant frequency 
which may be of the order of 300 to 1000 a second. 

"The duration . . . varies very considerably: at times it may be 
a very small fraction of a second, and at others it may be even 1/5 of 
a second." He observes that they are infrequent in morning, in- 
creasing throughout the day and reaching a maximum during the night. 
He develops a theory based on ionic refraction to account for these 
disturbances. 

It appears that in these latter observations both swishes and 
tweeks were heard, but were not recognized as distinct phenomena. 
Such an error might be attributed to the irregularities of response 
which are common in the ordinary telephone receiver. 

Barkhausen's first theory fails to explain swishes because of their 
upward as well as downward progression, long duration and frequency 
range. The theory, as previously pointed out, is adaptable to the 

17 Peon slowly pronounced in a whisper excellently portrays a descending swish 
accompanied by the rushing sound. 

18 T. L. Eckersley, Phil. Mag., 49, p. 1250, 1925. 
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explanation of tweeks. It does not appear probable that either 
Barkhausen's or Eckersley's refraction theory properly explains the 
tweek because of its lower limiting frequency of approximately 1600 
c.p.s. It seems more than mere coincidence that this frequency is in 
the range that the multiple reflection theory predicts. Any theory 
adequately explaining the swishes or long whistlers should account 
not only for long duration and apparently constant amplitude but for 
upward as well as downward progression and freedom from diurnal 
changes in tonal qualities. 
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Certain Factors Limiting the Volume Efficiency of 
Repeatered Telephone Circuits 

Vacuum lube amplifiers are now regularly built into long distance tele- 
phone circuits where required to maintain their volume efficiency. Con- 
sequently, the overall volume efficiency of these circuits no longer depends 
to any important extent on the loss per unit length of the line wires. In- 
stead, the efficiency is controlled by certain factors which, before amplifiers 
were introduced, had negligible effect. Among these factors are echo, 
singing or "near singing," and crosstalk. The stability of the lines and 
amplifiers also becomes very important. 

This paper sets forth the methods now in use in the Bell System for 
computing the highest volume efficiencies at which telephone circuits may 
be worked without causing echo, singing or crosstalk effects to become too 
serious. The matter of making proper allowance for the normal variability 
of the circuits is also included. Specific references are made to various 
sources of published data which permit the methods to be applied to obtain 
practical working figures for cable circuits. The fundamentals, however, 
are also applicable to open-wire circuits. 

HE excellence of transmission over a toll telephone circuit is 
determined by its overall volume efficiency (including the effect 

of variations from time to time), by distortion of the waves, by various 
delay effects and by the masking effect of noise. The term "net 
loss"1 is commonly used to more specifically designate the overall 
volume efficiency as limited by the factors which will be discussed 
herein. It is equal to the total loss introduced by the toll lines and 
all associated apparatus minus the total gain introduced by all of the 
amplifiers. In the United States the net loss is usually given for the 
single frequency of 1,000 cycles and is expressed in decibels. 

To avoid producing an undue amount of echo, singing (or near 
singing), or crosstalk in repeatered circuits, the net loss must be kept 
above certain minimum figures. The net loss which safely meets 
requirements for echo, singing and crosstalk after making due allow- 
ance for transmission variations in the circuit is called the "minimum 
working net loss." This paper discusses the methods used in the Bell 
System for predetermining the minimum working net losses of tele- 
phone circuits, particularly those in cable, for which references to 
published data are made which will enable telephone transmission 
engineers to readily carry out the required computations. 

A telephone circuit may be used for terminal business only (i.e., 
1 The net loss of a circuit is the insertion loss of the circuit between 600-ohm 

impedances. 

By LEONARD GLADSTONE ABRAHAM 

517 



518 BELL SYSTEM TECHNICAL JOURNAL 

only for calls between the two cities at which it terminates) or for 
through business (i.e., the circuit may be connected at one or both 
ends to circuits to other cities). Evidently in the case of circuits 
used for this second purpose consideration must be given to various 
combinations of circuits which may be connected together, as dealt 
with in the paper entitled "General Switching Plan for Telephone 
Toll Service" by H. S. Osborne {B. S. T. /., Vol. IX, p. 429, July, 
1930). Also, the working out of such a plan involves various com- 
promises. While in working out a general transmission plan, consid- 
eration must be given to the fact that a given through circuit some- 
times appears in one connection and sometimes in another, there is 
little difference between the computation of the minimum working 
net loss of a single link connection and the computation for some 
particular assumed combination of through circuits into a multi-link 
connection. The discussion which follows is written as if applying 
particularly to terminal circuits. However, the reader may take the 
methods as practically applying to a long built-up connection. 

The method of determining the echo limitation is to determine 
the minimum echo net loss 2 and then to add an allowance for varia- 
tions to determine the minimum working echo net loss. In the case 
of singing and crosstalk, however, the minimum working net losses 
are determined directly, allowance for variations being made, re- 
spectively, in the singing margin required under average conditions 
and in the average amount of crosstalk considered allowable. After 
the minimum working echo, singing and crosstalk net losses have been 
computed separately, the largest one of the three values is taken as 
the minimum working net loss of the circuit. 

The echo, singing and crosstalk limitations and the normal varia- 
tions are considered'in detail in what follows: 

Echoes 

In the telephone art, the term "echo" 3 is applied to more or less 
faithful repetition of the conversation to which the talker or listener 
is a party, which reaches him through some path other than the side- 
tone path or the main channel of communication. If the delay of 
the echo is sufficient, a distinct repetition of the sound is heard which 
produces a sensation similar to the one usually associated with the 
word echo in common parlance. If the delay is very small the echo 
tends to merge with the sidetone or direct transmission. 

2 The minimum echo (singing, crosstalk) net loss is the smallest net loss at which 
a circuit, free of variations, is satisfactory with respect to echoes (singing, crosstalk). 

3 See "Telephone Transmission Over Long Cable Circuits," by A. B. Clark. 
{Jour. A. I. E. E., January, 1923, and Bell Sys. Tech. Jour., January, 1923.) 
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Talker echo is echo heard by the talker due to his own speech and 
listener echo is echo heard by the listener due to the far-end sub- 
scriber's speech. The principal effect of talker echo is to annoy and 
disturb the talking subscriber and perhaps to delay the conversation, 
but it is possible to continue talking, if necessary, despite this echo. 
Listener echo on the other hand may actually reduce the intelligibility 
but, in this case, also, the annoyance may be a considerable factor. 
However, the listener echo is usually less objectionable than talker 
echo (in circuits designed in accordance with the Bell System practice) 
and the following discussion will be limited to talker echo. 

For a given circuit net loss and terminal return loss,4 the absolute 
volume of talker echo varies with the talker volume. When there is 
a very long delay in a circuit, the talker echo comes back effectively 
separated from the outgoing speech and is objectionable if the volume 
of the echo is too large as compared to the circuit noise and room 
noise (and to some extent, perhaps, the volume of speech from the 
far end of the circuit). For shorter delays, the sidetone speech cur- 
rents in the subscriber's set mask the echo so that it is less objection- 
able and the amount of masking increases as the delay decreases. In 
any case, the talker echo is objectionable when its volume (deter- 
mined by the speech volume and the loss in the echo path) becomes 
too great compared to the combined masking effect of the total noise 
and the sidetone volume, with due regard for the fact that the sidetone 
currents precede the echoes. 

Circuits Without Echo Suppressors 

Inasmuch as the degradation of a circuit by echoes is subjective, 
the limitations which they place on circuit design must ultimately 
rest on experiments with talkers. The curve marked "No Echo Sup- 
pressor" 6 on Fig. I6 shows an experimental curve of the smallest 
permissible net loss in an echo path for satisfactory talker echo con- 
ditions. This was obtained with typical sidetone subsets on short 
loops, and with typical noise conditions. It is used to find the mini- 

4 The return loss expressed in decibels between any two impedances Z\ and Z2 is 
IZ -4" Z 20 logic ' ' . The return loss of a repeater section or circuit, etc., is assumed 
' 1 — ... . . to mean the return loss between that repeater section or circuit, etc., and the net- 

work circuit normally used to balance it. The terminal return loss is the return loss 
of the terminal switching trunk, loop and subset. . , 6 The other curves on Fig. 1 were obtained at a different time and under slightly 
different noise, etc., conditions from those under which the upper curve was obtained. 6 The exact effect of an echo of very short delay is not known. Such an echo will 
tend to increase the sidetone and thus mask any echoes of longer delay which may 
be present. However, in order to obtain a continuous computation method and 
because very short echoes are not very important in computing minimum net losses, 
the curves on Fig. 1 are drawn down to zero as shown. This matter and other mat- 
ters in connection with echoes are being investigated further. 
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mum echo net loss of a four-wire cable circuit as follows: Assume a 
trial net loss and compute the loss in the echo path by adding the 
loss from the toll switchboard to the point where the echo is reflected 
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Fig. 1—Talker echo delay terms for 4-wire circuits—sidetone subsets. 

back, the terminal return loss (assumed 6 db for echo computations 
in the Bell System) and the loss from that point back to the toll 
switchboard. From this total, subtract the "delay weighting term" 
from Fig. 1 for the corresponding round trip delay. If the resulting 
weighted echo path loss is greater than or equal to zero, the circuit 
will be satisfactory from an echo standpoint at this net loss without 
variations. 

In the case of two-wire circuits, the echo limitations are similar 
to those for four-wire circuits except that echoes are also returned 
from intermediate points in the circuit through the return paths at 
the repeater hybrid coils. 

The general method of determining whether circuits are satisfactory 
from an echo standpoint has been discussed in the paper entitled 
"Telephone Transmission Over Long Cable Circuits" by A. B. Clark 3 

and later in a paper entitled "Echo Suppressors for Long Telephone 
Circuits," by A. B. Clark and R. C. Mathes (A. I. E. E. Jour., June, 
1925). It may be outlined briefly as follows: Determine the weighted 
loss of each echo path by determining the actual loss from and to the 
toll switchboard at the talker end (including the return loss at the 
point where the echo is reflected back) and then subtract the "delay 
weighting term" corresponding to the delay of each path as obtained 
from the upper curve on Fig. 1. If any one of these weighted echo 
path losses is reduced below zero db, the echo conditions will be unsat- 
isfactory without regard to the effect of the other paths, as outlined 
above. However, if all these losses are positive, it is considered that 
the net effect of all of the paths may be determined by adding the 
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power ratios (less than unity for a loss greater than zero) of the indi- 
vidual weighted losses together and finding the equivalent weighted 
echo path corresponding to this sum. When this equivalent path 
becomes zero db (a power ratio of 1.0), the circuit (without variations) 
is considered to be just satisfactory from an echo standpoint. 

The distribution of gains between the different repeaters in a two- 
wire circuit usually has an appreciable effect upon the minimum net 
loss which may be obtained for a given circuit. If the gain in each 
direction of transmission of each repeater is equal to the loss of the 
preceding repeater section (or is less than it by a fixed amount called 
the taper), it may be shown that the echo limitations computed as 
above are completely determined by the delays involved, the taper, 
the terminal return loss and by the differences between the return 
loss, S, and attenuation loss, L, of the repeater sections, i.e., the 
values of S-L."1 The minimum echo net loss of any given two-wire 
circuit (for given terminal conditions), therefore, is determined by the 
delays, S-L, the taper and the number of repeater sections. The 
value of S-L which is of the greatest importance is usually that in the 
important echo range, i.e., about 500 to 1,500 cycles. 

While the terminal return loss is taken as a fixed value (6 db) in 
these computations, the return loss at intermediate repeater points 
varies according to the structure of the line. The statistical distribu- 
tion of the return losses of loaded cable circuits may be computed 
as outlined by Crisson.8 It is customary to compute the return loss, 
Sl, at 1,000 cycles, using the distribution function = 0 in Crisson's 
formulas. To determine the echo limitations, the value Sm = Sl — 4 
is used, principally to take into account the fact that the computed 
values of are at a single frequency. 

In addition to the return loss of the bare cable facilities, the return 
loss of the repeating coils and other office equipment and the effect 
of the termination at the far end of the repeater section must be con- 
sidered. These components are: 

51 = Sm + 2C, 

52 = ^Sc, 
.S3 = St -f- 2L + 2C, 

where .Si, S2 and S3 are the return losses (attenuated to the repeater), 
7 In the following, this is assumed the same for each repeater section. It may be 

seen that the use of S-L instead of S and L separately effectively removes one variable 
from computations. 8 "Irregularities in Loaded Telephone Circuits," by George Crisson, B. S. T. J., 
Vol. IV, and Elec. Comm., Vol. 4, October, 1925. Specific values of the deviations 
from which 5// may be computed are given in a paper entitled "Long Distance Tele- 
phone Circuits in Cable," by A. B. Clark and H. S. Osborne. 
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respectively, of the bare cable, the near-end apparatus and the ter- 
minating effect at the far end of the repeater section. 

C = apparatus loss at near end. 

Sc = return loss of apparatus at near end. 
St = terminating effect of repeater and apparatus at far end of re- 

peater section. 

L = loss of the line section at 1,000 cycles. 

The overall return loss of the complete repeater section, S, is as- 
sumed equal to the combination of 5i, Si and Sz as the sum of the 
corresponding power ratios. 

Circuits With Echo Suppressors 

When echoes would otherwise be objectionable on a circuit, it may 
be equipped with an echo suppressor. On a four-wire circuit equipped 
with an ordinary echo suppressor, the currents which are strong 
enough to operate the echo suppressor have their echoes suppressed. 
When currents are too weak to operate the suppressor, echoes will be 
returned, but, of course, will be much weaker than the loudest echoes 
on the same circuit without an echo suppressor. The echoes on the 
circuit with an echo suppressor will, therefore, generally be less objec- 
tionable than those on the same circuit without an echo suppressor, 
since those which get back to the talker are weaker in absolute volume, 
while the noise and sidetone volume for a given speech volume are 
unchanged. 

The more sensitive the echo suppressor is made, the weaker the 
sounds will be which will just fail to operate the suppressor. Conse- 
quently, the echoes will become less objectionable as the sensitivity is 
increased. However, if the sensitivity is increased too much, the 
suppressor may be falsely operated by noise currents, either from the 
circuit, from room noise at the subscriber's premises which is picked 
up through his transmitter, or from room noise picked up through 
operators' sets. 

The process of determining the minimum echo net loss of a circuit 
equipped with an echo suppressor has the following two steps: (1) 
determine the zero level sensitivity 9 of the echo suppressor on the 
circuit which is allowable with little or no false operation from noise 
and (2) determine the minimum net loss from experimental curves. 

9 The zero level sensitivity is defined as the amount of loss it is necessary to insert 
between a 600-ohm source of one milliwatt of power and the 600-ohm input of the 
circuit on which an echo suppressor is located in order to cause the echo suppressor 
to be just operated. Unless otherwise specified, this is assumed to be at 1,000 
cycles. 
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First, determine the maximum amount of noise (including room 
noise and the effect of variations in net loss) which may be expected 
at the echo suppressor input in an appreciable number of cases. If 
this noise is N db above reference noise,10 it has been determined 
experimentally that the local sensitivity 11 which will cause the echo 
suppressor to be steadily and completely operated is about (90-A^) db. 
Providing a reasonable margin against noise operation to allow for 
different kinds of noise and the like, the safe local sensitivity is about 
(80-AO db. 

The value so determined is the maximum allowable local sensitivity. 
From this value, the maximum allowable zero level sensitivity is 
obtained by adding the gain from the circuit input to the echo sup- 
pressor input under the net loss conditions for which the local sensi- 
tivity was computed. The average allowable zero level sensitivity 
is less than the maximum allowable zero level sensitivity by the 
negative variations in net loss and echo suppressor sensitivity (the 
negative variations are the amount by which the average loss is de- 
creased) which may be expected. In the Bell System, average zero 
level sensitivities of about 31 db on toll circuits may be considered 
typical. 

To compute the minimum net loss on a four-wire circuit, assume a 
trial net loss and determine the loss in the echo path as outlined above 
for circuits without echo suppressors. From this loss, subtract a delay 
weighting term from Fig. 1 for the corresponding round trip circuit 
delay on the proper curve. With an echo suppressor near the center 
of the circuit,12 the delay weighting term is read on the curve for the 
average zero level sensitivity. As before, if the resulting weighted 
echo path loss is greater than or equal to zero, the circuit (without 
variations) will be satisfactory from an echo standpoint. 

In general, echo suppressors on two-wire circuits have not been 
found desirable in the Bell System. However, a layout of consider- 
able interest occurs when a two-wire circuit is connected in tandem 
with a four-wire circuit equipped with an echo suppressor. The com- 
putation of the echo limitations is approximately as outlined above 

10 Reference noise is equal to one micro-microwatt (10-12 watt) at 1,000 cycles 
or the equivalent weighted power at other frequencies or combinations of frequencies. 11 The local sensitivity is defined as the amount of loss it is necessary to insert 
between a 600-ohm source of one milliwatt of power and a 600-ohm resistance across 
which an echo suppressor is bridged in order to cause the echo suppressor to be just 
operated. Unless otherwise specified, it is assumed to be at 1,000 cycles. 12 In the Bell System, echo suppressors are generally located near the center of 
the circuit. If the echo suppressor were not near the center of the circuit, due 
allowance for the relative variations of the zero level sensitivity and the circuit net 
loss should be made. For example, for an echo suppressor at the end of a circuit, 
the zero level sensitivity as measured from the far end would be practically a maxi- 
mum when the lowest net loss was obtained. 
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for two-wire circuits without echo suppressors, except that the delay 
weighting terms for all echo paths which are acted upon by the echo 
suppressor are determined from the curve for the proper zero level 
sensitivity. The paths which are not affected by the echo suppressor 
are all paths which do not pass through the suppressor and any paths 
with enough delay beyond the suppressor so that the hangover 13 is 
insufficient to suppress the echo. (Echoes in this latter class are nor- 
mally not obtained, since the hangover is made large enough to sup- 
press all echoes beyond the suppressor.) 

Singing and Circulating Currents 

Another effect which is important principally on two-wire circuits 
is that of singing and circulating currents. In a two-wire circuit, if 
the total gain around a repeater is increased sufficiently, it will become 
greater than the losses across the hybrid coils and singing will occur 
if the phase relations are right. When this occurs, the subscriber may 
hear the singing tone, repeaters may be overloaded, voice-operated 
devices on connecting circuits may be falsely operated and other cir- 
cuits in the same cable may be made noisy by cross-induction. 

Even when actual singing does not occur, if the loss minus the gain 
around a circulating path is small, the voice currents may be con- 
siderably distorted due to the feedback currents around the repeater. 
If the singing margin 14 becomes small, the circulating current or "near- 
singing" effect is quite objectionable. 

In order to provide against this possibility, it has seemed desirable 
in the Bell System to require a 10 db singing margin 14 around the 
most critical repeater in any long circuit, under average conditions of 
temperature, regulation, net loss, etc., and with 5 db terminal return 
losses. (For circuits equipped with only one or two repeaters, 8 db 
margin is considered sufficient.) In a similar manner to that outlined 
above for echoes on two-wire circuits, the quantity S-L, the taper, 
and the terminal return loss are the important things in determining 
this singing margin. In this case, of course, the delay does not have 
any large effect. The value of S-L which is usually of the most im- 
portance is the one at about the highest frequency efficiently trans- 
mitted, since this usually tends to be the lowest value of S-L within 
that range. 

The process of computation of the singing margin around a given 
13 This is the same as the "releasing time" discussed in the paper entitled "Echo 

Suppressors for Long Telephone Circuits" mentioned above. 14 The singing margin is the sum of the additional gains in the two directions 
which may be inserted at the most critical repeater in the circuit before singing starts, 
under specified conditions as to the terminations, etc. 



VOLUME EFFICIENCY OF REPEATERED CIRCUITS 525 

repeater is as follows; The active return loss 15 in one direction, say 
east of the repeater under consideration, is first obtained (Fig. 2). 
The passive return loss of the adjacent repeater section toward the 

2-WIRE 
^REPEATERSh g' St G" S" G'" o 

west o—x [x] Xl—^—; tXl—^—z £X}—^ EAST 

g' >- g" L 9'" 

C -} MllllllllKl 

Fig. 2—Singing paths in a 2-wire circuit. 
S' and S" are passive return losses of cable sections. 
P is the terminal return loss. 
G', G" and G'" are west to east gains. 
g', g" and g'" are east to west gains. 

east (5') constitutes the first singing path and is determined as out- 
lined above in considering echoes on two-wire circuits, except that the 
4 db is not subtracted because singing occurs at only one frequency 
and because approximately the worst frequency is selected for com- 
putations. The passive return loss in the repeater section on the far 
side of the next repeater to the east (5") is amplified and attenuated 
through the intervening gains (G" + g") and losses (2Z/) to obtain 
the second component, which is L' — G" + S" — g" + L'. Similar 
components are determined for all other repeater sections to the east 
of the one under consideration. (In the case of the circuit shown on 
Fig. 2, there are no more such paths.) These paths are then combined 
by adding the power ratios corresponding to these paths. The loss 
of the resultant singing path is the active return loss from the repeater 
under consideration with no currents returned from beyond the ter- 
minal repeater (or from the circuit terminal if there is not a terminal 
repeater). This active return loss is then combined with the path in- 
cluding the terminal repeater, viz., (1/ — G" + L" — G'" + P — g"' 

L" — g" -\- Z/), according to the sum of their current ratios to 
obtain the active return loss (toward the east from the repeater in 
question) of the circuit in normal operating condition. (The use of 
current ratios rather than power ratios in this case is indicated by 
theoretical considerations and confirmed by experimental data.) 

The active return loss toward the west from the repeater in question 
16 An active return loss is a return loss with gain inserted in the paths of one or 

more of the returned currents. The passive return loss is the return loss without 
any currents returned from beyond the adjacent repeater (or other termination if 
there is not a repeater there). 
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is then determined in a similar manner. The sum of these two active 
return losses minus the two-way gain of the repeater in question is 
approximately the singing margin around that reoeater. 

Whatever singing margin is obtained under average conditions, there 
will be certain factors tending to reduce this margin while the circuit 
is in normal operation. These factors include net loss variations, 
transmission-frequency characteristic deviations, removal of one of the 
normal terminations for short intervals, gain lumping due to pilot 
wire regulation, and slight troubles which have not yet been corrected. 
Because of those factors, and because of the disadvantages of near 
singing, 10 db singing margin under average conditions (8 db for short 
circuits) is believed desirable in the Bell System. 

Crosstalk 

Net losses may also*be limited by the danger of excessive crosstalk. 
Far-end crosstalk from circuit 1 to circuit 2, each extending from A 
to B, is crosstalk which manifests itself at the B end of circuit 2 from 
the speech of the subscriber at A on circuit 1. Near-end crosstalk 
from the same talker may manifest itself at A on circuit 2. 

From a general standpoint, the crosstalk volume should be so low 
that no subscriber can understand what any other subscriber says on 
another circuit. This is desirable from the standpoint of preserving 
secrecy and also from the standpoint of the annoyance which may be 
caused by unwanted speech currents. 

The assumed limitation on circuits from a crosstalk volume stand- 
point is that a subscriber shall have only a very small chance of hearing 
understandable crosstalk. This chance is determined by the distri- 
butions of the crosstalk couplings, the room noise and circuit noise, 
the terminal losses, the talker volumes on other circuits, and the 
natures of the talkers and listeners. Present data indicate that the 
chance of a subscriber hearing understandable crosstalk is very small 
in the case of two-wire cable circuits if the crosstalk conditions are 
such that there is not more than about one chance in 100 that any 
one or more of the couplings between the disturbed circuit and the 
various disturbing circuits shall exceed 1,000 crosstalk units (60 db 
loss). Further investigations of this matter and other questions in 
connection with crosstalk are being made. 

Crosstalk in cable circuits may be either within-quad or between- 
quad crosstalk. Crosstalk within the quad may be phantom-to-side, 
side-to-phantom or side-to-side and may be divided into office cross- 
talk and cable crosstalk.16 The office crosstalk is due to capacitance 

18 Specific values of the various sources of crosstalk are given in a paper entitled 
"Long Distance Telephone Circuits in Cable," by A. B. Clark and H. S. Osborne, 
B. S. T. J., Vol. XI, Oct., 1932. 
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unbalance in the office wiring and to repeating coils, repeaters, and 
other office apparatus. 

The crosstalk in the cable outside the office is due to loading coil 
unbalance, series resistance unbalance, and capacitance unbalance. 
Crosstalk between different quads is normally due almost entirely to 
capacitance unbalance. 

When the complete repeater sections have been installed, cross- 
connection of the circuits at certain repeater points is generally used 
to reduce the overall crosstalk between circuits. In the case of two- 
wire circuits, this cross-connection consists of breaking up all phantom- 
to-side and side-to-side combinations in a given quad at each repeater 
station, and the system is designed to make it improbable that any 
two of these circuits will ever be in the same quad again. In the case 
of four-wire circuits, this cross-connection is resorted to only at the 
ends of each pilot wire regulator section. 

The method of computing the crosstalk limitations of a given cable 
circuit is as follows: Determine the r.m.s. (root mean square) within- 
quad crosstalk coupling per loading section by adding together the 
r.m.s. crosstalk coupling due to capacitance unbalance, resistance 

, unbalance and loading coil unbalance as the r.s.s. (root sum square) 
of the parts expressed in crosstalk units. From this, get the r.m.s. 
unamplified crosstalk coupling per repeater section by properly attenu- 
ating the crosstalk coupling from each loading section. The attenua- 
tion in each case equals the loss from the output of the repeater 
transmitting into the disturbing circuit (in that repeater section) to 
the point of crosstalk coupling plus the loss from this point to the 
input of the repeater receiving from the disturbed circuit. The total 
r.m.s. within-quad crosstalk coupling per repeater section is the r.s.s. 
of the crosstalk coupling from each of the loading sections and from 
the office. The between-quad crosstalk coupling per repeater section 
is obtained in a similar manner. 

In the case of near-end crosstalk on two-wire circuits, the unampli- 
fied crosstalk coupling so determined is then amplified or attenuated 
by the gains or losses from the transmitting terminal of the disturbing 
circuit to the repeater section in question and then to the receiving 
terminal of the disturbed circuit. Next, the r.s.s. of this crosstalk 
coupling and the between-quad crosstalk coupling from the same 
disturbing circuit in other repeater sections is obtained. The proba- 
bility of this total crosstalk coupling exceeding 1,000 units is then 
determined, making due allowance for the variations of net loss. For 
near-end crosstalk, in a circuit without variations, the probability that 
1,000 units of crosstalk will be exceeded when the total r.m.s. crosstalk 
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coupling 17 is "x" crosstalk units is approximately 

r> . , 1,000 Pn = e 1 where k = — • 
x 

An approximate method of allowing for circuit variations is to con- 
sider a circuit with variations equivalent to a circuit without variations 
with a net loss smaller than the average net loss of the former circuit 
by one-quarter of the variations; i.e., if the variations are ± Vdb, the 
value of k to be used in the above formula is 

k = 10—(V/80) . 
X 

Fig. 3 shows the value of Pn plotted against k. 
When these probabilities have been determined for all circuits having 

a similar within-quad exposure to the circuit under consideration, 
the total probability of the crosstalk coupling exceeding 1,000 units 
from any circuit may be determined and is approximately the sum of 
the probabilities of excessive crosstalk coupling from each of the dis- 
turbing circuits. (The probability of excessive crosstalk from circuits 
not having within-quad exposures is considered negligible.) When 
this probability is .01, the circuit is considered just satisfactory from 
a crosstalk standpoint. 

Far-end crosstalk coupling is computed In a similar manner, using 
the probability relations applying to far-end crosstalk and four-wire 
circuits, which are somewhat different from those applying to near-end 
crosstalk and two-wire circuits. In this case, the probability of ex- 
ceeding 1,000 units of crosstalk when the r.m.s. total crosstalk is "x" 
units is approximately 

2 „ 1 000 
P, = 1 - e-t2dt, where k = ^, 

V ttJo x 

or with variations of ± F db, 

k = IQ-Wso) • 
x 

Fig. 3 shows Pj plotted against k. 

Variations 

When the minimum net loss at which a circuit will be satisfactory 
has been determined, or when the minimum working net loss is com- 

17 The ratio of the average near-end crosstalk to the r.m.s. near-end crosstalk is 
about Vt/2. The similar ratio for far-end crosstalk is V2/Vt. 
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puted directly, it is necessary to make an allowance for the fact that 
the circuit will vary from time to time. The principal variations in 
an unregulated cable circuit are caused by temperature changes. In 
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Fig. 3—Probability of exceeding a maximum of X crosstalk units when the R.M.S. 
is XT crosstalk units. 

a 1,000-mile circuit of 19-gauge H-44-25 four-wire facilities in aerial 
cable in the northeastern part of the United States, for example, a 
variation at 1,000 cycles of about ± 55 db from the average would 
be normally expected due to temperature variations throughout a year. 
About 35 to 45 per cent of this would occasionally occur in one day 
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while in shorter circuits somewhat higher percentages might be en- 
countered. In underground cable about one third as much would be 
encountered in a year, but very little would normally occur in one day 
since the rate of change is small. 

In order to take care of these large variations a system of pilot wire 
regulation is used. The following discusses this system in some detail 
in order to show what the residual variations are. This system con- 
sists of a pilot wire extending through the cable whose circuits are to 
be regulated, each pilot wire being perhaps 100 to 150 miles in length. 
An automatic mechanism measures the d-c. resistance of this pilot 
wire frequently, and makes occasional adjustments of the gain of the 
regulating repeaters. In the case of the four-wire facilities referred to 
above, these adjustments are made in approximately .5 db steps at 
1,000 cycles, and other suitable adjustments are made at other fre- 
quencies. 

This pilot wire is placed in the four-wire part of the cable (it is 
usually obtained by compositing a four-wire circuit) and therefore 
has very closely the same temperature variation as the four-wire pairs. 
The position in the cable of the two directions of transmission of four- 
wire circuits is reversed 18 at the center of each repeater section, so it 
is possible to regulate both directions of transmission from a pilot 
wire in either group without serious error. Since the two-wire circuits 
are comparatively short, have generally smaller variations in decibels 
per mile than four-wire circuits, and usually have an average position 
in the cable, there is no serious error in regulating these from the same 
pilot wire. 

Due to the finite steps in which these regulators operate, there is a 
residual variation which is approximately ±.25 db per regulating 
repeater. In addition, there may be a certain amount of lag in the 
operation of these regulators, because of the fact that it is desirable 
to prevent excessively frequent operation of these devices, and perhaps 
partly because of mechanical backlash. To prevent hunting it is 
necessary to make the adjustment in the pilot wire regulator somewhat 
smaller than the adjustment which would be necessary to make all 
the variation due to this cause a random matter. In other words, 
when the temperature is changing in a given direction in many repeater 
sections, for example early in the morning, the adjustment at each 
of the pilot wire regulators is slightly behind what it theoretically 
should be for the pilot wire resistance obtaining at that time. This 
results in a directly additive effect in all regulating repeaters in a given 
circuit during certain times of day. By careful design and routine 

18 This assumes concentric segregation which is generally used. 
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maintenance, it is possible to reduce this effect to about ±.03 db per 
regulating repeater. Other regulation inaccuracies, including imper- 
fections in the design and manufacture of regulating networks and 
departure of individual pairs from average characteristics, may intro- 
duce an additional error of about ±.1 db per regulator, this effect being 
more or less random, however. 

In addition to the residual effects of temperature changes there are 
variations in the net losses of the circuits due to repeater battery 
changes and humidity changes. The repeater batteries are usually 
held to fairly narrow limits and vacuum tubes are tested regularly 
for emission. The expected change in repeater gain due to an "A" 
battery change of ±.5 volt is about ±.2 db and for a "B" battery 
change of ± 5.0 volts is about ±.25 db. 

In office cabling and in the switchboard multiple at the terminals 
of the circuit there may be a considerable amount of variation due to 
changes in the humidity. This has been largely taken care of by 
improvements in the type of cable used (cellulose acetate) and by 
keeping the lengths of office cable as short as possible. However, a 
residual variation of about ±.5 db may be expected, a considerable 
part of which is due to switchboard multiple. 

If the number of repeaters in a circuit is "w" and the number of 
regulators is "r," the total variations are considered to be about 

V\ = ± V (-5 + .03r)2 + (.25)2r + (.l)2r + (.2)2
W + (.25)2n. 

These items are allowances respectively for humidity variations, 
regulator lag, finite regulator steps, other regulator errors, "A" battery 
changes and "B" battery changes. Rearranging the equation, 

Vi = ± v .25 + .1025r + .0009r2 + .1025«. 

In addition to this variation, the probability that the average net 
loss of a given circuit is not exactly as specified must be considered, 
so the variation from the specified value is considered to be about 
V 2 Fi or 

F2 = ± V -5 + .205r + .OOlSr2 + .205w. 

Assuming that each of the individual variations from the various 
sources has an equal probability throughout its range, the probability 
that the overall variation IT will be exceeded is about .085, and the 
probability that the average variation in the two directions of trans- 
mission (which is of considerable interest in singing or echo computa- 
tions) will exceed this is still smaller. 
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Example 

As an example of the general procedure in specifying satisfactory 
net losses for terminal circuits, consider a 500-mile 19-gauge H-44-25 
four-wire cable circuit not equipped with echo suppressors. From 
the information in the paper by A. B. Clark and H. S. Osborne referred 
to above: 

1. The minimum echo net loss is about 4.5 db. 
2. The transmission variations are about ± 2 db. 
3. Therefore, the minimum working echo net loss is about 6.5 db. 
4. The minimum working crosstalk net loss is about 6.6 db. 
5. The minimum working singing net loss is about 0 db. 
6. Therefore, the minimum working net loss of the circuit is about 

6.6 db. 

It will, therefore, be satisfactory to specify 6.6 db with normal 
variations of ± 2.0 db for the circuit in question. 



Abstracts of Technical Articles from Bell System Sources. 

The Effect of Temperature on the Emission of Electron Field Currents 
from Tungsten and Molybdenum.1 A. J. Ahearn. Electron field 
currents from the central portion of long molybdenum and tungsten 
filaments about 2.7 X 10_3 cm. in diameter have been studied. The 
field currents were first made stable to about 5 per cent by long- 
continued conditioning treatments of temperature and high voltage 
under high vacuum conditions. Thermionic emission measurements 
gave the values 4.32 and 4.58 volts for the work function of the 
molybdenum and tungsten, respectively, in good agreement with 
the accepted values for the clean metals. Emission measurements 
were then made at fields varying from about 5 X 105 volts/cm. to 
about 1 X 106 volts/cm. and at temperatures varying from 300° K. 
to about 2000° K. Down to about 1600° K. the thermionic currents 
completely masked the field currents. Thermionic emission values 
below 1600° K. were obtained by extrapolation. Thus the field 
currents at the lower temperatures were separated from the thermionic 
currents. Where necessary, corrections were made for the decrease 
in the voltage gradient accompanying the thermal expansion of the 
filament. The field currents were found to be independent of tem- 
perature to within 5 per cent from 300° K. to 1400° K. At tempera- 
tures higher than 1400° K. the data are consistent with the assumption 
that the current consists of a thermionic current plus a current which 
is independent of temperature. However, because of the exponential 
change of thermionic current with temperature a small effect of tem- 
perature on the field current could not be distinguished at temperatures 
higher than 1400° K. From the theory of Fowler and Nordheim, /3, 
a factor introduced by surface irregularities, is found to be 120 for 
the tungsten cathode and 47 for the molybdenum one. Thus for 
tungsten, Houston's theory of the temperature effect is in approximate 
agreement with the negative results of these experiments. 

Measurement of Transmission Loss Through Partition Walls.2 E. H. 
Bedell and K. D. Swartzel, Jr. This paper reviews the theory and 
describes the method used at Bell Telephone Laboratories of measuring 
the transmission loss through partition walls. The partition to be 

1 Phys. Rev., August IS, 1933. 2 Jour. Acous. Soc. Amer., July, 1933. 
533 
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tested is built into an opening between two adjacent but structurally 
isolated rooms. A loud speaker acts as a source of sound in one room 
and a portion of the sound energy is transmitted into the second room 
through the test partition. The transmission loss is taken as 

TL = L\ — Z/2 — 0 logic (azfA), 

where Li and Z-2 are the intensity levels in the source and test room 
respectively, expressed in db, 0:2 is the absorption in the test room and 
A is the area of the partition. The levels Li and L2 are measured and 
plotted with a moving coil microphone and an automatic level recorder, 
and a beat frequency oscillator is used as a source of tone so that the 
frequency may be varied continuously. Measurements with a con- 
tinuous variation in frequency enable resonances in the partition to 
be much more easily and quickly detected than is possible when 
measurements are made at discrete frequency intervals. Both pure 
and frequency modulated tones have been used for the measurements. 
Results of measurements on a few partitions are given. 

The Optical Behavior of the Ground for Short Radio Waves.2 C. B. 
Feldman. The role of the ground in radio transmission is first con- 
sidered generally. In short-wave propagation taking place via the 
Kennelly-Heaviside layer only the ground in the vicinity of the 
antennas is involved, and its effect may be included in antenna 
directivity. The utility of so ascribing the ground effect exclusively 
to the terminals of a radio circuit rests on the applicability of simple 
wave reflection theory in which the distance between the terminals 
does not appear. For this purpose reflection equations, similar to 
Fresnel's equations for a nonconducting dielectric, are employed with 
a complex index of refraction. 

The paper describes experiments undertaken to determine the limits 
of applicability of these optical reflection equations and discusses 
the results. Particular emphasis is placed on the identification of 
direct and reflected waves. The existence of a surface wave, foreign 
to simple reflection theory, is recognized with vertical antennas, when 
the incident wave is not sufficiently plane. At angles of incidence 
between grazing and the pseudo-Brewster value the requirements of 
planeness are severe. The relation of optics to Sommerfeld's theory 
is discussed. The experiments include tests made with the aid of an 
airplane. 

For short-wave communication via the Kennelly-Heaviside layer, 
use of the modified Fresnel equations is shown to be justified. These 

3 Proc. I.R.E., June, 1933. 
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equations fail only at substantially grazing incidence and then merge 
into the Sommerfeld ground wave solution. The ground effect is 
always to discriminate against radiation or reception at very low 
angles. 

Two methods of determining the electrical constants of the ground 
are described. One comprises measurements of the elliptical polariza- 
tion of the ground wave, and is based on Sommerfeld's propagation 
theory. The other is a method of measuring, at radio frequencies, 
the conductivity and dielectric constant of samples of ground re- 
moved from the natural state. Suitable agreement between the two 
methods is found if the nonuniformity and stratification of natural 
ground is considered. The sample method is also used to determine 
the conductivity of ocean water. 

On Minimum Audible Sound Fields.4 L. J. Sivian and S. D. White. 
The minimum audible field (M.A.F.) has been determined from data 
taken on 14 ears over the frequency range from 100 to 15,000 c.p.s. 
The observer is placed in a sound field which is substantially that 
of a plane progressive wave, facing the source and listening monaurally. 
The M.A.F. is expressed as the intensity of the free field, measured 
prior to the insertion of the observer. Similar data are presented for 
binaural hearing, over the range from 60 to 15,000 c.p.s., obtained 
with 13 observers. At 1000 c.p.s. the average M.A.F. observed is 
1.9 X 10-16 watts per cm.2, corresponding to a pressure 71 db below 
1 bar. Included are data showing how the M.A.F. varies with the 
observer's azimuth relative to the wave front. Another type of 
threshold data refers to minimum audible pressures (M.A.P.) as 
measured at the observer's ear drum. The differences obviously to 
be expected between M.A.F. and M.A.P. values are due to wave 
motion in the ear canal and to diffraction caused by the head. The 
M.A.F. data are discussed in relation to the M.A.P. determinations 
from several sources. Some possible causes of difference between 
the two, which are due to experimental procedure and may add to 
the causes already mentioned, are pointed out. 

Naturally-Occurring Ash Constituents of Cotton.5 A. C. Walker and 
M. H. Quell. Precise information on the inorganic ash constituents 
which are deposited in cotton fibres during growth, and on the changes 
which occur in these constituents when cotton is washed with distilled 
water or aqueous solutions, is desirable as an aid in understanding 
many of the properties of this important industrial fibre. In a 

4 Jour. Aeons. Soc. Amer., April, 1933. 6 Journal of the Textile Institute, March, 1933. 
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previous paper reference was made to laboratory experiments in which 
raw (untreated) cotton was washed with distilled water and various 
aqueous solutions, and sufficient analytical data were given to show the 
effects of changes in the ash constituents upon the electrical properties 
of the cotton. 

It is the purpose of this paper to present a discussion of the analytical 
data obtained in these experiments, together with a possible distribu- 
tion of the ash constituents as salts occurring in the raw cotton. This 
distribution is based upon a somewhat unusual consideration of the 
analytical data. It will be shown that ionic interchange occurs when 
cotton is washed in aqueous salt solutions, the principal effect being 
the replacement of Mg++ in the cotton by Ca++ from CaSCh solutions 
used in washing, or the reverse if the solutions are MgSCh. Although 
these analytical data were secured in an investigation of the electrical 
properties of cotton, they are the subject of a more general discussion 
in this paper, since it is possible that they may be of service in the 
study of other properties of cotton or other forms of cellulose. 

Influence of Ash Constituents on the Electrical Conduction of Cotton.6 

A. C. Walker and M. H. Quell. It has been shown that the elec- 
trical properties of textiles, such as cotton, silk, wool, and cellulose 
acetate silk, depend to a remarkable extent upon their moisture 
contents and chemical compositions. In addition, these properties 
have been considered to depend upon water-soluble, electrolytic im- 
purities present in the fibres, since the insulation resistance of untreated 
cotton has been improved very greatly by water washing. 

Evidence will be presented in this paper to show that the improve- 
ment in d-c. insulation resistance of cotton, secured by washing, is 
accompanied by a reduction in the inorganic ash content from about 
1 per cent of the dry cotton weight to a value generally less than 0.3 
per cent. Data will be given to show that the water-soluble salts 
present in raw cotton, which constitute about 70 per cent of the ash 
weight, are principally potassium and sodium salts, and their removal 
by washing is accompanied by an improvement of between 50 and 100 
fold in the insulation resistance. Since these salts are largely in- 
organic electrolytes, this improvement in resistance is termed electro- 
lytic. A total improvement of between 150 and 200 fold can be secured 
if the washed cotton is dried under certain conditions. The difference 
between electrolytic and total improvement is due to changes in the 
moisture-adsorbing properties of the textile resulting from the manner 
of drying, and this difference, largely reversible by subsequent ex- 

6 Journal of the Textile Institute, March, 1933. 
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posure of the cotton to high atmospheric humidities, is termed transient 
improvement. 

The effects of ash constituents, other than Na and K, on the insulat- 
ing properties of cotton are small, and these effects are difficult to 
evaluate, since they are masked by the effect of atmospheric humidity. 

In this investigation, primary consideration has been given to cotton 
since it is the most economical material available for use in telephone 
apparatus insulation, and the improvements in electrical properties 
secured by water-washing have led to its substitution for silk to a large 
extent in the telephone industry. 
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