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This paper describes an extended series of experiments in heyond-the- 
horizon propagation on a 171-mile overland path using 460 and 4110 mc. 
The following aspects of the propagation were investigated: the effect of an- 
tenna size on signal level and fading characteristics, wavelength dependence, 
seasonal and diurnal effects, a new form of diversity reception, the hand- 
width capability of the medium. Many of the experiments were directed to- 
ward a better understanding of the mechanism of propagation. 
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I. INTRODUCTION 

There has been a tremendous increase in interest in tropospheric 
propagation beyond the horizon since Bullington1 first suggested its 
useful properties in 1950. Early studies at Bell Telephone Laboratories 
and elsewhere2 led to the design and installation of large-scale military 
and commercial systems. To a great extent, the design of these systems 
was based on limited data, since time did not permit the implementation 
of long-term research programs specifically designed to study the mech- 
anism of the propagation. Hand-in-hand with the interest in the systems 
themselves, several theories were proposed to explain the propagation. 
These can be classified into three general types: scattering by atmos- 
pheric turbulence (Booker-Gordon),3 mode propagation (Carroll-Ring)4 

and reflection from atmospheric layers (Friis, Crawford and Hogg).6 

This paper describes the results of a series of experiments conducted 
on a 171-mile overland path between Pharsalia, New York, and Craw- 
ford Hill, New Jersey, during the period from May 1955 to September 
1958. 

At the time these experiments were planned, some of the character- 
istics of bcyond-the-horizon propagation were known, but other im- 
portant properties had not been investigated thoroughly. Some of the 
aims of our experiment were: to study the effect of antenna size on 
signal level and fading characteristics; to determine the wavelength 
dependence of the propagation; to look for seasonal and diurnal effects; 
to investigate a new form of diversity reception which combines the 
outputs of twin-feed horns horizontally or vertically disposed at the 
focal point of a single paraboloid; to study the bandwidth capability of 
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PHARSALIA 

BINGHAMTON NEW YORK 
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HEIGHT I860 FT. i 

MONITOR TRANSMITTERS, 
MURRAY HILL, N.J. — 

HEIGHT 540 FT. \ 
_____ \ 

— . —> 

\ ' \ i \ * \ i \ i \ i i i i 1 1 

L 171 MILES J 
4/3 EARTH PROFILE 

(b) 

Fig. 1 - - Propagation path. 

the propagation; to learn as much as possible about the mechanism 
involved. 

Previous experience in the short-wave and microwave fields had 
shown that a valuable research tool for studying propagation mecha- 
nisms is a narrow beam receiving antenna capable of being scanned 
through the incoming wave fronts. For the present experiment, a solid- 
surface aluminum paraboloid, 00 feet in diameter,* was constructed on 

* This antenna was designed by H. T. Friis.6 
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(a) 

Fig. 2 — Terminal sites: (a) transmitter; (b) receiver. 

Crawford Hill. Means were provided for scanning the antenna through 
an angle of approximately three degrees in azimuth and elevation at a 
rate of about four scans per minute. 

The map in Fig. 1 (a) shows the location of the transmission path for 
the experiment. The immediate foregrounds of the transmitting and 
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receiving sites arc unobstructed, as shown in the profile map. This 
particular path was chosen to pass over the Murray Hill Laboratory, 
thereby providing a line-of-sight path with good clearance above ground 
between the Crawford Hill and Murray Hill locations [Fig. 1(b)]. The 
Murray Hill tower therefore was an excellent location for a monitor 
transmitter to be used in measuring the performance of the receiving 

.antennas and to serve as a reference point for the angle of arrival meas- 
urements. 

To investigate the effect of antenna size, two transmitting antennas, 
10 feet and 28 feet in diameter, and three receiving antennas, 8 feet, 28 
feet and CO feet in diameter, were available (see Fig. 2). To study the 
propagation at two widely separated wavelengths, low-power trans- 
mitters designed for unattended operation at 4110 mc and 4G0 mc were 
installed at the Pharsalia site. Composite-feed horns consisting of a 
small 4110-mc horn within a 460-mc horn were available to permit 
operation at either of the two frequencies. Table I lists the frequencies, 
transmitter power, antenna gains and other data relating to the experi- 
ment. 

In discussing the experimental results, comparisons are made with 
the theory of reflections from atmospheric layers.5 This theory is based 
on the simple assumption that propagation beyond the horizon is clue 
to reflections from a large number of randomly disposed layers in the 
volume of the atmosphere common to the beams of the transmitting 
and receiving antennas. The reflecting layers are formed by relatively 
steep gradients in the dielectric constant of the atmosphere; these gra- 
dients have been observed by refractometer measurements. While no 
claim is made that this theory is unique in explaining beyond-the- 
horizon propagation, it has been found to be in good agreement with 
experimental data. 

References to some of the published work in the field are given in 
the paper hut no attempt has been made to present a complete list of 
references. Ref. 2 contains many papers on the subject and references 
to many others. Refs. 8 and 9 give a list of references up to 1958. 

The remainder of this paper is divided into seven sections, as follows: 
Section II describes the design of the experiment and discusses the 

transmitting and receiving-recording apparatus. 
Section 111 is concerned with the median received power and its de- 

pendence on antenna size and wavelength. It was found that, over a 
one-year period, the median signal level at 4110 mc received with the 
(jO-foot antenna exceeded that received with the 8-foot antenna by only 
G db, compared with the difference of 17 db in the gains of the antennas. 
Comparing transmission at 460 mc and 4110 me in a scaled experiment, 
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it was found that, on the average, the median received power was pro- 
portional to the wavelength, as predicted by the theory. 

Section IV gives the results of scanning or beam-swinging experiments 
using the 60-foot antenna at 4110 mc. The angular distribution of the 
received energy varied from day to day; it was found to be directly 
related to the ratio of the median power received on the 60-foot and 
8-foot antennas. On the average, the apparent half-power beamwidth 
of the 60-foot antenna was about 1.0°, compared with the free space 
value of 0.3°. 

Section V is a study of instantaneous fading rates. It is shown that 
the fading rate (at 4110 mc) is related to the size of the antennas and 
to the velocity of horizontal drift winds normal to the propagation path 
in the common volume of the antenna beams. In a scaled experiment, 
the ratio of the fading rates at 460 mc and 4110 mc was found to be 
significantly greater than the ratio of the frequencies. 

Section VI discusses the twin-feed diversity experiments. At 4110 mc 
this type of diversity proved to lie effective for both horizontally and 
vertically disposed feed horns. At 460 mc the diversity was effective at 
all times only for vertically placed feeds; with horizontal feed disposition, 
the effectiveness was a function of the rate of fading. 

Section VII is a theoretical and experimental study of the character- 
istics of the short-term fading of the received signals; in particular, the 
number of one-way signal crossings and average duration of fade at a 
given signal level are treated for a single channel and for multichannel 
diversity systems. 

Section VIII describes the results of frequency-sweep experiments in- 
tended to yield information on the bandwidth capability of the propaga- 
tion. The transmission in a band of 15 mc centered at 4110 mc was 
characterized by the selective fading typical of multipath propagation. 
The bandwidth, defined as the frequency spacing of nulls in the trans- 
mission band, was about 5 mc on the average and was sensibly inde- 
pendent of antenna size, rate of fading and median signal level. 

II. DESIGN OF THE EXPERIMENT 

The experiments to be described have been carried out at Holmdel 
on beyond-the-horizon propagation using an experimental circuit of 171 
miles between Pharsalia, New York, and Crawford Hill, New Jersey 
(Figs. 1 and 2). There are no obstructions in the transmitting and re- 
ceiving foregrounds. The foreground profile at the receiving location is 
shown in Fig. 3. 

The design of equipment for experiments in this type of propagation 
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MURRAY HILL 
TOWER, 63 4' 

CRAWFORD 
HILL 

60'ANTENNA 
402'% 

,*-540 
RARITAN BAY 

8 6 4 2 0 
22 20 DISTANCE IN MILES 

Fig. 3 — Foreground path profile at receiving end. 

is dictated by the transmission path selected as well as by the experi- 
ments to be performed. Since propagation conditions vary considerably 
from hour to hour as well as from week to week and month to month, 
a particular experiment may run from several months to a year, with 
continuous recording of data being taken for several days each week. 
Several different equipment setups may bo used in any one week. These 
are then repeated in succeeding weeks. 

Equipment reliability and gain stability are important design con- 
siderations if a large amount of experimental data is to be obtained with 
minimum personnel. Flexibility of equipment setups and automatic 
data-taking also reduce the manpower needed and increase the time 
available for recording. 

For our experiment, the transmitting equipment was designed for 
unattended operation with bimonthly maintenance periods; the receiv- 
ing equipment was calibrated every four days. 

2.1 Receiver Design 

The receiver design is determined by the power available at the trans- 
mitter, the path loss and the antennas employed. 

Table I summarizes the parameters used in this particular propaga- 
tion path. The estimated beyond-the-horizon loss of 73 db was taken 
from Bullington7 and gave the best estimate available at the beginning 
of our project. The signal will vary about 15 db around this value be- 
cause of seasonal changes in transmission. From Table I it is seen that 
the average median level of received power will be —109 dbm at 4 kmc; 
during the worst period it will drop to —124 dbm. 

It is known that the instantaneous signal is usually Rayleigh-dis- 
tributed; it will drop 10 db below the median for 6.7 per cent of the 
time, 20 db below the median for 0.7 per cent of the time and 30 db below 
for 0,07 per cent of the time. The lowest expected signal level for 0.07 
per cent of the time for the worst period would be —124. dbm — 30 db = 
— 154 dbm. 
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Table II — Required Receiver Bandwidths for Various 
Signal-to-Noise Ratios 

Bandwidth, kc Signa!-to-Noise Ratio, db, for Fr = —100 dbm 

ISO 1 
25 9 
6 15 

Assuming an over-all noise figure of 12 db and a median received power 
of —109 dbm, we can calculate the bandwidth needed for various sig- 
nal-to-noise ratios. The results are shown in Table II. Thus, from the 
table it is apparent that a (i-kc bandwidth is needed at low signal levels, 
since the median signal level can drop to —124 dbm. For that level, 
the signal-to-noise ratio would be 15 db + (—124 dbm -f 109 dbm) 
= 0 db. The use of the 6-kc bandwidth means that the transmitter 
and receiver frequencies must be controlled to better than one part 
in 10°. 

The description of the equipment follows; the receivers will be dis- 
cussed first, then the transmitters and finally the recording equipment. 

2.2 Receivers and Transmitters 

Two receivers are used; each has two rf heads, one for 4 kmc and 
one for 460 mc, with both feeding into the same if portion of the re- 
ceiver. Hence two channels of a single frequency or two different fre- 
quencies can be recorded simultaneously. The 4-kmc receiver will he 
discussed first; it is to be understood that the only difference between 
it and the 460 mc receiver is in the kf section and first beating oscillator. 

In the 4-kmc receiver the rf signal is mixed with the first beating 
oscillator in a balanced converter. A matched pair of 1N23C and 
1N23CR crystals are used, the if cable to the first amplifier being ad- 
justed for the best noise figure. The converter noise figure is 9 to 11 db, 
depending on the crystals selected. 

To achieve the narrow bandwidths required, we used the conventional 
technique of quadruple detection. The details are indicated on Fig. 4. 
The gain of each if stage (66 mc, 1.8 mc bandwidth; 3 mc, 150 kc band- 
width; 150 kc, 25 or 6 ke bandwidth) is adjusted so that its gain is 
equal to the signal-to-noisc ratio improvement when that if is added 
in the receiver. In other words, a broadband detector at the output of 
any of the if stages will read the same amount of noise when the rf 
converter is connected to a matched load. 
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The 66-mc amplifier* has five stages with a grounded-grid WE417A 
input stage. The gain of the amplifier is 95 db, for low-level input. 
Automatic gain control is applied to two stages to increase the dynamic 
range from 28 db to 60 db. Compression is applied only to the 66 mc 
amplifier and is controlled by the output of the last detector; this means 
that the relative db calibration at the last detector is the same for any 
if bandwidth selected, assuming that the other if amplifiers are linear. 
Additional loss must be inserted at the rf end if the signal is high and 
the narrowest if bandwidth is used. 

Succeeding if amplifiers are linear over the intended range of opera- 
tion. The automatic gain control amplifier is a high-level 40-db linear 
amplifier with a low output impedance (5000 ohms); it is linear up to 
0.7 volt input. Hence the dc output after the detector is at a high level 
(-100 volts for —71 dbm input to the receiver using the 25-kc band- 
width) and at low impedance. A portion of this output voltage is used 
as the ago voltage, which is fed back to the 06-mc if. Gain stability 
problems are considerably reduced by not using any dc amplification in 
the receiver. 

Frequency stability is achieved by using crystal-controlled beating 
oscillators. The one with the most critical stability problem is the first 
beating oscillator, which consists of a modified Western Electric micro- 
wave generator. 

The gain stability of the over-all system is ±1 db for about one-half 
week; this is using the 50-db range on the receiver and the 6-kc band- 
width. The frequency stability for that same period is ill kc. The 
frequency deviation is recorded on a recorder with a 0-10 kc scale. 

The 4C0-inc receiver consists of a WE41GB triode as an rp amplifier, 
a crystal-controlled beating oscillator and two if stages. The if output 
is connected through an if attenuator to the rest of the receiver, as 
shown in Fig. 4. 

There are two cw transmitters used in these propagation tests. Both 
arc crystal-controlled and designed for unattended operation by remote 
control. The control circuits incorporate time sequence, with air pressure 
and safety interlocking devices. The transmitters will be described with 
the aid of Fig. 5. 

The power output of the 4-kmc transmitter is obtained from a Sperry 
SAC41 three-stage klystron amplifier. The rf output is 20-30 watts 
with a drive of 50 mw. 

As stated in the last section, the frequency stability of the transmitter 
must be better than ±U kc (four parts in 107), when the narrowest if 

* Designed by W. C. Jakes, Jr., of the Holmdel laboratory of Bell Telephone 
Laboratories. 
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amplifier of the receiver is used. To achieve this, the driver for the 
klystron amplifier is a modified TD-2 Western Electric microwave gen- 
erator. The modifications include increased temperature stability of the 
crystal oscillator by the use of specially cut crystals and a different 
crystal oven. The complete generator is also temperature-controlled. 

An Esterline-Angus recorder monitors the power delivered to the an- 
tenna. Calibrated rf attenuators, directional couplers and power meter 
are used to calibrate the E-A recorder. 

The 460-mc transmitter uses a crystal-controlled oscillator with fre- 
quency multiplication and amplifying stages to obtain the required 500 
watts output. The component parts of this transmitter are: Motorola 
Type TAX 10 15-watt crystal-controlled exciter; Radio Engineering Labs 
transmitter output amplifier and power amplifier. 

Since the frequency is about one-tenth that of the 4 kmc transmitter, 

4.110 KMC 
4.044 KMC 

BALANCED BEATING 
CONVERTER OSCILLATOR 

 10,8 DB CAIN (^ixeR B 95 DB OA N 

66 MC 3MC 
BW -150 KC BW- .6 MC 

2NO 1 F I5T IF MIXER 

IF BEATING 
ATTENUATOR OSCILLATOR 

AGC 2 IF 
STAGES 

- BEATING 
OSCILLATOR MIXER 

394 M< 

W.E. 416 B 
RF AMPLIFIER 

460 MC 

3*0 IF 

I -7 DB GAIN—-sH 

4 !4 DS GAIN- I*-' 

MIXER 3RD IF 
50 KC 

BW — 6 KC 

BEATING 
OSCILLATOR 

2.85 MC 

AGC AMPLIFIER 
40 DB GAIN 

DETECTOR 
AGC CONTROL 

RECEIVER FREQUENCY 
METER MIXER OUTPUT 

BEATING 
OSCILLATOR 

E-A. 
RECORDER 

O-IOKC 
FULL SCALE 

Fig. 4 — 460-me and 4-kmc c\v receivers. 
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4.110 KMC 

POWER 
SUPPLY 

TEMPERATURE 
CONTROLLED 

460 MC 

MICROWAVE 
GENERATOR 

l 
1 . OUTPUT 

CONTROL 
SAC 41 

AMPLIFIER ANTENNA 
1 

POWER 
SUPPLY 

20-30 WATTS 

POWER 
SUPPLY E.A. RECORDER 

L— POWER METER 

CONTROL DIAL EQUIPMENT 

TELEPHONE 
LINE 

S00-700 WATTS 

MOTOROLA 
EXCITER 

4X150G 
AMPLIFIER 

GL5183 
POWER 

AMPLIFIER 
ANTENNA 

POWER 
SUPPLY 

POWER 
SUPPLY E.A. RECORDER 

CONTROL 

Fig, 5 — 460-mc and 4-kmc cw transmitters. 

the frequency stability need only be one-tenth as good when measured 
on a percentage basis. However, the stability of the transmitter is only 
±2^ kc. Since the transmitter power output is higher at 460 me than 
at 4110 mc, the 6-kc receiver bandwidth is not required, and the stabil- 
ity of ±21 kc is satisfactory when the 25-kc bandwidth is used. 

2.3 Recording Apparatus 

In propagation studies it is desirable to record the data so that the 
maximum information can be obtained without having to convert the 
original data into other presentations. Hence the presentation of the 
data depends on what use is to be made of them. Our program has con- 
sisted of the following analyses: statistical distribution of median signal 
levels and short-term fading for a long period, say a year (operation 60 
hours a week); angle of arrival studies; diversity studies; and frequency 
sweep experiments. 

Fig. 0 shows the setup for recording median signal levels with periodic 
sampling of the short-term fading. The output of the receiver is con- 
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nected to a Sanbom two-channel x'ecordcr. This recorder has a time 
constant (t.c.) of 0.015 second and has a recording speed of from 0.5 to 
50 mm per second. The receiver output is also connected to a Doeleam 
dc amplifier which drives the Esterline-Angus (E-A) recorder through 
a 0 to 25 second t.c, circuit. The dc amplifier has a frequency response 
from 0 to 42 cps and is stable to 1 per cent full scale on a long-term basis. 
The Sanbom recorder is energized to take a sample of short-term fading 
every half-hour for an interval adjustable from one-half to five minutes. 
A marker pen on the E-A recorder is also energized during that period. 

The recording setups for the angle of arrival, diversity and frequency- 
sweep experiments will be discussed in the sections where the experi- 
ments arc described. 

2.4 Calibration Procedure 

The calibration procedure of the receivers consists of several steps. 
First, the rf input of the receiver Is terminated in a matched load. Then 
each ip amplifier is adjusted to have the same noise output as the fifi-mc 
if amplifier of that receiver. This is done by means of a broadband 
crystal detector whose frequency response is constant within rt| db 
from 100 kc to 70 mc. The high-level 150-kc amplifier and high-level 
detector are adjusted to give —100 volts dc out with 0.7 volt ac in. 

The matched load is removed from the input of the receiver and is 
replaced by a 4-kmc rf signal generator. This kf signal generator uses 
a microwave generator similar to the one used at the transmitter. Its 
output, monitored by a microwave power meter, is fed to the receiver 
input through calibrated directional couplers and rf attenuators. For 
an kf signal of —71 dbm (25 kc if bandwidth), the agc control is 

NO. 1 

RECEIVER 
OUTPUTS 

NO, 2 

DC 
AMPLIFIER 

DC 
AMPLIFIER 

2 CHANNEL 
SANBORN 

RECORDER 

TIME 
CONSTANT 
0-25 SEC 

TIME 
CONSTANT 
0-25 SEC 

START-STOP 
CONTROL 

E.A. MEDIAN 
RECORDER 

E.A.MEDIAN 
RECORDER 

SAMPLER 
0-5 MIN. LENGTH 
30MIN. INTERVAL 

SHORT-TERM 
FADING 

Fig. 6 — Recording .setups for measuring median signal levels with periodic 
sampling of short-term fading. 
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adjusted to give -100 volts dc output. A calibration curve in steps of 
5 db is taken; this completes the calibration. 

To calibrate at 460 mc, a Hewlett-Packard Type 608A signal generator 
is used. This unit has a built-in power meter and calibrated attenuator. 

III. MEDIAN RECEIVED POWER 

In this section we shall discuss the median signal levels received on 
a tropospheric beyond-the-horizon system. In the first part our discus- 
sion will be limited to one frequency of transmission, 4 kmc; here we 
receive simultaneously on two antennas with different aperture areas. 
One of the interesting aspects of this type of propagation is that the 
power received by an antenna does not increase linearly with an in- 
crease in aperture area. The effect has been called "aperture-to-medium 
coupling loss" and "loss in antenna gain." The phenomenon has not 
been noticed at the lower frequencies primarily because it does not be- 
come appreciable until the aperture is of the order of a hundred wave- 
lengths for a path of two hundred miles or so. Antennas of this aperture 
are physically realizable at present only in the microwave region. 

In the second part of this section a scaled experiment to determine 
the wavelength dependence in this type of transmission is described; it 
is performed using simultaneous operation at two radio frequencies, 460 
mc and 4 kmc, using almost equal antenna beamwidths. The antenna 
beamwidths are broad enough to make the "loss in gain" negligible; 
hence the atmosphere is the controlling factor in the transmission. 

3.1 Dependence on Antenna Size at 4 kmc 

In this study the received signal level was recorded for about 60 hours 
each weekend; the period of the experiment was from January 1956 to 
January 1957. The 4-kmc transmitter was used with the 10-foot antenna. 
Fig. 7 shows the common volume subtended by the antenna beams and 
the elevations involved. The results of this study show that the ratio of 
the median signal levels received by the 60-foot antenna and the 8-foot 
antenna are usually much smaller than would be expected on the basis 
of the antenna gains. The ratio of the gains of these two antennas is 
17 db at 4 kmc. The ratio of the power levels received by the two an- 
tennas varies considerably from day to day and in some instances from 
hour to hour; on a yearly basis it is 5.7 db. 

A strong seasonal dependence, as reported by Bean and Meany10 and 
Bullington, has also been observed. The data indicate that the received 
signal level is approximately 15 db higher in summer than in winter. 
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Fig. 7 — Common volumes in elevation plane for the 4-kmc circuit. The half- 
power bcamwidths are shown for the 10-foot transmitting antenna (TO and the 
CO-foot (/C) and S-foot {R?) receiving antennas. The dotted lines show the bend- 
ing of the beams of the receiving antennas during unusual weather conditions at 
the receiving end (see Section 4.2). 

This dependence is shown to be closely related to the refractive index 
of the atmosphere derived from data taken at ground level near the 
center of the path. 

The fading range of the 15-minute medians is obtained for each week- 
end's recording. The fading range is taken as the ratio of the power levels 
at the 10 per cent and 90 per cent points of the distribution curve. The 
fading range of the 15-minute medians averaged over the year is 13 db 
for the signal on the 60-foot antenna and 9 db for the signal received 
on the 8-foot antenna. 

3.1.1 Method of Data Analysis — Samples of Recordings 

The received signal levels were recorded on Esterline-Angus recorders 
using a time constant of 25 seconds. The 15-minute medians were then 
tabulated and reduced to a percentage-of-time basis. The resultant 
distribution of these medians for the particular weekend period was 
plotted in percentage of time versus dbm on arithmetic probability 
paper. By this method the median received power level is established 
at the 50 per cent of time point for the given weekend. We will now dis- 
cuss some samples of weekend recordings. 

Fig. 8 shows a segment of the weekend recording for May 25-28, 1956. 
This record is typical of the field strengths encountered during the year. 
In this case the distributions for both antennas are fairly linear and 
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indicate that the received power is distributed randomly when plotted 
in percentage of time versus decibels. The difference between the 50 
per cent points of the two distributions is about 5.0 db, as indicated 
by the circles marked on the curves. When adjusted for antenna line 
losses, this difference becomes 6.3 db. 

During the weekend of October 21-24, 1955, the difference in the 
medians of the two antenna was about 8.5 db, as shown in Fig. 9 (9.8 
db when adjusted). Some of these distributions were far from linear, 
since there often was a departure from linearity in the curve at the higher 
signal level and low porcentage-of-time regions. This condition was ob- 
served several times during the year; it is believed to be due to large 
stratified layers in the atmosphere. 

The weekend of March 23-26, 1956, gave us our lowest medians of 
the year. A segment of the record is shown in Fig. 10. In this case the 
medians for the two antennas are almost equal; this is often found when 
the received power level is low.* 

3.1.2 Disirihidion of Weekend Medians for One Year 

The median signal levels of each weekend are plotted for the year 
from January 8, 1956, to January 13, 1957, in Fig. 11. The points rep- 
resent the average power available at the output of the antenna feed 
horns. It may be seen from this curve that small ratios of the power 
received by the two antennas are most prevalent during the winter 
months. 

In Fig. 12, the weekend (60-hour) medians of Fig. 11 have been plotted 
on a percentage-of-time basis for the year. The median values of these 
curves establish the performance of the antennas on a yearly basis. 
From the ratio of these medians we find that the power output of the 
60-foot antenna is 5.7 db above that of the 8-foot antenna. 

The median power output of the 8-foot antenna (on a yearly basis) 
was —109 dbm. Since the power received under free-space conditions 
for the 8-foot antenna would be —36 dbm, the transmission loss, rela- 
tive to free space, was 73 db at 4110 mc for this 171-mile path. 

3.1.3 Comparison with Theory 

In the theory of reflection by layers, the transmission loss in radio 
propagation beyond the horizon for equal size transmitting and receiv- 

* The numerous spikes in the record are reflections from aircraft flying through 
the path. These reflections are much more evident on the record obtained from the 
8-foot antenna, since the 8-fool antenna gives a greater common volume than the 
CO-foot antenna (see Fig. 7). 
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Fig. 11 — Weekend medians (60 hours) for one year of power received at 4110 
inc. The 10-foot transmitting antenna was used with a power input of 43 dbm. 
Received power adjusted for antenna line losses. Period: January 1956 through 
January 1957. 

ing antennas is given by three factors, as shown below in (1). The first 
term in brackets represents the power that would be received in free 
space, the second term involves the characteristics of the atmosphere, 
and the third term is a correction factor for narrow beam antennas: 

I\ = 
i>T\

2i py/xi 
_4a2a2J [ M4 J 

2 + - 0 

(1) 

where 

PR and Pr are the powers received and transmitted, 
a, for actual antennas, may be taken as the half-power bcamwidth, 
9 is the angle between the lower edge of the idealized antenna pat- 

tern and a straight line joining the terminals and 
2a is the distance between the terminals. 

These parameters are shown in Fig. 13 (Ref. 5, p. 636). Also, 
X is the wavelength, 
M is a factor which includes the average size, number and strength 

of layers in the atmosphere, and 
\ ^ 

. . ..'2 + ? 
/(?)= 1+ 

1 

We now compare the power received by the 60-foot and 8-foot antennas 

1 + » 
(2) 
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Fig. 12 — Yearly distribution of CO-hour weekend medians of power received 
fit 4110 mc. 

at 4 kmc using the theory. Since unequal beamwidths are involved, a 
generalization of (1) is necessary. (This is carried out in the Appendix.) 
The result is 

7j?2 
/V 

an,'{aT + 25) +/ 
:?)-( 

5 V /ar- a«2\ 
9 + ««•/ \ 5 + (Xr2 J_ 

a/t.ariaH., + 25) 
XTAO)- GT-J' 

'am — «A 
^ 5 + ar /_ 

(3) 

A 

+ h- 

Fig. 13 — Parameters in a beyond-tho-honzon circuit. 
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Substituting the appropriate parameters for this circuit, 6 — 0.9° (4/3 
earth), ar = 1.8° (10-foot antenna), = 2.2° (8-foot antenna), ««, = 
0.33° (60-foot antenna), we get 

^ - 6.5 (8.1 db). 

This compares favorably with our measurements of 5.7 db. This meas- 
ured value is somewhat smaller than one might expect purely from the 
"loss in gain" of the 60-foot antenna, since it also includes the effects of 
local bending at the receiving site, as discussed in Section 4.2. 

3.1.4 Relationship between Propagation Data and Meteorological 
Conditions 

It is apparent from Fig, 11 that the received power has a strong sea- 
sonal dependence, being as much as 15 db higher in summer than in 
winter. In Fig. 14 the weekend values have been averaged over the 
month and roplotted along with the average monthly temperature. The 
temperature, relative humidity and atmospheric pressure at ground level 
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Fig. 14 — Monthly medians of received power at 4110 mc compared with sur- 
face temperature and refractive index from weather station at Avoca, Pa. 
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were obtained from the weather station at Avoca, Pennsylvania, which 
is near the middle of the propagation path. From these data the refrac- 
tive index at the ground level was calculated and is also shown in Fig. 
14. The formula10 used for calculating the refractive index is: 

iV = (n - 1) X w = ~(p + 4810 , (4) 

where 

N = refractive index in "A7" units, 
n = refractive index of the atmosphere, 
p = atmospheric pressure in millibars, 
T = temperature in degrees Kelvin, 
ca = saturation vapor pressure in millibars for the temperature, T, 

and 
RH — relative humidity. 

The correlation between the received power level and the refractive 
index is believed to be due in part to the bending of the radio waves, 
as discussed in the theory (Ref. 5, p. 640). Thus, in the summer season 
when the refractive index is highest, more bending occurs and therefore 
the received power is higher. 

3.2 Wavelength Dependence 

This section describes a study in which measurements wore made 
simultaneously at two widely separated wavelengths to investigate the 
wavelength dependence. The half-power beamwidths of the antennas 
are fairly broad at both frequencies, the vertical and horizontal beam- 
widths along with antenna sizes being shown in Fig. 15. While the 
beamwidths of the antennas used for the two wavelengths are not 
exactly equal, there is supporting evidence from our other experiments 
that the beams in all cases are sufficiently broad to insure that atmos- 
pheric effects are controlling over the effects of antenna size. 

The method of analysis was the same as that for the experiment de- 
scribed in the previous section. 

3.2.1 Received Power at 460 and 4110 mc 

Fig. 16 shows the median power levels for both the 460-mc and 4110- 
mc signals. While the data are for a 21-month period {from April 1056 
through December 1957) the data are plotted as a yearly period; the 
data from April through December 1956 were combined with data for 
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pjg, 15 _ Antenna beamwidths and common volumes for wavelength depend- 
ence study: (a) 4110 mc; (b) 460 mc. 

the corresponding month in 1957 and plotted as one month. The avail- 
able data for the months of January through April 1957 were sparse. A 
seasonal variation in the received level similar to that noted in the 
previous section is evident in Fig. 16. 

The weekend {60-hour) medians of received power were normalized 
to the power that would be received under free-space conditions for 
both wavelengths and cumulative distributions were made. These data 
are shown in Fig. 17. The median beyond-the-horizon transmission loss 
is 61.5 db at 460 mc and 69.8 db at 4110 mc. The long-term median 
received power relative to free-space transmission is 8.3 db greater at. 
460 mc than at 4110 mc. 

3.2.2 Variations in Wavelength Dependence — Comparison with Theory 

The wavelength dependence was found to vary considerably from 
day to day. In order to determine the variability of the wavelength 
dependence, the weekly median beyond-the-horizon transmission loss in 
excess of the free-space loss at 460 and 4110 mc was expressed as a ratio. 
A cumulative distribution curve of these ratios is shown in Fig. 18.* 
The ratio, Tm/Tma, is the relative transmission coefficient at 460 and 
4110 mc. It should be emphasized that, since the antenna beams used 

* Bolgiano11 has found a similar wavelength dependence using Lincoln Labora- 
tory data. 
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Fig. 1G. — Median received signal levels for one year at 460 and 4110 mc. At 460 
mc the 28-foot transmitting antenna was used with a power input of 57 dbm, sig- 
nals were received on the 60-foot antenna. At 4110 mo, the IG-foot transmitting 
antenna was used with a power input of 43 dbm, signals wore received on the 8-foot 
antenna. The data have not been adjusted for antenna line losses (see Table I). 
Period: April 1956 through December 1957. 

were large, it is believed that this distribution is a true representation 
of the effect of the atmosphere on the propagation at the two widely 
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the free-space loss at 460 and 4110 me. Period: April 1956 through December 1957. 
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separated wavelengths.^ Since the distributions were obtained using the 
00-hour weekend medians instead of the 15-minute medians, an abrupt 
change of slope occurs in the extreme values. 

With the aid of Fig. 18 we see that the median value of the relative 
transmission loss is 8.3 db. At the 95 per cent point on the distribution 
the 460-mc signal is about 19 db greater than the 4110-me signal. At the 
2 per cent point the received signal levels at both frequencies are about 
equal (all relative to free space). 

Wavelength dependence has also been considered in the theory. In 
the last section we were concerned with the antenna sizes at one fre- 
quency; here wc keep the beam widths constant and vary the frequency. 
Using (1) one obtains 

Pftt/Prtz (beyond horizon) = /xA1 

PiiJPr2 (free space) \kJ ' 

when we have intermediate size layers (Case 3) (see Ref, 5, p. C37, 
Equation 17). For large layers (Case 1) this ratio becomes 

PrJPrq (beyond horizon) = /XiV 
PhJPrz (free space) XXs/ 

while for small layers (Case 2) we have 

PrJPk2 (beyond horizon) _ /XiV' 
PrJPrz (free space) VXa/ 

For large layers in the atmosphere (Case 1), the wavelength depend- 
ence is 19.0 db for the frequencies used; if layers in the atmosphere are 
small (Case 2) the wavelength dependence is 0 db. For intermediate 
size layers (Case 3) we get 9.5 db, which compares favorably with the 
measured value of 8.3 db. 

IV. CHARACTERISTICS OF THE SIGNALS RECEIVED ON A LARGE APERTURE 
ANTENNA 

In order to learn more about the mechanism of the propagation, an 
experiment was carried out using the scanning feature of the 60-foot 
paraboloid antenna.® The experiment was designed to investigate the 
variation in received power as the beam of the antenna was scanned in 
azimuth and elevation. A further aim was to look for relationships be- 
tween the scanning data and the median signal levels received simul- 
taneously on the 60-foot antenna and on the 8-foot comparison antenna. 
A discussion of the aiming of narrow-beam antennas as it is affected by 
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foreground terrain and local atmospheric conditions concludes the sec- 
tion. 

4.1 Beam Swinging Experiment 

In this experiment the 10-foot transmitting antenna and the 4-kmc 
transmitter are used; Fig. 19 shows the setup at the receiving end. A 
do voltage which is proportional to the angle of rotation of the 60-foot 
antenna is derived from potentiometers and fed to the X-axis of an 
oscillograph. The signal from the receiver is placed on the F-axis and 
is recorded by using a Polaroid camera attached to the oscillograph. 
The total scan is 2.8° in azimuth and 3.0° in elevation. The period of a 
single scan is 15 seconds. Since the period of the short-term fading can 
be an order of magnitude smaller than the scan period, an integration 
method is used to average out the time variation of the received signal.* 

* A rapid beam-swinging experiment has recently been performed by Water- 
man.12 
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Fig. 19 — Recording setup for beam-swinging experiment. 

This is accomplished by superposing 12 scans on a single photographic 
exposure. During this interval the type of fading as well as the median 
signal level remain fairly constant. 

The median signal levels received simultaneously on the 60-foot an- 
tenna and on an 8-foot comparison antenna are recorded on Esterline- 
Angus recorders; the time constant of the recorder circuits is 25 seconds. 
The (>0-foot antenna is aimed for maximum signal for recording the 
median level. 

4.1.1 Examples of Beam-Broadening 

Figs. 20 and 21 show sample scans taken with the 60-foot antenna at 
4.11 kmc; these were chosen to illustrate interesting characteristics of 
the received signal. The angles, Sm and 710, represent the width of the 
patterns in degrees at the 10-db points for horizontal and vertical scans 
respectively; they are obtained by drawing an envelope through the 
maxima of the photographed signal and measuring the width of the 
envelope at points 10 db below the maximum signal level. The zero on 
the angle scale represents the same antenna orientation for all the pic- 
tures; it is otherwise arbitrary. 

Fig. 20(a) shows azimuth and elevation scans on the line-of-sight 
Murray Hill-Crawford Hill path. It will be noted that there is some 
asymmetry in the patterns of Fig. 20(a); this is because the feed horn 
used was one of an assembly of horns used for other experiments. Thus, 
the gain and beam width were not optimum. 

Fig. 20(b) shows a rather unusual transmission phenomenon. It is 
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characterized by a very high median received signal level (about 85 db 
higher than that, usually observed) and by very slow fading (on the 
order of one fade per minute). At this time the free-space beamwidth 
and gain of the large antenna were realized. Those observations point 
to the existence of a large stratified layer in the region common to the 
beams of the transmitting and receiving antennas. 

Fig. 20(c) has a pattern width slightly broader than the free-space 
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JAN. 16 ,1956 
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Fig. 20 — Sample scans of signals received on the 60-foot antenna at 4110 inc. 
The zero on the angle scale represents the same antenmi orientation for all pic- 
tures; it is otherwise arbitrary. 
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beamwidth, but it is characterized by more rapid fading than in Fig. 
20(b). Fig. 20(d) shows that it is possible to have very little beam- 
broadening (near free-space characteristic) for low median signal levels. 

Fig. 20(e) is an example of the average beam-broadening observed on 
this circuit. Two features of the vertical scan are worth noting; the linear 
decrease in received power (in db) as the angle of elevation of the an- 
tenna is increased from 0° to 1.5° is typical; the lobe near 1° down is 
due to reflection from the foreground of the receiving site and will be 
discussed in more detail later. 

Fig. 21(a) shows a very broad pattern; the received power is essen- 
tially independent of the azimuth setting of the antenna. We believe 
that this condition is due to numerous reflecting layers of small dimen- 
sion in the atmosphere. 

HORIZONTAL SCAN 
tf10=»2.60 

VERTICAL SCAN 
r.o-u0 

3 20 
n 30 
^ 40 50 

i 
710= 2.-, din = 1.7 

20 
S 30 
. <0 
NOISE 

7,0 = 0.7 (/,a=I.2 

20 
30 

,f ' • 
S tl NOISE 

7,0 = 1.0 «r,Q=» 2.8° 
10 

!3 20 
® 30 
S 40 50 NOISE 

1.5 1.0 1.0 0.5 0.5 1.4 0.5 0.5 UP" WEST DOWN 
1.0 1.4 

EAST 
ANOl F IN DEGREES 

(a) 
DIEFERENCE 
IN MEDIANS 
60' TO 8' DISHES 
= 2'/2 DB 
MEDIAN OF 8' 
DISH = -U2 DBM 
FEB. 6,1966 
4:35 PM 

b 
6V2 DB 
-108 DBM 
JULY 6, 1956 
3:45 PM 

(C) 
10 DB 
-US DBM 
FEB.27,1956 
10130 AM 

(d) 
4 DB 
- 120 DBM 
FEB. 27, 1956 
3135 PM 

Fig. 21 — Additional sample scans of signals received on the 60-foot antenna 
at 4110 mc. 
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The vertical scan in Fig. 21 (b) indicates the existence of two strongly 
reflecting regions in the atmosphere at heights corresponding to 3000 
and 11,000 feet above the ground at midpath. 

The rapidity with which atmospheric conditions can change is illus- 
trated by comparing Figs. 21(c) and 21(d), which were taken on the 
same day five hours apart. The horizontal beam-broadening in Fig. 21(d) 
exceeds that in Fig. 21(c) by about three times, yet the median signal 
level is the same in the two cases. The weather map for that day indi- 
cates a front moving perpendicularly to the transmission path from the 
west. 

The range and rate of fading at the edges of the pictures are greater 
than at the center. This is caused by two factors: the scanning motion 
of the antenna is sinusoidal, so that the antenna beam spends more 
time at the edges of the scan than in the middle, hence both the exposure 
time and the probability of a high signal are increased at the edges; and 
the fading rate off the great circle route is greater due to longer path 
delays. 

4.1.2 Average Scanning Patterns—Comparison with Theory 

To find the average beam-broadening, 30 sets of pictures, similar to 
those in Figs. 20 and 21 were taken over a period of several months; the 
envelopes of these wore normalized and then averaged. In other words, 
the average envelope of received power versus angle was obtained. Fig. 
22 shows the results of this analysis. The free-space patterns are shown 
for comparison. 

The composite horizontal scan [Fig. 22(a)] shows that, on the aver- 
age, most of the power directed toward the receiver is contained within 
an angle of one degree (measured at the 3-db points) in the horizontal 
plane. Thus the free-space pattern is broadened by a factor of three. 
There is definite asymmetry in this composite pattern; this is clue to 
the fact that some of the horizontal scan patterns peaked between 0 
and 0.5° west rather than at the dead-reckoning position (0.35° east). 
The cause of this anomalous condition is unknown at present. Large 
horizontal beam-broadening and rapid fading were present when the 
shift was evident [see Fig. 21(a)]. When the anomaly was present, a 
check on the orientation of the antenna was made using the Murray 
Hill transmitter, and it was determined that the shift was not due to 
deformation of the antenna itself. 

Fig. 22(a) shows the measured azimuth position of Murray Hill with 
respect to the horizontal scan. Calculation of the initial course angles 
(dead reckoning) between Crawford Hill and Murray Hill and between 
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Fig. 22 — Average (a) horizontal and (b) vertical scanning patterns. The ex- 
perimental curves represent a composite of 30 scans. The theoretical curves are 
calculated from the theory, using intermediate-size layers. 

Crawford Hill and Pharsalia gives a difference in azimuth of 0.59°. This 
angle also is laid out on the figure; it will be noted that peak signal on 
the composite scan coincides with the calculated position of Pharsalia. 

The composite vertical scan is shown in Pig. 22(b). Reflection from 
Raritan Bay (shown on the foreground profile in Fig. 3) accounts for 
the strong lobe which appears when the antenna beam is pointed below 
the horizon. Using this profile, the position of the bay and other infor- 
mation were calculated and superimposed on the angular scale. It is 
interesting to note that the drop-off in power as the antenna scans below 
Murray Hill closely follows the free-space pattern. The power directed 
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toward the receiver is contained within an angle of 0.6° (measured at 
the 3-db points) in the vertical plane. A comparison with the free space 
pattern shows that a three-to-one broadening occurs.* The average 
curve shows that the received power (in db) falls off rather linearly as 
the angle of elevation of the antenna is increased from the horizon to 
higher elevations. If one converts elevation angle to height at the center 
of the path, one finds that the power fall-off between 3500 feet above 
sea level (—0.1° on the scale) and 13,500 feet (+1.1°) is 10 db; thus 
the average rate of fall-off of received power with height is about 1 db 
per thousand feet. 

Using Fig. 78 in the Appendix, one can calculate the beam-broadening 
of an antenna of given beamwidth. The free-space antenna pattern used 
in the theory is wedge-shaped, so that the theoretical curve for the vertical 
beam-broadened pattern rises very steeply for angles near the horizon. 
The theoretical patterns are shown in Fig. 22; the vertical pattern is 
normalized with the experimental one at the 3-db point. 

The theoretical curves plotted are those for the intermediate size 
layers (theory, case 3). If one considers the atmosphere to be composed 
of several large horizontal layers, then one would expect the beamwidth 
at the receiver to approximate that of free space; this is consistent with 
the result shown in Fig. 20(b). On the other hand, if one considers sev- 
eral large layers which may be tilted with respect to the horizontal 
plane (theory, case 1) then a broadened pattern similar to that of Fig. 
21(c) is obtained. Furthermore, if small layers (theory, ease 2) which 
are uniformly distributed throughout the atmosphere are considered, a 
pattern broader than that of Fig. 22(a) is obtained. However, the theory 
in its present state does not account adequately for very broad patterns, f 
such as Fig. 21(b). 

4.1.3 Beam-Broadening and the Ratio of the Power Received on the 60- 
Fooi and 8-Foot Antennas 

Since the beam-broadening of the 60-foot antenna varied so much 
from day to day, as shown by the data just discussed, it seemed desir- 
able to try to obtain a quantitative relation between the beam-broaden- 
ing and some other parameter such as median signal level. The follow- 
ing experimental procedure was adopted: the horizontal and vertical 
scans were taken and the 10-db widths of the patterns (ho and tio) were 

* The beamwidth measured from the peak to the half-power point above the 
horizon is about 0.4°. 

f The very broad patterns might be explained with the assumption of numerous 
isotropic reradiators. 
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measured from the photographs. Both before and after the scans, the- 
median signal levels on the 60-foot antenna and on the 8-foot antenna 
were obtained from the Esterline-Angus recorders. From theoretical 
considerations, it was believed that the product of the 10-db widths in 
the two planes and the ratio of the power levels on the large and small 
antennas were the significant parameters. 

In Fig. 23 observed values of the ratio of power on the two antennas 
are plotted versus measured inverse products of the 10-db pattern 
widths. The points fit the curve that is discussed in the next paragraph. 

Consider antennas as used in a line-of-sight path with plane waves 
incident upon them. Then the ratio of the power received in free space 
by a paraboloid of a certain aperture relative to that received by an 
8-foot paraboloid can be plotted as a function of the inverse product 
of the free-space horizontal and vertical beamwidths of that paraboloid 
as its aperture size is increased, as shown by the curve of Fig. 23. The 
end points of the curve correspond to the measured gain and beamwidth 
of the 00-foot and 8-foot antennas; the curve is normalized to give a 
gain of 0 db for the 8-foot antenna. The ratio of the gains of the 60-foot 
and the 8-foot is 16.5 db; the 10-db beamwidths are 0.5° and 2.8° respec- 
tively. 

Consider now two antennas, a 60-foot and an 8-foot paraboloid, used 
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Fig. 23 — Ratio of median signal levels received simultaneously on 60-foot and 
8-foot antennas as a function of the inverse product of the 10-db beamwidths; 
Sic and Tin are the beamwidths in degrees for the horizontal and vertical scans, 
respectively. Points are experimental; curve is theoretical. 



TROPOSPHERIC PROPAGATION BEYOND THE HORIZON 1101 

in a beyond-tho-horizon propagation test. This experiment is a duplicate 
of the one on the line of sight, except that antenna size is not a variable. 
The ratio of the power received on the two antennas is measured simul- 
taneously with the horizontal and vertical beam patterns of the 60-foot 
antenna, and this ratio is plotted against the inverse product of the 10-db 
widths of the measured patterns as discussed previously. 

Since the experimental points in Fig. 23 lie close to the theoretical 
curve, it is concluded that the beam pattern and received power of the 
60-foot antenna in a beyond-the-horizon circuit, change from day to day 
in a manner corresponding to an antenna of changing size in line-of- 
sight propagation. The ratio of the power received on the 60-foot and 
8-foot antennas in the beyond-the-horizon path is less than that in free 
space, because the incident energy over the face of the 60-foot antenna 
has components which are not of equal amplitude nor of equal phase. 
It is believed that the smaller ratio results from an atmosphere which 
is made up of layers of small dimension. The 8-foot antenna was used 
as a reference in this experiment, since it is believed that the received 
field is correlated over its aperture most of the time. 

There is some scatter of the experimental points in Fig. 23 because 
of the difficulty of measuring the angular widths of the beam patterns, 
especially if the width is large. If it is greater than 3°, an extrapolation 
has to be made. 

From a year's recording of the power received on the 60-foot and 
8-foot antennas (Section 3.1.2) we have found that the average difference 
in medians is 5.7 db. This corresponds to an average pattern width of 
1.8° at the 10-db points compared with the free-space pattern of 0.5°. 

4.2 Antenna Aiming 

As can be seen from the previous section, a problem arises as to how 
to aim a high-gain antenna (3-db beam width <1°) in a beyond-the- 
horizon circuit. The previous section showed that, on the average, the 
maximum signal level is received when the antennas are aimed along 
the great circle between transmitter and receiver location, with each be- 
ing aimed just above the horizon. However, local atmospheric refraction 
can exert considerable influence on the signals received on narrow beam 
antennas. 

An example of what is believed to be the effect of local meteorological 
conditions is shown in Fig. 24 for June 8, 1956. In the early part of the 
evening the atmospheric conditions at the receiving site were quite 
stable. During the evening the humidity rose slowly, as plotted in the 
figure, and at about 11:00 p.m. the winds increased considerably. As 
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observed between the hours of 6:00 p.m. and 11:00 p.m., the power 
level of the signal received on the 60-foot antenna at 4 kmc slowly de- 
creased some 20 db, whereas the signal on the 8-foot antenna decreased 
only about 9 db; and then the signal levels of both antennas suddenly 
returned to their normal levels at 11:00 p.m. This effect is believed to 
have been caused by increased local bending of the radio waves during 
the period from 6:00 p.m. to 11:00 p.m. followed by a break-up in this 
stable condition by the winds at 11:00 p.m. 

Fig. 7 illustrates the local refraction which is believed to have taken 
place. The narrow beam of the 60-foot antenna, as indicated by the 
broken lines in the figure, is bent some 0.3 degrees into Murray Hill in 
the foreground of the receiving site; thus the signal level on this antenna 
decreases considerably. On the other hand, the beam of the 8-foot an- 
tenna, although bent, is not completely shadowed and the decrease in 
signal level is not so pronounced. 

Bending of this order of magnitude was frequently observed on the 
line-of-sight path between Crawford Hill and Murray Hill during the 
course of angle-of-arrival measurements. Similarly, in these measure- 
ments it was observed that the angle of arrival would return to its nor- 
mal value when winds broke up a .stable atmosphere. 

This local bending may affect the median signal level over extended 
periods, as is shown by the data on March 9-12, 1956, and April 6-9, 
1956 (Fig. IX). During these weekends the 60-foot antenna was oriented 
to receive the maximum signal level at the beginning of the period of 
recording. However, during the run the direction of the received energy 
changed, thus reducing the median signal level on the narrow beam 
antenna. The weekend median signal level received on the 60-foot an- 
tenna was about the same as that on the 8-foot antenna. The cumulative 
effect of the local bending undoubtedly decreases the ratio of the power 
received by the 60-foot and 8-foot antennas, hence the measured 5.7 db 
yearly difference includes both loss of gain and local bending effects of 
the 60-foot antenna. 

The orientation of the antenna will depend on the beam width as well 
as on the foreground. If one assumes a flat foreground with unity reflec- 
tion coefficient, then aiming at the horizon will be best for maximum 
median signal level. If the foreground is not flat, or does not have unity 
reflection coefficient, an aim slightly above the horizon is preferable. 
(Wc arc considering a very narrow beam width antenna situated at 
ground level.) For large beamwidth antennas (>2°) the aim is not as 
critical; an aim toward the horizon is satisfactory.* 

* Throughout the paper we have used the conventional common volume dia- 
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V. RATE OF FADING OF RECEIVED SIGNALS 

Part of the program of study has been the observation and interpreta- 
tion of the short-term fading of the received signal. In the first experi- 
ment to be described, a 4-kmc cw signal is transmitted; the received 
power is found to vary in noise-like fashion at a rate of a few cycles per 
second. The rate of fading varies considerably from day to day and, at 
times, from hour to hour, due to changes in the atmosphere. The rate 
is found to depend upon the beamwidths of the transmitting and receiv- 
ing antennas. Data taken at various times throughout the year have 
been analyzed and a quantitative relation for fading rate has been de- 
veloped which is consistent with the experimental results. 

A further study is described using simultaneous transmission of two 
frequencies, 460 and 4110 mc. Here the wavelength dependence of the 
fading and its relation to the characteristics of the atmosphere is dis- 
cussed. Antennas of comparable beamwidth are used. 

5.1 Rate of Fading at 4 kmc — Relation to Antenna Beamwidth 

The basic measuring circuit consists of a 10-foot paraboloid transmit- 
ting at 4110 mc and two receiving antennas — a 60-foot paraboloid and 
an 8-foot paraboloid. The outputs of the antennas are recorded sepa- 
rately and the simultaneous short-term fading is examined on a per- 
centage-of-time basis to obtain cumulative probability distributions. 
Also, the median signal levels are drawn on the records and the fading 
rates (the number of one-way crossings of the median levels per second) 
are determined. 

From these data one can obtain significant ratios in addition to the 
absolute fading rate: for instance, the ratio of the fading rate of the 
signal received on an 8-foot antenna from a 10-foot transmitting antenna, 
,Vm(io-8) , to the fading rate observed simultaneously on a 60-foot antenna, 
Ar

m(i0-60) • This ratio K = has turned out to be sensibly 
independent of the absolute fading rates. 

On the assumption that propagation beyond the horizon is due to 
reflections from randomly positioned layers which drift through the 
atmosphere, a simple formula which predicts 'he fading ratio, K, for 
any given combination of antennas is developed. Values of K obtained 
experimentally by using several combinations of transmitting and re- 
ceiving antennas check well with the formula. 

grams which show idealized antenna beams with the lower edge of the beam along 
the horizon. It is clear from our vertical beam-swinging experiments that for an 
actual antenna pattern an aim along the horizon results in maximum received 
power. 
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From these investigations it has been possible to estimate the effective 
horizontal scattering angle of the atmosphere for the 171-mile path at 
4 kmc. The scattering angle is a measure of the directional properties 
of the reflections from the layers in the atmosphere. From the data, this 
angle has turned out to be 0.8 degree, which is in good agreement with 
the average horizontal beam-broadening of 1 degree discussed in Sec- 
tion IV. 

The absolute value of the fading rate for given transmitting and 
receiving antennas can be estimated with fair accuracy if the winds in 
the upper atmosphere are known in the region near the center of the 
path of propagation. Fading rates calculated from known wind data 
compare favorably with measured fading rates. 

5.1.1 Insfanlancons Signal Level Recordings — Analysis 

The horizontal and vertical half-power beamwidths of the antennas 
used in the basic measuring circuit are shown in Fig. 25. The approxi- 
mate volume of the atmosphere common to the beams of the 10-foot- 
8-foot antenna combination is shown by the shaded areas in the figure. 
The cross-hatched areas show the smaller volume utilized by the 10- 
foot-OO-foot antenna combination. Approximate dimensions are scaled 
on the left of the sketch. 

H /i 80 = 0.3' ft 8000 
o) 11. f4000 -y _ 

gz 4000 
8000 RECEIVER 

60' PARA60U0I0 Q TRANSMITTER 
10' PARABOLOID 6' PARABOLOID 

13,800 

Fig. 25 — Antenna beamwidths and common volumes for fading rate studies 
at 4110 mc: (a) horizontal; (b) vertical. 
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Fig. 26 — Sample and distribution of instantaneous signal levels — very rapid 
fading at 4110 me. 

The fluctuations in the received signal are recorded on a Sanborn 
recorder with a time constant of 0.015 second. It is believed that no 
fluctuations in the received signal were too rapid to be followed by this 
instrument and, therefore, that the records are a true representation of 
the received signal. 

Sample records of the signal received on the 60-foot antenna, chosen 
to show the variety of fading rates encountered, are shown in Figs. 26 
and 27, with the distribution for each record plotted above the sample. 
Analysis of Fig. 26, a sample of very rapid fading, indicates a Rayleigh 
distribution of the signal. Fairly slow fading is shown in Fig. 27 with its 
distribution curve; within the accuracy of measurement, the Rayleigh 
distribution is obtained. The Rayleigh distribution indicates that the 
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Fig. 27 — Sample and distribution of instantaneous signal levels — slow fading 
at 4110 mc. 

received signal is due to propagation through the atmosphere via many 
paths of random relative phase. 

As previously stated, the rate of fading varies considerably from day 
to day, and often within the hour. Samples of very rapid, rapid and slow 
fading signals recorded during one day are shown on Fig. 28. The output 
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Fig. 29 — Statistical distribution of the ratio of fading rates of the 10-foot- 
8-foot antenna combination to the 10-foot-60-foot combination at 4110 mc, using 
392 samples of 33 seconds in length. Periods: October 1955 through April 1956 and 
September through November 1957. 

of the 00-foot antenna is shown on the top trace of each sample, the 
output of the 8-foot antenna on the bottom trace. In analyzing the data, 
the estimated median signal level is drawn on the record and the nura- 
her of one-way crossings of the median levels is counted; from these, the 
fading rate and the ratio of the fading rates are derived. 

The range of values over which the ratio of the fading rates varies 
may be seen on the plot of Fig. 29. These data were obtained from a 
study of 392 sample records taken during the period October 1955 to 
April 1950 and September to November 1957. The median of the ratios 
of the fading rate of the signal received on the 8-foot antenna to the 
fading rate of the signal received on the 60-foot antenna is 2.60. The 
ratio is well-defined, the spread of values being small. 

Table III lists all the antenna combinations used during the measure- 
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Table III — Measured and Calculated Fading Rate Ratios for 
Various Antenna Combinations — 4 kmc 

Transmitting 
Antenna, feet 

Receiving 
Antennas, feet K Number of 

Samples 
K = Ratio of Fading Rates 

Measured Calculated 

10 8 
60 

iVra{l0-8) 392 2.60 — 

10 8 
28 

V jn(10-8) 
iVrodO-SS) 

98 1.61 1.47 

10 28 
60 

Am{i0-28) 
R m<10-E0> 

181 1.62 1.67 

28 8 
60 

iVnj(2a-8) 
tV* ^1(28-60) 

61 1.85 1.86 

28 8 
28 

iVm(2e.B) 
iVmC28-28> 

36 1.18* 1.26 

28 28 
60 

jVm(28-28) 
iVm(28-6ll) 

37 1.65* 1.47 

* Limited data, not necessarily typical. 

ments, the ratio of fading rates obtained using the various combinations 
and the number of sample records analyzed. 

5.1.2 Rate of Fading — Theory 

On the assumption that the short-term fading is due mainly to hori- 
zontal drift of many randomly positioned layers in the atmosphere which 
reflect the radio waves, several simple conclusions can be drawn regard- 
ing the relation of antenna size and winds to fading rate. The purpose 
here is to try to obtain a method for calculating the fading rate from 
known wind data and known antenna beamwidths. 

Fig. 30{a) shows a horizontal plan view of a tropospheric circuit in 
which three rays have been drawn from the transmitting antenna T to 
reflecting layers A, B and C and thence to the receiving antenna R. The 
layers are assumed to drift with velocity V at angle b to the line T-A; 
the wind component normal to the great circle route is therefore V sin 5. 
The length of the path via layer B in excess of the great circle route, 
tar, is tbe — tar = 2x2/2a, where x is the distance from layer A to 
layer B and 2a is the distance from T to R.* The phase difference between 

* Disposition of the layers in the vertical plane causes path differences larger 
than this, but, since horizontal winds are much stronger than vertical winds, fad- 
ing due to vertical motion is not considered here (see Section 6.1). 
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the two paths is ^ = [(27r/X) (.-c2/®)! and the frequency of fading is 

fo — transmitted frequency, 
X = transmitted wavelength, 
/ = instantaneous frequency, and 

/3/2 = x/a = angle in the horizontal plane between great circle plane 
and the ray to a layer. 

Thus the frequency of fading F is due to the Doppler shift caused by 
drift of B at velocity VsinS normal to the path. The rate of change of 
path length due to the wind component along the path is relatively 
small and is neglected. 

The amount of power that reaches the receiver via layer B [Fig. 30(a)] 
depends on three factors. First, the radiation pattern of the transmitting 
antenna Gt{p) controls the power transmitted in direction 13, and there- 
fore the amount of power incident on layer B. Similarly, the radiation 
pattern of the receiving antenna (?r(/5) determines the power received 
from direction 0, and therefore influences the amount of power reflected 
by layer B that enters the receiver. Finally, the power reflection coeffi- 
cient Q of the layer depends on the angle of incidence of the ray, and 
therefore on angle d; both experiment and theory* indicate that Q 
decreases as (3 increases. Since all three factors tend to decrease the 
power received from angle d as d increases, and since the frequency of 
fading, F, is related to d by F = (d/X) VsinS, one would expect the 
high-fading-frequency components to contribute only small amounts 
of power to the received signal. In fact, both the atmosphere and the 
antenna radiation patterns are low-pass filters as far as the frequencies 
of fading are concerned. 

Consider first the effect of the reflection coefficient, Q, on the fading 
of the received signal. Fig. 30(a) shows numerous layers positioned at 
random along the ;r-axis; these are assumed to drift in the x-direction 
with velocity V sin 8. At first the transmitting and receiving antenna 
patterns will be assumed to be omnidirectional; thus, the only factor 
affecting the power received from a layer at a given angle d is the re- 
flection coefficient Q. Since Q is assumed to be related to d in a gaussian 
manner, as shown in Fig. 30(b), the power reflection coefficient is 

F = / - /„ 
I dv _ 2x dx _ d 

27r dt Xa dl X 
= ~V sin 5, 

A 

where 

* See Section 4.1. 
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where /3„ is the angle at which Q = ft,-, is of the order one degree for 
a 171-mile path at 4 kmc; a detailed discussion is given in Section 4.1. 

The received signal is the sum of reflections from all of the randomly 
positioned layers and, since the reflections are randomly phased, the 
envelope of the received signal (the rectified signal) is Rayleigh-dis- 
tributcd. For the case of omnidirectional antennas, the distribution of 
received power versus frequency (the power spectrum) is directly related 
to the power reflection coefficient, Q. Thus the received power is dis- 
tributed according to 

where ae =(0.85 /3e/X)Vsin<5 is the standard deviation.* Note that 
Pt(F) can be obtained directly from Q(&) by substituting F — (13/\)VsinS 
for (3. 

The antenna patterns are taken to be gaussian; that is, 

GM =oxp [ipefej 

and 

=exp [2(oiln J: 

131 and are the half-power beamwidths of the radiation patterns [Fig. 
30(b)]. The power spectrum of the received signal now depends on Gt(f3) 
and Grift) ns well as on Q(P). The power received from a layer at angle 
(3 is 

PM = G,(/3)Q(/3)G.(/3) = cxp [T- (4. + 4 + 4^j, (S) 

where 

0.85|S(,eir -tr - s /f>\ 
fft.c.r =    ismS. (G) A 

If we let 

4 = -^ + -, + -,, (7) <r- err CTe' Cr" 

* A formula similar to this was given by Rice13 (see also Ref. 14). His discus- 
sion is based on the assumption of small scattering discontinuities which move in 
random fashion similar to the thermal motion of the molecules of a gas, and it 
involves angles in the vertical plane of the propagation path. In the present dis- 
cussion, horizontal drift of relatively large discontinuities and angles in the 
horizontal plane are considered to he of major importance. 
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then 

Pr(/3) = exp^J(8) 

Substituting (6) in (7), one obtains 

^ ^ gjg (7Smi5) (9) 
^ VpWTJWVlm} 

where d is the standard deviation of the power spectrum that one would 
expect for the received signal in the circuit of Fig. 30(a). The antenna 
patterns and reflection coefficient shown in Fig. 30(b) result in the power 
spectrum of Fig. 30(c). 

S. O. Rice has pointed out that fading in beyond-the-horizon circuits 
behaves like thermal noise that is passed through a filter. In both cases, 
the rectified signal is Rayleigh-distributed. Similarly, the width of the 
power spectrum of the signal (the standard deviation, a) in both cases 
is related to the fading rate of the envelope. If fading rate, Nm , of the 
envelope is defined as the number of one-way crossings of the median 
level per second (this is the definition used in analyzing the experimental 
data), then the theory of random noise gives Nm = 1.5 a. Using the 
value in (9) for a, one obtains 

iVm = i?7 (FsinS) 
* WeW + m? + /hw 

1 97 
~ (7sin5)?(^,/3e,/3r) 

(10) 

for the calculated fading rate, where 

(a o a \ —   ft* fie&r   

We are now able to compare fading rates and ratios of fading rates 
as calculated by means of (10) with the measured data. First consider 
the ratio K = of the fading rates of the 8-foot and 
60-foot receiving antennas with a 10-foot transmitting antenna. Using 
(10), one obtains after simple reduction 

_ Nwi(10-8) _ g(/3l0 , 0e , Ps) 
■AdntlO-BO) diPlO , Pe ,060) 

^ fa . /l + (/Wde)2 + (deoMo)2 

060 V 1 + (/V&)2 + (0S/01O? " 
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Substituting the known antenna beamwidths, and the measured value 
of K — 2.60, one can solve for (3e, which turns out to be 0.8°. This value 
is in good agreement with the 1° obtained for & in the beam-swinging 
experiment. In Table III measured values of K for various antenna com- 
binations are compared with values calculated, using (10) and & = 0.8°. 

The good agreement between the measured and calculated values in- 
dicates that the term g((ii ,(ie ,&.) in (10) is essentially correct. There- 
fore, the relationship between fading rate (at 4 kmc) and antenna 
beamwidth is essentially correct. 

5.2 Rate of Fading at 4 kmc — Relation to Wind 

So far, the discussion has been limited to drift of layers in a horizontal 
plane in the atmosphere. However, there are two effects with altitude 
which should be taken into account. First, the contributions to the re- 
ceived power by reflections from layers at high altitudes are less than 
those from low altitudes (it was shown in Section 4.1.2 that the received 
power decreases about 1 db per thousand feet of altitude). Also, the 
drift winds vary in both speed and direction with altitude. Both of 
these effects, in their relation to fading rate, can be taken into account 
approximately in the following manner. 

The volume, V, common to the transmitting and receiving antenna 
beams is divided into horizontal segments 1000 feet thick, as shown in 
Fig. 31(a). Each segment is assumed to contain many randomly posi- 
tioned layers of finite dimension. The power received from segment 1 
is weighted by the factor unity, and the standard deviation of the power 
spectrum for signals reflected from segment 1 is 

where Vi and 6i are the speed and direction of the wind in segment 1 
(as obtained from meteorological data). The power spectrum due to 
segment 1 is therefore 

The power from segment 2 is down (on the average) 1 db from the power 
from segment 1; the power spectrum for segment 2 is therefore 

0 85 
= — giPt, Pe, Pt) Vi sin <S|, 

where 
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A QC 
0-2 = sin So, 

A 

with Vi and 62 being the speed and direction of the wind in segment 2; 
and so on to the nth segment. The resultant power spectrum of the 
received signal is obtained by summing the power spectra for the indi- 
vidual segments as shown in Fig. 31(b). This sum, or resultant, is con- 
sidered gaussian-shaped for our purposes, although, strictly speaking, 
this is true only when the winds have the same speed and direction in 

i r 1000' SEGMENT 

(a) VERTICAL PLAN VIEW OF A BEYOND-HORIZON CIRCUIT 

DATA OF 
JUNE 30,1956 

4:43 PM 
\\ 

A 
N \ \ \ 

A 
\ 

\ 
RESULTANT 

\DlSTRiaUTlON 

3 A \ 

4 \ 
\ 

5~~- 
< 

\ 
X 

n 

FREQUENCY IN CYCLES PER SECOND 

(b) EXAMPLE OF A RESULTANT DISTRIBUTION. 
DISTRIBUTIONS 1,2 P ARE PLOTTED FROM WIND DATA 

FOR THE CORRESPONDING SEGMENTS IN (3) 

Fig. 31 — Distribution of winds in the common volume region: (a) vertical 
plan view of a beyond-torizon circuit; (b) example of a resultant distribution, 
with distributions 1,2, ,n being plotted from wind data for the corresponding 
segments above. 
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Fig. 32 — Comparison of measured and calculated fading rates. Samples wore 
chosen from data at 4110 mc on 13 different days in the period January through 
August 1956. 

all segments. The estimated fading rate is obtained from the width of 
the resultant curve. This estimated rate can be compared with fading 
rates measured from actual records of the received signal* 

In Fig. 32 measured fading rates are compared with fading rates cal- 
culated by the method just discussed. The speed and direction of the 
winds used in the calculations were obtained from the XT. S. Weather 
Station at Binghamton, New York (see Fig. 1). The wind data and the 

* If the wind speeds normal to the path are almost the same at all altitudes, the 
fading rate is given approximately by (10): Nm = (1.27/X) yi&i ,(9, , (3,) V sin S, 
where V sin S is the average normal wind speed. 
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signal records from which the fading rates were measured were taken 
at approximately the same time for each point shown. 

It is apparent from Fig. 32 that the measured fading rate usually 
exceeds the calculated rate; this may be due to vertical winds or to 
turbulent winds, neither of which have been considered here. However, 
it is significant that no constants need to be adjusted in (10) to calculate 
fading rate of the correct order of magnitude. The rate of fading at 4 
kmc is a strong function of horizontal drift wind. 

5.3 Wavelength Dependence of Fading Rates 

This section is concerned with a comparison of fading rates of signals 
received simultaneously at 4110 and 460 mc. Since it is known that the 
beamwidths of the antennas affect the fading rate, the present experi- 
ment employs two pairs of antennas, the beamwidths of the 4110-mc 
pair being of the same order as the beamwidths of the 460-mc pair. 
Furthermore, we have shown that antennas with very narrow beam- 
widths (less than about 1° at 4110 mc) reduce the rate of fading. There- 
fore, antennas with relatively large beamwidths were used to minimize 
such effects. 

5.3,1 Instantaneous Signal Level Recordings —- Analysis 

In this study, the 10-foot transmitting and 8-foot receiving antennas 
are used at 4110 mc and the 28-foot (transmitting) and 60-foot (receiv- 
ing) antennas are used at 460 mc. The setup is the same as that used 
in Section 3.2. 

The rate of fading at both frequencies varies considerably from day 
to day and sometimes within the hour. Portions of samples of rapid, 
slow and very slow fading at 460 mc, and the corresponding 4110-mG 
signal, are shown on Fig. 33. The 460-mc signal is shown on the top 
trace of each sample, the 4110-mc signal on the bottom trace. The sam- 
ples are normally two to three minutes long and are taken each half- 
hour during the recording period. It may be noted in Fig. 33 that the 
fading rate of the 460-mc signal, Nmm , changes considerably from sam- 
ple to sample, whereas the fading rate of the 4110-mc signal, Nm4iio, 
remains fairly constant; therefore, changes in the ratio of the rates of 
fading at the two frequencies are due predominantly to changes in the 
460-mc fading rate. 

The ratio, k, of the fading rates of the signals received simultaneously 
at the two frequencies (k = Nmmo/Nmm) varies widely, as shown in 
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Fig. 33 — Segments of samples of simultaneous recordings of instantaneous 
signal levels at 460 and 4110 mc. 

Fig. 34. The data are taken from a study of 387 samples and show that 
the median value of the ratio of the fading rate of the signals received 
at 4110 mc to the 4G0-mc rate is 12.7. It is believed that this ratio is 
significantly higher than the ratio of the radio frequencies due to the 
effect of layer size, as discussed in the following section. 
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Fig. 34 — Statistical distribution of the ratio of fading rates recorded simul- 
taneously at 4110 and 460 mc — 387 samples of 2 minutes duration. Period: March 
through December 1956. 

5.3.2 Ratio of Fading Fates and Layer Size 

A discussion of fading of 4-kmc signals was given in Section 5.1. 
There it was assumed that short-term fading was caused by drift of 
numerous randomly positioned layers formed by changes in the gradient 
of the dielectric constant of the atmosphere. 

Consider now the effect of the size of the reflecting layers on the fading 
rates. It will be shown that small layers result in a ratio of fading rates 
equal to the ratio of the radio frequencies, whereas large periodic layers 
must be assumed to explain higher ratios of the fading rates. 

Small Layers —• The diagram in Fig. 30(a) is applicable if the hori- 
zontal dimensions of the reflecting layers are small compared to the 
horizontal dimension of the antenna beam at the operating wavelength. 
If this condition is fulfilled at wavelengths Xi and X2, (10) applies to 
both wavelengths, and for k one obtains the ratio of fading rates meas- 
ured simultaneously at wavelengths Xi and X2 with antenna beamwidths 
I3tl , and (3,0_ , Pr2: 

j,   Ami   Xj 1 $C\ j &ri ) (1^) 
Xl g2(0<2 ,/3c, , ^rz) 

The factors gi and go are very nearly equal if the beamwidths of the 
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antennas used are equal and if the reflecting layers are small compared 
to the Fresnel zone at both wavelengths (J3ei — /3C2). For this case, the 
ratio of fading rates is just proportional to the ratio of the operating 
wavelengths. Letting subscripts 1 and 2 refer to 4110 and 460 mc re- 
spectively, one obtains 

The experimental data of Fig. 33(a) are an example of the condition 
where the layers apparently arc smaller than a Fresnel zone at both 
wavelengths, resulting in a value of k ~ 9. 

Fig. 35 — Idealized structure representing a single layer at 460 mc and several 
layers at 4110 mc. 

Large Layers —• Analysis of many samples makes it clear that the 
ratio of the fading rates, Nmm , often far exceeds the value 
given by (13); the ratio may reach values in excess of 50. This condition 
is due to a very low fading rate at 460 mc rather than a very high 
4U0-mc fading rate. When these high ratios exist, the atmosphere ap- 
parently acts much differently at 460 mc than at 4110 mc. 

A layer such as that shown in Fig. 35 will act as a smooth reflecting 
surface at the lower frequency, and simultaneously will represent many 
reflecting surfaces at the higher frequency.* The layer is considered to 
be a smooth reflecting surface if the roughness as indicated by the spatial 
amplitude, ijo, in Fig. 35 is less than one-eighth of a vertical wavelength 
(Rayleigh's criterion). The vertical wavelengths Xs = X/A for a 171- 

* A similar argument is used by Anderson and Smj'th.15 

Wminn _ X2 = Q.65??l 
Arm46o Xi 0.073m 

(13) 

VERTICAL WAVELENGTH Xv = A/A 
A1V = 4.2 METERS AT 4IIO MCl 
X2V— 37.4 METERS AT 460 MCj ,7' I 

171 WILE PATH 
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Fig. 36 — Large idealized periodic layers in the propagation path: (a) hori- 
zontal; (b) vertical. 

mile path and frequencies 4110 and 460 mc are shown in the figure, A 
being the grazing angle. 

Thus, if 2/0 < X2V/8 = 4.6 meters, the layer appears large and smooth 
at 460 mc. On the other hand, this value for the roughness amplitude, 
y<,, exceeds an entire vertical wavelength at 4110 mc (XJt, = 4.2 meters). 
Therefore, the loops and nodes of the idealized periodic layer will appear 
as individual layers at 4110 mc.* 

The idealized layers which are assumed to exist in the propagation 
path are shown in Fig. 36. In the vertical plan view, several of the 
periodic layers are drawn in the volume common to the antenna beams, 
and in the horizontal plan view, Fig. 36(a), one of these is shown sub- 

* Periodic layers such as these probably can be produced by changes in mag- 
nitude and direction of winds with height in the atmosphere; no doubt actual 
layers are more irregular and less systematic than the one shown in Fig. 35 
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divided by dotted lines to illustrate the periodic structure. Since the 
layers at 4110 rac are the loops and the nodes of the periodic structure, 
the situation at 4110 mc is much the same as that already discussed in 
connection with Fig. 30(a), and the fading rate at 4110 mc will have 
fairly high values depending on the horizontal wind, as given by (10). 
However, at 460 mc the horizontal drift wind has little effect on the 
fading rate if the layers are large and smooth at that frequency, since 
most of the power is propagated to the receiver along the great circle 
route tar and very little along delayed paths such as tbr. Nevertheless, 
relative delays at 460 mc do exist in the vertical plane as shown by 
rays tor and tdr in Fig. 36(b), and some fading will occur due to inter- 
ference of reflections from the several periodic !a_yers. But the fading 
rate at 460 mc will be relatively low, since the vertical motion of the 
layers Vv is usually very much less than the horizontal drift V. Large 
periodic layers therefore can give rise to high ratios ■ 

5.3.3 Fading Rate Ratios and Ratios of Median Received Powers — 
Diurnal Effects 

It has been observed that the ratio of the fading rates Nmim/Nn,m 
may change considerably during the course of a day, as shown in Fig. 
37. Moreover, the relative median received power at the two frequencies, 
Pma/Pm , is found to change simultaneously with the fading ratio; the 
out-of-phase relationship between fading ratio and received power ratio 
is evident in Fig. 37. The median received powers P4110 and P460 used in 
Fig. 37 both have the free-space transmission loss factored out; the 
ratio P4110/P460 therefore is a measure of the relative transmission coeffi- 
cient of the atmosphere at the two frequencies. When the fading ratio 
is low (k = 9) the ratio of received powers P4no/P46o is between 0 and 
— 5 db, whereas a high ratio of fading rates (k ^ 20) occurs when the 
power ratio is between —10 and —15 db. The relationship between fad- 
ing ratio and power ratio can be discussed qualitatively by means of 
the theory, as follows: 

In Section 3.2.2 the median received power is discussed for three 
eases depending on the horizontal dimensions of the reflecting layers. 
The received power, relative to the free-space value, at two wavelengths 
X] and X2 is: 

Case /. Large Layers (Dimension > Fresnel Zone): 

Pr(^I) _ AA2 

P s (X2) VXo/ 



1]24 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1959 

z ao 

X -10 

5 S "20 
Q- ID- 

fading RATIO 
40 

iskPA 

s L S L S 

POWER RATIO f 

AUG . 6-8, 1956 
1 

60 
FADING RATIO 

Z 20 

-10 
o o 
5 ^ "SO o: ir i 

POWER RATIO 

SEPT. 24-26, 1956 
1 1 

Fig. 37 — Correlation between ratio of median fading rates and ratio o£ median 
received powers (relative to free space) at 4110 and 460 mc. 

Case 2. Small Layers {Dimension < Fresnel Zone): 

Pn(Xi) /V0 

Fresnel Zone): 

P 

Case 3. Layers of Intermediate Size {Dimension 

P r(Xi) 
0' Ph{M) 

Consider Case 2. This formula indicates that both wavelengths, Xi and 
X2, are propagated equally well when the atmosphere contains small 
reflecting layers. In terms of Fig. 37, it means that small layers are 
present when Pmo/P-m ~ 0 db (various portions where Pmo/Pm ^ 0 
are labeled s). During the same periods the ratio of fading rates is low 
{k 9), as discussed previously. Thus, the observed ratio of received 
powers and the observed ratio of the fading rates are both consistent 
with the existence of small layers during the period labeled s. 
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If the formulas for Cases 3 and 1 are applied to the 4110- and 460-mc 
circuits, one obtains 

p 
Case 3: —— = —9.5 dh for layers of intermediate size 

i 460 

Case I: = —19 db for large layers. 
^ 460 

Thus, the propagation at the lower frequency is favored more and 
more as the layer dimensions increase. It is believed that the observed 
power ratios of between —10 and —15 db, show in the portions of 
Fig. 37 labeled l, are due to large layers at 460 me and small layers at 
4110 mc (Fig. 35). However, this ease cannot be calculated with con- 
fidence by theory, since our knowledge of the sizes and refractive index 
gradients of the layers is insufficient. Nevertheless, the observed power 
ratios during periods l (Fig. 37) are consistent with the concept of large 
layers at 460 mc and with high ratios of fading rate as discussed pre- 
viously. 

Additional data have been plotted in the manner of Fig. 37; all of 
these show the out-of-phase relationship between Nm4m/Nmm and 
Piuo/Pm ■ The two plots shown in Fig. 37 were chosen to illustrate the 
diurnal effect; it will be noted that large layers exist in the early morn- 
ing hours when the atmosphere is believed to be more stable. 

Diurnal Varialion. An analysis was made of the fading rate at 460 mc 
as a function of time of daj^; Fig. 38(a) shows these results. It indicates 
that the atmosphere is stable at night and during the morning hours. 

The fading rate is low between the hours of 9:00 p.m. and 9:00 a.m. 
As heating by the sun occurs, the fading rate increases rapidly between 
9:00 a.m. and 11:00 a.m., staying relatively high until 7:00 p.m. It 
drops rapidly between 7:00 p.m. and 9:00 p.m., as radiation cooling 
occurs. 

The diurnal effect is not strong so far as the median signal level is 
concerned, particularly in the winter months; however, there is a trend 
which follows the fading rate variations; i.e., at higher fading rates the 
median signal level decreases. Fig, 38(b) shows this relation. 

5.3.4 Fading Ratio and Fading Rate 

An interesting relationship shows up if the measured ratios of fading 
rates k = Ar,„.tuo/Arm46o are plotted versus the rates themselves. Fig. 39 
shows plots of 387 ratios obtained from fading rates measured on the 
4110- and 460-mc circuits. It is evident that there is a sharp break in 
the data of Fig. 39(a), in which the ratios are plotted against the 460- 
mc fading rate. The ratio varies only slightly (k ^ 9) as the fading rate 



1126 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1959 

decreases from 1.4 cps to 0.2 cps, at which point the ratio begins to 
increase rapidly. This plot emphasizes that the high ratios Nmma/Nmm 
are caused by very low values of Nmm ■ A similar effect is seen in Fig. 
39(b), where the same measured data are plotted versus the fading 
rate at 4110 mc. 

Consistent with all previous discussion, these data show that two 
rather well-defined ranges of 460'm.c fading rate exist. One concludes 
that, when the periodic layers illustrated in Fig. 36 are present, the 
460-mc fading rate is less than 0,2 cps [Fig. 39(a)] and the 4I10-mc 
rate is less than about 2 cps [Fig. 39(b)], and the rates are higher than 
these values when the layers are broken up. 

The rate of fading of 4110-mc signals, iV^uo, is related to the hori- 
zontal drift winds in the atmosphere. The fading rates calculated by 
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(10), that is, Nm = (1.27/X)p(|3t ,/3e ,^r) VsinS, using measured wind 
velocities (7,8), were shown to agree fairly well with the actual fading 
rates of the received signal. Therefore, since Nmiuo = 2 cps is the value at 
which the curve of Fig. 39(b) suddenly changes slope, one can write 
the equation 

1.27 
g(pi, Pe, Pr) Vsin5 = 2 cps, 

and solve for the wind velocity corresponding to the breaking point of 
the curve. This results in V 15 meters per second (30 knots) for the 
"critical" velocity below which large layers can exist. One concludes 
that formation of the large layers depends not only on the stability of 
the atmosphere as related to time of day but also on the wind conditions 
in the volume of the atmosphere that is common to the beams of the 
transmitting and receiving antennas. 

VI. TWIN-FEED DIVERSITY STUDIES 

In propagation beyond the horizon there are two principal types of 
fading, defined somewhat arbitrarily as "long-term" and "short-term" 
fading. The long-term fading is caused by changes in the refractive 
properties of the atmosphere over periods of from several hours to days 
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(Section III); short-term fading is due to multipath changes caused by 
movement of discontinuities (Section Y). In short-term fading the re- 
ceived signal level follows, in most instances, a Rayleigh distribution. 

A system is designed to operate for a given percentage of the time 
above a certain signal-to-noise level. To decrease the time the signal 
spends at low levels for a given system, diversity reception is used to 
obtain two or more uncorrelated signals at the receiver. The usual type 
is space diversity; two or more receiving antennas are spaced about 100 
wavelengths perpendicular to the great circle between transmitter and 
receiver. The output from each antenna is amplified and combined with 
the outputs of the other antennas.16 If the signals are uncorrelated, the 
percentage of time the combined output stays below a certain level will 
be less than the time the signal from either channel stays below that 
level. 

The diversity systems to be described use one receiving antenna with 
two feeds.* Uncorrelated signals should be obtained from the two feeds 
because they are oriented to illuminate different parts of the atmosphere. 
Two types of feed positions are described: horizontal feeds placed side 
by side and vertical feeds placed one on top of the other. 

In order to cheek the experimental results with theory, we first must 
determine whether or not the envelope of the signals is ilaylcigh-dis- 
tributed, since the subsequent calculations on the diversity systems are 
based on a Rayleigh distribution. The following few paragraphs discuss 
this aspect. 

6.1 Types of Distributions of Instantaneous Signal — Non-Rayleigh 

The distribution of the envelope of the instantaneous signal level 
usually follows a Rayleigh distribution. A sample is shown in Fig. 40. 
Other examples of the distributions may be found in Section 5.1.1. 

An analysis of numerous short-term fading samples has shown that 
the envelope of the signals is Rayleigh-distributed when the fading rate 
is greater than about 8 fades per minute at 460 mc and 12 fades per 
minute at 4 kmc. In Fig. 41, distributions of fading rates taken over a 
considerable period of time are shown for both 4110 and 460 mc. From 
these data one concludes that the signals are not Rayleigh-distributed 
for 35 per cent of the time at 460 mc and 3 per cent of the time at 4 kmc. 

The distributions which are not Rayleigh-distributed usually occur 
when the median fading rate is very slow. While the very slow fading 
rates occur at both 460 mc and 4.11 kmc, they occur more often at 460 

* Suggested by H. T. Friis. 
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mc; hence the examples cited are for 400 nic. During these periods of 
very slow fading the number of layers or discontinuities in the common 
volume is reduced to a few, and also the drift of these layers is slow. 
It is possible to fit those distributions to some theoretical models. Fig. 
42 shows the distribution for the model of a constant vector and a 
Rayleigh-distrihuted vector;17 the points are experimental. Figs. 43, 44 
and 45 show the model for two, three and four equal-amplitude but 
randomly phased vectors, respectively. Some of the distributions ob- 
tained from other samples do not fit any simple theoretical model. One 
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Fig. 41 — (a) Distribution of median fading rates at 460 mo — 1680 samples 
each 2 minutes long; 28-foot transmitting antenna, 60-foot receiving antenna. 
Period: September 1956 through April 1957. (b) Distribution of median_fading 
rates at 4110 mc — 780 samples each 2 minutes long; 10-foot transmitting an- 
tenna, 8-foot receiving antenna. Period: October 1955 through April 1956. 

would expect the lower fading rates to be due to a stable atmosphere 
composed of a few large layers. That there is a relationship between 
fading rate and horizontal wind speed has been shown in Section 5.2. 
These results do not indicate the correlation between vertical winds and 
fading rate, since the vertical component usually produces only a sec- 
ondary effect. 



TROPOSPHERIC PROPAGATIOX BEYOND THE HORIZON 1131 

During the periods of very slow fading it is sometimes possible to 
infer that the fading is caused by the vertical component of the wind. 
The 60-foot paraboloid is scanned in order to find the angular dependence 
of the scattered energy. (The rate of scan is four per minute; the trans- 
mitter frequency is 4.11 kmc.) Consider Fig. 46, which shows these 
scans. The horizontal patterns in Figs. 46(b) and 46(c), while changing 
in amplitude, do not move in position; the vertical scans have a tendency 
to change in position as well as in amplitude. If large layers tend to 
move vertically, one would expect the signals from two adjacent parts 
of the atmosphere to be correlated in the horizontal plane but not 
necessarily in the vertical plane. Fig. 46(d) shows an instance of some- 
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Fig. 42 — Segment of recording and distribution of instantaneous signal levels 
of the resultant of a constant vector plus a Rayleigh-distributed vector of equal 
amplitude. Points are experimental; curves are theoretical. 
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Fifj;. 43 — Segment of recording and distribution of instantaneous signal levels 
o! the resultant of t wo unit vectors with random relative phase. Points are experi- 
mental. 

what the opposite effect. However, here the fading is more rapid, indi- 
cating the effect of horizontal winds. 

6,2 Two-Channel Switch-Type Diversity 

We will first analyze the advantages obtainable in diversity systems. 
In this analysis we assume that the uncorrelated signals of two receivers 
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are combined by a switch-type combiner, which selects the higher of 
the instantaneous signals. The signals need not have the same median 
level. 

The envelope of the instantaneous signal level will be Rayleigh-dis- 
tributed in most cases, as was pointed out in the previous section. This 
probability distribution results from an addition of an infinite number 
of components of random phase and amplitude. The probability, P, that 
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Fig. 44 — Segment of recording and distribution of instantaneous signal levels 
of the resultant of three unit vectors with random relative phase. Points arc ex- 
perimental; curves are theoretical. 
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the signal amplitude Ei is less than a given value E is 

P(S < fi) = 1 - exp ["(!;) ] . (1U 

where Er is the rms value. For P = 0.50, E is equal to the median value 
Em ; hence, 

Ej = (In 2) Er
2; {14a) 
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Fig. 46 — Scans of .signals received on the 60-foot antenna at 4110 mc. 

and 

i'(£i < 2?) = 1 — exp 1^— In 2 (^Jj • (15) 

This equation, plotted in Fig. 47, is labeled "single channel." If we 
have two signals, E\ and Ei, then 

E{En < 2?) = 1 ~ exp j^- In 2 J . 

^<^>=1 -exp [-In 2(1-)]. 
(10) 
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Fig. 47 — Distribution of amplitudes for two-channel switched diversity sys- 
tem with imeqiial median signal levels for uncorrelated Kaylcigh-distributed 
channels. Curves are referred to the median of the single channel with the higher 
median. 

The probability that both Ei and E? are less than E is 

PiEx, E* < E) = [PiEx < E)][P{Ei < E)] 

(17) = u - 

r 
•-[-"(IH 

2 (I;)']}, 
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For equal medians Emi = Em„ = Em , (17) reduces to 

PiE,, H, < E) = |l - oxp - In 2 (^)2]|2 • (18) 

The probability that both signals are below a pro-set level is the square 
of the probability of one signal channel being below that level. 

For very small signal levels {E less than 0.3 Em) we now compare the 
various systems — single-channel, equal median diversity and unequal 
median diversity — at the same percentage of time. We shall use as 
reference the median of the single-channel Emi . 

i. Single-Channel: 

PO?! < In 2 ; (10) 

ii. Two-Channel, Equal Medians: 

P(E1,E2 < E) « [^In 2 J 2; 

iii. Two-Channel, Unequal Medians: 

P'iEi, E2 < E') « ^In 2 , 

(20) 

(21) 

For the same probability, P = P', the degradation of the switched sig- 
nal for an unequal median system over that of an equal median signal 
is (set E'mi - Emi): 

E'2 ^ U E * 
hencc> e' = VE:.: (22) 

In this comparison we have set the median of the single channel for 
the equal median case (Emi) equal to the median of the single channel 
with the larger median {E'mi) for the unequal median case. At a given 
probability, the level for the two-channel switched diversity with un- 
equal medians will be below that of the two-channel switched diversity 
with equal medians by one-half of the difference in decibels of the two 
medians. For a difference of 10 db in medians, the level of the switched 
channel with unequal medians will be 5 db below the level of the switched 
channel with equal medians. Fig. 47 shows the distributions for various 
ratios in medians. 
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G.3 Twin-Feed Diversity — Horizontally Disposed Feeds 

In this type of diversity, the two horns are mounted side by side on 
one paraboloidal reflector so that each beam illuminates horizontally 
adjacent volumes in the common volume region (Fig. 48). The antenna 
is oriented so that each feed receives the same median signal level. 

Successful diversity reception requires that the signals received on the 
two horns be uncorrelated. If the discontinuities in the common volume 
are so large that most of the energy is transmitted to the receiver along 
a great circle route, then the signals received on the separate horns will 
be correlated. An attempt to correct this condition by separation of 
horns will lead to degradation in the median signals received. 

0.3.1 Experimental Setup and Analysis of Data 

Fig. 49 shows the free-space antenna patterns at 460 mc using the 
60-foot paraboloid. The separation of the beams is 2.33°, which cor- 
responds to 3.5 miles at the midpath. The signal level received is 4.5 db 
down at the crossover point. 

TRANSMITTER 
28' PARABOLOID 

RECEIVER 
60' PARABOLOID 

(a) 

5.5" _ - 2.5* 

fT /r*R 

171 MILES ^ 

(b) 

Fig. 48 — Common volume configuration for twin-feed diversity system with 
horizontally disposed feeds, at 460 mc, using 60-foot antenna: (a) horizontal; (b) 
vertical. 
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Fig. 49 — Free-space patterns for twin-feed diversity system with horizontally 
disposed feeds, at 460 me, using 60-foot antenna. 

The purpose of the experiment is to determine whether or not an 
advantage is obtained when the higher of the two signals is chosen 
instead of the signal from one channel. The degree of correlation be- 
tween the two signals determines the diversity improvement of the 
system. The signal levels below the median value are chiefly of interest, 
since the low levels determine the operational reliability of the system. 

Fig. 50 shows the setup wherein the signals are combined in the di- 
versity combiner; the output of the combiner is put on one channel of 
the Sanborn recorder. One of the signals is put on the other channel. 
The median level of each channel is recorded on the E-A recorders. 
The combiner consists of two vacuum tube diodes whose plates are tied 
together, each cathode being connected to one of the two channels; the 
output is taken from the plates. Since the receiver output impedance is 
low compared to the diode resistance and the voltage into the combiner 
is high (0 to —100 volts dc), no appreciable error is introduced because 
of the diode resistance and emission current. 

Since the nature of the received signals is such that the signal spends 
little time at levels well below the median, it becomes difficult to measure, 
using the Sanborn records, the time that the signal spends at these levels. 
This problem is especially acute in the diversity studies, since these 
levels are the ones of interest. More accurate results can be obtained by 



1140 THE BELL SYSTEM TECHNICAL JOTJKNAL, SEPTEMBER 1950 
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Fig. 50 — Recording setup for measurement of diversity properties of two- 
channel switched diversity system. 

using level distribution counters which totalize the time the signal is 
below a certain set level. These counters are gated, with the gate opening 
when the signal drops below the preset level. The counting frequency is 
2000 cps. The level can be set to an accuracy of 0.3 volts input for the 
gate to open or close. A clock is used as a time totalizer. 

The counters can be so connected that one counts on one channel, 
the second counts on the same level on the other channel and the third 
counts when both channels are below the common preset level; the third 
counter registers coincidences, and hence gives a direct measure of the 
properties of the diversity system. 

There is an important difference between using the Sanborn recorder 
with the diversity combiner and the level-distribution counters. The 
Sanborn recorder gives the diversity action at all levels of signal, while 
the counters only give information about one level. To get equivalent 
information a bank of counters would be needed. 

For the recordings on the Sanborn to give quantitative results, a 
further condition is necessary. The combiner does not select the higher 
of the two signal levels but only the higher of the two receiver outputs, 
thus for quantitative results the calibration of the two receivers must 
be identical. By adjusting the gain and ago level it is possible to get 
the calibrations to be within ±1 db over the 50-db range. 
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For the horizontally spaced twin feeds the instantaneous signal levels 
are recorded on the Sanhorn recorder and the following analysis of the 
data is made. A probability distribution is plotted for the single channel 
as well as the switched channel. Fig. 51 shows a sample distribution. 
Since the experimental points lie close to the theoretical curve, the 
signals are llayleigh-clistributed and uncorrelated in this case. We define 
diversity improvement as follows: at 10 db below the median of the 
single channel the probability is 6.70 per cent for the single channel and 
0.45 per cent for the switched channel; hence the diversity improve- 
ment is 0.25 per cent. It is possible for the single-channel distribution 
to be Rayleigh, but for the switched channel not to follow the theoretical 
curve, due to correlation between the two signals. 
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Fig. 51 — Distribution of instantaneous signal levels of a two-channel switched 
diversity system with equal median signals at 460 me. Sample length, 4-J- minutes; 
median fading rate of single channel, 47.2 cpra. 
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g.3.2 Results of the Experiment 

The experiments at 4 kmc using the twin feeds on the 60-1 oot antenna 
as well as the 28-foot antenna show that the theoretical improvement 
was obtained in nearly all cases. The only time it did not occur was 
when the fading rate was extremely slow, indicating the presence of 
very large horizontal layers. 

At 460 mc the theoretical diversity improvement was not obtained 
in many cases. Since the fading rate is an indication of the stability of 
the atmosphere, one might expect a relation between the fading rate 
and diversity improvement. To check this hypothesis, 460-mc records 
for several days during the year were selected. For each sample the 
probability distribution was plotted. In Fig. 52 the diversity improve- 
ment is plotted against the fading rate of a single channel. It shows that, 
when the fading is relatively fast (40 fades per minute or more) the 
theoretical improvement of 6.25 per cent is approached. As the fading 
becomes slower, the diversity improvement becomes less. The data give 
the same results for the three periods showing no seasonal dependence. 

Since the individual signals are Rayleigh-distributed for fading rates 
greater than 8 per minute, it is possible to calculate a cross-correlation 
coefficient for two signals from the observed diversity improvement (as 
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Fig. 52 — Improvement of twin-feed diversity system with horizontally dis- 
posed feeds as a function of the median fading rate, at 460 mc. 
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Pig. 53 — Median signal level as a function of the median fading rate. Each 
point represents the median signal level of 41 samples that had approximately the 
same fading rate at 460 mc — 1680 samples. Period; September 1956 through April 
1957. 

shown in Fig. 52) using S. 0. Rice's theory.18*19 The coefficient* of the 
envelope is indicated in this table: 

Fades per Minute, Single Channel 0 20 25 30 35 70 

1.00 0.88 0.77 0.59 0.38 0.00 

For two uncorrelatcd signals of equal median, the combined output 
is 0.45 per cent of the time below the level which is 10 db below the 
median of one of the channels. For a correlation coefficient of 0.6, the 
per cent of time increases to about 1 per cent, indicating that most of 
the diversity advantage is still obtained. For the system discussed, the 
correlation coefficient is less than 0.6 for fading greater than 30 cpm. 

It has been observed that there is a seasonal dependence in the median 
signal level. During low-signal periods there is a tendency for the fading 
rate to be greater than during high-signal periods. If this trend is suf- 
ficiently strong, then this system will be as reliable as one which re- 
ceived uncorrelated signals at all signal levels, since a system has to be 
engineered only for low-signal levels. 

An analysis was made to determine this effect. Fig. 53 shows a study 
of 1680 samples during the period of September 1956 to April 1957. 
This period was chosen because the median signal level is low during 

* The correlation coefficient is calculated from the approximate expression; 
Pi = [I - A-2]((I - er»)t + fc2(»V2 - M3/3 -f m4/8 - t/VSO)1), 

where 
Pi = probability of the switched channel, 
p = probability of a single channel, 

A:2 ~ correlation coefficient of the envelope, 
u ~ p/il - k-). 

This equation holds for 0 ^ k3 g 0,9 when p < 0.1. 
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the winter months. Each point represents the median signal level of 41 
samples that had approximately the same fading rate. From 30 fades 
per minute (where diversity improvement begins to decrease) to 1 fade 
per minute, the increase in signal level is about 7 db. A trend is definitely 
apparent, but it is not significant enough to compensate for the increase 
in correlation between the signal channels. 

One can conclude that the diversity is no longer effective for a fading 
rate less than 30 cpm. The percentage of time that the diversity is not 
fully effective can be obtained from Fig. 41(a); 80 per cent of the time 
the fading rate is less than 30 cpm. Horizontally spaced feed diversity at 
460 mc is not useful from a systems viewpoint. 

6.4 Twin-Feed Diversity — Vertically Disposed Feeds 

In this section we discuss an experiment in which separate signals are 
obtained from two horns stacked vertically at the focus of the receiving 
paraboloid. The two feeds arc placed one above the other; they are so 
aimed that the upper feed (in-line) receives the maximum signal level. 
Under these conditions, the lower feed (off-axis) receives a median 
signal level which is 10 db or so lower (Fig. 54). The diversity results 
from the fact that each receiving beam subtends a different volume in 
the atmosphere. The median signal level from the off-axis feed normally 

2.5° \ 
r    i \ 

15.5°   —i 1 1 ^ \ / 

TRANSMITTER 
26' PARABOLOID 

RECEIVER 
60' PARABOLOID 

fa] 

Fig. 54 — Common volume configuration for twin-feed diversity system with 
vertically disposed feeds, at 460 mc: (a) horizontal; (b) vertical. 



TROPOSPHERIC PROPAGATION BEYOND THE HORIZON 1145 

AZIMUTH SCAN ELEVATION SCAN 

10 _J LU CD 
O LU Q 
LU 

(U cc 

0.92° 0.46° 0° 0.46° 0.92° 1.36° 1.64° 2.04° 1.36° 0.68° 0^ 0.68° 1.36° 2.04° 
-<— WEST EAST ■ > ■<— UP DOWN - > 

i Fig. 55 — Free-space patterns for twin-feed diversity system with vertically 
disposed feeds using 28-foot antenna, at 4110 mc. 

will be lower than that from the in-line feed because the power received 
from discontinuities at higher elevations is less (Section 4.1.2). The 
median signal level will vary between feeds depending on the strength 
of the atmospheric discontinuities. 

c.4.i Experimental Setup and Analysis of Data 

Fig. 55 shows the antenna patterns taken on a line-of-sight path for 
twin feeds on the 28-foot antenna at 4 kmc. The signal is down 5.6 db at 
the crossover point. The level distribution counters are used to find the 
time that the signal spends below a preset level. The time when both 
channels are below the same level simultaneously is also measured on a 
coincidence counter. To check the theory the following is done: 

i. The median signal level from each feed is recorded. 
ii. The level at which the counters are set is recorded. 

iii. The time the amplitude of the switched channel should spend be- 
low the level where the counter is set (if the signals are uncorre- 
lated and Rayleigh-distributed) is computed using the curves of 
Fig. 47. 

iv. The time the switched channel actually spends below the sotting 
is read off the coincidence counter. 

The percentage of time for the switched channel is computed with the 
aid of Fig. 47, using the medians of the two signals and the switchcd- 
ehannel level distribution counter setting; it is called "theoretical per 
cent of time." The percentage of time read off the coincidence counter 
is called "measured per cent of time." For uncorrelated signals, a plot 
of the measured versus the theoretical per cent of time should result in 
a 45° straight line. 
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Fig. 56 — Effectiveness of twin-feed switch-diversity system with vertically 
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channel is below coincidence counter setting (counter set relative to median signal 
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6,4.2 Results. 

Fig. 56 shows the results of a study of several months' data for both 
460 and 4110 me. The experimental points fall on both sides of the theo- 
retical curve due to experimental inaccuracies. Several errors are intro- 
duced in recording the data, the most pronounced being that of estimat- 
ing the median signal level. 

The curves indicate that the predicted theoretical diversity improve- 
ment is realized in all cases; thus, the signals from the two vertically 
spaced feeds are not correlated. 

It should be noted that the difference between the medians of the 
two feeds changes continuously as the structure of the atmosphere 
varies. Fig. 57 shows an extreme case. At 1:00 p.m. the difference be- 
tween the medians on the feeds of the 28-foot antenna was about 8 db, 
with the in-line feed at the higher median signal level. By 4:00 p.m. the 
median of the off-axis feed had increased by 5 db, while the in-line feed 

HORIZONTAL SCAN VERTICAL SCAN 

20 
30 

a 40 50 NOISE 
0.5 1.0 1.4 1.5 UO 

EAST DOWN 
ANGLE IN DEGREES 

0.5 

SCANS OF 80' 
PARABOLOID: 
FREOUENCY 
4.110 KMC, 
BEAMWIDTH AT 
3 DB POINTS = 0.3° 
MAY 22, 1957 
TIME 31 50 PM 

MEDIAN SIGNAL LEVEL RECORDERS 
WITH 25 SECOND TIME CONSTANT, 
26'ANTENNA, FREQUENCY 4,110 KMC 

0 = -7I DBM 

- 0 
-15 -15 
-20 -20 

S -26 -25- 

30- -30 
IN-LINE FEED 
MAY 22,1957 

OFF-AXIS FEED 
MAY 22,1957 

35- -35 

4 PM 3 PM 2 PM 1 PM 4 PM 3PM 2PM 

Fig. 57 — Segment of median signal recordings for twin-feed diversity system 
with vertically disposed feeds on the 28-foot antenna. Also shown are scans on 
the 60-foot antenna (at 4110 mc) taken at the same time. 
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median had dropped by 7 db, giving a difference of 4 db in favor of the 
off-axis feed. The lower part of Fig. 57 shows a scanning sequence using 
the 60-foot dish taken at 4:00 p.m. The vertical scan indicates that the 
maximum energy was coming from 0.6° up. The positioning of the feeds 
on the 28-foot antenna was such that the beam of the in-line feed was 
pointed 0.15° down and the off-axis feed was at 0.60° up. (The zero on 
the angle scale is arbitrary.*) This demonstrates why the off-axis feed 
was receiving the higher median signal in this case. 

6.5 Summary 

The twin-feed diversity studies give more evidence that the region, 
in the common volume of two antenna beams used in a beyond-the- 
horizon system is composed of horizontal striations. Since the striations 
are essentially horizontal, uncorrelated signals will be received with the 
vertically placed feeds at both 460 mc and 4110 mc. These discontinuities 
are in the form of layers whose undulations are of such length and shape 
that they affect the propagation frequencies in different ways. Most of 
the time the layer size is large for 400 mc and small for 4 kmc. Under 
these conditions, diversity systems using horizontally disposed feed 
horns are effective at 4 kmc but not at 460 mc. 

VII. CHARACTERISTICS OF SHORT-TERM FADING 

III a beyond-the-horizon system using data transmission the length 
of fade at various levels is of importance in relation to the number of 
allowable errors. 

Since rapid fluctuations in the level of received signal are always 
present, a problem exists in choosing the pulse width required for 
reliable transmission in systems using pulse-type modulation. For 
example, the simultaneous occurrence of a fade and the transmission of 
a pulse with a width less than the duration of the fade may result in 
the complete loss of that particular pulse. Accordingly, then, the choice 
of pulse width in these situations concerns the length of time the signal 
fades below a given level. If the length of fade is such that a sequence 
of pulses is lost, then knowledge of the length of fade will enable the 
system designer to devise the appropriate error-correcting code. 

We will first outline the derivation for the number of crossings of the 
envelope of the instantaneous signal at any signal level. The results are 
given for the single channel, two-channel switch-type diversity and two- 
and four-channel combiner diversity — all for uncorrelated Rayleigh- 

* See Section 4,1.1. 
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dist.rihuted signals with equal median signal levels. Results arc also 
given for the average length of fade for these systems. A comparison is 
made between theory and experiment for the single channel and for 
the two-channel switch-type diversity. Finally, the system reliability is 
considered from the point of view of the length of fade. 

7.1 Number of Onc-Way Crossings and Average Length of Fade 

From the theory of random noise it is possible to find the number of 
crossings of the signal at a given level when the probability distribution 
of the signal is known. In our derivation, a Rayleigh distribution will be 
assumed for the envelope of the received signal. If we define N{E) as 
the number of one-way crossings at a level E, then20,21 

N{E) = (y/2t aEr) (probability density of F). (23) 

This relation holds if the power spectrum is of gaussian form {<r is the 
standard deviation). With the aid of (14), we obtain for the single chan- 
nel 

dPx = 2E 
dE Er g-4-(l)T 

Let us write the number of one-way crossings N(E) in terms of the 
median signal level J'Jm . Using (23), (24) and (14a), we obtain 

N{E) = (Stt In 2)1/V (-^-lexp 
(£)']■ 

— ln2(~) |. (25) 
V&my 

At the median signal level, the number of one-way crossings will be 

N(Em) = {Sir 111 2)1/>e"ln2 = <r. (26) 

Hence the number of one-way crossings at any level E with respect to 
the number of crossings at the median Em is 

m - 
N(E) 
N{Em) 

— 9 
(€)exp[-l,i2(#J]' (27) 

The average length of fade is the ratio of the probability distribution 
and the number of crossings.* For the single channel we have (14) 
divided by (27) [also using (14a)]: 

1 - e-
(E/E^ 

h — 

VI 

(28) 
^ J e In 2 \Et) 

* Rice22 lavs studied in detail the question of the distribution of the duration of 
fades. 
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Fig. 58 — Rayleigh distributions of uncorrelated signals for various diversity 
systems. Curves are normalized to the median of a single channel. Results are for 
signal channels with the same median. 

For small values of E/Er {E/ET < 0.3), (28) reduces to 

^5^(1)- 

The equations for the probability distributions, number of crossings and 
average length of fade for the single channel, two-channel switch-type, 
two-channel and four-channel combiner diversity are listed in Table IV. 
The equations are plotted in Figs. 58, 59 and 60. The equations and 
curves are all for the combination of individual channels which have the 
same median signal level. (The case of unequal medians for the switch- 
type diversity was treated in Section VI.) In looking at the curves it 
must be remembered that the median level increases (as compared to 
a single channel) by 2.49 db for switched diversity, by 3.89 db for the 
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Fig. 59 — Number of one-way crossings, N{E), of the instantaneous signal 
level for various diversity systems. Curves are for uncorrelated Rayleigh-dis- 
tributed signal ehannels with the same median; curves are normalized to the 
number of crossings at the median of a single channel, NiEm). 

two-channel diversity combinei' and by 7.24 db for the quadruple diver- 
sity combiner. 

This analysis applies for ew transmission. If FM or AM modulation 
gives a frequency diversity effect, then the results shown here should be 
modified to include it. 

7.2 Analysis of Experimental Results 

The measured number of crossings at various signal levels will now 
be compared with the theoretical values of a Rayleigh-distributcd signal, 
given by (27). 

Fig. 61 is a detailed analysis of a two-minute sample of the 460 mc 
signal with a fading rate of 1.2 cps; there is good agreement between 
the measured data and (27). The signal level as shown in Fig. 62 is, in 
fact, Rayleigh-distributed. Fig. 63 shows another comparison between 
data and theory. The agreement between the theoretical curve of (27) 
and the data points for the number of crossings is not good; a look at 
the corresponding signal-level distribution, Fig. 64, shows that the 
signal is not Rayleigh-distributed. In this sample the median fading 
rate is quite slow, hence a deviation from a Rayleigh distribution occurs, 
as discussed in Section 6.1. From the experimental signal-level distribu- 
tion of Fig. 64 it is possible to calculate the corresponding distribution 

\.z 

-20 -24 -20 -16 -12 -B -* u H 
DECIBELS RELATIVE TO MEDIAN OF SINGLE CHANNEL 

8 12 
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of the number of crossings.23 The results of this calculation are shown 
by the solid curve of Fig. 63; the agreement between the curve and the 
experimental points is good. It might be noted that the distribution of 
the number of crossings is very sensitive to a deviation from the Rayleigh 
distribution and offers a means of obtaining the distribution without the 
need for measuring the percentage of time the signals spends at various 
levels. 

7.3 Computed Average Duration of Fades 

The average length of time that the signal remains below a fixed 
threshold level in a system depends on two factors: the long-term 

1. SINGLE CHANNEL 
2.TWO CHANNEL SWITCHED 
3.TWO CHANNEL COMBINER 
4.FOUR CHANNEL COMBINER 

3\\2 

10 S 0-5 -10 -15 -20 -25 
DECIBELS RELATIVE TO MEDIAN OF SINGLE CHANNEL 

Fig. 60 — Average length of fade at a given level for various diversity systems. 
Curves are for uucorrelated Rayleigh distributed signal channels with the same 
median; the curves are normalized for one crossing per second at the median of a 
single channel. 
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Fig. 61 — Number of one-way crossings of the instantaneous signal level for a 
single channel. The number of crossings is normalized to the number of crossings 
at the median level. Curve is theoretical [from (27)]; points are experimental. 
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changes in the median level of the signal with respect to the fixed level 
and the rate of fading of the signal, assuming the median signal level to 
he fixed. 

The following will show how the average length of fade at a given 
signal level can be computed using the distribution of fading rates 
(Fig. 41), the signal-level distribution (usually a Rayleigh distribution) 
and the number of times the signal crosses the particular level [from 
(27)]. 

In the following example it is arbitrarily assumed that, for a given 
system, the signal threshold during the worst period of transmission is 
at a level 18.5 db below the median (the 1 per cent point on the distri- 
bution curve). From the distribution of fading rates at 4 kmc (Fig. 41), 
the median fading rate of 150 cpm is obtained. The ratio of the number 
of crossings N(E) at the threshold level (in this case —18.5 db) to the 
fading rate at the median N{Em) is obtained from Fig. 59. This value 
is 0.239; therefore 

= 0,239 and N(E) = 0,239 ([^) = 0.C cps 
N{Em) \b0/ 

is the average number of crossings at the —18.5 db level. 
The average length of fade is equal to the percentage of time the signal 

is below a given level, divided by the number of one-way crossings at 
this level. Since the time spent below the —18.5 db level is 1 per cent, 
I = 0.01/0.6 = 16.7 milliseconds. Hence, 16.7 milliseconds is the average 
length of fade that will be exceeded 50 per cent of the time at the assumed 
threshold level of -18.5 db. A tabulation of the spread of average fade 
lengths to be expected using the 10 and 90 per cent values from the dis- 
tributions of fading rate (Fig. 41) is given in Table V for both the 4110 
and 460 mc signals. 

From Table Y, the average length of fade for a 4-kmc signal at the 
assumed threshold level of —18.5 db will be between 6.2 and 92 milli- 

Tablb Y — Average Length of Fade at the Assumed Level of 
18.5 db Below the Median Signal Level (Rayleigh-Distributed 

Signals Are Assumed) 

Percentage of Time That Length 
of Fade Exceeds t 4HQ mc, t in Milliseconds 460 mc, f in Milliseconds 

10 92 1590 
50 16.7 233 
90 6.2 61.2 
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FREQ, 460 MC, SAMPLE NO. 23 
LENGTH OF SAMPLE, 4.5 MIN 
FADING RATE, 47.2 CPS 
ANTENNAS, 28-60' 
JAN. 3, 1957 TIME 9:30 PM 
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Fig. 65 — Number of one-way crossings at a given signal level for a two- 
channel switched divorsily system. The number of crossings is normalized to the 
number at the median of the single channel. Curves are theoretical; points are 
experimental. 

seconds fur SO per cent of the time. Similarly, a llayleigh-distributed 
4G0-mc signal at the same threshold level has average fade lengths be- 
tween 01.2 and 1590 milliseconds for 80 per cent of the time. 

7.4 Twin-Feed Diversity — Average Length of Fade 

Fig. 65 shows the analysis of the number of crossings for a simul- 
taneous recording of a switched channel and the single channel. (Fig. 
51 gives the analysis of the probability distribution for this sample.) 
The agreement is very good between theory and experiment below the 
median level but does depart somewhat for the levels above the median. 
This is probably due to inaccuracies in receiver and recorder calibrations, 
since we depend on equal receiver calibration for quantitative data. 

It is interesting to note that, while the number of crossings decreases 
very rapidly when more diversity channels are used, the average length 
of a fade stays fairly constant; this results from the fact that the time 
spent at low levels is also very small. This point is worth noting in the 
design of digital systems, since diversity will not reduce the average 
length of a drop-out as much as one might expect at first glance. We will 
discuss this aspect in the next section. 
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Table VI — Characteristics of Diversity Systems for Given 
Values of Power Reliability 

Diversity Crossings* 
Average Length 

of Fade, 
millisecondst 

Level Below 
Median, dbt 

Reduction in 
Transmitter 
Power, db| 

Power Reliability^ 99.0 per cent 

0.23 
0.148 
0.128 
0.028 

42 
73 
86 

116 

18.5 
8.0 
6.7 

-0.6 

0 
10.5 
11.8 
19.1 

Two-Channel Switched  
Two-Channel Combiner  
Four-Channel Combiner. ... 

Power Reliability^ 99.9 per cent 

0.0751 
0.026 
0.023 
0.014 

13 
38 
44 
75 

28.5 
13.3 
11.8 
2.0 

0 
15.2 
16.7 
26.5 

Two-Channel Switched  
Two-Channel Combiner  
Four-Channel Combiner. . -. 

* Normalized to number of crossings at median of single channel. 
t Normalized to one one-way crossing per second at median of single channel. 
j With respect to median of single channel. 
§ At the stated reliability. 

Defined as percentage of time the received power level stays above a given 
absolute power level, 

7.5 Reliability 

The usual definition of "reliability" is concerned with the percentage 
of time the received power stays above a given absolute level. Table 
VI illustrates the power reliability of a transmission system which 
employs diversity reception to reduce the power requirement on the 
transmitter. The received power at the output of the combined channel 
is maintained at the same absolute level as the order of diversity is 
changed. For example, for the 99 per cent reliability, the amount of 
transmitter power needed is 19 db less for quadruple combiner diversity 
than for a single channel. If we now look at the average length of fade, 
we note that it has increased about threefold. To keep the average length 
of fade constant when going from a single channel to the quadruple 
diversity combiner, a decrease of only 11.8 db in transmitter power 
could be realized (see Fig. 60). Table VI also shows the reliability factors 
when a 99.9 per cent power reliability is the design criterion. 

VIII. BANDWIDTH IN TROPOSPHERIC PROPAGATION 

In previous sections we have discussed the various characteristics of 
the received signals when cw signals arc transmitted. In this section we 
consider the bandwidth characteristics of the propagating medium. To 
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make this study a frequency-sweep experiment* was performed using a 
4.U-kmc transmitter sawtooth-modulated at a 1000 cps rate over a 
20-mc band. The receiver was swept nonsynchronously over the same 
band at a 30-cps rate. The resultant pulses were displayed on an oscillo- 
graph and photographed at the rate of one frame every two seconds. 
The experiment used a 28-foot transmitting antenna and 8-, 28- and 
00-foot receiving antennas. 

Samples of sweep-frequency pictures are shown for various antenna 
combinations and transmission conditions. The bandwidths deduced 
from the experimental data are compared with a calculation based on 
the geometry of the common volumes. 

An analysis of the sequences of frequency sweep photographs is made 
and the frequency auto-correlation function and distribution of band- 
widths are computed. Photographs of signals received simultaneously 
from a twin-feed horizontal diversity system are also shown and dis- 
cussed. 

8.1 Experimental Setup 

The transmitter consists of a klystron oscillator frequency-modulated 
by a 1000-cps sawtooth voltage applied to the repeller. This signal is 
amplified by a stagger-tuned klystron-amplifier. The output power is 
about 10 watts with a bandwidth of 10 mo at the 1-db points and 15 mc 
at the 3-db points. No ripples occur across the band. 

The receiver consists of a triple detection set with two if amplifiers 
whose center frequencies are 66 mc and 3 mc. The output of the second 
if amplifier (150-kc bandwidth) is connected to the F-axis of an oscillo- 
scope (Fig. 66). The first beating oscillator is frequency-modulated at a 
30- or 60-cps rate in a manner similar to the transmitter. These rates 
were chosen to be an order of magnitude higher than the fading rates 
usually encountered on this circuit. 

With the aid of Fig. 67 we see that, whenever the difference between 
the transmitter frequency and the beating oscillator frequency is 66 mc, 
a pulse will appear on the oscilloscope connected to the last if amplifier. 
The oscilloscope presentation is therefore amplitude versus frequency. 

8.2 Sweep-Frequency Photographs 

Samples of sweep-frequency photographs selected from runs taken on 
different days are shown in Fig. 68. Each run consisted of a series of 150 

*11 is possible to obtain equivalent information using pulse techniques but 
the interpretation of overlapping and distorted pulses is often difficult.24 
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Fig. 66 — Block diagram of sweep-frequency receiver. 

frames taken at 2| second intervals with a to second exposure. In the 
first three sets, Fig. 08(a), (b) and (c), the antenna sizes (28-foot to 00- 
foot) remain fixed; these sets were taken on different days to show the 
variability of transmission conditions. 

Fig. 08(a) shows the photographs for the 28-foot-GO-foot combinations 
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•pigi 67 _ Combination of transmitter and receiver swoop-frequency waveforms. 
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on n day when the median signal level was high with a very slow fading 
rate (for a 4-kmc cw signal). Since the fading rate is slow, the sequence 
appears continuous. The signal goes to one deep fade for the samples 
shown. It should be noted that the amplitude fall-off at the extremities 
of the photographs is due to the limited bandwidth of the transmitter. 
In this case, the usable bandwidth of the medium exceeds 15 mc. The 
wide bandwidth suggests that rather large layers are primarily re- 
sponsible for the propagation and that they are contained in a rather 
small height interval. In Fig. 68(b) we observe at times a narrower 
bandwidth (Photograph c) as well as a very wide one (d). The char- 
acteristic which is most noticeable is the variability from sample to 
sample. Had a continuous record been taken, continuous changes would 
have been noted. Fig. 68(c) shows, on the average, a broader bandwidth 
than the previous one. However, the narrowest bandwidth (a) is about 
6 mc wide. (For the qualitative discussion we define the bandwidth as 
the frequency difference between two adjacent amplitude minima.) 

Fig. 68(c) is for the 28-foot-60-foot antenna combination, as were all 
the preceding ones. This and the following figures were taken on the 
same day, with the receiving antenna as the variable. Fig. 68(d) shows 
the received signal using the 28-foot-28-foot antennas; these photo- 
graphs were taken 7 minutes after those of Fig. 68(c). Here the nar- 
rowest bandwidth is about 3 mc (c). Fig. 68(e) shows the received signal 
on an S-foot antenna a few minutes later. Due to the lower gain of the 
8-foot antenna, the signal level is closer to the noise level of the system. 
However, one notes the narrowest bandwidth to be about 3 mc (c). 

The photographs show that the medium introduces selective fading 
which bears a remarkable similarity to the fading which occurs on a 
iine-of-sight path during anomalous propagation conditions.25 This raises 
the question as to how many layer-like discontinuities are present at 
one time. The hypothesis that there are a limited number of regions of 
discontinuities docs not necessarily contradict the fact that the received 
signal is Raylcigh-distributcd as a function of time. In each region several 
layers can be present; these can change both in amplitude and position 
with time, therefore giving a Rayleigh distribution. 

s.3 Calculation of Bandwidth 

The bandwidth can be estimated by calculating the relative delay 
produced by the two limiting paths obtained from the common volume 
geometry. From the common volume concept it is apparent that the 
delays will be greatest in the vertical plane. Assuming the 3-db points 
of the antenna patterns to define the boundaries limiting the transmis- 
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sion, we calculate the maximum path difference, 6. With the aid of Fig. 
13, we sec that the path length difference 8 will be 

where ar and aR arc the 3-db beamwidths in radians of the transmitting 
and receiving antennas and 6 is the angle in radians between the lower 
edge of the beam at the horizon and the straight line joining the ter- 
minals. For our path, 2a — 171 miles and 6 = 0.9° (4/3 earth). 

For the 28-foot-GO-foot antenna combination ar — 0.6° and aR = 
0.33°. Using (2!)), we get 5 = 142 feet, which gives a corresponding 
bandwidth of 7.0 mc between adjacent amplitude minima. For the 28- 
foot-28-foot and 28-foot-8-foot, antenna combinations we note that the 
limiting factor in transmission is the atmosphere. From our beam-swing- 
ing experiment (Section 4.1.2), we found that the received power was 
contained on the average within an angle of 0.6° (half-power points) in 
the vertical plane. Hence, using aT = aR = 0.6, we obtain a maximum 
path difference of 5 = 198 feet; the corresponding bandwidth is 5.1 mc. 

Depending on the structure of the atmosphere, these bandwidths will 
change. The actual bandwidth will be determined by the distribution 
and strength of the discontinuities in the common volume region. For 
example, if there were only one discontinuity, then one would expect a 
fairly large bandwidth. Nevertheless, the prediction of a bandwidth of 
the order of 5 to 7 mc is consistent with experimental data. In the next 
section a more fjuantitative analysis is made of the data. 

8.4 Sfalistical Dislnbuiious of Bandwidth 

While a qualitative presentation of bandwidth gives one a feeling for 
the capabilities of the propagating medium, a quantitative analysis 
should yield data which can form a basis for the design of communica- 
tion systems. 

The reduction of the photographic data consisted of the translation 
of the amplitude-versus-freqiicncy function on each photograph into 30 
discrete amplitude values; i.e., an amplitude value was obtained at |-mc 
intervals for the 15-me band. The majority of the data reduction was 
accomplished using semiautomatic machines, which punched the co- 
ordinates for each discrete amplitude into IBM cards for computer 
processing. 

A run of data for any antenna combination consisted of approximately 
150 photographs. It should be noted that the median cw fading rate can 

(29) 
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be of the order of magnitude of the rate of photographic sampling; 
hence one must insure that the number of photographs analyzed is 
sufficient to obtain a valid distribution. A test was therefore made to 
determine the amount of data needed for analysis. The cw fading rate 
for the run selected was 85 fades per minute; the rate of photographic 
sampling was about 25 frames per minute. For this analysis the same 
frequency was selected on each frame and a signal level distribution was 
plotted for the first 50, 100 and 160 frames. As the number of frames 
included in the distribution was increased, the level distribution curve 
approached the Rayleigh curve. While there was some deviation from 
the theoretical distribution, no significant change was introduced with 
the increase in sample length from 100 to 160 frames. One therefore con- 
cludes that 100 photographs are sufficient for analyzing the bandwidth. 
This test is perhaps more stringent than necessary when computing the 
frequency autocorrelation function, since each photographic frame con- 
tains 30 frequency points instead of only one. 

There were two main analyses made on the data. One was the fre- 
quency autocorrelation function, the other was the amplitude-frequency 
distribution. 

8.4.1 Frequency Autocorrelation Function 

We define the frequency autocorrelation function of the envelope 

whei'e v is the amplitude function of the envelope; m and n are different 
frequencies (see Fig. 69) and r is a function of the frequency difference 
m — n. 

Since the data are quantized in -|-mc intervals and only a limited fre- 
quency band is available, the integrals are converted to these summa- 
tions : 

j vm{t)vn(t) dt 
(30) r 

M 
y ' ^m(^Ar)yn(^iv) 

Ar=l (31) 

^ X) [fOT2(^v) + Vn^Ar)] 

The averaging is done in the denominator to smooth out transmitter 
amplitude fluctuation. This method works best for m — n small. Due to 
the decrease in power output of the transmitter at the edges of the band, 
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Fig. 69 — Sweep-frequency patterns; y(0 is the amplitude function. 

only the center 10 mc are used in the computation. The r's for the same 
m — n are calculated and averaged for each rim. For m — = § mc 
(the smallest increment) one obtains 3000 values from a 150-frame 
sample when the center 10 mc are used in the computation; for 
m — n — 10 mc only 150 values are available. 

From the frequency autocorrelation function, r, of the envelope, we 
can compute the frequency autocorrelation coefficient, k. The equation 
relating the two is given26 by 

r = E{k) (32) 
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where E(k) and K(k) are the complete elliptic integrals of modulus k. 
Booker, Radcliffe and Shinn27 have shown that If is approximately the 
correlation coefficient of the envelope. It can be shown from (32) that 
as the frequency interval m — n becomes large, r —> tt/I. 

In all, 10 runs were analyzed, using different combinations of receiv- 
ing antennas. The runs were chosen to give a wide range of transmission 
conditions, and the cw fading rate and the median signal levels were 
the parameters measured before and after each frequency-sweep run. 

Fig. 70 shows the autocorrelation function for the 28-foot-60-foot 
combination. Except for the data of September 30, 1957, the curves for 
the autocorrelation function do not change appreciably. The unusual 
propagation conditions on September 30, 1957, were discussed in Sec- 
tion 8.2 in conjunction with Fig. 68(a). We note that r —> 7r/4 as 
(m — r.) —> 10 nic. 
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Fig. 70 — Frequency autocorrelation functions, 28-foot-60-foot antennas. 
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Table VII — Parameters in Sweep-Frequency Received Data 
frequency: 4110 mc 
cw transmitting power: 43 dbm (10-ft transmitting antenna) 
fc2 » correlation coefficient of envelope of received signal 

Antennas, feet Date 
cw Median Signal 

(—dbm) cw Median Fading 
Rate, per Minute 

Bandwidth in mc 
at Correlation 

Coefficient; 
*2 = 0.6 Before After 

28-60 9-13-57 
9-30-57 
10-15-57 
11-8-67 

97.5 
58 
96 
89 

93 
65 
95 
89 

85 
1.5 

18 
101 

5.2 
=16.0* 

4.5 
6.3 

28-28 9-13-57 
9-30-57 
10-15-57 
11-8-57 

92 
68.5 
99.5 
92,5 

94 
62 

102 
94 

148 
1.26 

IS 
135 

7.4 
^12.5* 

5.6 
5.5 

28-8 9-30-57 
11-8-57 

70 
99 

73.5 
96 

3 
356 

^16.0* 
4.5 

0.8 

Table VII summarizes the bandwidth, for the various runs. A more 
meaningful definition is used than that employed in our qualitative 
analysis of bandwidth in Section 8.3. The bandwidth may be defined as 
the frequency separation for which the correlation coefficient lc~ — 0.0 
(t = 0.904). [Since the bandwidth was extremely large on September 
30, 1957, we have used the criterion k2 = 0.8 (r — 0.952).] It is seen 
that the bandwidth varies from 4.5 to 6.3 mc (omitting the data of 
September 30, 1957) and does not appear to be correlated with ew 
median signal level, cw median fading rate or antenna size. 

8.4.2 Amplitude-Frequency Characteristics 

The analysis of the amplitude-frequency characteristics consisted of 
calculating the maximum ratio of signal amplitudes in a given frequency 
interval m — n. A cumulative distribution is plotted as a function of 
m — n. The distribution of slopes can be obtained by looking at the re- 
sults for the smallest frequency interval (A/ = | mo). For larger intervals 
the results do not give the slopes but only the ratio of amplitudes. [In 
frame 2 of Fig. 69 for m — o the maximum amplitude ratio is 
Vo(t2)/Vn{k)-] 

Fig. 71 shows the amplitude-frequency distributions. These give the 
frequency separation for various amplitude ratios which are exceeded 
10, 60 and 90 per cent of the time. Figs. 72 and 73 give the corresponding 
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Fig. 71 — Bandwith. exceeded 10, 50 and 90 per cent of the time — 28-foot-60- 
foot antennas. 

distributions for the 28-foot-28-foot and 28-foot -S-foot combinations. 
While the curves differ somewhat, there are no significant differences 
except for the curve for September 30, 1957. 

Fig. 74 gives the amplitude ratio distribution for the 28-foot-60-foot 
antenna combination on September 13, 1957. This curve gives the 
distribution for a day when the bandwidth was about average. 

Except for the unusual propagation of September 30, 1957, the auto- 
correlation functions, as well as the bandwidth distributions, are sensibly 
independent of the median signal level, cw fading rate and antenna 
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sizes used in these tests. To obtain a wider bandwidth, one must use 
extremely narrow beam antennas on the order of 0.1°. In that case, one 
probably would expect a marked increase in bandwidth with antenna 
size. 

8.5 Synthesis of Sweep-Frequency Photographs 

One of the interesting questions in the analysis of the sweep-frequency 
records is the number of signal components present in the received signal 

z 
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Fig. 72 — Bandwidth exceeded 10, 50 and 90 per cent of the time 
foot antennas. 
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Fig. 73 — Bandwidth exceeded 10, 50 and 90 per cent of the time —• 28-foot-8- 
foot antennas. 

at any one instant. We indicated that the photographs bore a striking 
similarity to those obtained on a line-ohsight circuit under anomalous 
propagating conditions.25 We have synthesized a sequence of seven 
photographs from the run of November 8, 1958. The analog computer 
was the one used previously by Crawford and Jakes,25 which combines 
four components of arbitrary amplitude and phase. Fig. 75 shows the 
synthesis of one of the samples. It was possible to synthesize all seven 
photographs approximately with only four components. Due to the 
limited band of the frequency sweep, it is difficult to tag the components 
with small delays, but the four components give an adequate representa- 
tion of those with large amplitudes and relatively short delay. 

s.e Twin-Feed Diversity 

Twin-feed diversity experiments using cw transmissions have shown 
that signals from the two received channels are uncorrelated most oi the 
time at 4 kmc. There has been speculation that a frequency effect gives 
an additional improvement in signal to noise for a single FM channel.28 

If the rp energy spectrum is distributed over several megacycles and if 
the dropout at low signal levels is only several hundred kilocycles wide, 
then only a small part of the signal information may be lost. This is in 
contrast to a cw channel, where the complete channel would be lost. 
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To examine the frequency correlation between two diversity channels, 
tests were made using the 28-foot transmitting antenna and the 28-foot 
receiving antenna with horizontally disposed twin feeds. Simultaneous 
recordings were made on the two sweep-frequency channels using a dual 
trace oscilloscope. Photographs were taken with a Polaroid camera, using 
a -^-second exposure. Fig. 7(i(a) shows the calibration for the photo- 
graphs. Several frames have been selected to illustrate the frequency 
diversity characteristics. Figs. 76(b), (c) and (d) wore taken on a day 
when the bandwidth was rather broad, whereas the remaining ones were 

20 FREQUENCY INTERVAL 
IN MC 30 

40 
30 
60 

00 

90 

95 

1/2 

99 

4 6 8 10 12 
AMPLITUDE RATIO IN DECIBELS 

Fig. 74 — Distribution of amplitude ratios for a run where the bandwidth is 
about average. 
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recorded on a more representative day. In Figs. 76(b) and (f) the 
amplitude-frequency characteristics are very similar for the two feeds; 
on the remaining ones there is little similarity. In all the runs the signals 
on the two feeds were uncorrelated at any particular frequency. An 
examination of several hundred frames shows that a frequency effect 
does occur between the two diversity channels when the frequency sep- 
aration is of the order of several megacycles at 4 kmc. 

If the received channels are combined in a switch-type combiner, the 
percentage of time that the switched signal (at one frequency) spends 
below a certain level will decrease and the bandwidth will be broader. 

20 
Q NOISE 

,67 on. 
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0 1.00 0 
1 0.90 68 
2 0.49 95 
3 0.32 157 
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Fig. 75 — Synthesis of a sweep-frequency photograph. 
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Fig, 76 — Sweep-frequency photographs of single channels in a twin-feed 
diversity system-—horizontally disposed feeds, 4110 mc. 

IX. CONCLUDING REMARKS 

The results of the several experiments discussed in the foregoing sec- 
tions arc interrelated in various ways, but it is perhaps most significant 
that the results can be interpreted in terms of reflections from layers in 
the troposphere. In many cases, such as the dependence of the propaga- 
tion on wavelength, antenna size and beam orientation, quantitative 
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agreement, is obtained between experiment and the theory of reflection 
by layers of intermediate size. The 4110-mc data on bandwidth and on 
fading rate are consistent with the theory. Moreover, one concludes that 
delays in the vertical plane of propagation are most important in de- 
termining the bandwidth, whereas delays in the horizontal plane de- 
termine the fading rate. The propagation mechanism itself determines 
the bandwidth and fading rate unless antennas with extremely narrow 
beam widths are employed. The 460-mc experiments on twin-feed di- 
versity and those dealing with the dependence of received power and 
fading rate on wavelength indicate that the effective horizontal extent 
of the layers increases significantly as the frequency of propagation is 
decreased. Where possible, the influence of these concepts on the design 
of systems has been discussed. 

X. ACKNOWLEDGMENTS 

We "wish to express appreciation to H. T. Friis for his active leader- 
ship and encouragement in this work. We also wish to thank R, P. Booth 
of the Military Systems Engineering Department of Bell Telephone 
Laboratories for his continued interest and for making available some 
of the equipment needed for the experiment. Several members of the 
Radio Research Department assisted in this program. R. A. Seraplak, 
who was a full-time participant, built and maintained much of the 
apparatus and obtained and analyzed much of the data. L. R. Lowry, 
R. A. Desmond and J. H. Hammond participated in some phases of the 
experiment and analyzed some of the data. Others active in the pro- 
gram from time to time were W. E. Legg and H. A. Gorenflo. The 
cooperation of Orton J. Newton and his family, on whose property the 
transmitting site was located, was most valuable and greatly appreci- 
ated. 

APPENDIX 

Calculation of Received Power Using Unequal Transmitting and Receiving 
Antennas 

The formula for received power using antennas with equal beamwidths 
is given by (1) in Section 3.1.3 and in the theory (Ref. 5, p. 635, Equa- 
tions 5 and 7): 

PR = PTMaATAR\-
1 p"6 dV = PTMaATAR\ 

1 [JL/(?) (33) 
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Fig. 77 — Power received beyond the horizon on antennae of equal size, ckr = 
clt for symmetrical volume F = T'(a, 0). 

The symbols are defined in Section 3.1.3 and in Fig. 77, and At and Ar 
are the effective areas of the antennas. For antennas of equal size with 
beams of unity aspect ratio (see Ref. 5, pp. 635-636): 

w i2 

At — AR = 
_>6 
aA 

y_ 

air 

The factor 

— /(- G0la3 v " 

depends upon the magnitude and location of the symmetrical volume, 
V{a,e)\ a plot of /(a/d) [sec (2)] is shown in Fig. 77. For the idealized 
antenna beams used in the theory, the wedge angle d is given by 

/3 = a + 26 

where a is the 3-clb beamwidth of the actual antennas. 
Consider now the case of unequal transmitting and receiving beams, 

as shown in Fig. 78. The resulting common volume is asymmetrical 
about the center line OA, thus one cannot apply (33) directly. However, 
the asymmetrical volume can be expressed as a sum of symmetrical 
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Fig. 78 — The asymmetrical volume B'EFG' expressed in terms of symmetrical 
volumes, valid when + as ^ 0 + aj- and /Sr < dr (unequal transmitting and 
receiving antennas). We require V = B'EFG' = ADOD' — ADEB' — G'D'OF. 
Now ADEB' = ABMB' + BDEM and ADOD' - MEOE' = B'D'E'M + BDEM 
+ ABMB'. Therefore, ADEB' = KADOD' - MEOE' + ABMB'). Similarly, 
G'D'OF = |(ADOD' - AGNG' + NFOF'). Therefore, V = i(AGNG' + MEOE' 
— ABMB' — NFOF') = ME, (ar + 5 — Or , 6R) + E2(aR + OR — 6, 6) — 
E3{ar 0 — — OR , OR or) — Vi{6[i — 6, fl)]. 

volumes as shown in the figure. If both beams are oriented along the 
horizon, 6k = 6 and the asymmetrical volume becomes 

V = "I" yAOR , 6) — VZ{<XT — o;r , 0 + cxr)]. (34) 

The received power is obtained by substituting the appropriate angles 
from the 7, , Tri , V3 into the factor in (33) and summing. Thus 

Pr - PtMATAR\ -1 fifi 
12a2 \-f(- 

\jiJ \ 6 

1 
[6 + an) -J 

(CXT — \ 
6 -p aR /__ 

(35) 

which holds for /3r < Bt ■ For this case the effective areas of the idealized 
antennas with beams of unity aspect ratio are 

At = ■—: and Ar = 
2X 

vhich results in 

P R = P- 
M X 

ar 

1 

O-R&RioiR + 29) ' 

6a2 aT
2 cxr^cxr + 29) v?1. /(?)+/(? 

;/ 
ay 

s)\ 

(36) 

{6 + aff)4 \ 0 + 

Special treatment is required when the elevation and beam angles 
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Fig. 79 — Asymmetrical volumes — special cases. 

involved are such that the apex of the common volume in Fig. 78 is 
situated to the right of centerline oa; the resulting common volumes 
are shown in Fig. 79. Again, one can express these asymmetrical volumes 
in terms of symmetrical ones. The resulting expressions for the common 
volume and the range of validity are given in the figure; with these, (33) 
can be applied to obtain the received power. 
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Group Testing To Eliminate Efficiently 

All Defectives in a Binomial Sample 

By MILTON SOBEL and PHYLLIS A. GROLL 

(Manuscript received November 13, 1958) 

In group-testing, a set of x units is taken from a total starting set of N 
units, and the .f units (/ S x £ N) are tested simultaneously as a group 
with one of two possible outcomes: either all x units are good or at least one 
defective unit is present (we don't know how many or which ones). Under 
this type of testing, the problem is to find the best integer x for the first test 
and to find a rule for choosing the best subsequent test-groups (which may 
depend on results already observed), in order to minimize the expected total 
number of group-tests required to classify each of the N units as good or 
defective. It is assumed that the N units can he treated like independent 
binomial chance variables with a common, known probability p of any one 
being defective; the case of unknown p and several generalizations of the 
problem are also considered. 

I. SUMMARY 

A finite number, N, of units are to be tested in groups. A "group-test" 
is n simultaneous test on x units (x to be chosen so that 1 ^ x £ JV) 
with only two possible outcomes: "success," indicating that all x units 
are good; and "failure," indicating that at least one of the x units is 
defective (we don't know how many or which ones). The problem is to 
define a simple and efficient procedure (or an optimal procedure) for 
separating all the defective units from the good units — efficiency being 
defined in the sense of minimizing the expected number of group-tests 
required. Each unit is assumed to represent an independent observation 
from a binomial population with a common known a priori probability, 
q, of being good and p ~ I — q oi being defective. (The case of q un- 
known is briefly treated in Section X.) 

A procedure (or decision rule), R\ , which describes a mode of action 
for any given value of q, is proposed and compared with several other 
procedures applicable to the same problem. The procedure R\ is simple 

1179 
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in the sense that at any time, t, the experimenter must separate the 
units not yet proven to bo good or defective into only two sets; units 
within either of these two sets need not be distinguishable. If it is given 
that the identification of units within the group being tested is econom- 
ically impractical or impossible, then the procedure Ri is conjectured to 
lie optimal for all values of q. 

Explicit instructions for carrying out Ri are given for iY = 1(1)16 for 
all q and for .V = 17(1)100 for the particular values q = 0.90, 0.95 and 
0.99. Exact formulae for the expected number of group-tests required 
under Rl are given in Table IV B for all q and for V = 1(1)12; numerical 
results for q = 0.90, 0.95 and 0.99 are given in Tables V A, VB and V C 
for N — 1(1)100. Other numerical comparisons are made in Tables II A 
and II B. [Tables II through VIII appear at the end of this paper.] 

Another procedure, R?, which is simpler to compute and compares 
favorably with Ri, is defined in Appendix A in terms of information 
theory concepts. 

Several different directions for generalization of the problem and cor- 
responding generalizations of the procedure Ri are considered in Section 
XI. Industrial applications are mentioned, in addition to the known 
application to blood testing. 

II. INTRODUCTION 

A problem which has hitherto been considered only in connection 
with blood-testing applications1'2'3 can be shown to have industrial 
applications, and these have focused interest on a more general treat- 
ment of the problem. During World War II, a great saving was accom- 
plished in the held of blood testing by pooling a fixed number of blood 
samples and testing the pooled sample for some particular disease. If the 
disease was not present, then several people were passed by a single test; 
if the disease was present, then there was enough blood remaining in 
each blood sample to test each one separately. The amount of time, 
money and effort saved by such a procedure depends on how rare the 
disease is in the population of people being tested. In this application, 
the total number of people to be tested was regarded as unknown and 
very large. 

The goal of the problem treated here is the same — namely, to separate 
the defective units from the good units with a minimal (or approxi- 
mately minimal) number of group-tests. This problem differs from the 
blood-testing problem in the following respects: 

i. The population size N (number of people to be tested) is known 
at the outset. 
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ii. The number of units in each group-test (pooled blood sample) 
is not necessarily constant. 

iii. If a group-test fails (the disease is present) we do not necessarily 
test each item separately. 

In practice, the simplicity of the procedure deserves some considera- 
tion. The proposed procedure Ri defined in Section III, after having 
been computed and described explicitly in advance of any experimenta- 
tion, is in some sense no more complicated than the blood-testing pro- 
cedure described above; this is explained in Section V. 

Some typical industrial applications are: 
1. It is desired to remove all "leakers" from a set of AT devices. One 

chemical apparatus is available and the devices are tested by putting 
x of them (where 1 ^ r g iV) in a bell jar and testing whether any of 
the gas used in constructing the devices has leaked out into the bell jar. 
It is assumed that the presence of gas in the bell jar indicates only that 
there is at least one leaker and that the amount of gas gives no indica- 
tion of the number of leakers. The a 'priori probability, q, of a unit being 
good is given by the records of similar units tested in the past. 

2. Paper capacitors are tested at most n at a time, and each test in- 
dicates by the presence or absence of a current whether or not there is 
at least one defective present. For given n and q and given cost of unit 
manufacture, should the operator throw away a whole sot of n units if 
it contains at least one defective? If not, how should he proceed to sort 
out the defective units to minimize the expected number of tests re- 
quired? If the cost of a group-test and the cost of producing a unit are 
known, a related problem is to find a procedure which minimizes the 
total cost (including testing costs) of producing a good unit. 

3. Christmas tree lighting prohlejn. A batch of n light bulbs is electric- 
ally arranged in series and tested by applying a voltage across the whole 
batch or any subset thereof. If this is to be done on a routine basis, what 
procedure should be used to minimize the expected number of tests re- 
quired to remove all the defective light bulbs, assuming the value of q 
is given? 

4. A test indicates whether or not there is at least one good unit present 
in a batch of n, without indicating which ones or how many arc good. 
Given q, what procedure should be used to remove the good units? This 
dual problem, which is useful in salvaging good components on a routine 
basis, is mathematically equivalent to those above, if the definitions of 
good and defective are interchanged. 

A procedure Ri is defined to solve the above problems, and is compared 
with several other procedures for the same problem. A procedure /?■- , 
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based on maximizing the information in each group-test, is defined in 
Appendix A. Another procedure, R*, which does not allow any recom- 
bination, is defined in Appendix B. Two "halving procedures," which 
can be carried out without knowing the true value of q, are defined in 
Appendix C. Procedures R7 and i?6 are the best procedures that can be 
obtained by the methods of Dorfman1 and Sterrett,3 respectively, for 
small population sizes. For A = 4, 8 and 12 and various q values, Table 
II A gives a numerical comparison of the expected number of group-tests 
required for all these procedures. 

Different directions of generalization, some of which are discussed in 
Section XI, are the following: 

1. Two (or more) different kinds of units with (say) known proba- 
bilities qi, 52 of a unit being good are present, and the two different kinds 
can be put into the same test group. 

2. Two (or more) experimenters may be working on a single set of N 
units by carrying out simultaneous, parallel group-tests and cooperating 
in such a way as to minimize the time required to accomplish the task. 

3. The restriction is sometimes applied (particularly in blood-testing) 
that any one unit can be included in at most k group-tests; here the goal 
is to minimize the expected number of group-tests subject to this re- 
striction. For k = 2 the proposed procedure is necessarily based on the 
method of Dorfman;1 i.e., if a group-test fails, then the units therein 
are all tested individually. 

4. Various generalizations appear if it is assumed that each test on x 
units gives three (or more) different possible results. For example, a test 
could indicate that either (a) all are good or (b) all are defective or (c) 
there are at least one good unit and at least one defective present. 

5. A unit can be defective in either of two ways (e.g., electrical or 
mechanical) with the two a priori probabilities of being defective as- 
sumed to be independent but not necessarily equal. If there are two 
different tests corresponding to the two types of defectives, then, in addi- 
tion to deciding the next test-group size, it may be necessary to decide 
which test to use next. 

G. For positive continuous chance variables with a known distri- 
bution (like weight) the following problem is analagous. It is desired to 
separate N units into two groups according as the weight per unit is 
less than or greater than a constant (say, unity). Any number of units 
can be included in a single weighing. The problem is to accomplish the 
separation in a minimal number of weighings, assuming that the indi- 
vidual weights are independent observations from the common known 
distribution. 
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Many of these generalizations will be omitted from this paper and 
treated separately. 

III. THE PROCEDURE 

The procedure Ri is defined implicitly by a pair of recursion formulae 
and boundary conditions, but first we shall need some definitions and 
preliminary results. The units proven to be good and the units proven 
to be defective are never used in subsequent tests. Aside from such units, 
this procedure requires that at every stage the remaining units be sep- 
arated into at most two sets. For one set of size m ^ 0, which we call 
the defective set, it is known that it contains at least one defective unit; 
for the other set of size n — m ^ 0, which we call the binomial set, our 
a posteriori knowledge is, so to speak, in the original binomial state; i.e., 
given the past history of testing, the units in the binomial set act like 
independent binomial chance variables with a common probability p of 
being defective. For the defective set, the conditional probability that 
Y, the number of defectives present, equals y is 

(:) 
V Q m 

Pr {F = i/|F S 1} = XY_ {y = 

If X denotes the number of defectives present in a subset of size x ran- 
domly chosen from the defective set, then 

m\ „y™-y (m - U , P Q I / arz-i m—zn 
Pr {X = 0|F ^ I] - E ^^ /x = q , ~ q ■ (2) 1 1 * 1 - qm (m\ 1 - 

Before defining the procedure it is convenient to prove a lemma in a 
more general setting. Let T{ri) {i = 1, 2, t) denote a test on n 
units (1 A ri g n) such that there are only two mutually exclusive 
possible outcomes; a "failure," indicating that there are at reast r,- de- 
fectives present, and a "success," indicating that at most r, — 1 of the 
units in the test are defective. In Lemma 1 we consider any integers r,-, 
ro with 1 ^ r, A n(i = 0, 1, 2, • • • , t), but the most important appli- 
cation is the case ro = rj = • • • = = 1. Let a be any set of units, 
and let = 1, 2, • • • , denote sets not necessarily disjoint from 
one another but such that each is disjoint from (£; the case £ = 1 is 
the one used for procedure Ri . At the outset, all units are independ- 
ently and binomially distributed with a common probability p of be- 
ing defective. 
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Lemma 1: If a test T{ri) on a + (B< produces a failure for {i = 1, 
2, • • • , 0 and another test T{ro) on a also produces a failure, then for 
r0 ^ max the conditional distribution associated with all the units in 
the sets (S>i{i = 1, 2, • • • , 0. given both conditions above, is exactly 
the same as the original binomial distribution. 

Proof: Let A and ib denote the chance number of defectives present 
in (J and (B,-, respectively. For the jth set (S,j the conditional probability 
P of interest is 

P = Pr{Bj ^ 6 1 A + Bt- ^ ri(i = 1,2, ■■■ ,t), A A r0\. (3) 

Since ro ^ max rt(i = 1, 2, • • • , 0, the condition A ^ ro implies that 
A -p n, and hence 

P = PliB,-^ 6 1 A ^ ro}. (4) 

Since (S>j and Ct are disjoint, it follows that Bj and A are independent 
and hence, from (4), 

P = Pr{BJSh}, (5) 

which proves the lemma. 
Let Gi(m, n; q) = G^m, n) denote the expected number of group- 

tests remaining to be performed if the defective set is presently of size 
m, the binomial set is presently of size n — m, the a priori probability of 
a good unit is the known constant q and the procedure Pi is used. For 
the special case m = 0 we use the symbol HAn; q) = Thin). The values 
of m and n vary as the procedure is carried out; at the outset, w = 0 
and n = N. It will also be convenient to refer to the G-siiuation or 
G{m, n)-situaiion if m > 1 and to the H-situaiion or H{n)-situation if 
m = 0. 

Recursion Formulae Defining Procedure Ri 

If x denotes the size of the very next group-test, then we write for 
any situation with w = 0 

Hi(n) = 1 + min {qzHi(n — r) + (1 — q1) Gi(x, w)}, (6) 
Igig n 

and, with the help of (2) and Lemma 1, we write for w A m 1 2 

Gi(m,n) - 1 + min ) Giim - x,n - x) 
lgzgn»—1 1 \i q / 
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The boundary conditions state that for all q 

11,(0) = 0 and 6^(1, n) = H^n - 1) for n= 1,2, ■■■ . (8) 

In ((i) and (7) the constant 1 represents the very next group-test of 
size x and the expression in braces is the conditional expected number 
of additional group-tests given x. It follows from ((5) and (8) that 
Ihil) = 1 for all q. 

Remark 1: To justify writing G\,{x, n) in (71 we make use of Lemma 1 
with £ = 2, f2 = 0, fi = ro = 1; we take G. + ffii as the defective set of 
size m and Ct as a subset of size x < m. Then, by Lemma 1, if the sub- 
set ft of size .t is shown to contain at least one defective, the a posteriori 
distribution associated with the m — x units in Bi is exactly binomial. 
These are then mixed or recombined with the n — m "binomial units," 
giving a total of n — x binomial units, and this justifies the expression 
G1(x, n) in (7). 

Remark 2: These two recursion formulae, together with the boundary 
conditions, allow one to compute successively for any q the functions 
Gi(2, 2), Ht{2), (?1(2, 3), (ji(3, 3), //1(3), (71(2, 4), 0.(3, 4), 63(4, 4), 
//i(4), • ■ • to any desired value of m and n. 

Remark S: The integer x which accomplishes the minimization in (6) 
and (7) for each situation characterized by the integers m and n is par- 
ticularly important, since this is the size of the next test to be run ae- 
cordingto the procedure Ri. These integers x = xh(n-, q) and x = Xgim, 
n\ q) implicitly define the procedure R\. An illustration of how the pro- 
cedure i?i is to be carried out is given in Section IV. 

Remark //: If m > 1, then it is assumed in (7) that a subset of size x 
with 1 S x < m will be taken from the defective set without mixing it 
with units from the binomial set. It follows from (0), (7) and (8) that 
any lack of opthnality can only arise from this "no mixing" assumption. 
This assumption was used in the derivation of the algorithm (7) (see 
Remark 1 above). It will be noted in Section XIII that, when all the 
units are individually identified, then by dropping this assumption, an 
improvement to the procedure Ri for high values of q can be found. A 
specific example of a modification and improvement of the procedure Ri , 
which drops the "no mixing" assumption at the expense of more com- 
plication will be more thoroughly discussed in a separate paper. 

IV. ILLUSTRATION OF THE PROCEDURE Ri 

Suppose we start with .V = 12 units and it is given that g = 0.98. 
Referring to the column headed in Fig. 3, we find that the first 
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test-group is of size x = 12; i.e., we start by testing all 12 units. If a 
success occurs, the experiment is over; if a failure occurs, then accord- 
ing to the column headed Gi{12, n) of Fig. 4 the next test group is of 
size x = 4. chosen at random from the 12. Similarly, we continue along 
one of the sample paths shown in Fig. 1. The complete "tree" is not 
shown here, but testing continues in a similar manner and the specific 
details can be obtained from Figs. 3 and 4, which appear at the end of 
this paper. 

X=11 
Fig. 1—Initial part of the tree for procedure for q = 0.98 and starting with 

an //{12)-situation. 

It is obvious that the above procedure terminates in a finite number of 
steps. In fact, it can be shown for procedure Ri (proof is omitted) that 
the maximum number M{n) [M{m,n)] for any 7/-situation [G-situation] 
occurs when q is close to unity and the n unanalyzed units are all defec- 
tive. It follows easily that 

H,(12) 
I 

M{n) — {n + 1) [1 + aCw)] + 1—2 a 71 , 

— ot{in) + n [1 + a{n — 1)] + 1 — 2 

,1+atn) 

(m > 1) 
(10) 
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where a{z), for any positive integer z, is defined by 

2«w <c 2 < 21+a(-'). (U) 

For the example above, a(12) — 3 and il/(12) = 37; it is interesting to note 
that the constant term in Hi(n) expressed in powers of q in Table IV B 
is also the length of the longest "chain" {that is, 37 for n — 12) in the 
"tree" used for the interval of ^-values ending at unity. Although the 
maximum number is so large, the expected number of tests is only 2.07. 
This is explained partly by the fact that the procedure terminates after 
one group-test with probability 0.7847. A table of such probabilities for 
the number of tests T required when q = 0.98 and N = 12 is given 
below: 

T 1 2 3 4 5 6 7 8 9 10-37 

Proba- 0.7847 0 0 0 0.0801 0.1124 0.0003 0.0016 O.OI34 0.0075 
bility 

If we assign the probability 0.0075 to T = 10, we obtain an estimate of 
//i(12) (namely, 2.070) which is a lower bound. The exact value, 2.073, 
can be obtained from the formula for Hi{12) in Table IV B. Similarly, 
an estimate of the standard deviation is computed to be <t ~ 2.1, and 
this also is easily shown to be a lower hound. 

It is interesting to note that, if the starting number N is exactly a 
power of 2 and q is large, the procedure Ri starts off the same as a 
"halving" procedure. Such a procedure Ra is defined in Appendix C for 
any N, and it has the property that it can be carried out without know- 
ing the true value of 5. To compare the means and standard deviations 
of Hi and Ri, we consider the case N = 6, where M = 14 for both Ri 
and Ri. For any g > 0.844, the expectation under Ri can be put in the 
form 

E{T]Ri) = l{q6) + 4(3p3
s) + 5(3pg5 + 2pV) + 6(2pV) 

+ 7(7pV + 2p¥) + 8(4pV + 5pV) + 9(8pV + %>V) 
(12) 

+ 10(opV + 5pV) + ll(3p¥ + 2p5g) 

-f 12(3pV + p5q) + 13 (pV + 2pq) + 14(p53 + p6), 

where, for each term, the expression in parentheses is the probability 
that T takes on the value of the associated integer coefficient. For any q 
the corresponding expression under Ri is 
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EiTfr) = Hq6) + 4(3pg
5) + 5(3^ + 2pV) + 6(pV + pV) 

+ 7(7pV) + 8(5pV + 5pV) + 9(6pY + 2pV) 

+ 10(7pV + 4pV) + U (pV + 4pV + p5q) 

+ 12(4pV + 2pV) + 13(pV + 2P'(l) + 14 (p'V/ + p6). 

The procedure Ri is better than R4 (at least for g > 0.844) since 

E(T-Ra) - EiT-M = 2pV + 5pV + 4pV + VQ ^ 0. (14) 

[The fact that each term in (14) is positive indicates that Ri is better 
than Ri, even if we know how many defectives are actually present 
among the N units.] Some numerical comparisons of means and standard 
deviations are given in Table I. The maximum difference for iV = 6 be- 
tween E(T; Ri) and E(T; Ri) occurs at 5 = 0.844, and is equal to 0.0379. 
For N = 6, the procedure Ri appears to have a variance smaller than 

Table I — Comparison of Procedures Ri and Ri for N — G 

q = 0.85 q = 0.90 q = 0.95 q = 0.98 q = 0,99 

E{T-, Rx) 
E(T; Ri) 

3,8118 
3.8472 

2.9434 
2.9605 

2.0092 
2.0136 

1.4133 
1.4141 

1.2083 
1,2085 

it{T; R0 
Ri) 

2.536 
2.593 

2.260 
2,304 

1.762 
1.776 

1.179 
1.183 

0.850 
0.851 

that of Ri for all q < LA more complete comparison of E{T; Ry) with 
that of several other procedures is given in Table II A. 

V. THE SIMPLICITY OF i?i 

It will be shown in this section that, for any given q and any situation 
G(m, n), the appropriate x [i.e., the integer which accomplishes the mini- 
mization in (7)] does not depend on ?i. A somewhat simpler method of 
computing x is given and a new function of m alone is introduced to re- 
place 6Yj(m, n) in the definition of the procedure Ri . For any m and any 
pair of integers (r, x + 1) both possible under Ri, there is always a 
single dividing point (re) = qo{x, x + 1; in) that separates the interval 
for x from the interval for re + 1. (This property was observed for 
tti ^ n S 16 and is treated as a conjecture for all m and n in Section VII.) 

According to Remark 4 in Section III, the procedure Ri for m > 1 is 
to "break down" the defective set. This ''breaking down" is continued 
until a single unit is established to be defective and removed. Instead 
of randomizing the order of the units in the defective group again and 
again before each test group is selected, it will be convenient to assume, 
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without affecting the properties of the procedure Ri, that the order is 
randomized only once at the outset.f Units or groups of units removed 
later are then to be taken in that order. If the ith unit (in that order) is 
the first defective unit, then the "breaking down" mentioned above 
leads to an //-situation with n — i binomial units, and the converse also 
holds true.f 

It is convenient to introduce Fi{m, q) = Fl(ni) defined as the expected 
number of group-tests required to "break down" a defective set of size 
m and for the first time reach an //-situation when q is given and the 
procedure Ri is used. Then Fi(m) clearly does not depend on n and the 
above argument permits us to write 

Gi{m,n) = Fx{m) + ^ ^ q - i). (15) 

For algebraic simplicity we let 

Gi*(m, n) = (|-ry) & K ») ^*(m) = Fl(m)' (10) 

Then (7) and (15) take on the simpler forms 
tn 

Cn*{m, n) = ^ <1^ 
(17) 

-f min {qxGi*im — x, n — r) + Gi*(xfn)], 

m 
(ii*(?h, n) = FSM + Z - i). (18) 

i=l 

Substituting (18) in (17), the three summations cancel and the result is 

FU(m) = E + min \qxFy*{m - x) + Fi%t)!, (19) 
j=.| Igjgm—! 

which docs not depend on n. The boundary condition, Fi*{ 1) = 0 for all q, 
also docs not depend on n. It is clear from this derivation that (19), 
which docs not depend on n, must define the same integer values 
.x — Xo(ni; q) as (17) or (7). This proves the following theorem. 

t It should be pointed out that even this single randomization at the outset 
nan be disregarded in carrying out the procedure i?i if there is no doubt about the 
assumption of independent chance variables or if the units are already well-mixed 
in the process of delivery to the experimenter. 

t It follows from the above that, for any procedure which "breaks down" the 
defective set in the above-mentioned manner (including a method of testing units 
from the defective set one at a time until a defective unit is found), the expected 
number of good units eliminated between a (?(?«,«)-situation and the next //-situa- 
tion is q/p — >iiqm/{l — qm), and the number of defective units eliminated is 
always exactly one. 
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Theorem 1: For any (r-situation with n ^ m > 1 and any q, the size 
of the next test group, defined implicitly by (7), does not depend on n. 

This result simplifies the explicit instructions needed to describe the 
procedure. Thus the two diagrams, Figs. 3 and 4, describe the procedure 
Ri for all values of q and for any N S lb- 

Equations (15) and (16) can also be substituted in (6), yielding 

which, together with (19), gives a pair of "one-dimensional" recursion 
formulae for defining hfi instead of the "two-dimensional" set, (6) and 

Remark 5: It should be pointed that, if one were to ask for a procedure 
that "breaks down" the defective set in as small an expected number of 
group tests as possible, then one would write (19) as one of the basic 
recursion formulae defining the procedure. This shows that Ri "breaks 
down" the defective set and returns to an //-situation in a minimal num- 
ber of tests. 

VI. SOME PROPERTIES OF Ri FOR ? CLOSE TO UNITY 

For any (r-situation with m > 1, consider the effect of increasing q. 
It is easy to see by an induction argument that Gi{m, n) is a strictly 
decreasing function of q. The function Hi{n) is also strictly decreasing 
unless the value of q is such that the procedure Ri tests all units one at 
a time, in which case H^n) is constant. The "tree" remains the same 
in an interval as q increases, and changes only when it becomes more 
efficient under Ri to increase the size of some test group in the "tree"; 
i.e., if we proceed down the "tree" along any path, the first change en- 
countered, if any, will be an increase in some test group size. It there- 
fore seems reasonable to expect (in both G~ and //-situations) that the 
largest value of x assigned by Ri (say, a:max) occurs in an interval of q- 
values ending at unity. This unproved assertion that under Ri large 
values of x are associated with large values of q is an immediate conse- 
quence of Conjectures 1 and 2 stated in Section 7. 

For fixed m > 1, let the integers a(m) and /3(w) 

(7). 

fa(m) ^1, 0 ^ /3(m) < 2aim)] 

be defined by 

m = 2a<m) +/3(m). (20a) 
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(21) 

Under the assumption that Ri assigns xmax in an interval of q values end- 
ing at unity, it will be shown for any G-situation that in this interval 
the value of x = a:max is given by 

|2a(m)"1 for 2a(m) S Z-'2a(mh 

^ = |m - 2a(m) for 3-2a(m_I) ^ m < 2a<-)+1. 

As a corollary it then follows that, under Ri (G-situation), 

(22) 

Also in the above-mentioned interval we have 

(1 ^m\ Pi 2^ (nj)-] 

• (23) 

Proof of {81), {82) and {23): In (19), since x ^ m — 1 and 
m — x ^ m — 1, we can use the induction hypothesis (23) to obtain 

m f /-i   i\ 
Fi*{m) — 2 9I_1 = min {qxa{m — x) ( — ) 

J=1 1 1 \ J- Q / 

1 - A - e + e^(W.-x) j + a(.T) j (24) 

/1 MM 
+ ^w(lfz5_ 

For q close to unity, the right side of (24) is equivalent to minimizing 

Q{x) = [xa(.T) + 2p{x)] 4- [(m — x)a{m — x) 2/3(m — t)]. (25) 

For the moment, let us utilize the symmetry of Q(^) for 2 <; .r g m — 2 
and limit our considerations to x S m/2 and m ^ 4. 

Let [m/2] denote the largest integer less than or equal to m/2. For 
x = [m/2], [m/2] — 1, - ■ •, we consider Q{x + 1) — Q(») and distin- 
guish several cases according as 

a. a{x — 1) = a(x) = oc{m — x) S «(?«. — x + 1); 

b. a{x -1)4-1= a(.T) = a{m — .r) ^ a{m — x 1); 

c. a{x — I) — a(rr) = oc{m — x — 1) 

— a{m — x) — I = a{m — a; + 1) — 1; (2G) 

d. a{x — 1) + 1 = a{x) = a(m — z ~ I) 

= a{m — x) — 1 — a{m — a: + 1) — 1; 

e. m ^ 2.t -f- 1 and o:(a;) < a{m — x — 1). 
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Using the fact that, for any integer // > 1, 

y[a(y) - a(y - 1)] + 2[p{,j) ~ (i{y - 1)] - 2, (27) 

we obtain for all the cases in (26) the result, 

Q{x + 1) ~ Q(a;) = ol{x) — a{m — x) S 0. (28) 

In particular, the value is zero only when (26a) holds and a{x) = 
a{in — x). Hence, Q{x) is a nonincreasing function of the integer x 
for 1 S x 5 m/2 and is constant for rco ^ x g m — Xo, where xq is de- 
fined by 

a (.-Co — 1) + 1 = a (.To) = a(m — Xo — 1) 

or 

a(xo) = a{m — Xo — 1) = a(m — Xo) — 1, 

whichever gives the maximum. These imply that 

xo - 2a(X0) - x, - 1 < 2a(a:o)+1 - 2xo 

or 

xo < m - xo = 2o('0)+I ^ 2xo - 

Both lead to the same results; namely, 

(29) 

(30) 

It follows that 

3- = 3:0 < 2 * ( ^ 

w ^ .2m 
3 = a;miix = T 

and, from (29), for any integer x with xo Si x ^ m ~ xq , the values of 
a(x) and a(m — x) can differ by at most unity. 

For any x with xo ^ x ^ m — Xo we consider two cases according as 
1 a(x) ~~ a(m — x) ) is zero or unity. Let the expression in braces in (24) 
be denoted Cr

l*(x). For integers x withxo ^ x g m ~ Xo the number of 
terms in Ui*(x) is constant and the expression Ci*(x) is to be minimized 
by making more powers of q larger. 

Case 1. We can write 

cv 
[1 m~\ n M(m-x)-1 

+ qx-mi) 

"2> 
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and the problem is to find the x which minimizes Ci*(x) for large values 
of q (i.e., to find xma*). Since a(a-) = a(m ~ x), @(m. — x) — p(x) — 
m — 2.r and, using the fact that .rniBX ^ ?n/3, we consider only integers 
x ^ 7n/'S and obtain 

m — x ^ 2(m — 2.r) = 2[1Q(»i — x) — ^(.r)], (33) 

and henec 

m — 2/3(in — .r) ^ re — 2fi(x). (34) 

It follows that the last term in (32) has lower powers of q than the 
previous term and that (32) is minimized by setting f3{x) = 0, i.e., by 
taking .rmnx to be a power of 2. To complete the proof of (21) and (23), 
we note that 

m = x -\- (m — .r) — 2"(:r) -f- 2c'l"'~x) + 0(m — re) 

= 2°("+1 + /3(m - x), ^ 

so that a(»i) = a(x) + 1, /3(?n) — I3(m — x) and, since x — xmaK is a 
power of 2, we have 

rw = 2a{m)-\ (36) 

Since, by (35), ^(w) = /3(m — re) < |2a(m), then (36) holds for 2a(m) ^ 
7n < 3[2c'("'>~1j. Substituting these values of a(rc), /3(rc), a(in — a*) and 
0(m — x) into (32) and using (24) gives 

FSim) = a(m) (1 ,"5^" ') . (37) 

which completes the induction for Case 1. Conversely, if 2a(m) S w < 3 
^ _ 2a(m)^1 ftncj) for any x with rco ^ x ^ m — .To , we have 

a{x) = a(m — x). Hence (32) is minimized for Tmax = xq — 2a("0~l by 
the above argument. 

Case 2. Since we are now considering only possibilities outside Case 1, 
we must have 3[2a("'>_1] w ^ 2a<m)+l. Using (29), and the fact that 
To rg ;t; ^ in — To, it follows that either a(T) = a(m — t — 1) = 
a{m — x) — 1, so that m — x is a power of 2 and x < m/2, or else 
a(m — t) — a(T — 1) = a(x) — 1, so that t is a power of 2 and x > m/2. 
In the former alternative, we obtain 

m = t + {m — x) = 3[2"<:i:)] + /3(rc), 

cr(w) = «(t) + 1 and /3(m) = 2a{z) + /3(t) = x. It follows that 

x- = Xiorx = m - 2a<m,. (38) 
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In the latter alternative, it can be concluded that a; = 2a(m) > m/2. In 
the latter alternative (or in both alternatives), we now compare the 
values of Ci*{x), computed from (24), for the two arguments, 

Xl = 2a(m) > m/2 and x* = m - 2a<m, < m/2. 

Using the general result that 0(m*) < in*/2 for any positive integer m* 
and the implied result that a{m — 2a{7n)) — a{m) — 1, it is easy to show 
(the details are omitted) that Ci*^) < Ci*(.Ti) forO < q < 1. Hence, 
for either alternative, we obtain the same result, (38). As a corollary, 
(22) holds. In this case Ci*(a:), after algebraic simplification, is given by 

/i m\ Pi 
CSM = Mm) - 11 (^pr^-) + [— —J ■ (39) 

which, using (24), again gives the result (23). The fact that (23) holds 
for m = 2, 3 and 4 is easily shown and the details are omitted. This 
completes the proof of (23). 

It is also possible to get expressions for (?i*(m, m), Gi*(m, n) and 
H\{n) for large values of q using (23) and the fact that, for any posi- 
tive n and sufficiently large values of q (depending on n), 

Hxin) = 1 + (1 - qn)Gi{n,n) = 1 + pGi*(n, n). (40) 

Then, by (18), we obtain for large values of q 

(?i*(m, m) = m — 1 + + p S (41) 
i=2 

Gx*{m, n) = n — I — {n — m — \)qm + Fi*(m) 
n —ot—I n -1 (42) 

+ P(i - s") E 0*(;) + P E Pi*i3), 3=2 »» 

Hxin) = g + wp + 'pFl*{n) + p2 S Ffij), (43) 
3=2 

where (42) is to be used only for w < n and the summation from a to 6 
is taken to be zero for h <. a. Using these and (23), the last equation 
(i.e., the equation for the last g-interval which ends at unity) can be 
obtained independently and more simply for Fi*(m), n) and 
Hiin). 

It is clear from the results above that, as q approaches unity, 

lim Hi{n) = 1 (43a) 

and that, for q in an interval ending at unity, we have Xy{n; q) - n. 
Here xi,{n -, q) is the size of the next test group when the procedure R\ 
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is used for an //(n)-situation with « priori probability g of a unit being 
good. In an //-situation the probability that there are no defectives pres- 
ent approaches unity as q approaches unity. In a (/-situation with m > 1, 
the probability that there is exactly one defective in the defective set 
and none in the binomial set approaches unity as q approaches unity. 
Defining Xa{in\ q) in a similar manner, it was shown above that 
xa(m\ q) = a-mnx [as given in (21)] in an interval ending at unity, and 
it follows from (23), (41) and (42) [or (23) and (15)] that, as q ap- 
proaches unity, 

lim Fi{m) = a{m) + 2^^ (m > 1), (43b) 
TYt 

lim Gi{m, n) = 

,1 + lim Fi{m) - 1 + a{m) + 2 (for n > m) 
m (43c) 

1 ^ + aim) -f 2 (for n = m). 
m m 

It is interesting to note that the result (43c) depends on m but not on n. 

VII. CONJECTURED PROPERTIES OF Ri 

In this section we shall state some properties which appear to hold 
for procedure R\ based on numerical calculations for iV S 16 but have 
not been proved for all N. 

1. For any (/-situation with fixed m > 1, if a:0(m; g) denotes the size 
of the next test group under /?j, then XQ{m\ q) is a nondecreasing step 
function of q with step size unity. That is, for any pair g rg g+ g 1, 

XQ{m\ q) ^ xQ{m-, q+) (44) 

and, for sufficiently small « > 0, 

.rG(?n; g -f 0 g .rc(m; g) + 1. (45) 

Also for fixed g the value of xa{m -f 1; g) is either the same or one greater 
than Xa{m; g); i. e. 

Xo(m; q) g xG(m + 1; g) ^ T0(m; g) + 1. (46) 

If the dividing point between x and a- + 1 for any G-situation under Ry 
[denoted by qo(x] m)] is shown to exist (and be unique), then the three 
properties (44), (45) and (46) are equivalent to the two properties that, 
for any m > 1, 
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qa{x\m) ^ go(x;m+ 1) for < J'max j (47) 

qo{x] m) < qa{x + 1; m) for 1 ^ t < •^mnx 1* (48) 

The assumption used in Section YI that the largest rc-values arc as- 
sociated with the largest g-values is a simple consequence of (44). 

2. For any H-situtation, we can define 'x„{n\ q) similar to Xn(in; q) 
and the property corresponding to (44) still holds: that, for g ^ g+ ^ 1 
and all positive integers n, 

Xfjin^q) ^ .Tff(n;g+). (49) 

We can also define Qnix','") similar to Qeix] m) with the understanding 
that, if x does not appear under #i(n) in Fig. 3, then the interval for 
x is assumed to have length zero but the endpoints still exist, and, in 
fact, qn(x — 1, n) will then be equal to qnix] n). Then (49) is equiva- 
lent to the property that for all a; ^ 1 and all positive integers n 

qn{x-,n) S qn{x + l;n). (50) 

3. If the experimental situation is such that it is impossible or eco- 
nomically impractical to identify or keep separate the individual units 
in any test group, then, after each test on a batch of x units, the disposi- 
tion of the x units must be made on a batch basis. In such a situation 
it is conjectured that the procedure Th, is the optimal procedure for all 
values of g. 

4. There are various patterns existing in Table II B both within a 
column and across columns, none of which have been proved. For ex- 
ample, if g = qa(x; m) is the dividing point between x and x + 1, then 
the first entry in the appropriate column is 1 — q2x — q'x+1, and the last 
entry, form = <», is 1 — g* — gI+1. In the first column, the entry can 
be written as 1 — g — g2 + g"* for all m. In the second column of Table 
11 B the pattern shown is to replace the highest power of q (say, qh) by 
qh~2 or by qh+2 + qh+:i, depending on whether m is odd or even. Thus the 
pattern displays a cycle of 2. In the third column one can similarly find 
a pattern with a cycle of 3, starting with m > 9. If a general rule for all 
these patterns were proved then it might be easier to find the dividing 
points for higher values of m. The conjecture in this case lies in the fact 
that these patterns exist and can be mathematically established. 

VIII. CHARACTER OF Tt\ FOR SMALL VALUES OP q 

For the procedure 7?i it will now be shown that, when 

g < ?o - KV5 - 1) = 0.018 

(to three decimal places), then, for both G- and //-situations with any 
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positive integers m 5= n, the units are all tested one at a time. Of course, 
if we start with the //-situation and test units one at a time, then a (/-.situ- 
ation never arises, but in the induction proof that follows it must first be 
shown for the G-situation and then for the //-situation. This property 
that units are tested one at a time was recently shown4 to hold for the 
optimal procedure (without specifying what the optimal procedure is or 
whether it exists). Simple formulae for Hi{n), Gifw, n) and Fi{m) are 
obtained for q ^ . 

Theorem 2: For procedure Rt with 1 g m g n and 0 ^ < go, 

xaim\ q) = xH{n] q) = 1, (51) 

Ih{n) = n, (52) 

m—1 
Giim, n) = n - ^ ^, (53) 

F1(w)=g + 1~f"1~mr/". (54) 
v i - <r 

[Remarks: The last term in (53) results from the possibility of saving 
one test if the defective set of size m contains exactly one defective unit 
that is discovered inferentially by showing that all the other w — 1 units 
are good. It is interesting to note that (54) can be obtained by sum- 
ming the series 

Fiim) - —(l + 2g + 3g2 + - - • + (m - Dg"*"2 

1 " q (55) 

+ (m - l)g"1_1). 

In the proof below, (54) is shown first and then (52); the proof of these 
contain the result (51). Then (53) follows from (15), (52) and (54)]. 

Proof: The proof of (54) is by induction. The result holds for m — 1, 
since /'1(1) = 0. Assuming (54) holds for arguments less than m, we 
can use (19) with (10) to obtain 

min 
p [ \_ p- J 

_l_ 1 - q'"1 - (-r - 1 )pgj:| _ p - gm~l - (m - l)pg"'j (55) 

1 r111 1 
+ + v."i"-! ^"'n ~n"x 
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To prove part of (51) it is now shown that the minimum of the expres- 
sion above in braces [say>/o(^)] is attained at x = 1. Since this is obvious 
for m = 2, it is now assumed that w ^ 3. Then 

fo(x) - fod) = (.V - l)Qm + 1 - ZQ* - (57) 

and it suffices to show that, for q S q* and re = 2, 3, • ■ • , m — 1, 

fx{x) = I - xqx - vqx'1 ^ 0- (58) 

Similarly, it suffices to show that, for g ^ go and £ = 3, 4, - - - , m — 1, 

ax) = /iW - = i + - pf-' s o, (59) 
q 

More generally, if it suffices to show that, for g g go and x = y + I, 
y + 2, - ■ • , wi - 1, 

fy{x) = i + {y-l)q- xqX-V+i - PQX'y ^ 0, (60) 

then it also suffices to show that, for g ^ go and x — y 2, y 3, ■ • • , 
m — 1, 

= h{x) -^(?; + 1) = 1 + OT - Xq— - pq-'-1 a 0. (61) 

Setting t/ = m — 3 in (61), it suffices to show that, for q S go and a; = 
m — 1 (we can now replace a: by m — 1), 

1 + (m - 4)g — (m — 2)g2 = 1 — g — g2 +(m — 3)pg ^ 0. (62) 

Since go is the root of 1 - g - g2 and m ^ 3, the inequality (62) is proved 
and the minimum of (56) is attained at x = 1. Setting x = 1 in (56) 
gives the bracketed expression in (56) and proves the result (54). 

To prove (52), we substitute (54) in (20) to obtain 

Hi{n) = 1 + min \qx{n — x) - pgr_1 + p 2 n 1 

Igxgn I »=1 

+ pt(n- Og'-1} (63) 

= n + I - max {xqx + p?1-1), 
I5 n 

where the value of gI_1 for g — 0 and a: = 1 is taken to be unity. 
To prove the rest of (51), it is now shown that the maximum of the 

expression above in braces [say, /i(x)] is attained at x = 1 for g ^ go. 
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Then, for q ^ go and x S: 1, 

h(x) — h(x 4-1)— xpqx — 2qz + 

= 2X_1[1 - q - q + {x - l)pq] > 0. 

Clearly, the maximum of h(x) is attained at x = 1 not only for 
0 < g ^ qo but also for 5 = 0. Setting a: = 1 in (63) gives H^n) = n, 
and this completes the proof of (52). The fact that the minimum is 
attained only atrc = 1 for q < qo in both (56) and (63) proves (51) and 
shows that, under Hi with q < qo, units are tested one at a time. 

IX. CONSTRUCTION OF TABLES FOR Ri 

Figs. 3 and 4 describe the procedure Hi for n — 2(1)16 and m S n 
in the form of two diagrams that are easy to use in a practical situation. 
Tables III A and III B give the polynomials, the roots of which are the 
dividing points in Figs. 3 and 4. Table IV A gives the polynomial equa- 
tion for Fi*(m) for m = 2(1)10. Tables IV B and IV C give the poly- 
nomial equations for Hi(n) and Gi*{m, n), respectively, for n = 2(1)12 
and 2 S m ^ n. These can be obtained from (6), (7) and (8), or from 
(18), (19) and (20) and the boundary conditions, Hi(0) = F'1*(l) = 0. 
For the sake of brevity, Table IV C has been reduced so that it gives the 
results only for q S; 0.85, and only for pairs m^n which can arise starting 
from an H(n)-situation with n g 12. 

Having computed Hi{n) and F*{m) for 2 ^ m ^ n ^ 12, we can 
make the procedure Ri explicit for 12 ^ n ^ 16 by a different method, 
which will now be explained. Let li]{n \ .r) denote the value of Hi{n) if 
(i.e., for those ^-values for which) the next sample size is x\ let F*{m j x) 
be defined similarly. Then (20) can be written as 

Hiin | x) — Hiin — 1) = 1 + pFfix) 

^ (65) 
— S q[Hi{n — i) — Hi(n — i ~ 1)], 

t=i 

Writing a similar equation for Hi{n | y) iov y > x and subtracting gives 

Hi{n 1 re) - Hi{n \ y) = -p[Fi*(y) - Ffix)] 

Vd - (06) 
+ E qWii".-]) - H.in-j - 1)]. i=x 

If 4 ^ a; < ?/ ^ 16 and 12 < n ^ 16, then the right member of (66) 
involves H-function arguments only up to 12. In particular, for y = 
a- -j- 1 we set the right member of (66) equal to zero and obtain a poly- 
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nomial whose root (between zero and one) is the dividing point, qH{x, n), 
between x and x i. Table II A shows that, for n > 12 and x < 4, the 
pattern for the dividing points is well stabilized; for example, the value 
of 3^(1, n) = 0.618 (to three decimal places) is shown to hold for all 
n in Section VIII. By considering various pairs x, y (most often of the 
type x, x + 1) in (66) it is possible to determine the procedure Ri for 
the #(n)-situation for 12 < n g 16, without explicitly computing the 
formula for Hi(n). 

Similarly, we can do the same for the G-situation by using 

Fi*{m 1 x) - F1*{m ! y) = Fl*{y) - F1*(x) 
(67) 

+ qvFy*(m - y) - q Fi*(m - x), 

but in this case (according to Section YI) we need only consider values 
y = a; -f- 1 up to and including m/2. 

Table II A gives a numerical comparison for iV = 4, 8 and 12 of Ri 
and several other procedures, two of which are based on the work of 
Dorfman1 and Sterrett;3 the others are defined in the Appendices to this 
paper. Table II B gives a brief numerical comparison of Hi(n) and H^n) 
(corresponding to procedure Rs defined in Appendix B) for large values 
of n [viz., n = 10(10)100] and q = 0.90, 0.95 and 0.99; these entries 
were computed on the IBM-704. 

Tables V A, V B and V C give the numerical values of Hi(n) and 
Gi{m, n) as well as the values of Xo{m; q) and Xain; q) for q = 0.90, 0.95 
0.99 for 2 ^ n g 100, and for appropriate values of m; these entries were 
computed on the IBM-704. For q = 0.90 the value of x is always at most 
9 and hence, if we start with an //-situation, there is no need to consider 
values of m > 9; similarly, for q = 0.95 we disregard values of m > 19. 
For q = 0.99 we should consider all values of m up to and including 
m = 100 but many of these were omitted for the sake of brevity. It is 
interesting to note that Gi(m, n) is strictly monotonic in the second argu- 
ment (and hence also in the argument n — m) for fixed m, but it is curious 
and difficult to explain why it is not monotonic in the first argument for 
fixed n. 

X. A SUGGESTED PROCEDURE FOB THE CASE OP UNKNOWN q 

It is reasonable to expect that a knowledge of good procedures for the 
case of known q will suggest good procedures for the case of unknown q. 
From this point of view we consider modifications of the basic procedure 
Ri that make it adaptable when q is unknown. It is suggested that after 
each test we form a new estimate of q and that the procedure Rj be 



GROUP TESTING TO ELIMINATE DEFECTIVES 1201 

used with the estimated value in place of the true value. At the outset 
we can start with an estimate based on past experience or we can start 
by testing one unit at a time. A thorough investigation of the relative 
merit of this procedure has not been carried out. Some discussion on the 
maximum likelihood method of estimating q is given below. 

Let d and s denote the number of units proven defective and proven 
good, respectively, so that at any stage of experimentation we have 

N = d + s + tn + (n — m) = d + s + n, (68) 

where N is the total number of units at the outset, m is the size of the 
defective set (which is known to contain at least one defective) and 
n — m is the size of the binomial set. The likelihood L of the observed 
result (68) is given by 

T (^ d N—n—d/1 m\ 
L = \ d j1"1 (1-2)- 

Then it is easily shown that 

•fdogi) = -Llog L) = (Af-„)P+^1. 
dq dp pq _ r 1 - g-J 

(69) 

(70) 

Setting the latter equal to zero, we find that, for m ^ 0, the maximum 
likelihood estimate g of g is the root of 

(N — n + m){l — gm)(l ~ q) — d(l - qm) — m{l ~ q) = 0 (71) 

or, equivalently, 
m 

s ~ d 2 f - (in + s)qm = 0 (72) 

and, lor m = 0, we have q = s/(d + s), the usual estimate. For 5 = 0 
and m T d ^ 1, we got q = 0 and, for s = 1, it is easily seen, using the 
Descartes Rule of Signs, that (72) has exactly one root q (allowing multi- 
plicities) in the unit interval and hence q is uniquely defined. The re- 
maining case, a = m — d = 0, can only occur at the outset when there 
is no observations on which to base an estimate. It is interesting to note 
that the same result (71) or (72) can also be obtained by computing 
the conditional expected proportion of defectives among the N units, 
given the observed s, d, m and n, and setting it equal to 1 — g. The 
equation thus obtained is the same as (71), and its root is q. 

The above method of getting an estimate is being suggested in con- 
nection with procedure Ri, but it can also be used in connection with 
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the procedures R* and Ra (see Appendices) without any change. For 
procedures Ra and Ra, we can have several defective sets and several bi- 
nomial sets at any one time, and (71) then becomes 

d+ {1- q) (73) 

where Wi, W2, • • • , W/ are the sizes of the defective sets, w/, n-z, • • ■ ,n/ 
are the sizes of the binomial sets, and 

1 J 
+ n/. (74) t=i i=i 

If the number of tests carried out is large (and hence N — n must be 
large), the maximum likelihood estimate is approximately normally dis- 
tributed with expectation equal to the true value of q and variance 
given by 

(75) 

where m and n in (69) are to be regarded as chance variables. Taking 
expectation first for fixed m and n and then with respect to m and n, 
gives 

Since mpq™^1 < I — qm for all m and all 5 < 1, and since the expecta- 
tion of a square is nonnegative, for asymptotically large N — n 

2 
? 2 J( f,\ <r VQ. (17^ 

V + q[N - E{n)] = = N — E(n) " ( 

In particular, if we continue to test until a fixed proportion 0 > 0 of 
the N units are determined to be good or bad (i.e., until n/N =* I — 6, 
approximately) then, for asymptotically large N (so that Nd is also 
large), we obtain 

 p2q ^ <r2(q) S (78) 
Ndp + q N6 

For 0 = 1 and large N, the two bounds are essentially equal and the 
common value is the same as for ordinary binomial sampling. In general, 
at any stage of experimentation it appears to be conservative to esti- 
mate <T2(q) in the same way as for ordinary binomial sampling based on 
N — n observations, using the value of n that is actually realized at that 
time. 
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In regard to the procedure, if the size of the very first test group is 
based on past experience, the question arises as to whether this past 
experience should also enter into the second, third and other early esti- 
mates of q. If it does not enter, then in the early tests we may find sud- 
den jumps from testing very small numbers to testing very large num- 
bers and vice versa, both of which are undesirable. This makes it useful 
to find a method to continue to use past experience until the estimate of g 
(without using past experience) is stabilized. In the absence of past ex- 
perience, this same feature may make it desirable to test several units 
one at a time before starting to use any group-testing procedure. 

XI. SOME GENERALIZATIONS OF Ri 

Returning to the case of known probabilities q, we consider some gen- 
eralizations of the same basic problem and, in each case, the appropriate 
generalization of the procedure Hi. The appropriate formulae will be 
given, but only a few simple computations will be carried out. 

1. Two (or more) different kinds of units with known probabilities 
(say, qi ^ go) of a good unit are present and both can be put into the 
same test group. 

Let Hn(ni, n?) denote the expected number of tests required under 
the proposed procedure Ru if there are n, units of type i with q = 
qi{i = 1,2) and the binomial chance variables associated with the units 
arc mutually independent. Let Gn{mi, nu ; ni, ni) denote the expected 
number of tests required under Ru if there is a defective set containing 
mi units of type 1 and vii units of type 2 (known to contain at least one 
defective among the mi + m2 units) and a binomial set containing 
m — mi ^ 0 of type 1 and ni — ma ^ 0 of type 2. The recursion formulae 
corresponding to (6), (7) and (8) are 

Hn{ni , W2) = 1 + min {qiqiHn{ni - x, ni - y) 

where the minimum is over pairs {x, y) with 0 ^ .r g Wi, 0 g ^ 
and x -f -y ^ 1, and 

+ (1 - q1
xq2V)Gn(x, y^uni)] 

(79) 

-Gnbrii— x, nii — V, ni — ni — y) (80) 
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where the minimum is over pairs (e, y) with Q ^ x ^ m-i, 0 ^ y ^ m2 

and 1 ^ x y ^ mi mz — 1- The boundary conditions state that, 
for all qi ^ q2, 

Gn(1, 0; ni, ih) = Hn{nj ~ 1,^2) for all 7ii ^ 1,712 ^ 0, (81) 

(711(0, 1; Tii, fii) = Hnim , TI2 - I) for all ih ^ 0, n-, ^ 1, (82) 

Guim-i , 0; ni , 0) = Gi(mi , rii ; qi); 
(83) 

(ni(0, m2 ■, 0, no) = Gi{m2, na ; ga), 

Huini , 0) = Hi{ni ; qi); //ii(0, n2) = i/i(n2 ; g2), (84) 

where the right-hand member of each equality in (83) and (84) refers 
to the basic procedure Ri defined by (6), (7) and (8). 

It is clear that 7711(1, 0) = Hu{0, 1) = 1 and i7ii(0, 0) = 0. It fol- 
lows from (80) that, for f/i S Q-i, 

(?„(!, 1;1, 1) = 2 "" g2 ~ m2, (85) 
1 - qiq* 

and the rule is to test first the unit of type 2. Using this result, we can 
compute 

HnO, 1) = 1 + min(1, 2 - q* - QiQi), (86) 

and the rule is to test either unit separately if \ — qiQz > 0 and to 
test both simultaneously if 1 — ga — qiq-z 5 0. The latter inequality is a 
direct generalization of the inequality I — q — q1 ^ 0, which played a 
prominent role in the basic procedure Ri. We state (without proof) that, 
if qi S q* < ? ("v/S — l) = 0.618 (to thine decimals), all testing is car- 
ried out one unit at a time. 

2. Two (or more) experimenters may be working on a single set of N 
units by carrying out simultaneous, parallel group-tests and cooperating 
in such a way as to minimize the time required to accomplish the task. 

It is clear that no saving can be effected in the expected total number 
of tests by having more than one experimenter. However, if the simul- 
taneous tests are regarded as a stage, each of which lasts the same amount 
of time, then minimizing the expected number of stages is equivalent 
to minimizing the expected time required to accomplish the task. These 
remarks indicate that there may be some conflict in these two aims of 
reducing the expected time and the expected total number of tests. For 
this reason, it should be stated that our primary emphasis in this prob- 
lem is to reduce the expected time. 
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Let m and m denote the sizes of defective sets and let n — {m + m) ^0 
denote the size of the binomial set. Let Hi*{n) denote the expected num- 
ber of stages required for m = in' = 0 by the proposed procedure . 
Let Gy}( m, m', n) denote the expected number of stages required by R12 

if we have two defective sets of size m, m' and one binomial set of size 
n — m — in' ^ 0. Let 6^12(?n, 0, n) and ^12(0, m, 11) be denoted by 
Gi2(w, n), so that GniO, n) = Hu{n). The recursion formulae for Rn are 

//12(a) = 1 + min [q^Hnin - x — ij) + gr(I — qv)Gn{y,n — x) 
a S: t . . 

(87) 

+ ^(1 - q)Gi2{x, n - ?/) + (1 - 3I)(1 - q") G^ix, ?/,n)], 

GKim.m',n) = 1 +mm_i 

I g V ^ "*'-1 

■Chiim — x,m - ij,n ~ x ~ y) 

+ (f^r)(i~£) ^ (88) 

+ (| L^)(f4p) 

and 

G\2(in, n) = 1 + min / mm G^ix, y), min Gn {x, y)\ (Q( . t Igagjn-l f, toa/ 
+ Igyg n—m J 

vhere Gv/(x, y) and G\"(x, y) arc defined by 

ffis'O, y) = ^ _ g„? ^ Gn{m - x - y,n - x - y) 

+ q[lG0l
) G^y'n - xS> 1 9 (00) 

+ 9 ) G^x' n "fjj 

+(1 ~9-1.79) G^x, V. «) 
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and 
y / x m \ 

y) = q y Giiim - x,n - x - ?/) 

+ ^ i1 ~ ^ Gnix, n - y) 1 - qm 

+ ^ ~ ro~ q ^ Gn{m - x, y, n - x) 1 - q' 

(91) 

The boundary conditions state that, for all q, 

Gnim, l,n) = f?i2(l, m, n) = Gn{m, n - 1) 

for 0 iS m 5= ?i - - 1, 

(?i2(l, n) = H12(ft - 1) for ft ^ 1, 

H12(0) - 0. 

(93) 

(94) 

(92) 

It is easy to see that Hul 1) = Gii{2, 2) — //i2(2) — 1 and 
(?I2(3,4) =GI2(4, 4) = 2 for all q. 

Remark 6: The extra complication in (89) insures that, for n ^ 2, 
one experimenter will not be idle while another is carrying out a test. 

Remark 7: It is conjectured that in (89) the possibility re + y = m 
can be omitted, with the exception of the single case m = ft = 2 (and 
m! — 0). 

Remark 8: It is also conjectured that Gn, which is needed for the 
cases ft > m = 2, can be disregarded when m > 2; i.e., that Gn always 
gives a smaller minimum for m > 2. 

Remark 9: It is conjectured that, at any stage in which m = m' ^ 2 
or in which we have both m = m' = 0 and n even, the two test group 
sizes, x and y, will be equal. If either m or m' = 0, it is conjectured that 
the two test group sizes will differ by at most unity. 

Further calculations yield 
Test Group Sizes 

x y 

GW2.3) 
l + g 

for all q ID IB, (95) 

GW3, 3) = - 
2 + 2g + g- 
l + q + q- 

for all q ID ID, (96) 
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2 for 0 g g < 0.682 ID US, 

- L + 5 _ g3 
for 0.682 ^ g ^ 1.000 ID 2D, 

(97) 

1 + ? 

for all q ID ID', (98) 

2 for 0 g g < 0.691 ID 1D: 

7/12(4) = (99) 
3 - 3g2 + 2q - g4 for 0.691 ^ g ^ 1.000 2D 2D, 

where ID indicates that 1 unit is taken from the binomial set to form 
one of the two test-groups and D, D' denote different defective sets. 

It is interesting to compare the above result for 7/12(4) for q 0.691 
with the procedure Rn* of giving each experimenter two units to analyze 
independently of each other and without any mutual cooperation. Let T 
denote the total number of tests and S denote the number of stages re- 
quired. Then, for g ^ 0.691 (letting Tx, Ti denote the number of tests 
in two independent experiments with n = 2 under Di), it is easily shown 

E{ S | Rl2*} = ElmaxCTj, T2) j Di{ = 3 - g2 - g4, (100) 

E{T 1 D12} - 2//12(4) - 2g - 2g2 + 2g3 - 2g4. (101) 

Hence we find that, for g ^ 0.691, 

EtSlRu] - E{SIR12*} ^ 

= //i2(4) - (3 - g2 - g4) = "2g2(l - g) ^ 0, 

D{Tiie12} -EITIR12*} (103) 

= 6 - 2g - 2g2 -f 2g3 - 2g4 - 2^(2) = 2g3(l - g) ^ 0, 

which illustrates the fact that D12 effects an improvement in the expected 
number of stages at the expense of a slight increase in the expected total 
number of tests. 

3. In this generalization we apply the restriction that any one unit 
can be included in at most K group-tests. This is particularly appropriate 
in the blood testing application, where a single blood sample can be used 
in a small number K of blood tests and the patient does not want to be 
annoyed by having more than one blood sample taken. 

In this problem there is again only one defective set but it is now de- 
noted by a vector m = (wo, Wi, • • • , W/r-jj, where m, Sr 0 is the num- 

that 
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ber of units that have already been included in j group-tests. Similarly, 
the union of the binomial and defective sets is denoted by 

n = {no, ni , ■ ■ ■ , n*-]} 

and the binomial set alone is the difference n — m. The symbol for 
the size of the next test group will be x = j Xo, -Tj , • • ■ , Zk-i}, where x} 

is the number of units taken from n,- m an //-situation (from nij in a 
(/-situation). The symbols x, m, n will be used for the sum of the com- 
ponents in the vectors x, m, n, respectively. Let (?i3K(m; n) denote the 
expected number of group-tests required to remove all defective units 
if the defective set is m and the binomial set is n — m. If m — 0, 
we denote this expectation by /?i3

K(n). For the special case in which n 
has all except one component (say, rij) equal to zero, we will drop the 
zeros and write HuK{nj), with a scalar argument. The recursion formulae 
for this procedure RnK are given by 

HuK{rxi) = 1 + min [qxHnK{n - x) -f- (.1 - n) |, 
all X with (104) 1 g 2 g n and 
0 < i.- ^ n •• 
(i = 0, 1. ■ ■■, K — 1) 

G'i3
K(m; n) = 1 + min i(^ G13

K(m - x; n - x) 
nil X with ? / 
iiL^T1 (105) _ ^ j ^ (y-o, s) 

+ 

where, as usual, m > 1. The boundary conditions state that, for all q, 
we have HuK(0) = 0 and, for m = 1, we can write GuK{m] n) = 
HuK{n — m). It is easy to see that Hi3

K(n) — 1 for n — 1 and all q. 
Some further computations for n = 2 and n = 3 give, for any K: 

$-interval k-value /-value 

(see Ri) 0 ^ j ^ K — 2 (106) 
(0, ■••,0,0,1) j = K-l 

II cT 

f//i(2) 0 ^ 2 g 1.000 

12 0 g 2 

0
 

0
 

0
 

T—1 
VII 

H13
K(3}) = 

//i(3) 0 ^ 2 g 1.000 

f3 0 g 2 ^ 0.618 
U - g - q2 0.618 g 2 

r- 
0

 
d

 
VII 

[4 - 9
2 - 2q3 VIJ 

d
 2 

0
 

0
 

q
 

r-H 
VII 

3 0 ^ 2 g 1.000 

(see RG 0 ^K-3 
(o, •••,o,i,o)l (107) 
(0, •••, 0,1,0) j = K - 2 

3, 0)J 
(0, ■•■,0,0,1) j = K — 1. 
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If K — 1, all units are tested individually. If K = 2, then, after a set 
of size rn > 1 is shown to be defective, all the units in that set are tested 
individually; this is the procedure recommended by Dorfman.1 A more 
thorough investigation for particular values of K 2: 3 will be given in a 
separate paper. 

Under R\ for any /f(n)-situation the maximum number of additional 
tests M*{n) in which any particular unit will be included before experi- 
mentation is concluded (allowing a random reordering of units in the 
binomial and defective sets after every test) occurs when q is close to 
unity and the sample has all units defective. It is easily seen that, un- 
der R\, 

M*{n) = M(n) - (?i - 1) = (?i + l)a(n) + 3 ~ 21+a("), (108) 

where a(n) and M(n) are defined by (10) and (11). Under Ru*, let 
j(n) denote the largest subscript associated with a nonzero component 
of n. For K ir M*(n) j(n), the restriction that no unit should be in- 
cluded in more than K group-tests does not affect the procedure Ri, 
and hence we have for procedure Rn* 

f/13
K(n) = HiCn) for 0 g j(n) ^ K - M*(n), (109) 

which generalizes some results in (106) and (107) and shows that Ri3
A 

is a generalization of Rj . 
Since units in the last component of the defective or the binomial sets 

cannot be tested in groups, we can remove at any time for individual 
testing all units in the last component of the binomial sot and all but 
one of the units in the last component of the defective set without af- 
fecting the expected number of tests under Ri3

K . It is easy to show that 
this leads to the two reduction formulae 

//i3A'(n) = Uk—i -h ffu (wo, • • • , tik-z, 0), (110) 

 ^ f m—) Rn (no, ■ ■ ■ , nxs, 0) 

+.-"-"(4ry-) 

■ [(?i3K(wio > ■ * ■, niK-2, 1; , ■ ■ ■ UK-I ,0) — 1], 

which arc useful in computations and for checking. 
It is conjectured that, for m. = 0 or m > 1, the procedure RnK can 

always be carried out by putting in the next test-group only units that 
have been included in the same number of group tests (i.e., units in the 
same subset); the only possible exception to this is that, in any H-siiun- 
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tion, if q is sufficiently close to unity, then Rn* will call for a test of all 
the remaining units; i.e., x = n. 

Under the above conjecture, it is possible to carry out a simplification 
as in Section Y and show, in direct analogy with (19), that 

m 
FnS(m) = E r1 + min {^^(m - x) + ^(x)}, (112) 

i=l 

where x has X{ in the (i + l)th position and zeros elsewhere (so that 
x = X{), and i is defined as the subscript associated with the first non- 
zero component of m. The function Fi3K(ni) is defined as the expected 
number of group-tests required to reach the next //-situation, and then 
we define, as in Section Y, 

FXK{m) = (113) 

Hence under the above conjecture it is again seen that, for any (/-situa- 
tion with w > 1, the next test-group x depends on m but is independent 
of n — m. 

It appears to be true (but has not been rigorously proved) that, in 
this case also, for § < ?o = 0.618 (to three decimal places) all units are 
tested one at a time. 

XII. AN ASYMPTOTIC FORMULA FOR H\{n) 

In this section we shall use results obtained by considering an informa- 
tion procedure , which is defined in Appendix A. The procedure Rz 
appears to be a best test in the sense that it maximizes the information 
in the very next test but does not take into account the exact finite num- 
ber of units present and the possible ways of distributing them among 
subsequent tests. It is therefore intuitively reasonable to expect that the 
procedure Rx tends toward Ri in the //-situation as w —► and also in 
the (/-situation asm —► w. A more rigorous proof of this assertion would 
be desirable. It should also be pointed out that there is considerable 
numerical evidence in Tables IIIA and IIIB of the above assertion, which 
explains the reason for putting opposite m — co and n = in these 
tables the polynomial equations 

I- q* - qx+1 = 0 (x — 1, 2, • • • ), (114) 

which are derived for procedure Rt in Appendix A. 
We shall now derive an asymptotic formula for Hi{n) for large n 

based on the assumption that the above reasoning is correct. For large 
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values of n and fixed q, the expected number of tests required under 
procedure R\ is approximately given by 

(expected number of tests needed to reach 
the next ^-situation under R, , 
 7   |. (115) 
expected number of units analyzed between 

-situations under Ri/ 

The ratio of n to the denominator in (115) is the approximate number of 
//-situations reached if we start with n units, and this is clearly to be 
multiplied by the expected number of tests required to proceed from one 
//-situation- to the next. Let T and U denote the chance variables in the 
numerator and demoninator, respectively, of (115). For a fixed q we 
find from the limiting procedure Ro that, for an //(n)-situation with n 
large, we will, under Ri, "almost always" be using the same test-group 
size x, where x is that positive integer for which qx is closer to one-half 
than is either q*-1 or qx+1. Then, for this fixed integer x, which depends 
on the given q, we have 

El [/ | ftl = .T-f + P E is'"1 = 1—^ . (116) j=l 1 — ? 

which is obtained by assuming a single randomization of the order of the 
units at the outset and considering the different possible positions of the 
first defective. 

Since Fi(x) is the expected number of tests required under Ri to get 
from a (j(m, n)-situation to the next //(n)-situation, we have 

FAT 1 RJ = <f + (1 ~ r/)[l + FAx)] = 1 + pFi*(a), (117) 

where l'\*(x) is tabulated in Table IV A for a; — 2(1)16 and all values of 
q. Hence, wc obtain from (115), (116) and (117) 

yi(n)S«p[i + P*yM] (llg) 

1 - q* 

where x is defined above in terms of q. This is the main result of this 
section; we now consider some special cases. 

For values of q close to unity we can use (23) to replace F*{x) by an 
explicit expression. If we also replace (1 — <f)/(l — q) by z for q close 
to unity, we obtain for q close to unity 

HAn) — - {1 + pixaix) + 2p{x)]], (119) 
x 

where a (a;) and &{x) are defined in (20a). If q approaches unity, x be- 
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comes large; if a(x) ^ 2, then 2p(x) < 2 
a(x) +1 ^ 3;a(.T) and, since 

01(2;) —>■ qo, it follows that we can disregard 2(3(x) in (119). For q close 
to unity and x large, the dividing points get closer and closer, and we 
obtain 

0 = 1 — (f — gx+1 ^ 1 - 2q, 
—i 

. Also, from the definition of q:(k), so that x = 

so that 

logo I - 

< x < 2-2 

loga ( 9) ^ (^)- 

Using the upper value in (122) gives 

Ih{n) ^ n loga (^j + np loga j^loga (^j 

(120) 

(121) 

(122) 

(123) 

It can be shown that the first term in (123) goes to zero faster than the 
second as q approaches unity, and hence we drop the first term and re- 
write the second in the form 

Hi{n) ^ -np loga P- (124) 

In particular, if p = 1/n so that 2=1 — (l/n)? we obtain from (124) 

Hi(n) = log2 n. (125) 

In this case, we also have x = n ~ l/p, and a better estimate is obtained 
by setting qx = e_1 in (23) and (118). Assuming that (23) is either equal 
to Fi*(.-r) or is a good approximation to it, we obtain 

lUn) 
X 

'1 + pFUCr)] = n 
1 — c-1 J x 

1 + aix) -{- 
?0(x)/x-\ 

e - 1 
(126) 

For the case n = N = 100 and q = 0.99, we obtain 8.32 as the exact 
value from Table VC; log2 100 = 6.64, from (125); 7.79, from (119); 
and 8.20 from (126). 

A rough lower bound on H{n) for any procedure can be easily obtained 
from information theory. The total information in n units is 

-n(p log2 p -\- q logo 5), 

and this is to be equated with the product of the expected number of 
tests H (n) and the average information obtained per group-test. Since 
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the maximum information per group-test (in bits) is unity, we obtain 
for any procedure 

For n = N = 100 and q = 0.99, this gives 8.09 as a lower bound. Since 
a result better than 8.09 is impossible, the smallness of the difference 
8.32 — 8.09 — 0.23 is an indication of how far Ri can possibly be from 
an optimal solution. However, it should not be inferred that the lower 
bound (127) can be reached for any value of q (except possibly for 
■p = q = %) hy any procedure. In fact, for g < | and q decreasing to- 
wards zero, it has been shown4 that an optimal procedure must have 
}f(n) — n, whereas the right member of (127) approaches zero. 

It has been pointed out to the authors by S. W. Roberts that a lower 
bound for G(m, n) for any procedure is easily shown to be 

XIII. LACK OF OPT1MALITY OF PROCEDURE Ri 

To illustrate the fact that Ri is not optimal in the general case when 
units are identifiable and "mixing" of units from the binomial and de- 
fective sets is allowed, we shall describe a method of obtaining an im- 
provement on Ri . It is sufficient to consider the case N = 3, but the 
case iV — 4 is more typical, and we shall use the latter. Let Ra* denote a 
procedure for N — 4, part of which is described by Fig. 2 and the remain- 
ing part of which is arbitrary. (We can therefore also regard Ri* as a 
set of procedures, with the common part shown in Fig. 2.) Let ai , a?, 
hi , hi denote individual units; it will be assumed that the a-units are 
distinguishable from the 6-units. The part of Fig. 2 enclosed by dashed 
lines is different from Ri , since it includes mixing; the rest of the pro- 
cedure agrees with R\ for q close to unity. For q close to unity and m = 2, 
after the first two group-tests result in failure, we should act as if there 
was exactly one defective present until it is proved otherwise. Then, for 
q close to unity, the above procedure Ra* terminates in one or two ad- 

H{n) ^ —n{p log2 p + q logs q). (127) 

«<-■■" (A?-) 

1 g„t [qm logs qm {I - qm) log2 (l - (f
1)] 
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PROCEDURE R* (STARTING WITH H(4)-SITUATION) 
TEST 

NUMBER 

END 

(ai,a2,b,,b2) 

a,,a2) 

(at,b^b,) b,) 

(ag.buba) END 

END END (ANY FINITE 
CONTINUATION') 

Fig. 2 — Procedure Bo*- 

ditional tests with probability close to | for each. More precisely, we 
obtain for the conditional expected number of additional tests required 
under Bo*, given that the first two tests result in a failure, 

Vfil) _ 3g3 + pf(q) (r{2)4 J Rq*) = 
pq 

+ 
2pg 

+ 1 - q2 
1 + q 

(129) 
1 - g2 1 1 

where f{q) is a polynomial in q. In comparison, we have under Ri for 
0.707 < q < 1.000 

^(2,4) = i + + ^(2) 
1 - q2 1 - q* 

(130) 
1 

1+9 
(6 + 2g - 2g2 - 2g3). 

For q approaching unity, the value in (129) approaches f, while that in 
(130) approaches 2. This proves that any finite continuation in Fig. 2 
will be better than Ri for q sufficiently close to unity. In a particular 
procedure to be discussed in a separate paper, the dividing point for the 
(x(2, 4)-situation between "no-mixing" and "mixing" is 

g = (1 + VSSVS = 0.843 

(to three decimal places). The maximum improvement over i?i for 
n = 4 in the expected number of tests required for the //-situation is a 
decrease of 0.04. The price to be paid for this improvement will be an 
increase in the complexity of the procedure. 
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APPENDIX A 

The Information Procedure 

Another procedure which was investigated is based on choosing that 
value of x which maximizes the "amount of information" that the next 
test will give. The amount of information in a test with two outcomes is 
plog2(l/p) + glog2(l/g) if pis the probability of either outcome. Hence, 
equating the information in an //-situation obtained by taking x and 
x + 1 in the next test gives 

qx log2 q* + {I - qx) logs {1 - qx) 

= q'+1 log, q'+1 + (1 - q'+') log, (1 - r/+1), (131) 

whose root will be used as a dividing point between x and x + 1. It is 
easy to verify that, for any integer x and any integer n ^ x 1, the 
unique positive root of (131) is also the unique positive root of 

I - qx - qt+l = 0. (132) 

It is interesting to note that the solution implicit in (132) is easily seen 
to be equivalent to finding that positive integer x (for fixed, known q) 
for which qx is closer to | than is either gx~l or qT+1. In fact, by (132), 
the right endpoint of the interval for x is such that qx and qx+1 are 
centered about | and the left endpoint of the interval for x is such that 
qx and are centered about Similarly, for the (/-situation with 
m > 1, we equate 

with the same expression, except that x is replaced by x + 1, and find 
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that, for any n ^ m > 1, the dividing point between x and rr + 1 is 
the unique root in the interior of the unit interval (if it exists) of 

1 - - qx+l + qm = 0. (134) 

If we remove the root q = 1 in (134), the dividing point is the unique 
positive root (if it exists) of 

1 + g + s2 • • ■ + q*"1 - qx+1 - q+2 - ■ • • - q"1'1 = 0. (135) 

If the root does not exist for some m > 1, then a: + 1 will never be used 
for that m. It should be noted that the left member of (134) is a strictly 
increasing function of x and, for x ^ (m — 1)72, m > 1 and any 
fixed q with 0 5= g < 1, we have 

\ — qx — qx+l + qm ^ (1 - g<n"-1>/2)(l - $
(m+J)/2) > 0. (136) 

It follows that the highest value of x for which a nondegenerate root ex- 
ists is such that + 1 < (w + l)/2 and hence, under this procedure, 
we never take a test group of size greater than w/2. It is interesting to 
note that the dividing points for any <?-situation do not depend on n. 

These equations define a new procedure Ri, which we shall also call 
the information procedure. For this, let Fzim) denote the expected num- 
ber of group-tests required to "break up" a defective set of size m, i.e., 
to reach an if-situation. Let fVfm) = (1 — qm)p ^(w). Then we 
can write as in (20), for any n and for the appropriate interval where the 
next test group is of size x, 

m 
F2*(m i x) = 13 + qxF2*(m - x) + F2*{x) (m > 1), (137) 

!=1 

fl2(n | .r) = 1 + qrH2(n - x) + pFfix) + pf^q'^hin - i). (138) 1=1 

The boundary conditions state that fVfl) = H^O) — 0 for all q. Those 
expressions for F2*{m) which are used to generate expressions for H2{n) 
for 2 g m g n g 12 are given in Table VIII; the resulting expressions 
for B'lin) (with .r-values) are given in Table VI. Table VII gives the 
dividing points for n = 1(1)100 and for m = 1(1)16, 20(5)100 for 
procedure R2. 

It should be noted that the F2*{m) as well as the ^(w)-function are 
not all continuous. At the point of discontinuity the x corresponding to 
the smaller expectation should bo used. 

It is interesting to observe in the numerical comparisons of Table III A 
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that the procedure Rz compares quite favorably with the procedure ffi. 
In addition, the fact that the dividing points are easier to compute 
makes it better for practical applications, since the dividing points for 
Ri are only known exactly up to n — 16. It is also interesting to note 
that the limiting expressions in Table III A as n —> oo and in Table III B 
as m —> are the same as (132). 

It is interesting to note that a succession of modifications Ri{3){3 — 1, 
2, .. .) of the information procedure, , are possible such that i?2<1) — 
iib and /?20> = Ri for j ^ M(jn,n). Here as defined in (10), is 
the maximum number of group-tests required if we start with a G{m,n)- 
situation [where G{0,n) corresponds to H(n)]. Under the procedure 
we find and use that x which maximizes the ratio of the information ex- 
pected from at most j group-tests to the conditional expected number 
of tests required given that we will stop after at most j group-tests. In 
the special case when there is no possibility of stopping before j tests, 
we can disregard the denominator and simply maximize the information. 
For the case j = 1 this is clearly equivalent to R?. For j ^ M(m,n) the 
information expected from at most j tests is the same regardless of what 
x is used next and of what sample path is taken, since all units are then 
analyzed. Hence, the numerator above can be disregarded and the prob- 
lem is to minimize the denominator or expected number of tests. Under 
the assumption of "no-mixing" of units from the binomial and defective 
sets, this gives the procedure Ri . 

For any H(n)-situation with n Sr 4 and j S 2, these procedures appear 
to eliminate the possibility of taking n — 1 units in the next test-group. 
For example, if n = 4, j — 2 and q > 0.618, then we will want to com- 
pare x — 2 and x = 3. For j — 1, the dividing point between x = 2 
and x — 3 is g — 0.755. Since neither x — 2 nor x = 3 can result in 
termination after one test, we can disregard the denominator and com- 
pare for x = 2 and x = 3 the information expected from two group-tests. 
After simplification, the difference between the results expected after 
x — 2 and x = 3 can be written as 

'P2$[(l + g) logs (1 + ?) - g log2 q] ^ 0, (139) 

which shows that x = 2 is preferable to x = 3 for all q > 0.618. The 
same result holds for all j § 2. Then we find that the dividing point 
between x = 2 and x = 4 for j = 2 is the nondegenerate root between 
zero and unity of 

(2 - 2q - q' - qb - 2q')q log2 5 - (2 + g6) 
(140) 

(1 - q) logo (1 + g) - g (1 - g ) log2 p = 0, 
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which is 0.789 to three decimal places. For j S: 8 = M(0,4) the corre- 
sponding dividing point for = Ri is the root oi I — q2 — q = 
0, or 0.786 to three decimal places. Curiously enough, the same result 
0.786 is also the dividing point between a: = 2 and x = 4. for j — 1. 

For the special case x = 1, we state without proof that, for any 
i7(n)-situation, the dividing point between .-c = 1 and x = 2 is again 
Ka/S — 1) = 0.618 to three decimal places. 

Formulae for the expected number of tests under j?20) for 1 < i < 
M(m,n) have not been derived in this paper. 

APPENDIX B 

Definition of Procedure Rs 

It may happen in some problems that recombination is undesirable or 
impossible, or it may be that we are interested in finding out just how 
much is saved by allowing recombinations. Both are good reasons for 
considering a procedure K-i that is similar to Ri except that recombina- 
tions are not allowed. This simply means that any two operationally 
formed sets cannot be combined to form a new set from which subse- 
quent test-groups are to be taken. In procedure Ri the possibility of 
mixing proper subsets of two different sets was never used, and the same 
will be true for Rs. If both recombinations and mixing are not used, 
then, as the experiment continues, the operationally formed sets can 
only be broken down further into smaller and smaller sets, yielding a 
nested set of partitions; i.e., any two units separated at some stage re- 
main separated in subsequent stages. It follows that any defective set 
present is not affected by the number or size or nature of other sets 
present. Hence, we define Gfim), with a single argument, as the condi- 
tional expected number of group-tests required to remove all the de- 
fectives from a set of size m which is known to have at least one defec- 
tive. 

The recursion formulae for fib are, for n ^ 1 and m > 1, 

H3(n) = 1 + min {qxHz(n — x) 

+ (1 - qx)[G3(x) + H3(n - x)]}, 

Gz(m) = 1 + min Gs{m — x) 

(142) 
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with boundary conditions #3(0) = (73(1) =0 for all q. If we let Gz*{m) 
denote (1 — ql)'p~lGz{m) and simplify, we obtain 

Hz{n) = 1 + min [Hz{n - 2) + p(?3*(a:)}, (143) 

m 
Gz*{m) = S ?'_1 + min 

i=I ISzgm-l 

+ H3{n - x) (t . 

with boundary conditions #3(0) = Gz*{l) = 0 for all q. 
Numerical comparisons of the results for Ri and Rs are given in Ta- 

bles II A and II B. 

appendix c 

Definition of Two Halving Procedures 

Two ''halving" procedures Ri and R5 are defined below, the principal 
purpose being to compare the results on the expected number of tests 
required with comparable results for Ri and Rz. The procedure Ri al- 
lows recombinations exactly as in Ri, while is the same as Ri except 
that recombinations are not allowed. Both R4 and A-, are of particular 
interest, since they can be carried out without knowing the true value 
of q. 

The procedure Ri is carried out like R} except that, if the defective 
set is of size m > 1, the next test group is a subset of size m' = [?n/2] 
(i.e., the largest integer contained in m/2) randomly selected from the 
defective set and, if m = 0 or 1, the entire binomial set is used in the next 
test-group. In particular, we start with all N units in the first test-group. 
The recursion formulae for Ri are 

Hi{n) = g" + (1 - g")[l + Gi(n,n)] = 1 + (1 - qn)Gi(n,n), 

Gi(m,n) = 1 + (j _ Gi(m', n) 

, / ^ —'"'X 
+ qm ^ y _ qm j Gfim — m',n — m) {m > 1), 

with the same boundary conditions as in Ri. If we let Ffim) denote the 
expected number of tests required to break up a defective set of size m, 
it can be shown as in the case of jBi that 

Gz*{x) + qxGs*(m — 

(145) 

(146) 
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Gi{m, n) = Fiim) + f1 
P m) S q^Hiin - i). (147) \i — 2 / i=i 

If we let 

Gi*(m,n) =(^Y^^jGi(7n,n) and ^4*(»0 (148) 

the recursion formulae for Ri reduce to 
m f 

Ffim) = E 5^ + Ffira') + q" Ffim - m') (m > 1), (149) 
i=l 

Biin) = 1 + pGi*{m, n) 
n , (150) 

= 1 + p{F,i*(n) + S Q lBi{n - f)}, 
t—1 

with boundary conditions Fi*{l) = H4(0) — 0 for all q. For n S 5, 
the results are the same as those for Ri, if we take q close to unity 
in the formulae for Ri. The results for H^n) for n — 6(1)12 are, for 
all q: 

H4(6) = 14 - 92 - 222 - 23 " <1, 

Hi{7) = 17 - Uq - Zq - q + q - 2q5, 

7/4(8) = 21 - 142 - 422 - q + q - Zq, (151) 

7/4(9) = 25 - 182 - 422 - 2s + q - 2q + q 
0 

- q > 

7/4(10) - 29 - 222 " 422 + g4 - + q 
9 

- q, 

Hiill) = 33 - 26$ - 4$ + g3 - 425 4 - 226 + $7 - 28 9 
- q > 

7/4(12) - 37 - 29$ - 4$' - 426 + 2q6 + q - q 
9 

- q ■ 

The recursion formulae for the halving procedure Rh, which continues 
to separate sets into smaller and smaller subdivision, are 

H5in) = 1 + (1 - qn)G5{n), (152) 

Gf,{m) = 1 + (\ ~ q
m} [^(w) + Hiim - m)] 

V1 9 7 , (153) / ^ m—m \ 

+ 2m' (j G6(-m ~ m') 

where m' is defined as above. Here it was not necessary to use a double 
argument with G because there is no recombination allowed. The bound- 
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ary condition is (75(1) = 0 for all q. If we define as in (153) 
and use (162), the recursion formulae reduce to 

Hb(n) = 1 + pGb*(n), (154) 

(x5*(m) = J2 q'1 + q'1 

,-=1 ,=1 (J55) 

+ G6*{mf) + G*{m - m') (m > 1), 

with the boundary condition Gb*{ 1) = 0 for all q. For n S 3, the results 
are the same as for Ri if we take q close to unity in the formulae for Ri. 
The results for Hb{n) for n = 4(1)12 are: 

iy6(4) = 7 - 2? - 3q2 - q\ 

Hh{b) = 9 - 3<? - 3Q2 - q' - q', 

Eb{Q) = 11 - 4g - 2q - 3g3 - - q, 
Hh{l) = 13 - 4g - 4f/ - 2g3 - g4 - g7, 

^5(8) = 15 - 4g - 6g2 - 3g4 - g8, 

7/6(9) = 17 - 5g - Gg2 - q - 2g4 - q - q\ (150) 
776(10) = 19 - 6g - 6g2 - 2q - 3g5 - g10, 

7/5(11) = 21 - 7g - 5g2 - 4g3 2gr> - gfi - g11, 
//5(12) = 23 - 8g - 4g2 - 6g3 - 3g6 - g12. 

APPENDIX D 

Known Rroccdares 

An attempt has been made to put the Dorfman procedure1 and the 
Storrctt procedure3 in the best form that is comparable with the other 
procedures treated here. For each of N = 4, 8 and 12, we have found 
the division into equal (or approximately equal) subsets such that 
the Dorfman plan of testing defective sets one at a time gives the small- 
est possible expected number of tests required. It should not be inferred 
that these results would be the same if a straightforward application of 
the tables published by Dorfman and Storrctt, respectively, were made, 
since their tables are only concerned with very large N. In the Dorfman 
plan we use a common test-group size for binomial sets and, for defective 
sets, the units are all tested one at a time. In the Sterrett plan, there is a 
common test group size for binomial sets at the outset and, for defective 
sets, the units are tested one at a time only until a defective unit is found. 
Then the remaining units, from that defective set only, are pooled and 
tested. This is continued until that particular defective set is completely 
analyzed before we start with other sets. We have also assumed that 
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logical inference would be used whenever possible in the Dorfman and 
Sterrett procedures. 

For the Dorfman procedure R7, if the common group size is c, then, 
for any binomial set of size n (where n fS c), we obtain 

H,(n) = g" + (1 - «") (« + 1 " (157) 

= n + 1 - qn~l - (n - l)qn. 

For example, for N = 12 and q = 0.90, we find that Ci = C2 = c3 = 4 
gives the best results and, using (157), with c — 4:, we obtain 

H7(12) = 37/7(4) = 3(5 - q - Sq") = 6.908. (158) 

For the Sterrett procedure Re, if the group size at the outset is c, 
then, for each binomial set of size n (where n ^ c), we obtain 

H6(n) = 9" + p[2 + Hsin — 1)1 + qp[3 + Hs{n — 2)] 

+ ••• + qn-2p[n + H6{1)] + q^pn 
n ■ (159) 

= qn + npqn~] + pS 2 + ? S Q Ih{n - i), 
i=2 t=l 

with boundary condition H6(l) = 1 for all q. It can be verified (we omit 
the details) that the solution of this system is given by 

H6{n) = {271 - 1) - (n - l)q - E q*. (160) 1=2 

For example, for AT = 12 and q = 0.90, we find that Ci = Cg = C3 = 4 
gives the best results and, using (160), with c = 4, we obtain 

.7/c(12) - 37/6(4) = 6.315. (161) 

APPENDIX E 

Cost Considerations 

In this Appendix we introduce another procedure A8, which brings 
into play the cost of throwing away a good unit and balances it against 
the cost of conducting another group-test. It is interesting to note that 
Rz was the solution given when the problem was first brought to the 
authors' attention in a practical application. 

For procedure R* we divide all the N units into approximately equal 
subsets of size x', where x' is the nearest positive integer to the solution 
in x of 



GROUP TESTING TO ELIMINATE DEFECTIVES 1223 

(1 - PV = i (102) 

where p is the known a priori probability of a unit being defective. It 
is assumed here that p <<C Each subgroup is tested either simultane- 
ously or in sequence, and good subgroups are removed. Assuming x' > 1, 
subsets shown to contain at least one defective are pooled. Since the 
same number of defectives has now been put into a pooled set of approxi- 
mate size N/2, it follows that the probability of drawing a defective from 
the pooled set is approximately double the original a priori probability 
p. Then the pooled subset is again di vided into approximately equal sub- 
sets of size x", where x" is the nearest positive integer to the solution of 

(1 — 2p)x = (163) 

The process is repeated (say) a total of i times. If ip gets larger than I, 
x is taken to be unity and the units would then be tested one at a time. 
However, it may be more economical to stop the procedure before ip 
reaches | and scrap the pooled defective subgroup. The amount of sav- 
ing may be substantial if the cost of manufacturing a unit, say Co, is 
small compared to the cost of each group-test, say Ci . 

Suppose, for example, that we start with N — 8 units and q is given 
to be 0,90. The approximate solution of (162) is x' = 7 but, since this 
leaves a subset of size 1, we make our first test on all 8 units. If the test 
is a success we are through; otherwise we look for a solution of (163) 
and find that x" = 3. The 8 units are divided into subsets of size 3, 3 
and 2, and each is tested. Good subsets are removed. We purposely 
avoid the next stage which requires testing one at a time. Hence, any 
of these three sets of size 3, 3, and 2 that proves to contain at least one 
defective is scrapped. 

Let T denote the number of tests required in the above example and 
let D denote the total number of scrapped units (i.e., good units and de- 
fectives that are discarded). Then, for this procedure i?8 with W = 8 
and q = 0.90, we obtain 

E{T | tfg) = 4 - 3q8 = 2.709, (164) 

E{D | Rg] = 8 - 2q2 - bq3 = 2.006. (165) 

If we define the expected loss E{L \ itk} for any procedure Ri by 

E\L ) 7?,-j = coE{D | RJ + CiE[T \ Ri], (166) 

we find for procedures Ri and Rs, respectively, 

E{L 1 /?,} = 0.800 co + 3.904 d , (107) 

E{L 1 Rs] = 2.006 Co + 2.709 d . (168) 
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A comparison of these two expressions shows that Rs will be more eco- 
nomical in this case if the ratio 

— > ^ ~ 0 800 = | QQg = i approximately. (169) 
c0 - 3.904 - 2.709 

Hence, /?8 is more economical in this case if the total cost of a single test 
is greater than the total cost of manufacturing a single unit. 

Similarly, it can be shown that it would be more economical to stop 
after the first test (and scrap all 8 units if there is at least one defective 
present) when the ratio of the two costs in (169) is greater than 1.492 
(or approximately 1.5). 
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tion for n = 1 through 16 — for procedure Hi . 
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Table II A — Comparison of the Expected Number of Group-Tests 
Required for Different Procedures for A = 4, 8, 12 

and Selected Values of q 

Procedure 
9 

0.00 o.so 0,73 0.90 0.95 0,98 0.99 1.00 

Ri 4,000 4.000 3.332 2.051 1.538 1.218 1.110 1.000 
(Proposed Procedure) S.000 8.000 6.619 3.904 2.499 1.612 1.308 1,000 

12.000 12.000 9.905 5.790 3.594 2.073 1.543 1.000 

R* 4.000 4,000 3.332 2.051 1.538 1.218 1.110 1.000 
(Information Procedure) 8.000 8.000 6.663 4.141 2.500 1.612 1.308 1.000 

12.000 12.000 9.956 5.839 3.599 2.078 1.544 1.000 

Ri 4,000 4.000 3.375 2.105 1.576 1.236 1.119 1.000 
(Proposed without Re- 8.000 8.000 6.719 4.052 2.631 1.680 1.345 1.000 

combinations) 12.000 12.000 10.062 6.103 3.851 2.209 1.617 1.000 

R* 4.000 4.000 3.332 2.051 1.538 1.218 1.110 1.000 
(Halving with Recom- 21.000 12.875 7.670 3.906 2.500 1.612 1.308 1.000 

binations) 37.000 21.408 12.365 6.021 3.020 2.078 1.544 1.000 

Re 7.000 5.1SS 3.496 2.114 1.578 1.236 1.119 1.000 
(Halving without llecom- 15.000 11.309 7.576 4.141 2.678 1.700 1.355 1.000 

biuations) 23.000 17.203 11.653 C.309 3.900 2.229 1.627 1.000 

Ra 4,000 4.000 3.375 2.105 1.570 1.236 1.119 1.000 
(Sterrett) 8.000 8,000 6.750 4.210 3.151 1.807 1.412 1.000 

12.000 12.000 10.125 6.315 4.333 2.973 1.852 1.000 

R 7 4.000 4.000 3.375 2.303 1.699 1.292 1.148 1.000 
(Dorfman) 8.000 8.000 6.750 4.605 3.398 2.176 1.609 1.000 

12.000,12.000 10.125 6.908 5.097 3.334 2.354 1.000 

Table II B — Comparison of Hi{n) and Hz(ii) for Three Values 
of q and Larger n-Values 

n 
? = 0.90 9 = 0.95 9 = 0.99 

fll(M) ffaOi) UlM U,(n) 5i(») H,{n) 

10 4.872 5,101 3.039 3.242 1,425 1.481 
20 9.572 10.155 5.940 6.456 2.051 2.221 
30 14.301 15.209 S.791 9.626 2.738 3.057 
40 19.024 20.260 11.671 12.798 3.478 3.943 
50 23.750 25.361 14.555 16.009 4.243 4.853 
60 28.475 30.415 17.438 19.246 5.026 5.792 
70 33.200 35.409 20.316 22.415 5.830 6.754 
80 37.925 40.520 23.197 25.591 6.647 7.717 
90 42.650 45.621 26.078 28.781 7.477 8.683 

100 47.375 50.675 28.959 32.019 8.230 9.687 
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Table IV A — Formulae for Fi*{m) for Procedure Ri and Values 
op the Next Test-Group Size x for m = 2(1)16 

g-iaterval X l 9 Q2 9J 94 g6 96 Q7 98 g9 gio gu gii glJ 914 

G*(2) 0.000 to I.000 1 1 1 

G*{3) 0.000 to 1.000 1 1 2 2 

0.000 to 0.755 1 1 2 3 3 t 
(4) 0.755 to 1.000 2 2 2 2 2 

0.000 to 0.682 1 1 2 3 4 4 t /'i (5) 0.682 to 1.000 2 2 2 2 3 3 

0.000 to 0-652 1 1 2 3 4 5 5 t 
^(6) 0.652 to 0.755 2 2 2 2 3 4 4 t 

0.755 to 1.000 2 2 2 3 3 3 3 

0.000 to 0.637 1 1 2 3 4 5 6 6 
0.637 to 0.682 2 2 2 2 3 4 5 5 

Fi {?) 0.682 to 0.857 2 2 2 3 3 3 4 4 
0.857 to 1.000 3 2 3 3 3 3 3 3 

0.000 to 0.629 1 1 2 3 4 5 6 7 7 t 
0.629 to 0-652 2 2 2 2 3 4 5 6 6 t 
0.652 to 0.755 2 2 2 3 3 3 4 5 5 t 

i'l (o) 0.755 to 0.819 2 2 2 3 3 4 4 4 4 t 
0.819 to 0.899- 3 2 3 3 3 3 3 4 4 
0.899- to 1.000 4 3 3 3 3 3 3 3 3 

0,000 to 0.624 1 1 2 3 4 5 6 7 8 8 t 
0.624 to 0,637 2 2 2 2 3 4 5 6 7 7 t 
0.637 to 0.682 2 2 2 3 3 3 4 5 6 6 t 
0.682 to 0.803 2 2 2 3 3 4 4 4 5 5 t 
0.803 to 0.881 3 2 3 3 3 3 4 4 4 4 t 
0.881 to 1.000 4 3 3 3 3 3 3 3 4 4 

0.000 to 0.622 1 1 2 3 4 5 6 7 8 9 9 
0.622 to 0.629 2 2 2 2 3 4 5 6 7 8 8 
0.629 to 0.652 2 2 2 3 3 3 4 6 6 V 7 

Fi*m 0,652 to 0.755 2 2 2 3 3 4 4 4 5 6 6 
0.755 to 0.782 2 2 2 3 3 4 4 5 5 5 5 
0.782 to 0.857 3 2 3 3 3 3 4 4 4 5 5 
0.857 to 1.000 4 3 3 3 3 3 3 4 4 4 4 

0.000 to 0.620 1 1 2 3 4 5 6 7 8 9 10 10 t 
0,620 to 0.624 2 2 2 2 3 4 5 6 V 8 9 9 
0.624 to 0.637 2 2 2 3 3 3 4 5 6 7 8 8 
0.637 to 0.682 2 2 2 3 3 4 4 4 5 6 V 7 

i'i in) 0.682 to 0.779 2 2 2 3 3 4 4 5 5 5 6 6 
0.779 to 0.819 3 2 3 3 3 3 4 4 5 5 5 b 
0.819 to 0.857 3 2 3 3 3 4 4 4 4 4 5 5 
0.857 to 1.000 4 3 3 3 3 3 4 4 4 4 4 4 

0.000 to 0.619 1 1 2 3 4 5 6 7 8 9 10 11 11 
0-619 to 0,622 2 2 2 2 3 4 5 6 7 8 9 10 10 
0.622 to 0,629 2 2 2 3 3 3 4 5 6 7 8 9 9 
0.629 to 0.652 2 2 2 3 3 4 4 4 5 6 V 8 8 
0-652 to 0.755 2 2 2 3 3 4 4 5 5 5 6 V 7 

l'i{12) 0.755 to 0.768 2 2 2 3 3 4 4 5 5 6 6 6 6 
0.768 to 0.803 3 2 3 3 3 3 4 4 5 5 5 6 6 
0.803 to 0-846+ 3 2 3 3 3 4 4 4 4 6 5 5 5 
0.846+ to 0.899- 4 3 3 3 3 3 4 4 4 4 4 b 5 
0.899" to 1.000 4 3 3 3 3 4 4 4 4 4 4 4 4 

f These equations are not needed to compute i/i(n)-formulae if the experiment 
starts with a "pure binomial" set of any size N (i.e., if m = 0 af the outset). 



Table TV A — Continued 

j-inlerval .r 1 « s5 91 v" 96 9' 9' 9" 9" 9" 9'= 9" 9" 

0.000 to 0.619 1 1 2 3 4 5 6 7 9 10 11 12 12 t 
0.619 to 0.620 2 2 2 2 3 4 5 6 7 8 9 10 11 11 t 
0.620 to 0.624 2 2 2 3 3 3 4 5 6 7 8 9 10 10 t 
0.624 to 0.637 2 2 2 3 3 4 4 4 5 6 7 8 9 9 
0.637 to 0.682 2 2 2 3 3 4 4 5 5 5 6 7 8 8 

F i*(13) 0.682 to 0.767 2 2 2 3 3 4 4 5 5 6 6 6 7 7 
0.767 to 0.782 3 2 3 3 3 3 4 4 5 5 6 6 6 6 
0.782 to 0.834 3 2 3 3 3 4 4 4 4 5 5 5 6 6 
0.834 to 0,881 4 3 3 3 3 3 4 4 4 4 5 5 5 5 
0.881 to 0.922 4 3 3 3 3 4 4 4 4 4 4 4 5 5 
0.922 to 1,000 5 3 3 3 4 4 4 4 4 4 4 4 4 4 

0.000 to 0.619- 1 1 2 3 4 5 6 7 8 9 10 11 12 13 13 
0.619- to 0.619+ 2 2 2 2 3 4 5 6 7 8 9 10 11 12 12 
0.619+ to 0.622 ? 2 2 3 3 3 4 5 6 7 8 9 10 11 11 
0.622 to 0.629 2 2 2 3 3 4 4 4 5 6 7 8 9 10 10 
0.629 to 0.652 2 2 2 3 3 4 4 5 5 5 6 7 8 9 9 
0.652 to 0.755 2 2 2 3 3 4 4 5 6 6 6 6 7 8 8 
0.755 to 0.762+ 2 2 2 3 3 4 4 6 5 6 6 7 7 7 7 Pi Kl*) 0.762+ to 0.779 3 2 3 3 3 3 4 4 6 5 6 6 6 7 7 
0.779 to 0.819 3 2 3 3 3 4 4 4 4 5 5 6 6 6 6 
0.819 to 0.834 3 2 3 3 3 4 4 4 5 5 5 5 5 6 6 
0.834 to 0.857 4 3 3 3 3 3 4 4 4 4 5 5 5 6 6 
0.857 to 0.912- 4 3 3 3 3 4 4 4 4 4 4 5 5 5 5 
0.912- to 0.936 5 3 3 3 4 4 4 4 4 4 4 4 4 5 5 
0.936 to 1.000 6 3 3 4 4 4 4 4 4 4 4 4 4 4 4 

0.000 to 0.618+ 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 14 
0.618+ to 0.619 2 2 2 2 3 4 5 6 7 S 9 10 11 12 13 13 
0.619 to 0,620 2 2 2 3 3 3 4 5 6 7 8 9 10 11 12 12 
0.620 to 0,624 2 2 2 3 3 4 4 4 5 6 7 8 9 10 11 11 
0.G24 to 0,637 2 2 2 3 3 4 4 5 5 6 6 7 8 9 10 10 
0.637 to 0.682 2 2 2 3 3 4 4 5 5 6 6 6 7 8 9 9 
0.682 to 0,762 2 2 2 3 3 4 4 5 5 6 6 7 7 7 8 8 t 

t 0.762 to 0.768 3 2 3 3 3 3 4 4 5 6 6 6 7 7 7 7 
0.768 to 0.803 3 2 3 3 3 4 4 4 4 5 5 6 6 6 7 7 t 
0.803 to 0.832 3 2 3 3 3 4 4 4 5 5 5 5 6 0 6 6 t 
0.832 to 0.857 4 3 3 3 3 3 4 4 4 5 5 5 5 6 6 6 t 
0.857 to 0.899- 4 3 3 3 3 4 4 4 4 4 5 5 5 5 6 5 t 
0.899- to 0.930 5 3 3 3 4 4 4 4 4 4 4 4 5 5 6 5 t 
0.930 to 0.946 6 3 3 4 4 4 4 4 4 4 4 4 4 4 5 5 
0.946 to 1.000 7 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 

0.000 to 0.61S- 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 15 t 
0.618- to 0.619- 2 2 2 2 3 4 5 6 7 8 9 10 11 12 13 14 14 
0.619- to 0.619+ 2 2 2 3 3 3 4 5 6 7 8 9 10 11 12 13 13 
0.619+ to 0.622 2 2 2 3 3 4 4 4 5 6 7 8 9 10 11 12 12 
0,622 to 0.629 2 2 2 3 3 4 4 5 5 5 6 7 8 9 10 11 11 
0.620 to 0.652 2 2 2 3 3 4 4 5 5 6 6 6 7 S 9 10 10 t 

t 0.652 to 0.755 2 2 2 3 3 4 4 5 5 6 6 7 7 7 8 9 9 
0.755 to 0.759 2 2 2 3 3 4 4 5 5 6 6 7 7 8 S 8 8 t 

FX*(IQ) 0.759 to 0.767 3 2 3 3 3 3 4 4 5 5 6 0 7 7 7 8 8 
0.767 to 0.782 3 2 3 3 3 4 4 4 4 5 5 0 6 7 7 7 7 
0.782 to 0.829 3 2 3 3 3 4 4 4 5 5 5 5 6 6 6 7 7 
0.829 to 0.846+ 4 3 3 3 3 3 4 4 4 6 5 5 5 6 6 C 6 
0.846+ to 0.SSS+ 4 3 3 3 3 4 4 4 4 4 5 5 5 5 5 6 6 t 

t 0.88S+ to 0.922 6 3 3 3 4 4 4 4 4 4 4 5 5 5 5 5 6 
0.922 to 0.941 6 3 3 4 4 4 4 4 4 4 4 4 4 5 5 5 5 t 
0.941 to 0.953 7 3 4 4 4 4 4 4 4 4 4 4 4 4 4 5 5 
0.953 to 1.000 8 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 

The exponential symbols +, — indicate only the relative magnitude of two 
different roots that are equal to three decimal places (i.e., a~ < a"*"). 

1231 



1232 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1959 

Table IV B — Formulae for Hi{n) and Values of the Next Sample 
Size x for Any ^-situation Expressed as Functions of 

q foe n = 2(1)12 When the Procedure R\ Is Used. 
The integer shown below qv opposite i¥i(n) is the coefficient of qv in the poly- 

nomial formula for H\{n). 

5-interval X i 9 i" 9' 94 96 9° a' 9s 1' glB 9" qn 

0.000 to 0.618 1 2 Hi{2) 0.618 to 1,000 2 3 -1 — 1 

0.000 to 0.618 1 3 
0.618 to 0.707 2 5 -3 — 1 1 
0.707 to 1.000 8 5 -2 -1 -1 

0.000 to 0.618 1 4 
0.618 to 0.707 2 7 -6 0 1 — 1 

rti(4) 0.707 to 0.786 2 7 -4 -I -1 1 
0.786 to 1.000 4 8 -4 —2 -1 

€.000 to 0.618 1 5 
0.618 to 0.707 2 9 -7 1 0 -1 1 
0.707 to 0.755 2 9 -6 0 -1 1 -1 "i(5) 0.755 to 0.786 3 9 -5 -I -2 1 
0.786 to 0.817 3 10 -6 -2 -1 0 J 
0.817 to 1.000 5 11 -7 -2 0 0 -1 

0.000 to 0.618 1 6 
0.618 to 0.707 2 11 -9 2 -J 0 1 -1 
0,707 to 0.755 2 11 -8 1 -2 i -1 1 

#i(6) 0.755 to 0.786 3 11 -6 -2 — 2 2 0 -1 
0.786 to 0.817 3 12 -7 -3 -1 1 1 -1 
0.817 to 0.844 3 13 -9 -2 0 0 -1 1 
0.844 to 1.000 6 14 -10 -1 0 -1 -1 

0.000 to 0.618 1 7 
0.618 to 0.707 2 13 -11 3 -2 1 I) -J 1 
0.707 to 0.755 2 13 -10 2 -3 2 -1 J -1 
0.755 to 0.786 3 13 -7 -3 -2 2 u -i 1 

Ht{l) 0.786 to 0.817 3 14 -8 -4 0 1 0 -1 
0.817 to 0.819 3 15 -10 -3 1 0 -2 1 
0.819 to 0.844 4 16 -11 -3 0 0 -i 1 
0.844 to 0.869 4 17 -13 -1 -1 -1 0 0 1 
0.869 to 1.000 7 17 -12 -1 -1 -J -1 

0.000 to 0.618 1 8 
0.618 to 0.707 2 15 -13 4 -3 2 -1 0 1 -1 
0.707 to 0.755 2 15 -12 3 -4 3 -2 1 -1 1 
0,755 to 0.786 3 15 -8 -4 -2 <2 0 -2 1 
0.786 to 0.812 3 16 -9 -5 0 1 0 -J 0 1 
0.812 to 0,817 4 17 -It! -5 0 i 0 -1 7/,(8) 0.817 to 0,819 4 18 -12 -4 1 0 —2 1 
0.819 to 0,844 4 19 -14 -3 0 1 -i 
0.844 to 0.SG9 4 2( -lb -1 -1 u 0 -1 1 
0.869 to 0.885 4 20 -15 -2 -1 0 -1 0 0 1 
0.885 to 0.899- 8 2( -14 -2 -1 -1 -1 1 0 -1 
0.899- to 1.000 8 21 -15 -2 -1 -1 -i 
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Table IV B — Continued 

g-interval X i 1 92 ?a 31 ?6 I* 2s glO 2" 9n 

0.000 to 0.618 1 9 
0,618 to 0,707 2 17 -15 5 -4 3 -2 1 -1 1 
0,707 to 0,755 2 17 -14 4 -5 4 -3 2 -1 1 -1 
0.755 to 0.786 3 17 -9 -5 -2 4 -1 -2 2 0 -1 
0,786 to 0.812 3 18 -10 -6 0 2 -1 -1 1 1 -1 
0.812 to 0.817 3 19 -12 -5 0 2 -1 -1 1 
0.817 to 0.819 3 20 -14 -4 1 1 -3 1 1 
0.819 to 0.824 3 21 -16 -3 0 2 -2 0 1 
0.824 to 0.844 4 22 -17 -3 0 2 -2 0 1 0 -1 
0.844 to 0.857 4 23 -19 -1 -1 1 -1 -1 2 0 -1 
0.857 to 0.869 5 23 -19 -1 0 0 -1 -1 1 
0.869 to 0.885 5 23 -18 -2 0 0 -2 0 0 I 
0.885 to 0.896 5 23 -17 -3 0 -1 -1 1 -1 -1 2 
0.896 to 0.899- 9 24 -17 -3 -1 -1 -1 1 0 -1 
0.899- to 1,000 9 25 -19 -2 -1 -1 -1 0 1 0 -1 

0.000 to 0.618 1 10 
0.618 to 0.707 2 19 -17 6 -5 4 -3 2 -1 0 1 -1 
0.707 to 0.755 2 19 -16 5 -6 5 -4 3 -2 1 -1 1 
0.755 to 0.7S6 3 19 -10 -6 -2 6 -2 -2 2 0 -1 1 
0.786 to 0.812 3 20 -11 -7 0 3 -2 0 1 0 -1 
0.812 to 0.817 3 21 -13 -6 0 3 -2 0 1 -1 
0.817 to 0.819 3 22 -15 -5 1 2 -4 2 1 -1 
0.819 to 0,824 4 24 -18 -4 0 2 -2 0 1 

#1(10) 0.824 to 0,840 4 25 -20 -3 0 2 -2 0 1 0 -1 1 
0.840 to 0.844 5 25 -20 -3 1 2 -3 0 1 0 -1 
0.844 to 0.857 5 26 -22 -1 0 1 -2 -1 2 0 -1 
0.857 to 0.869 5 26 -22 -1 1 -1 -1 -1 1 1 0 -1 
O.S69 to 0.885 5 26 -21 -2 1 -1 -2 0 0 2 0 -1 
0.885 to 0.S96 5 26 -20 -3 1 -2 -1 1 -1 0 2 -1 
0.806 to 0.899- 5 27 -21 -3 0 -1 -1 1 0 -1 0 1 
0.899- to 0.904 6 28 -23 -1 -1 -1 -I 0 1 -1 -1 2 
0.904 to 1.000 10 29 -23 -2 -1 -1 -1 1 1 -1 -1 

0.000 to 0.618 1 11 
0.618 to 0.707 2 21 -19 7 -6 5 -4 3 -2 1 0 -1 1 
0.707 to 0.755 2 2] -18 6 -7 6 -5 4 -3 2 -1 1 -1 
0.755 to 0.786 3 21 -11 -7 -2 6 -3 -2 3 0 -2 1 
0.786 to 0.812 3 22 -12 -S 0 4 -3 0 1 0 -1 0 1 
0.812 to 0.817 3 23 -14 -7 1 3 -3 0 1 -1 
0,817 to 0.S19 3 24 -16 -6 2 2 -5 2 1 -1 
0.SI9 to 0.S24 4 27 -21 -4 0 3 -2 -1 1 
0.824 to 0.840 4 28 -23 -3 0 3 -2 -1 1 0 -1 1 
0.840 to 0.844 4 28 -23 -3 1 2 -3 0 1 0 -1 0 1 «i u i; 0.844 to 0.856 4 29 -25 -1 0 1 -2 -1 2 0 -1 0 1 
0.856 to 0.857 5 29 -25 -1 1 0 -2 -1 3 0 -2 
0.857 to 0.869 5 29 -25 -1 2 -2 -1 -1 2 1 -1 -1 
0.869 to 0.881 5 29 -24 -2 2 -2 -2 0 1 2 -I -1 
0.881 to 0.885 6 29 -24 -1 1 -2 -2 0 0 2 0 -1 
0.885 to 0.896 6 29 -23 -2 1 -3 -1 1 -1 0 2 -1 
0.896 to 0.899- 6 30 -24 -2 0 -2 -1 1 0 -1 0 1 
0.899- to 0.904 6 31 -26 0 -2 -1 -1 0 1 -1 0 2 -1 
0.904 to 0,912 6 32 -27 -1 -1 -1 -1 1 0 -1 0 0 1 
0.912 to 1.000 11 33 -27 _2 -1 -1 0 1 0 -1 -1 
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Table IV B — Continued 

g-interval X l a Q1 e3 es ?6 51 sa e9 S10 qn a" 

0.000 to 0.618 1 12 
0.618 to 0.707 2 23 -21 8 -7 6 -5 4 — 3 2 -1 0 1 -1 
0.707 to 0.755 2 23 -20 7 -8 7 -6 5 —4 3 -2 1 -1 1 
0.755 to 0.786 3 23 -12 -8 -2 7 — 4 -2 4 -1 -2 2 0 -1 
0.786 to 0.812 3 24 -13 -9 0 5 -4 0 2 -1 -1 1 1 -1 
0.812 to 0.817 3 25 -15 -8 1 3 -3 0 2 -2 0 1 
0.817 to 0.819 3 26 -17 -7 2 2 -5 2 2 -2 0 1 
0.819 to 0.824 4 30 -24 -4 0 4 -3 -1 1 1 0 -1 
0.824 to 0.840 4 31 -26 -3 0 4 -3 - 1 1 1 -1 
0.840 to 0.844 4 31 -26 -3 1 3 -4 0 1 1 -1 -1 1 

T.f 0.844 to 0.856 4 32 -28 -1 0 2 -3 -1 2 1 -1 -1 1 
0.856 to 0.857 4 32 -28 -1 1 0 -2 -1 3 0 -2 0 0 1 
0.857 to 0.869 4 32 -28 -1 2 -2 -1 -1 2 1 -1 -1 0 1 
0.869 to 0.881 6 32 -27 -1 2 -3 -2 0 1 2 -1 -1 
0.881 to 0.885 6 32 -27 0 0 -2 -2 0 0 3 0 -2 
0.885 to 0.896 6 32 -26 -1 0 -3 — 1 1 -1 1 2 -2 
0.896 to 0.899- 6 33 -27 -1 -1 -2 — 1 1 
0.899- to 0.904 6 34 -29 1 -3 -1 — 1 0 1 0 0 1 -1 
0.904 to 0.912- 6 35 -30 0 -2 -1 — 1 1 0 0 0 1 
0.912- to 0.912+ 7 35 -29 -1 -2 -1 — 1 1 0 -1 0 0 1 
0.912+ to 0.919 7 36 -30 -2 -1 -1 0 0 0 -1 1 0 1 
0.919 to 1.000 12 37 -31 -2 -1 0 0 0 0 -1 -1 

The exponential symbols +, — indicate only the relative magnitude of two 
different roots that are equal to three decimal places (i.e., a- < a+). 



Table IV C — Formulae for Gi*(m; n) and the Values of the 
Next Sample Size x for Certain (?-Situations Expressed as 

Functions of g for n = 2(1)12 and q ^ 0.850 When 
Procedure Ri is Used 

The integer sLown below tj" opposite <?i*(ni,n) is the coefficient of q" in the polynomial formula for 

g-interval 

0.850 to 1.000 

Ci*(»n.n) 

1 5 92 ea g' 911 

0.850 to 1.000 
0.850 to 1.000 

0.850 to 1.000 
0.850 to 1.000 

-2 

2 0.850 to 1.000 
0.850 to 1.000 
0.850 to 1-000 10 

0.850 to 1.000 
0.850 to 1.000 
0.850 to 1.000 

-8 
1 
2 

-2 
-4 

2 

-1 
-2 

1 

-1 
-2 

0.850 to 1.000 
0,850 to 1.000 
0.850 to 1,000 

0.850 to 0.857 
0.857 to 1.000 

-2 
-6 

1 

2 
2 

-1 
-2 
-3 

0.850 to 0.869 
0.869 to 1.000 

0.860 to 0-869 
0.869 to 1.000 

0.850 to 0.869 
0.869 to 1.000 

0.850 to 0.869 
0.869 to 0.899- 
0.809- to 1,000 

-II 
-11 

-2 
-2 

-9 
-9 

-1 
-I 

-3 
-3 

-1 
-2 

-I 
-2 

-3 
-4 

-1 
-1 

-2 
-2 

0.850 to 0.869 
0.869 to 0.885 
0-885 to 0.899- 
0.899- to 1.000 

0.850 to 0.869 
0-869 to 0.885 
0.885 to 0.899" 
0.899- to 1.000 

0.850 to 0.869 
0.869 to 0.885 
O.88S to 0.899- 
0.899- to 1.000 

-14 
-14 
-14 
-14 

2 
2 
2 
2 

2 
2 
2 
2 

-2 
-2 
-2 
-2 

-12 
-12 
-12 
-12 

1 -9 
-9 

-10 
-10 

-1 
-2 
-2 
-2 

-1 
-2 
-2 
-2 

—3 
—4 
-4 
-4 

0 
-1 
-I 
-1 

-1 
-1 
-1 

1 
I 

-I 

-2 
-1 
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Table IV C — Continued 

Gi'l»i,n) 
in > > f X n g-tmervac 

1 9 el Q* 9s 98 9' 9' 99 gia 9" 

9 0.850 to 0.809 2 22 3 2 2 2 -7 -4 -1 
0.869 to 0.885 2 22 4 2 2 2 -8 -4 -2 6 0.885 to 0.899" 2 22 5 2 2 1 -8 -3 -2 -2 
0.899- to 1.000 2 23 4 2 2 1 -8 -4 -2 -1 

0.850 to 0.869 3 22 4 3 2 2 2 1 2 2 
0.869 to 0.881 3 22 5 3 2 2 1 1 1 2 

9 0.881 to 0.885 4 23 6 3 2 2 0 0 1 2 
0.885 too.ser 4 23 0 3 2 1 0 1 1 
0.809- to 1.000 4 24 6 3 2 1 0 0 1 1 

10 0.850 to 0.857 I 24 2 —17 -2 0 -1 -1 1 1 -1 
0.857 to 0,860 1 24 2 -17 -1 -1 -1 -1 0 1 
0.869 to 0.885 1 24 3 -17 -2 -1 -2 -J 0 1 1 2 0.885 to 0.806 1 24 4 -17 -2 -2 -2 0 0 -1 1 
0.896 to 0.890- 1 26 4 -17 -3 -2 -2 0 1 -1 -1 
0.899- to 1.000 1 26 3 -17 -3 -2 _2 -1 1 0 -1 

0.850 to 0.857 1 24 3 2 -15 -I -2 -2 1 1 
0.857 to 0.869 1 24 3 2 -14 -2 -2 -2 0 1 1 
0.869 to 0.885 1 24 4 2 -14 -2 -3 -2 -1 1 1 3 0.885 to 0.896 1 24 5 2 -14 -3 -3 -1 -1 -1 1 
0.806 to 0.890- 1 25 5 2 -15 -3 -3 -1 0 -1 -1 
0.899- to 1.000 1 20 4 2 -15 -3 -3 -2 0 0 -1 

0.850 to 0.857 2 25 3 2 1 -11 -3 -2 
0.867 to 0.869 2 25 3 2 2 -12 -3 -2 -1 0 1 
0.869 to 0.886 2 25 4 2 2 -12 -4 -2 -2 0 1 

4 0,885 to 0.808 2 25 5 2 2 -13 -4 -1 -2 -2 1 
0.896 to 0.890- 2 26 5 2 1 -13 -4 -1 -1 -2 -1 
0.899" to 1.000 2 27 4 2 1 -13 -4 -2 -1 -1 -1 

0.850 to 0.857 2 25 3 2 2 3 -10 —4 0 0 -1 
0-857 to 0.869 2 25 3 2 3 2 -10 —4 -I 
0-869 to 0.885 2 25 4 2 3 2 -11 -4 -2 5 0.885 to 0.806 2 25 5 2 3 1 -11 -3 -2 -2 
0.896 to 0.899" 2 26 5 2 2 1 -11 -3 -1 -2 -2 
0.899- to 1.000 2 27 4 2 2 1 -11 -4 -1 -1 -2 

0.850 to 0.857 2 28 3 3 2 3 1 -8 -2 -1 -1 
0.857 to 0.860 2 25 3 3 3 2 1 -8 -3 -1 
0.869 to 0.885 2 25 4 3 3 2 0 -8 -4 -1 

6 0,885 to 0.896 2 25 5 3 3 1 0 -7 -4 -3 
€.896 to 0.899- 2 26 5 3 2 1 0 -7 -3 -3 -2 
0.899" to 1.000 2 27 4 3 2 1 0 -8 -3 -2 -2 

0.850 to 0.867 3 25 4 3 2 3 2 1 3 3 2 
0.857 to 0,869 4 26 4 3 3 2 1 1 2 2 2 
0.869 to 0.885 4 26 5 3 3 2 0 1 1 2 2 

10 0-885 to 0.896 4 26 6 3 3 1 0 2 1 0 2 
0.896 to 0.899" 4 27 6 3 2 1 0 2 2 
0.899- to 1.000 4 28 5 3 2 1 0 1 2 1 

11 0.850 to 0.857 1 27 2 -20 -1 0 -1 -2 1 2 -1 -1 
0.867 to 0.869 1 27 2 -20 0 -1 -1 -2 0 2 0 -1 
0.809 to 0.885 1 27 3 -20 -1 -1 -2 -2 0 2 1 —1 

2 0,885 to 0.896 I 27 4 -20 -2 -2 -2 0 0 -1 1 1 
0.806 to 0.899- 1 28 4 -20 -3 -2 -2 0 1 -1 —1 1 
0,800- to 0.904 1 29 3 —20 -3 -2 -2 -1 1 0 -1 1 
0.904 to 1.000 1 30 3 -21 -3 -2 -2 0 1 0 —1 —1 
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Table IV C — Continued 

H g-interval X 
1 9 I5 93 <{4 9s <7* g7 9s <?8 9'° 911 

11 0.850 to 0.857 1 27 3 2 -17 -1 -2 -2 i 1 0 -1 
0.857 to 0.869 1 27 3 2 -16 -2 -2 -2 0 1 I -1 
0.869 to 0.885 1 27 4 o -16 -3 -3 _2 -i 2 1 
0.885 to 0.896 1 27 5 2 -16 -4 -3 -1 -i 0 1 

3 0.896 to 0.899- 1 28 5 2 -17 -1 -3 -1 0 0 -1 
0.899- to 0.90J 1 29 4 3 -18 -1 -3 -2 0 0 -1 1 
0.90-1 to 1.000 1 30 4 o -18 -1 -3 -1 0 0 -1 -1 

0.850 to 0.867 2 28 3 2 2 -14 -3 -3 0 1 
0.8S7 to 0,809 2 28 3 2 3 -15 -3 -3 -1 1 1 
0.860 to 0.885 2 28 1 2 3 -15 -4 -3 -2 1 1 
0.885 to 0.896 2 28 5 2 3 -16 -4 -2 -2 1 
0.868 to 0.899" 2 29 5 2 2 -16 -4 _2 -1 —1 -1 
0.890- to 0,901 2 30 1 3 1 -16 -4 -3 -1 _x -1 1 
0.901 to 1.000 2 31 4 2 1 -16 -4 -2 -1 -1 -1 -1 

0.850 to 0.857 2 28 3 2 3 3 -13 -4 0 0 -1 
0.857 to 0.809 2 28 3 2 1 2 -13 -4 -I 
0,869 to 0.885 2 28 1 2 4 2 -14 -4 -2 

5 0.885 to 0.890 2 28 5 2 1 1 -14 -3 -2 -2 
0.896 to 0.899" 2 29 5 2 3 I -14 -3 -1 -1 -2 -2 
0.890- to 0.901 2 30 4 2 3 1 -14 -4 -1 -1 -2 
0.901 to 1,000 2 31 4 1 3 1 -14 -3 -I -1 -2 -2 

0,850 to 0.857 2 28 3 3 3 3 1 -11 -2 0 -1 
0.857 to 0.809 2 28 3 3 4 2 1 -11 -3 0 0 
0.809 to 0.885 2 28 4 3 4 2 0 -11 -4 0 0 

0 0.885 to 0.890 2 28 5 3 1 I 0 -10 -4 -2 0 
0.898 to 0,899- 2 29 5 3 3 1 0 -10 -3 -2 -2 
0.899- to 0.901 2 30 1 4 2 1 0 -11 -3 -2 2 
0.901 to 1.000 2 31 4 3 2 1 0 -10 -3 -2 -2 -2 

0.850 to 0.857 3 28 4 3 3 4 2 1 3 3 2 2 
0.857 to 0,869 4 29 4 3 4 2 2 1 2 3 2 1 
0.809 to 0.885 4 29 5 3 4 1 1 1 3 2 1 

11 0.885 to 0.898 4 29 0 3 4 1 1 2 1 1 2 1 
0.896 to 0.899- 4 30 0 3 3 1 1 2 2 1 0 1 
0.899- to 0.901 4 31 5 4 2 I 1 2 2 1 0 2 
0.904 to 1.000 4 32 5 3 2 I 1 2 2 1 

12 0.850 to 0.866 1 30 2 -23 -I 1 -1 -3 1 2 -1 -1 1 
0.856 to 0.857 1 30 2 -23 0 -1 -3 2 2 2 -2 — 1 
0.857 to 0.869 1 30 2 -23 1 -1 -2 -2 1 2 0 -1 _ i 
0.869 to 0.881 I 30 3 -23 0 -1 -3 -2 1 2 1 -I 

n 0.8SI to 0.885 1 30 3 -22 -I -1 -3 -2 0 2 2 -1 
' 0.885 to 0.896 1 30 4 — 22 —2 -2 -3 0 0 -I 2 1 

0.896 to 0.899- 1 3! 1 -23 -3 -2 -2 0 1 -1 -1 1 1 
0.899" to 0.901 1 32 3 -23 -3 -2 -2 -1 1 0 -1 I 1 
0.901 to 0.912- 1 33 3 -21 -3 -2 -2 0 1 0 -1 -1 1 
0.012- to 1.000 1 34 3 -25 -3 -2 -I 0 1 0 _2 -1 

0.850 to 0.856 1 30 3 2 -20 0 -2 _2 0 1 1 -1 
0.856 to 0.857 1 30 3 2 -19 -1 —2 -2 1 1 0 -1 
0.857 to 0.869 1 30 3 2 -18 _2 —2 _2 0 1 1 -1 
0.869 to 0.881 1 30 4 2 -18 -3 -3 -2 -1 2 I 0 _I 

•> 0.88! to 0.885 1 SO 4 3 -19 -3 -3 _2  2 2 2 0 o 0.885 to 0.896 1 SO 5 3 -19 -5 -3 -1 -1 0 1 0 1 
0.890 to 0.899- 1 31 5 3 -20 -5 -3 -1 0 0 -1 0 1 
0.899" to 0.901 1 32 4 1 -22 -1 -3 —2 0 0 0 1 
0.901 to 0.912- 1 33 4 3 —22 -1 -3 -1 0 0 0 -1 
0.912- to 1.000 1 34 4 2 —22 -1 -2 -1 0 0 -1 -1 -1 
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Table IV C — Continued 

Ci* (»».«) 
?-interva! X 

1 9 9* 91 91 4s S® 97 4s 9io 9" 

0.850 to 0.856 2 31 3 2 2 -16 -3 -3 0 1 
0.856 to 0.857 2 31 3 2 3 -17 -3 -3 I 1 -1 0 -1 
0.857 to 0.869 2 31 3 2 4 -18 -3 -3 0 1 0 0 -1 
0.860 to 0.881 2 31 4 2 4 -18 -5 -3 -1 1 1 
0.881 to 0-885 2 31 4 3 3 -18 -5 -3 -2 1 2 
0.885 to 0.896 2 3! 5 3 3 -19 -5 -2 -2 -1 2 
0-896 to 0.899^ 2 32 5 3 2 -19 -5 -2 -1 -1 
0.899- to 0.904 2 33 4 4 1 -19 —5 -3 -1 0 1 
0.904 to 0.912" 2 34 4 3 1 -19 -5 -2 -1 -1 0 —1 
0.912- to 1.000 2 35 4 2 1 -ID -4 -2 -1 —1 -1 _1 —1 

0.850 to 0.856 2 31 3 3 3 4 1 -14 -2 0 -1 -1 1 
0.856 to 0.857 2 31 3 3 4 3 1 -14 -1 0 -2 —1 
0.857 to 0.869 2 31 3 3 5 2 1 -14 -2 0 -1 —1 
0.869 to 0.881 2 31 4 3 5 2 0 -14 -3 0 -1 -I 
0.881 to 0.885 2 31 4 4 4 2 0 -14 -4 0 0 -1 
0.885 to 0.896 2 31 5 4 4 1 0 -13 -4 -2 0 -1 
0.806 to 0.899- 2 32 5 4 3 1 0 -13 -3 -2 -2 —1 
0.809- to 0,904 2 33 4 5 3 1 0 -14 -3 -2 -2 
0.904 to 0.912- 2 34 4 4 2 1 0 -13 -3 -2 -2 -2 
0-912- to 1.000 2 35 4 3 2 1 1 -13 -3 -2 -3 -2 -1 

0.860 to 0.856 2 31 3 3 3 4 2 1 -9 -2 -1 -1 
0.856 to 0.857 2 31 3 3 4 3 2 1 -8 -2 -2 —1 —1 
0.837 to 0.869 3 31 4 3 a 2 1 0 -9 -2 -1 —I —I 
0.869 to 0.881 3 31 6 3 5 2 0 0 -10 -2 -1 —1 —1 
0.881 to 0.885 3 31 5 4 4 2 0 0 -11 -2 0 -1 -1 
0.885 to O.S96 3 31 6 4 4 1 0 1 -11 -4 0 -1 —1 
0.896 to 0.809" 3 32 6 4 3 1 0 1 -10 -4 -2 —1 —1 
0,896- to 0.004 3 33 5 5 2 1 0 0 -10 -4 -2 0 —1 
0.904 to 0.912- 3 34 6 4 2 1 0 1 -10 -4 -2 -2 —1 
0.912- to 1.000 3 35 5 3 2 1 1 1 -10 -4 -3 -2 -2 

0.860 to 0.856 4 32 4 3 3 4 2 1 3 3 2 2 3 
0.856 to 0.857 4 32 4 3 4 3 2 1 4 3 1 2 2 
0,857 to 0.869 4 32 4 3 S 2 2 1 3 3 2 2 2 
0.869 to 0.881 4 32 6 3 5 2 1 1 2 3 2 2 2 
0,881 to 0.885 4 32 5 4 4 2 1 1 1 3 3 2 2 
0.885 to 0.896 4 32 6 4 4 1 1 2 1 1 3 2 2 
0.896 to 0.890- 4 33 8 4 3 1 1 2 2 1 1 2 2 
0.890- to 0.904 4 34 5 5 2 2 1 1 2 1 1 2 1 
0.904 to 0.912- 4 35 6 4 2 2 1 2 2 1 I 0 1 
0.912- to 1.000 4 36 5 3 2 2 2 2 2 1 

The exponential symbols +, — indicate only the relative magnitude of two 
different roots that are equal to three decimal places (i.e., a < o+). 



Table V A— Expected Number of Tests Required and Size x of 
the Next Sample To Be Taken for Any Gi(m}n) and Any 

Tfi(?i) Situation When Procedure i?i is Used and q = 0.90 

n it lift) X 
TO = 2 TO = 3 TO = 4 TO = 5 TO -- 6 TO = 7 TO = 8 TO = 9 * = I X = 1 * = 2 1 = 2 # = 2 * = 3 X = 4 x = 4 

I 1.000 1 
2 1.290 2 1.526 
3 1.661 3 2.153 2.439 
4 2.051 4 2.485 2.971 3.056 
5 2.490 5 2.866 3.325 3.547 3.637 
G 2.943 6 3.282 3.727 3.925 4.115 4.148 
7 3.414 7 3.728 4.157 4.343 4.512 4.621 4.628 
8 3.904 8 4.191 4.613 4.784 4.943 5.033 5.100 5.100 
9 4,395 9 4.672 5.085 5.250 5.396 5.476 5.528 5.575 6.543 

10 4.872 6 5.163 5.570 5.728 5.868 5.938 5.980 6.014 6,021 

U 5.327 6 5.646 6.056 6.210 6.346 6.411 6.445 6.470 6.466 
12 5.790 6 6.111 6.528 6.687 6.821 6.883 6.914 6.933 6.922 
13 6,261 7 6.570 6.993 7.157 7.294 7.356 7.385 7.401 7.385 
14 6.732 7 7.037 7.466 7.623 7.765 7.829 7.857 7.872 7.853 
15 7,213 7 7.509 7.925 8.089 8.232 8.300 8.330 8,345 8.324 
16 7.695 7 7.985 8.400 8.561 8.702 8.770 8.802 8.819 8.798 
17 8.161 6 8.467 8.878 9.038 9.176 9.242 9,276 9.293 9.273 
18 8.629 6 8.940 9.354 9.513 9.661 9.715 9,740 9.764 9.746 
19 9.100 7 9.407 9,825 9.986 10.124 10.188 10.218 10.235 10.217 
20 9.572 7 9.877 10,294 10.458 10.596 10.660 10.690 10.706 10.687 

21 10.044 7 10.348 10.764 10.927 11.068 11.133 11.163 11.179 11.159 
22 10.520 7 10.820 11.236 11.398 11.538 11.605 11.635 11.651 11.632 
23 10.996 6 11.295 11.709 11.871 12.010 12.076 12.108 12.124 12.105 
24 11,466 6 11.770 12.184 12.345 12.484 12,549 12.580 12.597 12.578 
25 11.937 7 12.243 12.658 12.819 12.957 13.022 13.052 13.069 13.051 
26 12.408 7 12.714 13.130 13.292 13.430 13.495 13.525 13.541 13.522 
27 12.881 7 13.185 13.601 13.763 13.902 13.967 13.997 14.014 13.994 
28 13.353 7 13.657 14.073 14.235 14.374 14.440 14.470 14.486 14.467 
29 13.827 7 14.129 14.545 14.707 14.846 14.912 14.943 14.959 14.939 
30 14.301 7 14.603 15.018 15.179 15.319 15.384 15.415 15.431 15.412 

31 14,773 7 15,077 15.491 15.653 15.792 15.857 15.888 15.904 15.885 
32 15.244 7 15.549 15.965 16.126 16.264 16.329 16.360 16.377 16.358 
33 15.717 7 16.021 16.437 16.598 16.737 16.802 16.833 16.849 16.830 
34 16.189 7 16.493 16.909 17.071 17.210 17.275 17.305 17.321 17.302 
35 16.661 7 16.965 17.381 17.543 17.682 17.747 17.778 17.794 17.775 
36 17.135 7 17.438 17.853 18.015 18.154 18.219 18.250 18.266 18.247 
37 17.608 7 17.910 18.326 18.487 18.626 18.692 18.723 18.739 18.720 
38 18.080 7 18.384 18.799 18.960 19.009 19.164 19.195 19.212 19.192 
39 18.552 7 18.856 19.272 19.433 19.572 19.637 19.668 19.684 19.665 
40 19.024 7 19.328 19.744 19.906 20.044 20.110 20.140 20.157 20.137 
41 19.497 7 19.801 20.216 20.378 20.517 20.582 20.613 20.629 20.610 
42 19.969 7 20.273 20.688 20.850 20.989 21.055 21.085 21.102 21.082 
43 20.442 7 20,745 21.161 21.323 21.462 21.627 21.558 21.574 21.555 
44 20.915 7 21.218 21.634 21.795 21.934 21.999 22.030 22.047 22.027 
45 21.387 7 21.691 22.106 22.268 22.407 22.472 22.503 22.519 22.500 
46 21.860 7 22.164 22.579 22.740 22.879 22.945 22.975 22.992 22.972 
47 22.332 7 22.636 23.051 23.213 23.352 23.417 23.448 23.464 23-445 
48 22.805 7 23.108 23.524 23.685 23.825 23.890 23.920 23.937 23.917 
49 23.277 7 23.681 23-996 24.158 24.297 24.362 24.393 24.409 24.390 
50 23.750 7 24.053 24.469 24.630 24.769 24.835! 24.865 24.882 24.862 
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Table V A — Continued 

51 
52 
63 
54 
55 
56 
57 
58 
59 
60 

61 
62 
63 
64 
65 
66 
67 
68 
69 
70 

71 
72 
73 
74 
75 
76 
77 
78 
79 
80 

81 
82 
83 
84 
85 
86 
87 
88 
89 
90 

91 
92 
93 
94 
95 
96 
97 
98 
99 

100 

B,(n) 

222 
696 
167 
640 
112 
585 
057 

.530 
002 
.475 

.947 

.420 

.892 

.365 

.837 

.310 

.782 

.255 

.727 

.200 

.672 

.145 

.617 

.090 

.562 

.035 

.507 

.980 

.453 

.925 

38.398 
38.870 
39.343 
39.816 
40.288 
40.760 
41.233 
41.705 
42.178 
42.650 

43.123 
43.595 
44.068 
44.540 
45.013 
45.485 
45.958 
46.430 
46.903 
47.375 

7 
7 
7 
7 
7 
7 
7 
7 
7 
7 

7 
7 
7 
7 
7 
7 
7 
7 
7 
7 

7 
7 
7 
7 
7 
7 
7 
7 
7 
7 

7 
7 
7 
7 
7 
7 
7 
7 
7 
7 

7 
7 
7 
7 
7 
7 
7 
7 
7 
7 

GiOn.n) 

m = 2 x = I 
ill = 3 
s = 1 

24.526 
24.998 
25.471 
25.943 
26.416 
26.888 
27.361 
27.833 
28.306 
28.779 

29,251 
29.723 
30.196 
30.668 
31.141 
31.614 
32,086 
32.559 
33.031 
33.504 

33.976 
34.449 
34,921 
35.394 
35.866 
36.339 
36.811 
37.284 
37.756 
38.229 

38.701 
39.174 
39.646 
40.119 
40.591 
41.064 
41.536 
42.009 
42.481 
42.954 

43.426 
43.899 
44.371 
44.844 
45-316 
46.789 
46.261 
46.734 
47.206 
47.679 

ill = 4 
x = 2 

24.941 
25.414 
25.886 
26.359 
26.831 
27.304 
27.776 
28.249 
28.721 
29.194 

29.666 
30.139 
30.611 
31.084 
31.556 
32.029 
32.502 
32.974 
33.446 
33.919 

34.392 
34.864 
35.337 
35.809 
36.282 
36.754 
37.227 
37.699 
38.172 
38.644 

39.117 
39.589 
40.062 
40.534 
41.007 
41.479 
41.952 
42.424 
42.897 
43.369 

43.842 
44.314 
44.787 
45.259 
45.732 
46.204 
46.677 
47.149 
47.622 
48.094 

25.103 
25-575 
26.048 
26.521 
26.993 
27.465 
27.938 
28.410 
28.883 
29.356 

29.828 
30.301 
30.773 
31.246 
31.718 
32.191 
32.663 
33.136 
33.608 
34.081 

34.553 
35.026 
35.498 
35.971 
36.443 
36.916 
37.388 
37,861 
38.333 
38.806 

39.278 
39.751 
40.223 
40.696 
41.168 
41.641 
42,113 
42.586 
43.058 
43.531 

44.003 
44.476 
44.948 
45.421 
46.893 
46.366 
46.838 
47.311 
47.784 
48.256 

III = 3 
x = 2 

25.242 
25.714 
26.187 
26.660 
27.132 
27.605 
28.077 
28.550 
29.022 
29.495 

29.967 
30.440 
30,912 
31.385 
31.857 
32.330 
32.802 
33.275 
33.747 
34.220 

34.692 
35.165 
35.637 
36.110 
36.582 
37.055 
37.527 
38.000 
38.472 
38.945 

39.417 
39.890 
40.362 
40.835 
41.307 
41.780 
42.252 
42.725 
43.197 
43.670 

44.142 
44.615 
45.087 
45.560 
46.032 
46.505 
46.978 
47.450 
47.923 
48.396 

in = 6 
x = 2 

in = 7 
X = 3 

25.307 
25.780 
26.252 
26.725 
27.197 
27.670 
28.142 
28.615 
29.087 
29.560 

30.032 
30.505 
30.977 
31.450 
31.922 
32.395 
32.867 
33.340 
33.812 
34.285 

34.757 
35,230 
35,702 
36.175 
36.647 
37.120 
37,692 
38.065 
38.537 
39.010 

39,482 
39.955 
40.427 
40.900 
41.373 
41.845 
42.318 
42.790 
43.263 
43.735 

44.208 
44.680 
45.153 
45.625 
46.098 
46.570 
47.043 
47.515 
47.988 
48.460 

25.338 
25.810 
26.283 
26.755 
27.228 
27.700 
28.173 
28.645 
29.118 
29.590 

30.063 
30.535 
31.008 
31.480 
31.953 
32.425 
32.898 
33.370 
33,843 
34.316 

34.788 
35.261 
35.733 
36.206 
36.678 
37.151 
37.623 
38.096 
38.568 
39.041 

39.513 
39.986 
40.458 
40.931 
41.403 
41,876 
42.348 
42.821 
43.293 
43.766 

44.238 
44.711 
45.183 
45.656 
46.128 
46.601 
47.073 
47.546 
48.018 
48.491 

x = 4 

25.354 
25.827 
26.299 
26.772 
27.244 
27.717 
28.189 
28.662 
29.134 
29.607 

30.079 
30.552 
31.024 
31,497 
31,969 
32.442 
32,914 
33.387 
33,859 
34.332 

34.804 
35.277 
35.749 
36.222 
36.694 
37,167 
37.639 
38.112 
38.584 
39.057 

30.530 
40.002 
40.475 
40.947 
41.420 
41.892 
42.365 
42.837 
43.310 
43.782 

44.255 
44.727 
45.200 
45.672 
46.145 
46.617 
47.090 
47.562 
48,035 
48.507 

III m 0 
X = 4 

25.335 
25.807 
26.280 
26.752 
27.225 
27.697 
28.170 
28.643 
29.115 
29.588 

30.060 
30.533 
31.005 
31.478 
31.950 
32.423 
32.895 
33.368 
33.840 
34.313 

34.785 
35.268 
35,730 
36,203 
36.675 
37.148 
37.620 
38.093 
38.565 
39.038 

39.510 
39.983 
40.455 
40.928 
41.400 
41.873 
42.345 
42.818 
43.290 
43.763 

44.235 
44.708 
45.180 
45.663 
46.125 
46.598 
47.070 
47.543 
48.016 
48.488 
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Table VI— Expected Number of Tests Required for Procedure R* 
The integer below q" opposite Hzfyi) is the coefficient of q" in the polynomial 

formula for H2(n).   

^•interval X i 9 ql g* q* 9" 97 98 9' glO 9" gli 

0.000 to 0.618 1 2 H>{d) 0.618 to 1.000 2 3 -I -1 

0.000 to 0.618 1 3 
Hz{3) 0.618 to 0.755 2 5 -3 -1 

0.755 to 1.000 3 5 -2 -1 

0.000 to 0.618 1 4 
0.618 to 0.755 2 7 -5 U 1 -1 Hi(i) 0.755 to 0,819 3 7 -3 -2 -2 2 
0,819 to 1.000 4 8 -4 -2 -1 

0.000 to 0.618 1 6 
0.618 to 0.755 2 9 -V 1 0 -1 1 

H2(5) 0.755 to 0.819 3 9 -4 -3 -2 3 -1 
0.819 to 0.857 4 11 -V -2 -i -1 2 
0.857 to 1.000 5 11 -2 0 0 -1 

0.000 to 0.618 1 6 
0.618 to 0.755 2 11 -9 2 -1 0 I -1 
0.755 to 0.819 3 11 -5 -4 -2 4 -1 -1 

ff2(6) 0.819 to 0.857 4 14 -10 -2 -1 -1 3 -1 
0.857 to 0,881 5 14 -10 -2 1 -1 -3 3 
0.881 to 0.885 6 14 -10 -1 0 -1 -1 
0.885 to 1.000 6 14 -9 -2 -1 0 -1 

0.000 to 0.618 1 7 
0.618 to 0.755 2 13 -11 3 —2 1 0 -1 1 
0.755 to 0.819 3 13 -6 -5 -2 5 -2 -2 2 

i/2(7) 0,819 to 0.857 4 17 -13 -2 -1 -1 4 -1 -1 
0.857 to 0.881 5 17 -13 -2 2 -2 -4 5 -1 
0.881 to 0.885 6 17 -13 0 -1 -1 -1 -2 3 
0.885 to 0.899- 6 17 -ii -3 -2 2 -2 -2 3 
0.899" to 1.000 7 17 -11 -3 -1 1 —2 

0.000 to 0.618 .1 8 
0.618 to 0.755 2 16 -13 4 -3 2 -1 0 1 -1 
0.755 to 0.819 3 15 -V -6 —2 6 -3 -2 3 -1 
0.819 to 9.857 4 20 -16 -2 -I 0 4 -2 -1 

i/2(S) 0,857 to 0.881 5 20 -16 -2 3 -3 -6 V -1 -1 
0.8SJ to 0.885 6 20 -16 1 -2 -1 -1 -3 b -1 
0.885 to 0.899- 6 20 -13 -4 -3 4 -3 -3 b -i 
0.899- to 0.912 7 20 — 13 -4 -1 I — 2 0 -2 3 
0.912 to 0.932 8 20 -13 -4 -1 1 -2 1 0 -I 
0,932 to 1.000 8 20 -14 -4 -J 1 -2 

0.000 to 0.618 1 9 
-1 0.618 to 0.755 2 17 -15 5 -4 3 -2 1 0 1 

0.755 to 0.819 3 17 -8 -7 -2 V -4 -2 4 -1 -1 
0.819 to 0.857 4 23 -19 _2 -1 1 3 -2 -1 -1 2 
0.857 to 0.SSI 5 23 -19 -2 4 -4 —b 8 -2 -1 

-1 nm 0.881 to 0.890 6 23 -19 2 -3 -1 -1 -4 4 -1 
0.890 to 0.899- 6 23 -15 — 5 -4 6 -4 -4 V -1 -i 
0.899- to 0.912 7 23 -15 -5 -1 1 —2 0 -3 5 -1 
0.912 to 0.922 8 23 -15 -5 -1 1 —2 2 -1 -4 4 
0.922 to 0.938 9 24 -16 -5 -1 i -2 1 0 -I 
0.938 to 1.000 9 25 -18 -4 -1 1 -2 0 1 0 -1 
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Table VI — Continued 

^-interval X l <7- «?» 9* <?5 96 97 9' 9' q'O 9" 

0.000 to 0.618 1 10 
0.618 to 0.755 2 19 -17 6 — 5 4 —3 2 -1 0 1 -1 
0.755 to 0.SI9 3 19 —9 -S -2 8 -5 -2 5 -2 -2 2 
0.819 to 0.857 4 26 —22 _2 -1 2 2 -2 -1 -1 3 -1 
0.857 to 0.881 5 26 -22 _2 5 -5 -6 S -2 0 0 -1 
0,881 to 0.890 6 26 -22 3 -4 -1 -1 -4 8 -2 -1 

//2(10) 0.S90 to 0.899- 6 26 -17 -6 -5 8 -5 -4 8 -2 -1 
0.899- to 0.012 7 26 -17 -6 -1 1 -2 0 -4 7 -1 -1 
0.912 to 0.922 8 26 -17 -6 -1 1 -2 3 -2 -6 7 -1 
0.922 to 0.930 9 28 -20 -5 -1 1 -2 1 1 -2 -3 4 
0.930 to 0.938 10 28 -20 -5 -1 1 -1 1 -1 -1 
0.938 to 0.960 10 29 -22 -4 -1 1 -1 0 0 0 -1 
0.960 to 1.000 10 29 -22 -4 0 1 -3 0 1 0 -1 

0.000 to 0.618 1 11 
0.618 to 0.755 2 21 -19 7 -6 5 -4 3 -2 1 0 -1 1 
0.755 to 0.819 3 21 -10 -9 -2 9 -6 -2 6 -3 -2 3 -1 
0.819 to 0.857 4 29 -25 -2 -1 3 1 -2 -1 -1 4 -1 -1 
0.857 to 0.881 5 29 -25 -2 6 -6 -5 8 -2 1 -1 -3 3 
0.881 to 0.890 6 29 -25 4 -5 — 1 -1 -4 S -2 0 0 -1 

11 /lit 0.890 to 0.899- 6 29 -19 -7 -6 10 -6 -4 8 -2 0 0 -1 
0.899- to 0.912 7 29 -19 -7 -1 1 -2 0 -4 8 -2 -1 
0.912 to 0.922 8 29 -19 -7 -1 1 -2 4 -3 -8 10 -1 -1 
0.922 to 0.930 9 32 -24 -5 -1 1 -2 1 2 -3 -5 7 -1 
0.930 to 0.936 10 32 -24 -5 -1 1 0 0 -2 1 -1 3 4 
0.936 to 0,938 11 32 -24 -5 0 1 -2 1 -1 -1 
0.938 to 0.960 11 33 -26 -4 0 1 -2 0 0 0 -1 
0,960 to 1.000 11 33 -26 -4 1 0 -4 2 1 -1 -1 

o.ooo too.eis 1 12 
0.018 to 0.755 2 23 -21 8 -7 6 -5 4 -3 2 -1 0 1 -1 
0.755 to 0.819 3 23 -11 - 10 -2 10 — 7 -2 7 -4 -2 4 -1 -1 
0.819 10 0.857 4 32 -28 -2 -1 4 0 -2 -1 0 4 -2 -1 
0.857 to 0.881 5 32 -28 -2 7 -7 -5 8 -2 2 -2 -4 5 -1 
0.881 to 0.890 6 32 -28 5 -6 -1 -1 -4 8 -1 0 -1 -1 
0.890 to 0.899- 6 32 -21 -8 -7 12 — 7 -4 9 -2 -1 0 -1 
0.899" to 0.912 7 32 -21 -S -1 1 -2 0 -4 8 -2 0 0 -1 11 2\14) 0.912 to 0.922 8 32 -21 -8 -1 1 _2 5 -4 — 9 12 -2 -1 
0.922 to 0.930 9 36 -28 -5 -1 1 _2 1 3 -4 -7 10 -1 -I 
0.930 to 0.936 10 36 -28 -5 -1 1 1 -1 -3 3 -2 -5 7 -1 
0.936 to 0.938 11 36 -28 -5 1 0 -3 3 -2 _2 2 -1 -3 4 
0.938 to 0.9-11 11 37 -30 -4 1 0 -3 2 -1 -1 1 -1 -3 4 
0.941 to 0.960 12 37 -30 -4 1 0 -3 2 -1 C 0 -1 
0.960 to 0.972 12 37 -30 -4 2 -1 -5 4 0 -1 0 -1 
0.972 to 1.000 12 37 -29 -4 0 0 -4 2 1 -1 -1 

The exponential symbols +, — indicate only the relative magnitude of two 
different roots that are equal to three decimal places (i.e., a- < o+). 



Table VII — The Dividing Points Between x and » T- 1 FOR the 
Information Procedure R2 

G-Situation 
HI 

X 
4 6 7 8 9 11 12 13 14 16 

0.7549 0.6518 0.0369 0.6289 O.B24S" 0.6201 0.6195" 0.6189 0.0188 0.6182 
0.8899 0.8376 0.8087 0.7913 0.7728 0.7077 0.7642 0.7817 0.7580 

0.9378 0.9016 0.8631 0.8524 0.8446 0.8388 0.8313 
0.9340 0.9160 0.0031 0.8935- 0.8800 

0.9723 0.9528 0.9384 0.9193 
0.9796 0.0529 

7 0.9844 

(/-Situation 
w 

10 20 30 40 50 60 70 80 90 100 
.V 

0.6219 0.6181 0.6180 0.6180 0.6180 0.6180 0.6180 0.6180 0.6180 0.6180 I 
0.7802 0.7560 0.7549 0.7549 0.7649 0.7549 0.7549 0.7549 0.7549 0.7549 2 
0.8786 0.8241 0.8198 0.8193 0.8192 0.8192 0.8192 0.8192 0.8192 0.8192 3 
0.9601 0.8677 0.8587 0.8571 0.8568 0.8567 0.8567 0.8507 6.8567 0.8567 4 

0.8999 0.8854 0.8823 0.8816 0,8814 0.8813 0.8813 0,8813 0.8813 6 
0.9262 0.9056 0.9008 0.8903 0.8989 0.8087 0.8987 0.8087 0.8987 8 
0.9490 0.9218 0.9160 0.9129 0,9121 0.9118 0.9117 0,9116 0.9116 7 
0.9699 0.9355" 0.9267 0.9236 0.9225- 0.9220 0.9218 0,9217 0.9216 8 
0,9900 0.9474 0.9364 0.0325+ 0.9309 0.9302 0,9299 0.9297 0.9266 9 10 0.9582 0.9449 0.9400 0.9380 0.9370 0,9305+ 0.9363 0.0362 

0.9682 0,9524 0.9466 0.9440 0.9428 0.9422 0,9418 0.9417 U 
0.9776 0.9693 0.9524 0.9493 0.9478 0.9470 0.9489 0.9463 12 
0.9867 0,0G55+ 0.9576 0.9540 0.9522 0.9512 0,0507 0.9504 13 
0.0956 0.9714 0.9024 0.9582 0,9561 0.9549 0,9543 0.9539 14 

40 0,9001 0.9770 0.9668 0.9620 0,9590 0.9583 0.9575- 0,9570 15 
45 0.9952 0.9823 0,9709 0,0656 0.9028 0.9013 0.9804 0.9598 16 
44 0.9973 0.9874 0.9747 0.9C89 0.9658 0.9640 0.0630 0,9023 17 
43 0.9901 0.9025- 0.9784 0.9719 0.9085- 0.9665+ 0.9054 0,9646 18 
42 0.99551- 0.9975- 0,9820 0.974S 0.9710 0,9089 0.9676 0,9067 10 
41 (1.0946 0.9989 0.9854 0.9776 0.9734 0.9711 0.9690 0.9687 20 
40 0,0937 0.9078 0,9887 0.9802 0.0757 0.9731 0.9715- 0.9705- 21 
30 0.9928 O.9907 0,9920 0.9827 0.9770 0.0750+ 0.9733 0.9721 22 
38 0.9919 0,9956 0.9952 0.9852 0.0799 0.9709 0.975O- 0.9737 23 
37 0.9909 0,9944 0.9984 0.11876 0.9819 0.9786 0,9765+ 0.9752 24 
38 0.0890 0.9933 0.0080 0.9899 0.9838 0.9803 0.9780 0.0766 25 
35 0.9889 0,9921 0.9972 0.9922 0.9866 0.0819 0.0796- 0.9779 20 
34 0.9879 0.9910 0.9957 0.9944 0.9874 0,9834 0.9809 0.9702 27 
33 0.9869 0,0898 0.9943 0.9967 0,9892 0.9849 0,9822 0.9804 28 
32 0.9858 0,9888 0,9928 0.9989 0.9909 0.9883 0.9835" 0.9816 29 
31 0.9847 0.0873 0.99)4 0.9981 0.9926 0.9877 0,9847 0.9827 30 
30 0.9836 0,9860 0.9899 0.9962 0.9943 0.9891 0.9859 0.9838 31 
29 0,9824 0.9847 0.9883 0.9943 0,9959 0.9904 0.087! 0.9848 32 
28 0.9812 0,9834 0.9868 0.9924 0.9976 0.9918 0.0882 0.9868 33 
27 0.9800 0,9820 0.0852 0.9904 0.9992 0.9931 0.9893 0,9808 34 
26 0.978C 0,9805+ 0.9835+ 0.0884 0.9974 0.9943 0.9904 0.9878 35 
25 0.9773 0.0790 0.9818 0.9864 0.9947 0.9956 0.9914 0,9887 36 
24 0.9758 0.9775- 0.9800 0.9843 0.9920 0.9969 0.9925- 0.0806 37 
23 0.9743 0.9758 0.9782 0,9822 0.9893 0.9981 0.0035+ 0.9905+ 38 
22 0.9727 0.9741 0.9763 0.9800 0.9866 0.9994 0.9945+ 0.9914 39 
21 0.9709 0.9722 0.9742 0.9770 0.9837 0.9961 0.9955+ 0.9622 40 
20 0.9691 0.9702 0.9721 0.9753 0.9808 0.9921 0.9005+ 0.9931 41 
19 0.9671 0.9681 0.9698 0.9727 0.9778 0.9881 0.9075+ 0.9036 42 
18 0.9649 0.9659 0.9674 0.9700 0.9746 0,9840 0,6985+ 0,9948 43 
17 0.9626 0.9634 0.9648 0.9671 0.9713 0.9798 0.9995+ 0.0950 44 
16 0.9600 O.9608 0.9610 0.9640 0.9678 0.9754 0.9935- 0.9964 45 
15 0.9572 0.9578 0.9588 0.9606 0.9640 0.9708 0.9869 0.0972 40 
14 0.9541 0.9546 0.9554 0.9570 0.9599 0.9659 0.9802 0.9980 47 
13 0.9505" 0.9509 0.9516 0.9529 0.9555" 0.9607 0.9733 0.9688 48 
12 0.9464 0.9467 0.9473 0.9484 0.9506 0.9551 0.9660 0.9990 49 
11 0.9417 0.9420 0.9424 0.9433 0.9451 0.9489 0.9582 0.9872 
10 0.9362 0.9364 0.9367 0.9374 0.9388 0.9419 0.9498 0.9742 
9 0.9297 0.9298 0.9300 0.9305- 0.9315+ 0.9340 0.9404 0.0608 
8 0.9216 0.9217 0.9218 0.9222 0.9229 0,9248 0.9298 0.9403 
7 0.9116 0.9116 0.9117 0.9119 0.9124 0.9137 0.9174 0.9303 

0.9045" 6 0.8987 0.8987 0.8987 0.8988 0.8991 0.8999 0.9024 0.9120 
5 0.8813 0.8813 0.8813 0.8813 0.8814 0,8818 0.8834 0.8898 0.9276 
4 0.8567 0.8567 0.8567 0.8567 0.8567 0.8569 0.8576 0.8612 0.8862 
3 0.8192 0.8192 0.8192 0.8192 0.8192 0.8192 0.8194 0.8209 0.8346 
2 0.7549 0.7549 0.7549 0.7549 0.7549 0.7549 0.7549 0.7552 0.7599 

0.6823 I 0.6180 0.6180 0.6180 0.6180 0.6180 0.6180 0.6180 0.6180 0.0184 

95 85 75 65 55 45 05 25 16 5 
X 
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X 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
II 
12 
13 
14 
15 
16 17 
18 
19 
20 21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

ie 
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Table YII — Continued 
//-Situation 

0.6180 
0.7549 
0.8192 
0.8567 
0.8813 
0.8987 
0.0116 
0.9210 
0,0200 
0.0361 
0.941S- 
0.9460 
0.0499 
0.9633 
0,9563 
0.9588 
0.9612 
0.9632 
0.9651 
0.9667 
0.9083 
0.9697 
0.9709 
0.9721 
0.9732 
0.9742 
0.0751 
0.9700 
0.9768 
0.9776+ 

0.0782 
0.0789 
0.0705+ 
0.0801 
0.0807 0.0812 
0.9817 
0.9822 
0,9826 
0.9830 
0.0834 0.9838 
0.9842 
0.9846+ 

0.9849 0.9852 
0.9855+ 

0.0858 
0.9861 
0.9864 

0.9866 0.9869 
0,9871 
0,9874 
0.9876 
0.9878 
0.9880 
0.0882 
0.9884 
0.9888 
0,0888 
0.0890 
0.0801 
0.0893 
0.9895- 
0.0896 
0.9898 
0.9899 
0.9901 
0.9902 
0.9904 
0.9905- 
0.0906 
0.9907 
0.0909- 
0.9910 
0.0911 
0.9912 
0.9913 
0,9914 
0.9915+ 
0.9916 
0.9917 
0.0918 
0,9019 
0.9920 
0.9921 
0.9922 
0.9023 
0.0024 
0.9925- 
0.9025+ 
0.9926 
0.9927 
0.9928 
0.9928 
0.9929 
0.6930 
0.9031 
0.9031 

ients + and - are to bo used for rounding in the usual manner. 
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Table YIII — Polynomial Expressions foe 
for Procedure Hi 

m 
Coefficient of 

{-interval Next Test 
Group Size 

1 t 9* i* 9s 9" 9' 98 9' 910 9" 

2 1 1 0.000 ^ q ^ 1-000 1 
3 1 2 2 0.000 ^ q £ 1-000 1 
4 2 2 2 2 0.755 g 1-000 2 
5 2 2 2 3 3 0.682 < fi g 1.000 2 

P 
2 2 3 3 3 3 0.652 < q ^ 0.890 2 
2 3 3 2 3 3 0,800 < q ^ 1.000 3 

7 2 3 3 3 3 3 3 0.838 < Q g 1-000 3 
o / 2 3 3 3 3 3 4 4 0,809 < q < 0.938 3 
S i 3 3 3 3 3 3 3 3 0,938 g ^ 1,000 4 
9 
_ f 

3 3 3 3 3 3 3 4 4 0.902 g fi g 1.000 4 
3 3 3 3 3 4 4 3 4 4 0.879 < <i g 0.960 4 

10 I 3 3 3 4 4 3 3 3 4 4 0.960 < y g 1.000 5 I 
11 3 3 3 4 4 3 4 4 3 4 4 0.934 < 5 g 1.000 6 

3 3 3 4 4 3 4 4 4 4 4 4 0.916 < g 0.972 5 
12 1 3 4 4 3 4 4 3 4 4 3 4 4 0.972 < 9 < 1.000 6 



A Network for Combining Radio 

Systems at 4, 6 and 11 kmc 

By EARL T. HARKLESS 

(Manuscript received May II, 1958) 

Development of the broadband horn reflector antenna has permitted the 
simul tan cons radiation and reception of radio signals on different fre- 
quencies in the three common-carrier bands in which the Bell System has 
developed radio relay systems. A necessary adjunct to the antenna is a 
network to combine or separate the common carrier hands and also to com- 
bine or separate the two polarizations of any one band. The particular 
form of the network that is described was designed to meet strict system 
requirements on impedance match, insertion loss and cross-coupling be- 
tween ports. 

Microwave radio relay systems have been developed for Bell Telephone 
System toll transmission in the common carrier frequency bands of 3700 
to 4200 mc, 5925 to 0425 mc and 10,700 to 11,700 mc. There will be 
many routes where two, or all three, of these radio systems will be in 
use simultaneously. On such routes, a common antenna1 at the top of 
the station tower will transmit or receive all three frequency bands. The 
broadband antennas will operate with both polarizations of the radio 
waves, and the feed line will be a 3-inch circular copper waveguide 
(WC 281). The 3-inch waveguide is capable of supporting three modes 
in the 4-kmc frequency range and 22 modes in the 11-kmc frequency 
range. With the possibility of so many propagating modes, small dis- 
continuities in the internal dimensions of the waveguide may cause un- 
desirable mode conversion with associated transmission loss or reflection 
of signal energy. In particular, any bend made in the circular waveguide 
must have very small curvature to minimize coupling between the two 
cross-polarized dominant modes at 11,000 mc. 

The cross-coupling requirements mean that the circular waveguide 
must run nearly straight down the side of the tower to a network located 
at the base of the tower. After the signals are in dominant-mode wave- 
guide, bends and twists can be utilized to bring the signal into the re- 
peater stations. The systems combining network is required to distribute 
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the six signals (two polarizations at each of three frequency bands, 4, C 
and 11 kmc) to the proper ports with small insertion loss (approximately 
| db attainable), with small reflections (30 db return loss) and with 
small delay distortion (echoes 60 db below the signal). 

The basic configuration of this systems combining network was sug- 
gested by Miller,2 and an experimental network was reported on by 
Dawson.8 A series of directional couplers is used to successively distribute 
the different polarizations and frequency bands. The circular wave- 
guide from the antenna is tapered down to a dominant-mode square 
waveguide in the 3700- to 4200-mc band. The directional couplers are 
constructed by running rectangular dominant-mode waveguide parallel 
to the two-polarization square waveguide, with the narrow face of the 
rectangular waveguide adjacent to the two-polarization waveguide (see 
Fig. 1). Longitudinal slots cut in the common wall will couple to only 

Fig. 1 — Designation of dominant-mode terminal pairs for systems combin- 
ing network. 

II KMC y 
ti KMC 
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one polarization of the 4-kmc signal in the two-polarization waveguide, 
and a sufficient number of slots will be used to extract all the energy in 
this polarization. (The frequency-selection means will be discussed 
later.) A similar directional coupler rotated by 90 degrees is connected 
below the first coupler and couples to the other polarization of 4 kmc. 
All the 4-kmc energy in both polarizations has now been extracted, so 
the two-polarization waveguide is tapered down to square dominant- 
mode size at 6 kmc. Two more directional couplers with longitudinal 
slots are connected to extract the two polarizations at 6 kmc. The two- 
polarization waveguide is again tapered down in size, and a network to 
combine both polarizations at 11 kmc is connected. 

All the directional couplers are reciprocal networks, so the structure 
can be used to combine the frequencies and polarizations into a single 
waveguide or to separate the signals from a single waveguide into their 
respective ports — or various combinations of combining and separating 
(transmitting and receiving) can be achieved. 

The two directional couplers extracting the 4 kmc energy must, of 
course, not produce appreciable mode conversion of 4-, 6- or 11-kmc 
energy. Any size waveguide chosen as the two-polarization waveguide 
for the 4 kmc couplers will propagate several higher-order modes with 
cutoffs below 11,700 mc. It has been found that the most troublesome 
regions for higher-order mode couplings are in the vicinity of the mode 
cutoffs. For this reason, it is desirable to have all the mode cutoffs as 
far away as possible from the frequency bands 3700 to 4200 mc, 5925 
to 0425 mc and 10,700 to 11,700 mc. This selection of mode-cutoff pat- 
terns leads to a very restricted choice of waveguide sizes, and results in 
dominant mode cutoff for the two-polarization waveguide (3300 me) 
being close to the lower edge (3700 mc) of the 4-kmc band. 

Fig. 2 graphically illustrates the relationship between the mode cutoff 
pattern and the common-carrier frequency bands. It is clear that the 
waveguide size or mode cutoff pattern cannot be shifted very much in 
either direction. The use of longitudinal slots (to separate polarizations) 
and waveguide operating close to cutoff (to avoid couplings to higher- 

TD2 TH TJ 
BAND BAND BAND 

3 4 5 6 7 & 9 10 11 12 
FREQUENCY IN KILOMEGACYCL6S PER SECOND 

13 14 

Fig. 2 — Distribution of mode cutoffs with relation to common carrier bands 
for square waveguide 1.790 inches on a side. 
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t WAVEGUIDE 
1 CUTOFF, 
\ fc 

/\ 

20 EMPTY 
^^LOT 

30 

40 
SLOT WITH 1 
RESONATOR 

50 

j.t 3.6^ 4^0 4.4 4^ 5.2 5.6 6.0 6.4 6.0 
FREQUENCY IN KILOMEGACYCLES PER SECOND 

Tig. 3 — Transfer of energy between guides for single slot. 

order modes) results in the coupling-versus-frequency characteristic 
shown in Fig. 3. 

Using procedures described by Bethe4 and Surdin,5 we have equations 
for the amplitude of the wave coupled through a small slot in the side 
wall of a waveguide and the power carried by waves of unit amplitude 
in each waveguide: 

AQOI 

& = 

s* = 

ui5iXgi 
2Xo 

^2^2X^2 
2Xo 

where 

At is 
Si Ax is 
s2 is 
Xo is 

K is 
is 
amplitude, 

a and b are waveguide width and height and 
il/ is the magnetic polarizability of the slot in the z direction. 
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The coefficient of coupling, c, is the square root of the ratio of the 
power excited in waveguide 1 to the exciting power in waveguide 2: 

This expression shows that energy coupled between waveguides by a 
single slot decreases as the frequency is increased across the 4-knic band. 

For an array of coupling apertures, Miller" has shown that the am- 
plitude of the wave coupled between two waveguides is given by 

El=-/r* iBi) ^ sin^c ^'(2) 

where n is the number of apertures and Bi and By are the phase velocities 
in the coupled guides. 

Assuming that Bi — B*, it is seen that the number of coupling slots, 
n, can be adjusted to give complete power transfer (Fa = 1) for a par- 
ticular c. However, c is a function of frequency and, as the frequency is 
increased, the number of slots will be insufficient to obtain complete 
power transfer, while at lower frequencies the number of coupling slots 
will be too large to obtain complete power transfer. 

For the 4-kmc coupler, the two-polarization waveguide can be chosen 
to be square waveguide 1.790 inches on a side. The dominant mode cuts 
off at 3300 mc, and there are no modes with cutoffs in the 4-, 6- or 11-kmc 
bands. A coupling interval of four wavelengths was chosen to obtain 
complete power transfer from the square waveguide to a parallel rec- 
tangular waveguide (n = 16). The coupling obtained in each quarter 
wavelength interval must be equal2 to (7r/2)/16 = 0.09830. A slot 1.215 
inches long in the sidewall of a rectangular waveguide 1.752 by 0.872 
inches that couples to a 1.790-inch square waveguide will yield a coupling 
coefficient c = 0.09830 at 3870 mc. This calculation assumes that we 
have adjusted B\ to be equal to Bi. (The method for doing this will be 
discussed later.) For 16 such slots, the amplitude of the wave emerging 
from port 3 of Fig. 4 when we excite port 1 is given by 

(1) 
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For the slot 1,215 inches long, we find at 3700 mc: 

c = 0.1203, 
i?2 = 0.940, 
Ex = 0.342. 
E* 
Ex 

c 

At 4200 mc: 

c = [0.0755, 
E2 = 0,940, 
Ex = 0.355. 

2 

Translating Ex into uncoupled energy, we get the curve of Fig. 5, 
which shows that the insertion loss straight through the square wave- 
guide (port 1 to port 3 of Fig. 4) is only about 10 db at the band edges. 

These — 10-db signals pass through the second coupler for the other 
polarization of 4 kmc with small loss and are completely reflected by the 
taper to 6-kmc dominant-mode two-polarization waveguide. The re- 
flected signal suffers another 10-db loss in returning through the first 
coupler for 4 kmc, and emerges as a reflected signal that is only 20 db 
down. This is far from the objective of 30- to 35-db return loss. The above 
analysis leads to abandonment of the simple slot as a suitable element 
in the construction of directional couplers for systems combining net- 
works. 

A method has been found to modify the shape of the longitudinal 

Fig. 4 — Accessible terminal pairs for directional couplers used in systems com- 
bining networks. 

4 
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Fig. 5 — Insertion loss for wave passing coupling apertures. 

slot to flatten the coupling-versus-frequency characteristic and reduce 
the amount of uncoupled energy. This structure is shown on Fig. 6. 
Placing the short piece of wire in the slot results in the coupling-loss- 
versus-frequency characteristic shown in Fig. 3. The wire is made 
approximately a quarter-wavelength long at 6 kmc, and results in a 
rejection peak at this frequency. The trial of a network element consist- 
ing of a wire resonator in the slot was suggested by viewing the coupling 
slot by itself as a short section of waveguide extending through the 
coupling plate. A resonant element placed in this approximately rec- 
tangular section of very short waveguide should be able to stop trans- 
mission at a particular desired frequency. 

The frequency of the rejection peak is controlled by the total length 
of the wire while the width of the rejection peak is controlled by the 
location of the point at which the wire is bent and attached to the side 
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of the slot (dimension 0). Moving the point of attachment of the wire 
toward the center of the slot widens the rejection peak, but the left end 
of the curve, fc, is determined by the waveguide size. It is seen that, as 
the width of the rejection peak is varied (wire offset changed), the slope 
of the coupling across the 4-kmc band can be changed. The width of the 
rejection peak is adjusted to produce a minimum of coupling near the 
center of the 4-knic band. For each frequency in the lower part of the 
band, there will then be a frequency with the same coupling amplitude 
in the upper part of the band. With a series of such coupling elements, 
correct coupling amplitude for complete power transfer can be obtained 
at two frequencies in the 4-kmc band. Fig. 7 gives some data on the rela- 
tion between resonator offset and coupling characteristics. The uncoupled 
energy at the two ends and the center of the 4-kmc band can be reduced 
to about 20 db, resulting in a return loss limitation of about 40 db due 
to the uncoupled energy. 

The phase velocities in both the square waveguide and the rectangular 
waveguide are modified by the presence of the coupling slots. The ampli- 
tude and phase of the wave scattered in the forward direction in each 
waveguide can be calculated from (1). This scattered wave is added to 
the incident wave to obtain the phase shift caused by each coupling 
aperture. In the Appendix it is shown that an aperture-loaded rectangu- 
lar 1.752- by 0.872-inch waveguide will produce the desired phase- 
velocity match with a square 1.790-inch waveguide near the center of 
the 4-kmc band. 

The measured characteristics of a slot with resonator are shown in 
Fig. 8. The dimensions of the slot, resonator and offset have been ex- 
perimentally adjusted to give the same coupling at the two edges of the 

Fig. 6 — Directional coupler structure with modified slots. 
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Fig. 9 — Straight-through loss for TD-2 band coupler. 

4-kmc band, and a combination of 16 such slots has been made to give 
the coupling required for complete power transfer (sin nc — ir/2) at 
two points in the band. 

The effect of the slot loading on the phase velocities in the square and 
rectangular waveguides is such that the phase velocities in the two wave- 
guides can be exactly matched at only one frequency (approximately 
midband). At the two frequencies where the coupling is correct for com- 
plete power transfer, the phase velocity mismatch will limit the power 
transfer, so that the straight-through loss from port 3 to port 1 in Fig. 
4 is only about 26 db. Fig. 9 shows the straight-through loss for a coupler 
with 16 coupling elements of the type shown in Fig. 8. The variation in 
coupling loss with frequency and the mismatch of phase velocity in the 
two waveguides both contribute to produce a straight-through loss of 
19.5 db at the band edges and 21 db at the band center. The straight- 
through loss is now high enough to enable the realization of 30- to 35-db 
return loss on production models when other small reflections are in- 
cluded. 

The resonant wires not only flatten the coupling characteristic in the 
4-kmc band; they also reduce the coupling coefficients of the slots over 
the 6- and 11-kmc bands to such a small amount that very little energy 
(a few tenths of a db) is lost when these frequencies pass through the 
d-kmc couplers. The only remaining deficiency of the network now is the 
return-loss performance at 11 kmc. 

The slots in the 4-kmc coupler were spaced 1.440 inches apart, which 
is f guide wavelengths at 10,740 mc, so the reflections should cancel at 
this frequency. However, the return-loss characteristic reached almost 
23 db near 11 kmc. This was increased to over 30 db by putting in another 
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Fig. 10 — Coupling plate with added set of 11-kmo resonators. 

set of wire resonators tuned to 11 kmc. There was insufficient room to 
place both the 6-kmc and 11-kmc resonators entirely within the slot, 
so the 11-kmc resonator was soldered in perpendicular to the plane of 
the coupling plate and it projected into the rectangular guide as shown 
in Fig. 10. 

A similar design was produced for the 6-kmc directional coupler to be 
used in the systems combining network. In the 6-kmc version, it was 
found necessary to place two resonant wires in each slot, as shown in 
Fig. 11, in order to obtain adequate suppression of the 11-kmc energy. 
There was ample room for this, since the slot lengths in the 6-kmc direc- 
tional coupler are considerably greater than a half wavelength at 11 

Fig. 11 — Coupling plate for 6-knic coupler. 
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kmc. The energy transfer in the 6-kmc band was complete enough, so 
the straight-through loss exceeded 22 db over the band and the return 
loss due to this factor was 44 db. 

Separation of the 11-kmc polarizations is accomplished by means of a 
polarization separation network previously described by Ohm. 

The complete systems combining network for both polarizations of all 
three common carrier frequency bands has eight accessible ports and 36 
independent elements in the scattering matrix, which defines network 
performance. Fig. I illustrates the numbering of the ports, with port 1 
and port 2 being the two dominant-mode polarizations in the square or 
circular waveguide. Table I summarizes the measurements made of the 
magnitude of the most important scattering elements in the three fre- 
quency bands of interest. The loss in the various desired signal paths is 
seen to be about | db, and the impedance match at all ports is seen to ex- 
ceed 30-db return loss. The cross-couplings in the various undesired sig- 
nal paths are seen to range from 18 db to higher losses. 

A photograph of a laboratory model of the systems combining network 

Table I — Magnitude op Scattering Coefficients for 
Complete Systems Combining Network (Worst 

Performance at Any Point in the Band) 

Element 
(see Fig. 1) Measurement 

4 kmc 

Decibels Loss at 

6 kmc 11 kmc 

Sll Return Loss 33 30 30 
S33 Return Loss 35 — — 
S55 Return Loss * 38 — 
S77 Return Loss * * 30 
S88 Return Loss * * 30 
S13 Insertion Loss 0,4 20 28 
S14 Insertion Loss 40 60 40 
S15 Insertion Loss * 0.6 18 
S16 Insertion Loss * 33 40 
SI7 Insertion Loss * * 0.5 
SIS Insertion Loss * * ,40 
S25 Insertion Loss * 0.5 18 
S34 Insertion Loss 50 — — 
S35 Insertion Loss * 45 — 
S36 Insertion Loss * 55 — 
S37 Insertion Loss * ♦ 40 
S38 Insertion Loss * * 30 
S56 Insertion Loss * 50 — 
S57 Insertion Loss * * 35 
S58 Insertion Loss * * 36 
S78 Insertion Loss * * 50 

* means the guide is beyond cutoff for this frequency. 
— means the coefficient is of no interest at this frequency. 
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^•1 

Fig. 12 — Laboratory model of systems combining network. 

for separating polarizations of the 4-kmc and 6-kmc bands is shown in 
Fig. 12. The total length for combining both polarizations of all three 
frequency bands is 15 feet 10| inches. 

There will be many repeater installations where all three frequency 
bands in both polarizations will not be used. In these cases, less than a 
full complement of directional couplers can be used. It is expected that 
there will be a large number of stations at which the horn reflector an- 
tennas will be fed with one polarization of 4 kmc and two polarizations 
of 6 kmc. The systems combining networks then need consist of only a 
circular-to-square taper, one 4-kmc directional coupler, a taper to 6-kmc 
dominant-mode square waveguide, one 6-kmc directional coupler and a 
transition from square to rectangular guide for the remaining 6-kmc 
polarization. The over-all length for this version of the systems combin- 
ing network is less than 9 feet. In the case where only one polarization of 
each band is used, the total length would be 9 feet 1 inch. 

CONCLUSION 

A method has been developed for designing a systems combining net- 
work which separates by polarization and frequency the signals received 
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by a common antenna for the 4000-mc TD-2, the 6000-m.c TH and the 
11,000-mc TJ radio relay systems. The design results in a theoretical 
reflected-signal limitation of about 40 db, while production models re- 
alize well over 30 db return loss. Insertion loss in the desired signal paths 
is about | db, while couplings between various other ports range from 
18 db to over 50 db. The structure is mechanically simple and can be 
fabricated to the required tolerances by conventional machining tech- 
niques. The same principles can be utilized for other frequency bands. 
However, new designs must be based on experimentally determined char- 
acteristics for the slots and resonators. 
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APPENDIX 

The amplitude of the wave coupled between two guides has been com- 
puted by means of (1) for the coupling coefficient 

The amplitude of the wave scattered forward in guide 1 due to a wave 
incident in guide 1 can be calculated from the equation 

and, of course, for guide 2, 

With c in coupling per unit length, the corrected phase shift per unit 
length is given by 

where ft/ is the corrected phase shift per unit length, and /Su is the un- 
loaded guide phase shift per unit length. At 3900 mc, we have set 
c = 0.0682 per inch. Then, with ai — hi = 1.790 inches, a? = 1.752 
inches and b2 = 0.872 inch, we have 

(D 

/3ii' = Cn + dn , 
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= 1.158 + 0.045 

= 1.203 radians per inch, 

= 1.099 + 0.104 

= 1.203 radians per inch. 

The 1.790-inch square guide and the 1.752- by 0.872-inch rectangular 
guide will now have the same phase velocity at 3900 mc, when they 
are loaded by slots that have a coupling coefficient equal to 0.0682 per 
inch. 
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Synthesis of Active RC Networks 

By B. K. KINARIWALA 

(Manuscript received May 28, 1959) 

A basic theorem is derived for RC networks containing active elements. 
It is shown that no more than one active element, embedded in a passive 
RC network, is needed to realize any driving-point function. Sufficiency of 
only one active element is shown by developing a synthesis method. A syn- 
thesis technique for n-port passive RC networks is developed in order to 
establish the sufficiency proof of the basic theorem. A more practical method 
of realizing driving-point f unctions, using active RC networks, termed the 
"cascade" method, is also presented. This method is applied to the design 
of a tenth-order Tchehycheff parameter filter. 

I. INTRODUCTION 

Passive filters using only resistive and capacitive elements are attrac- 
tive for reasons of size, cost and reliability. Their use has been limited 
because the network complexity of RC filters (due to restrictions on 
impedance functions realizable with R's and C's only) is greater than 
that of equivalent RLC filters. This defect can be overcome by using 
active elements in addition to passive RC networks. Active RC networks 
are particularly attractive for achieving exacting performance at low 
frequencies, where it is not practical to use either inductors or crystals. 

The practicality of active networks is a direct result of the availability 
of precision resistors and capacitors of small size having small drifts and 
low temperature coefficients, as well as the development of reliable 
junction transistors. In fact, it is not unusual to find that the active 
element's drift with time and temperature is no worse than that of a 
passive element. 

There are several techniques available for synthesis of transfer func- 
tions by active RC networks.1 •2'3'4'5 The active element used is either 
a stabilized high-gain feedback amplifier or a negative-impedauee con- 
verter. With the feedback amplifier, one RC network is used to produce 
the zeros of the transfer function and another RC network produces the 
poles of the function. The number of passive elements required in this 

1269 
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case tends to be rather large. The use of a converter usually leads to 
bridged~T, twin-T or parallelladder networks when there are finite fre- 
quencies of infinite attenuation. There are several modifications of these 
basic synthesis methods which yield simpler networks. However, the 
emphasis in all of these methods is on the realization of transfer func- 
tions. 

This paper presents some theoretical and practical results in the syn- 
thesis of active RC driving-point functions. Obviously, driving-point 
impedances can be used to yield any desired transfer characteristic. 
A theoretical investigation is first undertaken to show that no more than 
one active element (embedded in an RC network) is required to yield 
any desired driving-point function. The proof of this basic theorem is 
presented in Section II. Sufficiency of only one active element is shown 
by an actual synthesis method. This method involves realization of 
n-port passive RC networks. The results used in Section II for this pur- 
pose are drawn from material presented in the Appendices. 

A more practical method of synthesizing driving-point functions is 
presented in Section III. This is termed the "cascade" method, since it 
involves cascading of a passive RC network with another passive RC 
network through a negative impedance converter. Network functions 
of rank 2 lead to particularly simple structures. Such functions are dis- 
cussed in Section IV. The results obtained in this section are applied to 
the design of a tenth-order Tchebycheff parameter filter in Section Y. 
The concluding section summarizes the results and discusses the out- 
standing problems as well as suggests some new avenues of approach. 

II. BASIC THEOREM 

In this section it will be proved that any driving-point immittance func- 
tion* can be realized by a transformerless RC structure in which is embed- 
ded only one active element. The active element may be represented as a 
"controlled" source or as an amplifier. In any ease, the active element 
is a two-port transducer. These two ports may be considered as external 
ports which are connected through an active element. 

The remaining network is now purely passive. Thus, a driving-point 
immittance can be represented as a three-port passive RC network with 
two of the ports connected through an active element (Fig. 1). The proof 
of the basic theorem is then accomplished in two parts: 

* In this paper, an immittance function is assumed expressible as a ratio of two 
polynomials in the complex frequency variable, p = v + ju>. The only restriction 
on these polynomials, except where other restrictions are specifically introduced, 
is that they have real coefficients. 
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Fig. 1 — Realization of driving-point function with one active element. 

i. Determination of the three-port RC matrix from the specified im- 
mittance function. 

ii. Realization of the three-port RC network without transformers. 

2.1 Determination of Three-Port RC Matrix 

A driving-point admittance function yip), where p = tr + jw, is the 
complex frequency variable, is to be realized by the structure shown in 
Fig. 1. The admittance function is chosen because it leads to a three- 
port short-circuit admittance matrix, 7, which is convenient to use in 
the realization of the desired network. 

In the figure, y is the admittance as seen from the terminals 3-3', y is 
the gain of the active element and Tn is the current transfer function 
of the passive RC network between terminals 1-1' and 2-2'. Then, by 
Blackmail's equation,5 

where 2/33 is the admittance seen at 3-3' when the active element is 
placed in a reference condition of zero forward transmission, is the 
loop-current transmission when zero admittance is introduced between 
terminals 3-3' and iiTvr is the loop current transmission when infinite 
admittance is introduced between 3-3'. 

For convenience and without loss of generality, it is assumed that the 
amplifier has zero input and output impedances. The amplifier is thus a 
current-controlled voltage source (Fig. 2). Thus, 2/33 is the short-circuit 
admittance at port 3-3' and yTx* is the loop current transmission when 
all ports are short-circuited, where 

(1) 

fiTi-y* — —R'myi'2 , (2) 
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1 o 

i'O 

Fig. 2 — Current-controlled voltage source. 

and fiTu, the loop current transmission when port 3-3' is open-circuited, 
may be written as 

Let y be the admittance given as a ratio of two polynomials. Express 
the numerator and denominator as differences of two polynomials: 

The polynomials Ah and Di must have only negative real roots. Fur- 
ther, Ah and Di are so chosen that Ah/A is an RC driving-point admit- 
tance. The reasons for these requirements will become clear later. It is 
also desired that the degree of Ah does not exceed that of Ah by more than 
one and that the degree of A does not exceed that of A by more than 
one. In Appendix A it is shown that, given N and D, it is always possible 
to find the polynomials Ah, Ah, A and A satisfying these requirements. 

It is now possible to rewrite (5), 

(3) 

Substituting (2) and (3) in (1) 

(4) 

(6) 

and, comparing with (4), 
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Rm 
(7) 

or 

The previously mentioned requirements on the polynomials Aq, Di, 
etc. are seen to be necessary if the identifications in (7) are to be made. 
The first equation in (7) gives the requirements on Afi/A, the second 
equation gives those on the degrees of Da and A , and so on. Since these 
requirements are already met, one obtains from (7) some of the elements 
of the short-circuit admittance matrix Y of the three-port RC network; 
//83 is completely determined, whereas yn and the product i/niM are deter- 
mined within a constant multiplier. 

Equation (7) gives all the constraints on the elements of the Y matrix 
imposed by the admittance function. Other elements of the matrix can 
be chosen arbitrarily. These remaining elements of the Y matrix, Rm 

and the identification of iju and iju, must be so determined that Y is re- 
alizable without transformers. In order to determine these quantities, it 
is necessary to have a knowledge of the conditions under which the net- 
work can be realized without transformers. 

2.2 Realization of Three-Port RC Networks 

Since synthesis of three-port networks is a special case of general 
n-port synthesis, a synthesis technique for n-port RC networks is de- 
veloped below. The results obtained are then applied to the three-port 
case. 

2.2.1 Synthesis of n-Port RC Networks 

The synthesis method consists of generating an auxiliary {m + n)- 
port* matrix representing a purely resistive network. When this net- 
work is terminated at its m-ports in appropriate capacitors, the desired 
n-port RC network is obtained (Fig. 3). It is assumed that the termina- 
tions are unit capacitors. If desired, the values of these capacitors are 
changed b}' a simple scaling of impedances at the appropriate ports. 

* m represents the number of capacitors in the RC network, 



1274 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1959 

I'o 

no- 
n'o- 

(m+n)-PORT 
R NETWORK 

-Hp ^-2 

_r 

Fig. 3— (m + n)-port resistance network terminated in m capacitors. 

The short-circuit admittance matrix Y of the RC network may be ex- 
pressed as 

Y = Kv + K* - E (-4—)' 
p \V + Op) 

(8a) 

where K, K„ and Kv are in X n) matrices of residues. It is shown in 
Appendix B that it is preferable, though not necessary, to have K = 0; 
i.e., the matrix Y has no pole at p = . Furthermore, it is always 
possible to determine Y from the given driving-point admittance such 
that there is no pole at p = (see Appendix A). Consequently, it is 
convenient to consider 

Y = A'| - T. K. (-d—) . 
^ \P + (TV) 

(Bb) 

Let the short-circuit admittance matrix for the purely resistive (m + n)- 
port be 

G = 
An AiS n 

A 21 A22_ m 
n m 

(9) 

where A a are matrices of appropriate order. It is desired to determine G 
such that, when the m-ports are terminated in unit capacitors, the ma- 
trix Y is obtained. It is shown in Appendix B that 

An — Kao , 

An - M, 

Am = S. 

.421 = M = transpose of M (10) 
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where 

M = [Mi, Mz, ], (11) 

and M, is defined by 

KV = MyMy ; (12) 

M„ has n rows and columns. Thus, M has n rows and m = Xl" t71* 
columns. It is seen from (9) that m determines the number of capacitors. 
S is a diagonal matrix defined by 

tri/i 0 0 0 0" 

0 0-2/2 0 0 0 

0 0 (Tzlz 0 0 

0 0 0 0 

0 

0 

0 0 0 0 0 0 _ 

where I j is a unit matrix of order rtij. 
If it is desirable to obtain a network with a minimum number of 

capacitors, it is necessary to obtain a minimum m. This is accomplished 
by having each w, a minimum number. A minimum m? is obtained if 

My = [iUrl , Mr* , M* ,-••], (14) 

where 4/.,- are determined by expressing the quadratic form of /v„ as 
sum of squares, 

X KrX = E (XMrif. (15) 
i 

Each Mvi is a column vector. It is soon that, if /C is of order n and rank 
5,, then Mr has n rows and = d, columns. The matrix M is then ob- 
tained by using (II). The minimum number m of capacitors is seen to 
be the sum of the ranks of matrices of residues in the finite poles. 

The (m + n)-port G matrix is thus determined by (9) and (10). The 
(m + n)-port resistance network must be terminated at its m-ports in 
unit capacitors to obtain the desired n-port RC network. 

If the matrix G can now be realized without idea! transformers, then 
terminating the resistance network in capacitors at appropriate ports 
will yield the RC network without transformers. Synthesis of resistance 
networks is considered below. 



1270 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1959 

Fig. 4 — A typical unit in the realization of «-port resistance network. 

2.2.2 Synthesis of n-Port R Networks 

It is generally known and easy to show that a resistance network need 
have no internal nodes,* It follows that an n-port R network can always 
be realized as a completely connected graph having only the 2n external 
nodes. Necessary and sufficient conditions for the general n-port R net- 
work are not yet obtained. However, conditions for a restricted class of 
networks are obtained here. 

Consider a symmetrical balanced structure constructed by introducing 
symmetrical lattices between each set of node-pairs (Fig. 4). If all node- 
pairs are short-circuited and a one-volt signal is introduced between one 
pair of terminals (say i-i'), then from the balanced structure it is seen 
that the current drawn by the network is determined solely by struc- 
tures directly connected to terminals i-i'. Short-circuit admittance seen 
at i-i' is the sum of the short-circuit admittances of the lattices connected 
directly to i-i'. Furthermore, the short-circuit transfer admittances be- 
tween terminals i-i' and j-j', for all j, arc determined only by the lattice 
structure between each set of node-pairs. Thus, 

ga- EA;, (ie) iyil 

where An is the short-circuit admittance of the lattice between node- 
pairs i-i' and j-j', and ga is the short-circuit admittance seen at i-i'. Also, 

g.j = b<3 » 

where Bn is the short-circuit transfer admittance of the lattice between 
node-pairs i-i' and j-j', and Qn is the short-circuit transfer admittance 
between terminals i-i' and j-j'. 

Since for any lattice An § 1 Bu 1,(10) may be written as 

ga ^ £ I OU 1- (18) 

* One way to show this is by repeated application of the results of Rosen.7 
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The conditions of (18) are shown to be necessary for the structure of 
Fig. 4. If any additional branches were placed between terminals i and 
i', the conditions of (18) would still be valid. 

Sufficiency of the above conditions is proved by realization of the net- 
work as follows. If Sn and CtJ- are series and cross-arm admittances 
respectively of the i-j lattice, 

= h (^y + C-i) ] 
(19) 

Qu - BiJ — 2 ( —^,7+ Cij) J 

bet A= j Bi} j = J g-.j \. Then, 

C.-y - 1 Qa I + ffo] 
(20) 

Sii = ! On I - On] 

It is seen that C.-y and Sa are non-negative, and therefore realizable. 
Any excess admittance determined by 

On 23 I On 1 

is then introduced bctwccu terminals i and i'. This proves the sufficiency 
of conditions (18). A matrix G that satisfies the conditions of (18) will 
be called a "dominant diagonal" or D matrix. 

Necessary and sufficient conditions for the existence of balanced R 
network are that the short-circuit admittance matrix be a D matrix. 

2.2.3 Three-Port RC Networks 

In the case of three-ports for active networks under consideration, it 
will be shown that it is possible to find a matrix G which is a D matrix. 
It is also desirable to obtain the three-port RC network with a minimum 
number of capacitors. 

If the case n = 3 is considered and the minimum number of capacitors 
is desired, then w,. = 1 and /v„ should be expressible as 

Ky = MM., (21) 

where J\fv is a matrix with three rows and one column. If /vv = H || 
it is shown in Appendix C that, from (7), 

1^'%,'" - = 0, for all r. (22) 

Furthermore, since iju and 1/22 are not specified, they may be chosen so 
that the Ky, for all v, are positive semidefinite matrices of rank I. Hence, 
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the representation in (21) is possible with 
0)2 

M3 

IC = (>•) 

My = ± 

and relation (22) is assumed to be valid. 
The elements of interest in G are 

7. M M2 h3
M 

7. (02 ^23 y (23) 

W 1c M 
/C33 _ 

[kuM, kw^, kzs n 

kii* kn kis 

h* h" knm 

hr kn ± Vk-Jl) ± V^3(2) Wm) 

G = 0"l 0 0 

0 tra 0 

0 0 

The first two rows of G can be made to satisfy the dominant diagonal 
conditions, since the diagonal terms may be chosen arbitrarily. The rows 
having ov for diagonal terms can also be made to satisfy the same con- 
ditions by multiplying appropriate row and column by ^/Cy. This effec- 
tively changes the termination from unit capacitor to one having value 
Cy. To make the third row satisfy the same conditions, Rm must be 
chosen large enough, thereby reducing the magnitudes of the residues of 
y13 and [see (7)]. Further, the freedom in the choice of Pi and Qi 
[see (5)] can be used to make the diagonal term in the third row greater 
than the sum of magnitudes of the remaining terms. 

It is seen that the three-port PC matrices arising from the active net- 
works under discussion can be realized without transformers. 

A much simpler way of proving the basic theorem becomes obvious at 
this point. From discussion of n-port R networks it is seen that n-port 
RC networks are realizable if the matrices of residues in various poles 
and 7(0) are all D matrices. For example, the Y matrix may be written 

F - Ko + E 
P 

P + <r* 
(25) 



SYNTHESIS OF ACTIVE RC NETWORKS 1279 

where/Co — F(0) and K'v — Kyfav. If /Co is a D matrix, it is realized by 
resistors. Each remaining term •p(iC„)/?>-l-ovis realized in the same man- 
ner as the R networks, except that each branch would be a resistor and a 
capacitor in series. The networks are all connected in parallel to obtain 
the n-port RC network. 

From (7), it is seen that yw and 2/22 are unconstrained and hence can 
be chosen such that the matrices /Co and Kv have the diagonal terms in 
the first and second rows greater than the sum of the magnitudes of the 
off-diagonal terms of the corresponding rows. The third rows can be made 
to satisfy these conditions by an appropriate choice of Rm . A large 
enough value of Rm can always be chosen to make the residues of yn 
and yn sufficiently small [see (7)]. 

Thus, there are two alternative ways of proving the basic theorem. 
Comparing the two as synthesis methods, the second way is much sim- 
pler, but uses a rather large number of resistors and capacitors. The first 
method uses a minimum number of capacitors but still a large number 
of resistors. It also offers a choice as to the number of capacitors desired. 
However, it is not a practical method because of the large number of re- 
sistors required. The first method could turn out to be practical if it 
were possible to realize the R networks with much fewer resistors. 

A much more practical way of designing active RC impedances is next 
undertaken. 

III. CASCADE SYNTHESIS 

111 active networks, negative impedances are admissible and can be 
incorporated into a realization technique with relative ease. A possible 
way of realizing a negative impedance is with the help of a negative- 
impedance converter.8 A negative-impedance converter is an active 
two-port which presents at either of its ports the negative of the im- 
pedance connected at the other port. Consider an impedance function 

V iY Yi - Y2 
Z(p) = A = (26) 

where Y and T) are polynomials in p, whose degrees do not differ by 
more than one. 

If it is possible to break up N and Z) into Ab, Y2 and R>\, Di as in (26) 
such that Yj, Y2, T)\ and /T all have only real and negative roots, then 
it might be possible to realize Z(p) as a two-terminal-pair RC network 
terminated by either a negative resistance or a negative RC impedance. 
(Refer to Fig. 5.) 

It is shown in Appendix A that any polynomial having real coefficients 
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2 
—1 RC 

Ztl ZZ2 
NEGATIVE 

IMPEDANCE 
CONVERTER 

ZL 

Fig. 5 — Realization of driving-point function by cascade method. 

can be easily expressed as a difference of two polynomials each of which 
has only negative real roots. It is easy to show that an RC network ter- 
minated in a negative resistance cannot produce complex poles of the 
driving-point impedance function. The poles of Z{p) are the zeros of 
(222 — R), where 222 is the open-circuit impedance of the RC two-port 
and •— .R is the termination at end 2. It should be obvious that any re- 
sistance (positive or negative) added to an RC impedance merely shifts 
the zeros along the cr-axis without moving them off the axis. If the ter- 
mination is ~ZL , a negative RC impedance, then the poles of Z(p) are 
the zeros of (222 — ZL). It is seen from Appendix A that a difference of 
two RC impedances can indeed produce the desired complex zeros. 

3.1 Realization Problem 

Consider an impedance function 

N 

Z(P)=5=|. (27) 

B 

where B is a polynomial having only negative real roots. Then, as per 
Appendix A, 

Fi P 

Zip) = § f-4, where I'iPt = B (28a) 
Vi _ Qs 
Po P4 

P3 __ P4 

= Pi Pi P2 
Qi Ch _ Pi 

Qi P2 

For an RC two-port terminated in a negative impedance, 

(28b) 
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~ - Z 

Zip) = 2ll 7 Z->'i — /jr 
Vn - (29) 

where Zn , Z22 Rie the open-circuit impedances of the RC two-port, ?/22 is 
its short-circuit admittance and —ZLis the terminating impedance. Com- 
paring (28) and (29): 

. - ^ 
11 Qi' 

2- Qi' 
(30) 

J_ = ft 
2/22 ft' 

Zi - ft 
ft 

Without loss of generality, we will assume that Zip) has only complex 
zeros and poles. It should be noted that Pi, P3, Qi, Qa have only nega- 
tive real roots. As shown in Appendix A, ZL is necessarily an RC imped- 
ance function and —ZL is realized by means of a negative-impedance 
converter. It remains to be shown that zn , £22, 1/22 represent a two-port 
RC network. From (30), 

1 _ ft   znz22 2]2 
2/22 ft Zll 

and 

= (3^ 
Qi 

Since 212 must be a rational function (PiQa — -ftQi) must be a perfect 
square. 

Then, to sum up, the necessary and sufficient conditions for physical 
realizability are that: 

i. zn and 222 represent RC driving-point impedances; 
ii. {PiQa — P3Q1) be a perfect square; 

iii. residue condition be satisfied at all the poles.* 

* For HC networks, the statement includes the point p = 03, where the func- 
tions may be nonzero. 



1282 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1959 

The condition iii is always satisfied. The residue condition is 

knkn - kn ^0, (32) 

where k,} represents the residue of Zi, in a given pole. The residues of 
Zn and zn may be written as 

A'ii ~ / 

h,1 = 

li—a-i) ' 

'sC —o-t) 
(33) 

Qh-v,-)' 

where ai is any root of Qi and Qi is the derivative of Qi with respect to 
p. The residue of 212 is 

_ ■\/Pl(—(Ti)Qii{—(ri) — Ql(—(Ti)P3i—(ri) ^ ^ 
Qi( —o-i) 

h 

But 

Qi{-<ri) = 0, 

(35) 

and so 

A'nW - (hz)2 = 0. 

Thus, the residue condition is always satisfied with an equal sign at all 
the poles. From (30) and (31) it is seen that the requirements at in- 
finity are also met. 

In reference to condition i, consider the location of the roots of Pi , 
P2, etc. as shown in Fig. 6. As already pointed out, P4/P2 is an RC im- 

P4 p 2 P4 ^2. 

p, Pt 

(a) 

P3 P3 

(b) 

(O 

Fig. 6 — Adjustment of the roots of P3 and Pi so that F3/P1 represents an RC 
impedance function: (a) roots of P2 and Pv, (h) roots of Pr, (c) roots of P3 . 
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pedance function. Hence it will have alternating roots in the correct 
order. This is shown as (a) in the figure. -Pj/Pi may or may not have the 
desired alternation. This can be corrected by adding the same con- 
stant to P1/P2 and P3/P4 [see (28a)]. Such addition of a constant will 
move the roots of Pi closer to those of Po and move the roots of P3 
closer to those of P4. This can always be done such that P3/Pi will have 
the desired alternation. In a similar manner, Q3/Q1 is corrected such that 
P1/Q1 also has the required form. In the case of an impedance Z of rank 
2, the above corrections can generally be done so as to make (PiQs ~ 
P3Q1) a perfect square. If and when this is not possible surplus factors 
might have to be added to Z(p) to obtain a rational 212. 

It is not at all necessary to make all the ratios (Pi/Qy , Qa/Qi, Pi/Pi) 
have the desired alternation. It is obvious that, if 2n(Pi/Qi) and 
Z'liiQi/Qi) are RC impedances and 212 is a rational function satisfying the 
residue conditions, l/y™ or P3/P1 will necessarily have the proper form. 
Furthermore, if 212 is a ratio of two polynomials, the residues in its poles 
(real and negative) will bo real and (l'n)2 will always be positive. If 
222 is an RC impedance function, its residues arc necessarily positive. 
From (35), it is seen that 211 will automatically have positive residues; 
i.e., it must be an RC impedance. Thus, in order to realize the RC two- 
port one need only make Zn or 222 an RC impedance and (PiQa — P1Q1) 
a complete square. 

It is shown in Appendix D that, if Z has only complex poles, then 2-22 
is always an RC impedance and remains so under the addition and sub- 
traction of a constant in the denominator.* Thus, in such a case all that 
is needed is to make 212 a rational function. An illustrative example is 
considered to show how 212 can he made rational by the addition and sub- 
traction of an appropriate constant in the denominator of Z. 

Example: 

 P2 + p + 1 

Z{p) = P" + P + 1 _ (P d- l)(p + 2) 
p2 + p -f 2 p2 + p + 2 

tp + 1)(P + 2) 

p + 2 3 

_ P + 1 P + 2 
p + 3 _ 4 

  p + I p + 2 
* This proof was developed by J. M. Si press. 
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 3 p + 2 
_ ?> + 2 p + 2 p + 1 

p + 3 4 _ p + 2 ' 
p -f 3 p + 1 

In this case, PiQ.t — PiQi is to lie made a perfect sciuare. It is seen 
that Qs/Qi has the proper alternation. Now, add a constant K to 

(p + 3)/(p + 1) 

and 4/(p + 2). Then, 

PiQv — PiQi = (p + 2)[4 + Kip + 2)1 — 3[N(p + 1) + p + 3] 

= Np2 + {K + l)p + {K - 1). 

For this to be a complete sciuare, 

3/v2 - 6/v - 1 = 0 

and 

K =1 + 7i- 

The open-circuit impedances of the two-port are 

p + 2 
211 (N+ l)(p+ 1) +2' 

Kip + 2) -f- 4 
222 (K + l)(p + 1) + 2' 

212 ^ {K + l)(p + 1) + 2* 

It is seen that these satisfy all the required conditions. It should be 
noted that adding the constant K to and subtracting it from the numer- 
ator alone instead of the denominator alone of Zip) will not yield a ra- 
tional Zn ■ This is an obvious consequence of the fact that the introduc- 
tion of K in the numerator alone is an attempt to make 212 nonvanishing 
at infinity, whereas Z22 vanishes at infinity. 

Realization of the EC two-port can be easily accomplished when there 
is only one term in the partial-fraction expansion of each zt-* Only one 
ideal transformer is present in such a case, and this is removed by means 
of impedance-scaling of the relevant part of the network. When several 
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poles are present in the impedances Zik , such a realization procedure re- 
quires several ideal transformers, which cannot lie eliminated in the 
above manner. 

In such cases, one can make Zu and z^ satisfy the conditions of Fial- 
kow and Gerst1" by introducing one ideal transformer. The network is 
then realized without transformers and appropriately scaled to remove 
the ideal transformer that was introduced above. Such a realization 
would not give the desired ^. To obtain this desired 222, positive or 
negative elements are then added in series at the load end of the net- 
work. Negative elements arc then realized together with the load through 
the negative-impedance converter. 

3.2 Surplus Factors 

As seen above, it is possible in simple cases to make (P1Q3 — P3Q1) a 
perfect square by the use of an appropriate constant. However, this is 
not always possible. It, will now be shown how (PiQz — PzQi) can always 
lie made a perfect square by introducing surplus factors in the original 
expression for Z{p). A new formulation is necessary so as to have 212 
present explicitly in the expressions. Such a formulation can he obtained 
by writing Z{p) in the following manner: 

Z{p) - 2U 

jT 
Pi Qi- 
Qi Q* _ Pa 

Qi P'i 

[from (30) and letting 2,2 = g/Qi] 

Pi Qv 
(30) 

Qi -D' 
Q1P2 

This equation follows because (— /) = P-iQz — QiPa), as can be seen 
from (28a). Then, 
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and 

N = DP! + g'P, 
Qi 

or 

g2Pz = NQl - DP1 . (37) 

This equation must he subject to the constraints that {Pi/Qi)(zn) be 
an RC impedance. A further constraint requires Q1/P2 to be also an RC 
impedance. This is seen to be satisfied in (28a) since roots of Pi and Pi 
alternate. From a different viewpoint, it is seen from (36) that —D/QiP* 
must give a difference of two RC impedances having Qi and Pz for their 
denominators. So the roots of Qi and P2 must alternate. The sign of 
{Q3/Q1) is positive, and so the nearest singularity must be that of Pi . 
Therefore, Qi/Pi must be an RC impedance. If (37) is satisfied and 
P1/Q1 and Qi/Pi are RC impedances, then zn , *22 and ZL will all be RC 
impedances. If g is also a polynomial, then the impedance Z is physically 
realizable. The conditions for physical realizability can then be written 
as 

g-Pz = NQ, - DP, 

and (38) 

Pi 
Qi 

9i 
Pi 

are RC impedances. 

It is important to note that (37) contains N and D, which are already 
known. Choice of Pi is arbitrary. Freedom in the choice of P4 is not ex- 
plicit in (37). However, this freedom can be assigned to Qi, since 
-D/QiPi gives za and Zl . Thus, Qi and Pi can be considered to be ar- 
bitrary instead of Pi and /b. . Further, one can consider that Pj and Qi 
are arbitrary in (37). This follows since, if (38) is satisfied, it does not 
matter whether P2 and Qi are chosen independently and Pi is determined 
from (37) or if Pi and Qi are chosen and P-> determined from (37). 

Assume for the moment that it is somehow possible to find Pi, Qi , 
P2 which satisfy (38). It will be shown that it is possible to make g2 a 
complete square by introducing surplus factors. Once this point is clari- 
fied, it will be shown how Pi, Qi and P2 can always be chosen to satisfy 
(38), Ar and D being still assumed to have only complex conjugate roots. 
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This restriction will be removed later without altering the arguments 
presented here. For convenience in discussion, Z(p) is chosen to be of 
rank n 2. Similar results arc obtained for any n. 

Consider Z(p) of rank n = 2 (i.e., N and D of degree 2). From (28), 
Pi, Qi and P2 are of degree 1. These are determined such that (38) is 
satisfied. Now g~ may or may not be a perfect square. If g- is a perfect 
square, the problem is solved and the network can be realized. If g- is 
not a perfect square, surplus factors M are introduced in Z(p), making 
N = NM and D' = DM of fourth degree. New polynomials P[, Q[ and 
Pi of second degree arc required [see (28)1 and are somehow determined. 
Then (37) may be written as 

g'p'i = i¥(fe; - DP[). (39) 

In place of (39), consider 

{NQ[ - DP[) - P'iR. (40) 

If (40) is satisfied subject to the constraints of (38), where R is any 
remainder polynomial, one merely multiplies both sides of (40), by 
M = R to give (3D). Thus, it is seen how (f can be made a complete 
square by the introduction of an appropriate surplus factor M. All that 
remains to be shown is that (40) can be satisfied subject to the con- 
straints of (38). This is no different from the problem of finding P\, 
(Ji and Pi satisfying (38), which was assumed somehow possible. It will 
now be shown that it is possible to find polynomials Pi , Qy and l\ 
such that 

{NQ\ - DP,) = P2R, (40a) 

subject to the constraints 

Pi 
Qi 

Qi 
Pi 

are RC impedances. (40b) 

As discussed previously, Pj , Q, of appropriate degrees are chosen 
arbitrarily such that Pi/Q, is an RC impedance. The roots of Pj and Qj 
of second degree are shown in Fig. 7. No singularity is chosen at the origin 
for reasons that will soon become clear. Symbol I refers to the function 
NQi and II refers to ( —Dl\ ). The superscripts of I and II represent the 
corresponding signs of the values of the functions in the designated re- 
gions on the real axis. The shaded areas in the figure show regions where 
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 1 >7,^7//"•"I*  r »k--i 

iQ 9—r 
Q. Pz 

- - n — n + —--^n > 

Fig. 7 — Determination of roots of P* when roots of Pi and Qi are known. 

both functions have the same sign. The two shaded areas shown are of 
opposite signs. Therefore, there must be at least one zero of the function 
(I + //) in the region between these two areas. Such a zero in this re- 
gion is assigned to P2. Another zero of Pa is required to the right of all 
the four roots so as to satisfy (40b). This is easily accomplished by mak- 
ing Zn = Z at some point to the right of the other roots. This gives the 
other root of Pa shown dotted in the figure. Thus (40a) and (40b) care 
completely satisfied. 

The relevant steps involved for Z(p) of rank n are: 
1. Choose Pi and Qi each of degree n, so that P1/Q1 is an PC imped- 

ance. 
2. Evaluate Zip) at some point on the negative real axis closer to the 

origin than the root of Qi nearest to the origin. 
3. Make Z(p) = 211 = Py/Qi at this point by merely multiplying 2u 

by an appropriate constant. 
4. Determine P-.R by finding (NQt - DPi), and find the roots of P2P. 
5. Assign the appropriate roots to P2 from steps 3 and 4. 
6. Determine R from steps 4 and 5 and find g = P2, N' — NR and 

D' = DR. 
7. Express (-D'/QiP-i) in partial-fraction form to obtain 

{Q3/Q1 - P4/P2)• 

8. All the polynomials are determined and the relevant impedances 
are obtained from (30) and noting that Z12 := (l/Qi ■ 
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Note that (i.e., Q-.\/Q\) vanishes at infinity, whereas zu and 212 do 
not. A sufficiently large constant is added to 222 and ZL such that the 
two-port impedances satisfy the residue condition at infinity. 

Example: 

Zip) = ^ = v2 + v+\ KV} D p2 + p -J- 2 

1 - K + 3)(?> + 5) - K (P2 + ^ + 35) 

^ 211(P) - iVo (P + 2)(p + 4) " Ao ip~ + fip -|- 8) • 

2. Zi-1) = i 

8. zni-l) - A'ol = Z(-l) = 1, 

Aq = XF' 

Pi = Sip2 + 8p + 15), 

ft = l(3(p2 + fip + 8). 

4. NQi - DPi - P>P = 13p4 -f 8op3 + lG5p2 + ]31p + 38 

= (?? + \){v + 3.89)(13p2 + 21.38p + 9.76). 

5. P, = (p + l)(p + 3.89). 

(5. /? = 13p2 -|- 21.38p + 9.76, 

</ = A2, 

iV = ATA, 

D' = DIi= (p2 + p + 2)(13p2 + 21.38p + 9.76). 

n -P> _ 1 Ao | 0.318 2716.72 \ 
" Qi/A 16 V ?> + 1 ?> + 3.89/ 

1 /20.104 2804.8l\ 
16 vp + p + 4/- 

16 V p + 2 p + 4/ ' 

+ 

' i:r 10 

zr- = ^(^ + AA + -G4r|) 16 \ p + 2 p d- 4/ 
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^ = -U 13 + /u + 0.318 2716.72 
p + 1 p + 3.89, 

where Ki is chosen large enough so that Ki ^ The complete net- 
work is then realized. 

3.3 Elimination of Redundant Elements 

Introduction of surplus factors as proposed in the last section will in- 
troduce redundant elements in the realization. A possible formulation 
which may avoid the redundant elements is briefly presented here. 
If the roots of g are given by p = p,-, then, from (36), 

Equation (41) assures that <7 is a polynomial. The frequencies p.- may 
be arbitrarily selected and (41) may then be solved. Then /h can be 
determined from (37) such that it satisfies the last restriction of (38). 
There is considerable freedom in the solution of (41), and this freedom 
may be used to satisfy the restrictions on 1\ . 

The difficulty encountered in the solution of (41) stems from the na- 
ture of the simultaneous equations involved. These equations are non- 
linear and cumbersome to solve. It is not possible to state whether the 
method outlined above has a solution or not. It merely indicates a possi- 
ble direction for further work on this subject. 

3.4 Restrictions on Impedance Functions 

It has been assumed that the driving-point impedances have only 
complex conjugate poles and zeros. The only use made of this assumption 
was the consequent positive sign of the impedance function on the nega- 
tive ff-axis. This fact ensured that, for N/P^ and D/P^P,, the residues 
in the negative real poles (arbitrarily chosen) had alternating signs in 
the alternate poles. Thus, the method is applicable to the realization of 
any driving-point impedance (having poles and zeros anywhere in the 
complex plane) as long as the impedance function is positive on some 
interval of the negative cr-axis. If no such interval exists, then the nega- 
tive of the desired impedance is realized and a second converter is used 
to obtain the required impedance function. 

Z{pi) = zu(pi) 

and (41) 

for all i. 
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Functions that are negative on the entire negative real axis fall in two 
classes: (a) total number of poles and zeros on the positive cr-axis in- 
cluding the origin is even, with the function having a negative multiplier 
and (b) total number of poles and zeros on the positive c-axis including 
the origin is odd, with a positive multiplier. In both these cases, there 
are no odd-order zeros or poles on the negative c-axis excluding the origin. 
A second converter is needed in both the above cases, with the possible 
exception of the case when there is an odd-order pole at the origin with 
no other odd-order zeros or poles on the whole tr-axis. In such a case, a 
simple pole at the origin is removed if the residue in this simple pole is 
positive, and the remainder function is checked to determine if it is posi- 
tive or negative on the negative real axis. If it is positive, the realization 
is carried out on the remainder function and a capacitor corresponding 
to the removed pole is added in series. If the remainder function turns 
out to he negative on the negative real axis, a second converter seems to 
bo needed. 

In some cases, a pole at the origin can be handled in the following man- 
ner: 

Z = ^ = 1 
pi) p 

Pi Pa 
p2 Pa 
Qy Q* 
P2 P4_ 

Pi P 
Pi P. 

Pi 
Pi 

P3 
Pa 

9L _ 
LpP2 pPiJ 

l\ 
Pa 

(42) 

Py 
Pi 

91 
lp2 

91 
P4-1 

Equation (42) is now used to determine the value of K for which 212 
is a rational function. In the next section, such a development is applied 
to the synthesis of functions of rank 2. 

The only other restriction 011 the impedance function is that the de- 
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grees of the numerator and denominator polynomials do not differ by more 
than one. This ensures that the degrees of the polynomials Ft , P*, 
Qi,Qs, etc., lead to physical expressions for z* . It should be noted that 
the impedance function is not required to be positive-real, nor arc the 
poles and zeros required to be in the left-half plane. 

IV. NETWORK FUNCTIONS OF RANK 2 

The cascade synthesis method will be applied to the realization of 
transfer functions of rank 2 (i.e., the numerator and denominator poly- 
nomials of second degree). Functions of rank 2 are by far the most im- 
portant functions from sensitivity considerations. Functions with a single 
pair of complex poles are less sensitive to changes in the converter con- 
stant than are functions with more than one pair of complex poles. 
Consequently, it is preferable to realize a function of rank n in sections 
of rank 2 and cascading these sections through isolation sections such 
as emitter followers. 

Synthesis of driving-point functions can be adapted in several ways 
to the realization of transfer functions. Consider the realization of open- 
circuit voltage transfer function. Only two particularly simple but ex- 
tremely important eases will be discussed here. 

Case 1 
In some instances, the input impedance may be chosen to be 

Z(p) = ^ = r («) iJ Jo 

and synthesized so that the resulting network has a shunt resistor R 
across the input terminals. Conversion from current source to voltage 
source jK, = Rh yields the desired transfer function [lug. 8(a)l within 
a constant gain multiplier 

^ . (44) 
Ei R D 

Case 2 
In other instances, F(p) may be chosen such that 

*(P) = ± (45) 

and synthesized so that the resulting network has a shunt capacitor, C, 
across the input terminals. A source conversion Ei = h/pC yields the 
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E; — D 

Fig. 8—Adaptation of driving-point synthesis to voltage transfer function 
synthesis: (a) case 1; (l>) case 2. 

desired transfer function [Fig. 8(b)]; 

i?0 _ p N 
¥i ~ D' 

(40) 

The above two cases play an important role in the realization of trans- 
fer functions of rank 2. Consider the realization of open-circuit voltage 
transfer function of the form 

T(p) = Ju P~ + ap + h (47) 
p- cp d- d' 

It is assumed that T(p) has complex conjugate poles and zeros in the 
left-half plane. Similar developments can be carried out for other eases, 
but they are not discussed here. 

It is shown in Appendix E that d must be greater than h if the ration- 
alization of Zyt is to be accomplished through the addition and subtraction 
of a constant, K, in the denominator of {28a). In this ease, the driving- 
point impedance, Zip), may be synthesized so that the resulting net- 
work has a shunt resistor across its input terminals. Consequently, the 
transfer function of (47) may be realized as discussed above if d is greater 
than 6. The structure is shown in Fig. 9(a). 

If d is less than b, the addition and subtraction of a term of the form 
K/p in the denominator of (28a) will permit the rationalization of 212, 
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C4 

SCS = SHORT-CIRCUIT STABLE SIDE OF 
NEGATIVE IMPEDANCE CONVERTER 

OCS = OPEN-CIRCUIT STABLE SIDE 

Fig. 9 — Realization of transfer functions of rank 2: (a) d > b] (b) d < b. 

and the driving-point impedance Z{p) = [T(p)/p\ may be .synthesized 
so that the resulting network has a shunt capacitor across its input ter- 
minals. The proper source conversion yields the desired transfer function 
for d less than h. The structure for this case is shown in Fig. 9(b). 

V, DESIGN EXAMPLE 

The results obtained in Section IV for the realization of transfer func- 
tions of rank 2 by the cascade method will be applied to the design of a 
practical filter. Bandpass filters with high selectivity are of great im- 
portance in frequency-multiplexing schemes. A typical bandpass filter 
frequently encountered in such systems is selected as a design example. 
The over-all transfer function is represented as a product of functions 
of rank 2, and each of these is realized as discussed in Section IV. Each of 
the sections is a simple ladder structure regardless of the positions of the 
zeros and poles. 

The specifications on the filter are as follows: the pass band extends 
from 12.33 to 15.25 kc, and in this range the transmission characteristic 
must be flat to within ±0.1 db; the stop band is symmetrical; and, start- 
ing at 11.50 kc, a minimum of 50 db of rejection must be provided. 

The approximation problem is solved through the utilization of a 
Tchebycheff parameter equal-ripple chraacteristic. The transmission 
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function T{p) requires five pairs of complex poles, four pairs of imagi- 
nary zeros and a simple zero at the origin and infinity: 

_ jr   pip2 + fa)oi2)(p' + £002 2)(P2 + Mo32)(p~ ~h   

(p -\- 2aip o)ni")(p2 -{- 2a!2P + ij>ni2)ip~ + 2a3p -fi c<jn32) 
•{p~ + 2aiP + (ani)ip~ + 206^ + Wnj2) , 

where 

woi — 2t X 10349.7 rps, 
w02 = 2ir X 11388.7 rps, 
wos = 27r X 16510.4 rps, 
W04 = Stt X 18167.9 rps, 

ai = 27r X 143.6 rps, ct3„] = 27r X 12273.5 rps, 
as = 27r X 492.1 rps, co„2 ^ 27r X 12695.6 rps, 
0:3 = 27r X 767.1 rps, wn3 = 27r X 13691.0 rps, 
«4 = 27r X 573.2 rps, Wn4 — 2ir X 14788.6 rps, 
ag = 2ir X 179.3 rps, Un6 = 2% X 15318.1 rps. 

This transmission characteristic is illustrated in Fig. 10 and the polc- 
zoro configuration is shown in Fig. 11. The transmission function is ex- 
pressed as a product of second order expressions: 

Tip) = K 
p2 + 6)042 \ / P" 4" <*»032 

it p2 -j- 2aip + Wnl2/ \p2 + 2a2P + Wn22 

P \ f p2 4" U022 

it P2 4- 2q!3P 4- C«Jn32/ VP2 4- 2Qr4p 4" C«Jn42 

/ p2 + ^012 \ 
\P2 -F 2«5P 4- Wng2/ 

Much factor is selected so as to obtain a reasonably low sensitivity to 
changes in element values of the network section. Each of the second- 
order expressions is then realized in a separate section as a voltage trans- 
fer ratio. The last two factors belong to Case 1 and are realized to yield 
structures of the form shown in Fig. 9(a). The first two factors belong 
to Case 2 and are realized to yield structures of the form shown in Fig. 
9(b). The middle factor has a zero at the origin and would either require 
the use of surplus factors, or perhaps two converters, as discussed above. 
However, the Q of the poles of this factor is rather low. Consequently, 
for the sake of convenience, this factor is realized with a simple series 
RLC circuit with a ferrite coil. Design of one section is considered below 
as an illustration. 
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Fig. 10 — Design example — filter characteristic. 
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Fig. 11 — Design example — pole-zero configuration (not drawn to scale; pole 
and zero positions normalized with respect to 2t). 
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Consider the factor 
2 r 2 

V + woi 
p' + 2O6 JJ + Wn52 

normalized with respect to frequency with a scale factor of 105: 

Z(p) =  ^±^5  1 p2 + 0.023p + 0.926 

Choose 

Then 

or — 0, 

ffo = V0.423 - 0.650. 

Pi ^ P, 

1\ = p + 0.650, 

Pi = P + 0.650, 

P3 = 2 X 0.650 - 1.30, 

0.926 
Q[ = (1 + K)P + 

Qi - Kp + 

0.650' 

(1 + 7a)0.423 - 0.023 X 0.65 + 0.926 
0.650 

The value of K for (/VX — Q1P9) to be a complete square is found to 
be K = 1.455. Impedances zn , Zi2, *22 and ZL are now obtained and the 
network realized. In order to ensure that there are no transformers pres- 
ent, it is sufficient to make at p = » 

222(co) = 2l2( 00 ) = 2ll( 50 ). 

The above requirement for no transformers is obvious in view of the 
structure of Fig. 9(a). This requirement is satisfied very simply by the 
appropriate scaling of the impedances involved. Consider 

kW Z = zu - 
K%2 - K*Z, 

Here a scale factor K* is introduced to satisfy the above condition of no 
transformers. 

The new impedances are z,i , \/K* Z12, K*Z22 and K*ZL . It should be 
observed that K* = 1/K. The network is now realized to yield the de- 
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sired impedance function. The transfer function is obtained by the source 
conversion; either the whole or part of the shunt resistor may be used 
for this purpose. The actual values of the elements are obtained by in- 
troducing appropriately the frequency scale factor of 105. An impedance 
scale factor of 5 X 103 is then introduced to obtain element values which 
are practical. The element values of all the four active sections are given 
in Tables I and II. Table III gives the values for the series RLC circuit. 

It is indeed possible to prepare tables which directly yield the element 
values in terms of the coefficients of the numerator and denominator 
polynomials. Such tables have been prepared and used to design filter 
sections with a considerable saving in time. 

Table I — Element Values in Ohms and Micromicrofarads 
for Two Sections of the Design Example — d > h 

T{P) 

RV 
Rl" 
R2 
i?3 
K4 
C2 
C4 

Ki P2 + "oi5 

p2 + 2a6p + Una2 

36755 
2661 

17314 
11412 
3410 
2227 
4453 

K2 
pi. 

pi + 2aip + oW 

4166 
2628 

17020 
8442 
2790 
2466 
4934 

Table II — Element Values in Ohms and Micromicrofarads 
for Two Sections of the Design Example — d < h 

T(p) K P2 A- W035 

pi + lazp + tana2 

R2 7350 
RA 3650 
CT 1769 
Cl" 2915 
C3 873 
C2 433.5 
C4 2613 

Ki p2 + w 
! + 2aip + wm2 

6601 
3275 
247.4 

3416 
797 
525 

2644 

Table III — Element Values in Ohms, Millihenries 
and Micromicrofarads 

T(p) K P 
6 p2 + 2mp + wn3

2 

R 375 
L 52.25 
C 2438.20 
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JL + 45 V 

Wv 

PNP 

OUT 
PNP 

Fig. 12 — Emitter follower. 

The above filter sections are then cascaded through isolation sections, 
which are emitter followers. The negative-impedance converter used in 
the experimental model is of the type proposed by Larky." Circuit designs 
of the emitter follower and the converter are shown in Figs. 12 and 13. 
Note that converters are short-circuit stable at one port and open-circuit 
stable at the other port. Care must be taken to connect them properly 
so that the system is stable. 

The experimental model is constructed on five 2X3 inch cards, with 
one filter section and an isolation network on each. The complete filter 

PNP 
SCS 

VA WV 

\AA 

PNP 

Wv— 
PNP 

r 

Fig. 13 — Negative impedance converter. 
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can be placed in a 5§ X 4 X 2f inch can. Pictures of the filter are shown 
in Figs. 14 and 15. 

The passhand transmission characteristic of the experimental model has 
the five ripples and is flat to within the specified ±0.1 db. The charac- 
teristic stays flat to within ±0.15 db over a 10oC temperature variation. 

VI. CONCLUSION 

It is shown that any driving-point function can be synthesized using 
passive RC networks and one active element. The active clement is as- 
sumed to lie a currcnt-eontroUed voltage source. A good approximation 
to such sources is practically possible. The synthesis technique involves 
synthesis of n-port RC networks and n-port R networks. Sufficient con- 
dition for synthesis of n-port R networks without transformers is shown 
to be the dominant diagonal matrix. Synthesis of n-port RC networks is 
considered in the Appendices. It is shown that this problem can be re- 
duced to the synthesis of (m T n)-port R network. 

The above method of synthesis of driving-point functions leaves much 
to be desired. The major objection is the balanced structure and the large 
number of passive elements resulting from the synthesis of (?n + n)- 
port R network. It should be obvious that the realization of the R net- 

Fig. 14 — Front and rear views of one filter section. 
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< 

Fig. 15 — Complete bandpass filler. 

work with a minimum numbor of resistors would render this method 
quite practical. 

A more practical synthesis method for driving-point functions is con- 
sidered next. The cascade method uses the negative-impedance converter 
as an active element. This method is adapted to the synthesis of voltage 
transfer functions. Part icularly simple structures result when functions 
of rank 2 are to be realized. A rather elaborate filter is designed using 
these ideas. An experimental model of such a filter has been built and 
tested and the results are reported. 

Further work on active networks is indicated in several directions. 
Theoretical investigation may be undertaken to determine the minimum 
number of active elements required to realize an arbitrary two-port 
matrix. The, use of active elements with RLC networks may yield net- 
works with fewer elements. Possibility of using several active elements 
scattered through the network to yield more stable characteristics may 
bear some investigation. It is indeed not farfetched to envisage a day 
when the use of active elements in network design will be viewed with as 
much equanimity as the use of passive elements is viewed today. 
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APPENDIX A 

Given F = N/D, it. will be shown that this may be expressed as 

AT - N2 (48) 

Di — Dz 

where Ni/Di is an RC admittance and the degrees of AT and Di are 
equal to the degrees of AT and Di respectively. 

Choose Ni and Di of the same degree such that AT/I), is an RC ad- 
mittance. Then 

N? = Ni — N, m 

Di — D, — D. 

Degrees of Ni and Da can always be made equal to the degrees of AT 
and Di, respectively, by a proper choice of the degrees of Ni and D,. 
Thus, the polynomials AT , D, , AT , Ds are all of the same degree, say 
ni . This fact ensures that AT/D, , AT/AT and D2/D1 have the desirable 
property (see Appendix B) of having no poles at infinity. Obviously, the 
degree n, should not be less than n, the higher of the degrees of N and D. 

It will now be shown that, given a polynomial N, it can always be 
written as a difference of two polynomials having only negative real 
roots. This development can in many cases be used to obtain the desired 
result above. The development is of greater interest in the cascade 
synthesis method. 

Form a function 

t'M-— - ' (50) 
n (p + f") *-1 

where ov are real positive numbers and n is either equal to or exceeds by 
011c the degree of N. The residue of the function F, in any of the poles 
is seen to be real. So, 

f.W = + (51) i P (Ti } P 
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In (51), the part with positive residues represents a passive RC imped- 
ance, and so the zeros of this part must be negative real. The part with 
negative residues is simply an RC impedance with a negative sign and so 
it must also have negative real zeros. Then 

Pliv) = - f). (52a) 
2 ^ 4 

where all the polynomials Pi, P?, , P4 have negative real roots. 
Further, 

md 

p P1P4 ~ P2P3 PlPA ~ P2P3 
= " = a—TT (52b) 

li (p + <rv) 

N = P\P4 - P2P3 = Ni- N*, (53) 

where N\ and Ni have only negative real roots, as was to be shown. 
In a similar manner, the polynomial D can be expressed as D = Di — 

Di, where Di and /)•> have only negative real roots. With a proper 
choice of gv, it may be possible to make Ni/Di an RC iramittance func- 
tion. No attempt has been made to determine under what conditions 
the above is possible, since such a general statement does not seem to 
be of great importance. The difficulty involved in determining the proper 
oj. for a specific problem would govern whether one should apply this 
method or not. 

In (50), if all cr, are selected on intervals of the negative real axis 
where N(p) has the same sign, then the residues of Pi will have alter- 
nating signs at alternate poles. This is easily observed by considering a 
polynomial N having only complex conjugate roots as shown in Fig. 10. 

ZEROS OF N r ^ 
I 1 

-04 -03 -<r2 -c, 
 X X ><r 

Fig. 16 — Residues with alternating signs in alternate poles. 
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Along the cr-axis the sign of the function Fi(p) changes on passing a pole 
but not between the poles. Hence, the residues in these poles have al- 
ternating signs at alternate poles. Moreover, if the ov are selected on 
intervals of the negative cr-axis where N{p) has a positive sign, then the 
residue of Fi in the pole closest to the origin, say or , has a positive sign 
and Pa/Pi is an RC impedance function. 

The results of interest in the cascade method are: 
i. From (50) and (51) it is seen that a difference of two RC impedance 

functions can produce any desired complex zeros. 
ii. With a proper choice of a,, it is observed that. Pa/Pi is an RC 

impedance function. 

APPENDIX B 

n-Port RC Networks 

Assume that it is possible to find a minimum number, m, of capacitors 
in the desired RC n-port network. The network can then be modified to 
a {m 4- n)-port terminated in its m-ports in capacitors (Fig. 3). The 
(m. 4- n)-port network is purely resistive and can be investigated to de- 
termine if ideal transformers can be avoided. This will not give a com- 
plete class of networks without ideal transformers; it will give only a 
subclass of networks with a minimum number of capacitors and no 
transformers. In order to obtain the complete class of networks m must 
be made greater than the minimum number. It will be seen later how the 
value of in can be chosen to give the desired number of capacitors. 

The problem may be stated as follows: 
A short-circuit admittance matrix Y of order n representing a n-port 

RC network is given. It is desired to find a conductance matrix G repre- 
senting a resistive network such that, when this network is terminated 
at its m-ports in certain capacitors, the n-port RC network F is obtained. 

Let 

An A12 n 

A 21 A 22 
} 

m (51) 

n m 

where the A ,/s are matrices. When the m-ports are properly terminated 
in capacitors, the resulting (n X n) matrix is required to be Y. For con- 
venience, the terminations are assumed to be unit capacitors. Any trans- 
formers that appear at these m-ports are eliminated by a simple scaling 
of these capacitors. Then, 

Y — An — AisfA22 4" 1 A12, (55) 
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whore 

/ — unit matrix, 
.-I = transpose of -4, 
.412 = -4 si, since G is symmetrical. 

The short-circuit admittance matrix Y of the RC network may be ex- 
pressed as 

where 7v, and K? are (n X n) matrices of residues. For a passive net- 
work, these matrices are positive semidefinite. At p = 0, Y{0) must also 
be positive semidefinite for physical realizability. It is desired to identify 
the expression of (55) with that of (56a). The only way to do this is 
by making An = Kp + /vm. This, of course, does not keep G purely 
resistive. An aUernativc approach is to let Y = Kp 4- )'i, and then 
identify I'd with the expression in (55). Then, the network corresponding 
to Kp is added in parallel to the network corresponding to Jd . As will 
he seen below, the networks obtained are balanced structures and no 
transformers arc needed when the structures are connected in parallel. 
Even though Y in (5Ca) can always be realized in this manner, it is not at 
all desirable, since the realization of Kp requires a large number of addi- 
tional capacitors. This whole difficulty can be avoided by considering 
the open-circuit impedance matrix Z and carrying out a development 
analogous to the one below. No pole at infinity is present in Z and the 
above difficulty docs not arise. The other possible way of avoiding the 
additional capacitors is to make K = 0. It is seen in Appendix A that it 
is indeed possible to do so when Y is obtained for the active network prob- 
lem under consideration. Furthermore, since sufficient conditions for 
realizability of resistance networks without transformers are obtained 
in terms of the short-circuit admittance matrix G, it is desirable to make 
the development hero in terms of Y. Assuming that K is made equal to 
zero, Y may lie expressed as 

where Kx , /v, and FfO) are positive semidefinite. 
It is now necessary to put (bOhl in such a form that it is readily identi- 

fied with (55). Let 

r = Kp + - ^2 kA —J^, 
>■ \P -r oV 

(56a) 

(5Gb) 

AT = MJIV, (57) 

where has n rows and m? columns. It is then possible to write 
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4 i wr i i m,, 
\V + <*'/ LP + 

where 

T—l Lp + 

is a diagonal matrix of order mv and elements 

(— -V \P + OV 

Let 

Then 

and 

E MyDnt,Mv 

where 

and 

r^_i 
Lp + a "A™. 

= Dm.. 

E K. f—T-) = M-D 

\p + *"/ 

Z)W1 0 0 0 0 

0 IX,2 0 0 0 

0 0 A,, 3 0 0 

0 0 0 0 

0 0 0 0 

il/x" 

3/2 

= il/i/M, 

H - 

Dmi 0 0 0 0 

0 Dmi 0 0 0 

0 0 Dm3 0 0 

0 0 
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The columns in M and the order of H are both given by 

m = ^ rriv. (64) 

It is seen from (54) that m also determines the number of capacitors. 
Thus, m can be arbitrarily chosen by use of (57) and (64) to be any 
value greater than or equal to the minimum value discussed below. It is, 
however, necessary to determine G in terms of the known quantities in 
(56b). Equation (56b) can be rewritten using (61): 

Y = Km~ MHM. (65) 

Comparing it with (55), 

An — Koo, 

A12 = M, (66) 

[A22 + Ip] 1 = H. 

Since II is a diagonal matrix, its inverse is given simply by inverting 
each term of the matrix, each term being of the form [1/(p + o-)]: 

ir1 = [Ip + S], (67) 

whore I is a unit matrix of order m and 

a ill 0 0 0 0 

0 0-2/2 0 0 0 

0 0 0*3/3 0 0 

0 0 0 0 

0 0 0 0 

5 - 

where Ij is a unit matrix of order mj. Thus, 

An — H x 

An = M 

A 22 = S 

(68) 

(69) 

If it is desirable to obtain a network with a minimum number of ca- 
pacitors, it is necessary to obtain a minimum m. This is accomplished 
by having each mv a minimum number. Consider the quadratic form of 
a matrix Kv expressed as sum of the squares 

X KyX - E [X M, ">! j 
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where each is a column vector. Then 

XKX = E A" M^MyiX 
i 

= X MM>X, (70) 

where 

AI, — [Alyi, MV2, AIV3, • ■ (71) 

If Kv is of order n and rank 5,., then there are 5, independent terms in the 
quadratic form. The matrix Afv has n rows and 5, columns. This is the 
minimum number of columns in M>, since the quadratic form in (70) 
must have at least 5„ terms. It is thus necessary to use (70) instead of 
(57) to obtain a minimum 

m = E t>p = E » 
v v 

since is the minimum value of mv. 
It is easy to show that G, whose submatrices are determined by (69), 

represents a physically realizable resistance network. Consider the quad- 
ratic form of matrix G, 

r-i T—1 X 

^:i'1 

ir
 

L
 

JJ- 

- xA.iix + xAny + yAnX + yAnV 

= xKcoX + xMy + yMx + ySy 

= xKmx - xMS~]Mx + [xM + Sy\S-l[Mx + Sy] 

- af/Co - S-'AIMlv + [xM + Sy]S {[Mx + Sy] 

= T[r(0)]rr + zS-'z, 

where ^ = Mx + Sy is a column matrix. From (55) and (69), F(0) 
is a positive semidefinite matrix and *S_1 is a diagonal matrix with posi- 
tive elements. Therefore, Q > 0 for all x and z. Hence the quadratic 
form is positive definite and the matrix G is physically realizable. 

It has been shown that, given an w-port RC matrix Y, it is possible to 
find a matrix G for an auxiliary (n T wi)-port resistance network. This 
(m w)-port Ft network must be terminated at its m-ports in unit 

capacitors to obtain the desired w-port RC network. 
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APPENDIX C 

It will be shown lhat, if A'„ is a third-order matrix some of whose 
elements arc specified by (7), then yn and 1/22 may be chosen so that 
Ky is positive semidefinite of rank ].* 

From (7) it is clear that 

p 
RmiyuUw ~ 2/122/33) = p=r • (72) 

VI 

Since Qi has simple zeros, then ijujhs — Z/122/33 must have simple poles. 
Substituting 

_ <0 
ytj-k.r- (73) * P -T <Ty 

in the left-hand side of (72) and setting the coefficients of l/(p + ov)2 

equal to zero gives 

knv)l-23
(y) - = 0 for all p. (74) 

Thus, yn and 2/22 are driving-point admittances with poles <r, but resi- 
dues as yet unspecified. It is well known that there exists an orthogonal 
transformation which transforms a positive semidefinite matrix of rank 
1 into the diagonal form [k, 0, 0] with k > 0. Since the eigenvalues of a 
matrix .1 are roots of the equation 

X3 - X2 tr A + h\ [(tr A)2 - tr ri2] - det ri = 0, (75) 

where tr means the sum of the diagonal elements, and since tr A, tr .42 

and det A are invariant under orthogonal transformations, then for a 
matrix of rank 1 

tr .1 = k, tr A2 = k' and det .1 = 0. (76) 

Then (75) reduces to 

x3 - x'/v = 0 

with roots (k, 0, 0). Hence kn^ and koi^ must be chosen so that they 
arc positive and (70) is satisfied for K,. This can be done provided (74) 
is satisfied and 

j m [^La<v)]2 

/"1 "1^' 
The proof 5s duo fo Mrs. B. A. Morrison. 
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and 

, (r) _ 1^23 
/C22 — 

[k2^ 

To determine Mv, observe that, under the orthogonal transformation 
X = TY, where 

Z - [xt], Y = {yi\, T = |! tiS |1 and T"1 = f, 

the quadratic form for Kv becomes 

XKVX = YTKyTY - ky? = v^ E ^Xyj . 

Then, 

My = i {VJCUJ. 

Since 

fKvT = IC, 

where Ky is the diagonal matrix [k, 0, 0], then 

TKy = KyT 

and tji is seen to be the solution to the following set of equations; 

E UiUciJ* - kBjm] = 0 for m = 1,2, 3. 

The result obtained is 

My = ± (y) k^y /cas^5]- 

APPENDIX D 

It will be demonstrated that Qz/Qi is always an HC driving-point 
impedance provided Z)(p) contains only complex zeros. Further, Qz/Qi 
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as well as Q"/Q" are also RC driving-point impedance functions. Poly- 
nomials Q, Qi and Qi are defined in (27) and (28), and Qi = Qi + KPz 
and Qs = + KP± [P* and Pi defined in (28)]. Polynomials Q" , and 
Q" are defined in (42), and are given by Q" = Qij) + KPt, Q" = Qzp -p 
KPi. 

It follows from the definitions above and from (28) that 

Q'iPt - Q3P2 = D(p), (77) 

where Q1/P2, QifP\ and P4/P2 characterize RC driving-point impedance 
functions. Also, the order of (}[ and Os equals the order of P2 and P4, 
respectively. Consequently, the roots of D{p) are given by the zeros of 
an expression of the form 

, n II (P + d'u) IT (P + hs) _ 0 /7S) 
1 "Bn(p + ^)n(P+A)"0' (78) 

where 

Qi — /io XI {p + d\k), 

Qs — l'b H (p d~ da), 

P2 = ^0 n (p+fu), 

p* = h n (p + fa)- 

Consider the root locus of (78) for P > 0. For some specific value of 
R, the expression yields the roots, and only the roots, of D(p). Consider 
the constraints that this places on the open-loop poles and zeros of the 
locus, i.e., the roots of Q[P\ and Q3P2, respectively, along the negative 
real axis. 

The open-loop root closest to the origin must be a zero of the locus, 
i.e., a root of P2, since Q'i/Pz, Qs/Pa and P4/P2 are all PC. The next, 
or second, root is an open-loop pole of the locus. The third root must also 
be an open-loop pole of the locus, since, if it were an open-loop zero, 
then it would follow that for all positive values of R there must be a zero 
of (77) on the negative real axis. This is not permissible, since there 
must exist a positive value of R for which (78) must yield only the roots 
of D{p) which are complex. Thus, the second and third roots must be 
open-loop poles of the locus. The only way this can occur is if one is a 
root of Q'i and the other is a root of P4. 
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A similar line of reasoning is carried out until all the roots are used. 
Hence, if the degree of F-i equals that of , the only possible configura- 
tion for the open-loop poles and zeros of the locus is that shown in Fig. 
17(a); if the degree of P2 is one greater than that of P4, the configuration 
is as shown in Fig. 17(b). Consequently, the roots of and Qa must 
alternate along the negative real axis, with the one closest to the origin 
being a root of Q[ . Therefore, Q[/Q'\ characterizes an RG driving-point 
impedance function if the roots of D{p) are all complex. 

Thus, Q2/Q1 is simply the special case of Q[/Q'\ for A = 0 in the defi- 
nitions above. Configurations of the roots are similar to those obtained 
above and Q-JQi is an EC impedance function. 

In the case of Ql/Q'l, the only difference is that now 

Q" Pa - Q" P2 = pP(p). (79) 

An expression identical to that of (78) gives the roots of pP(p) which 
are all complex except for the one at origin. The root-locus is again con- 
sidered and the configuration of the open-loop zeros and poles is deter- 
mined. The configuration is shown in Fig. 17(c). The roots of Q" and 
Q" alternate along the negative real axis with the one closest to the origin 
being a root of Q" ; Ql/Q" characterizes an RC driving-point impedance 
function. 

APPENDIX E 

Conditions are obtained under which it is possible to rationalize 212 
without use of surplus factors for network functions of rank 2. An addi- 
tional condition to be satisfied is that the resulting two-port RC network 
be a ladder structure. Consider a transfer function 

Up) = A'„Y + aYAi (so) 
p2 + c;; + d 

and choose the impedance functions as 

Z(v)=t+VL+* (81) 
p2 + cp + a 

or 

Z(p) = ^ 
1 p2 + ap + & 
p p2 + cp + d 

(82) 
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(b) 

f 

(T 

■H 
da's-f)! 

i—X X 

dS'&f* 

>ixE3 
!di' 

(c) 

Fig. 17 — Configurations for open-loop poles and zeros of the root locus 
(a) when P« and P4 are of same degree; (b) when degree of Pi is one greater than 
degree of P, ; (c) when polynomials Q" and Q" are used to determine the con- 
figuration. 

Fjqiiatiou (81) is to lie considoi-od when an introduction of constant K is 
ufficient to rationalize 212, and (82) must be used when /v/p is required. 

When (81) is used, 

P2 = p + <n , 

Pi ^ P + 0-2 

o-icr2 — aai + h 
Fi = p + 

ffo — O"! 

ra > 0"] > 0, 

Pi = 
ff'f — flfTo -)- 1) 

(T2 — Tl 
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When the constant K is appropriately introduced, 

(K -(- 1 )cri 0*2 — Ivtri" — Cvi + d 
Q[ — (k + Dp + 0"2 — fl 

2 
T_ . {/f + l)cr2 — K<T\<Ti — CO-2 + 

(33 - Kp +   • 
(To — 0"! 

It is required that P1Q3 - = 0 have a double root at p = t? ^ 0, 
where -q is assumed to be nonpositive so as to obtain a ladder network 
when the two-port is synthesized. 

Thus, 

P1Q3 - Q'iPz = Kp2 + P (* + Ka) + (^ + Kb) = ^ (83) 

where 

d — 6 + ^(a — c) 
x =   - 

02 — <Tl 

and (84) 

0-2(6 — d) — cb -}- da 
y = Gl — (Tl 

For ij ^ 0, 

{x + Ka) ^ 0. (85) 

For (83) to have a double root, 

(x + Kaf = 4K (y + Kb), 

which yields 

(2a - Ay) ± V(2a - Ay)2 + 4t2(46 - a2) (8Qs 
A 2(46 - a2) ' 

From (86) it is seen that K is positive if (46 - a2) is positive. It will 
be assumed that all the zeros and poles in (80) are complex conjugate, 
so that introduction of K keeps 222 an EC impedance, and (46 - a2) > 0. 
Equation (85) can be satisfied by a proper choice of (T2, provided that 
d > b. 
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If < 6, (82) is used, and the polynomials Qi and Q" are obtained by 
introducing K/p, as in (42): 

/l" 2 , | "tt i 0"! 0"2 "' C(Tl H- . j-r Qi = V + P ( /^ H ) + Kai, 
\ 0-2 — CTI / 

Ql = p(K + ™-^ + d\ + Kn 
\ <Jl — / 

and 

PiQ? - QfPs = v\K 4- y) + viKa + a;) 4- if6 = 0, (87) 

where 

da — 5c 4- o"2(5 — d) x - } 

** r ^ (88) 
d — 5 4- 0-2 (a — c) 

y =   • 0-2 — crj 

Equation (87) has a double root if 

(Ka 4- x)2 - 47f5(if 4- y) (89) 

or 

^ = (2ax - 45y) V(2ax - 4by)2 + 4(4b ~ a2)x2 /qqn 
2(45 — a2) 

Under the same assumptions as before, 45 — a2 > 0, and so K > 0. For 
?? = 0, it is necessary that 

(91) A + y 

but K + y > 0 [see (89)], so (91) implies that (Ka 4- «) > 0. It is 
seen from (88) that (Ka + x) can be made to be positive if 5 > d. 

The impedances 211, 212, 222 and Zl can be determined using the poly- 
nomials determined above. The two-port can be realized by using zero- 
shifting techniques. Only one ideal transformer appears, and it is re- 
moved by appropriate impedance scaling. Source conversion is then 
performed to obtain the desired transfer function to within a constant 
multiplier. The structures obtained are shown in Fig. 9(a) for d > 5, 
and in Fig. 9(b) for 5 > d. 

The above development can also be carried out when the zeros are not 
complex conjugate. In tins case, however, one must consider separately 
the cases when (45 ~ a2) > 0 and (45 — a2) < 0. Results can also be 
obtained when some of the coefficients are nonpositive. The case of com- 
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plex zeros and poles in the left-half plane is considered above, since this 
is the more important case practically. 
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Mode Conversion at the Junction of 

Helix Waveguide and Copper Pipe 

By J, W. LECHLEIDER 

(Manuscript received April 23, 1959) 

Scattering coefficients for a junction of helix waveguide and copper pipe 
are calculated. Fields exterior to the helix in the helix waveguide are neg- 
lected, hut no other approximations are made. 

I. INTRODUCTION 

The circular electric wave in circular waveguide has an attenuation 
which theoretically decreases monotonically with increasing frequency. 
This fact suggests its use as the information carrier in a high-frequency 
waveguide communication system. However, as the frequency in any 
circular waveguide is increased, a greater number of the normal modes 
become propagating modes. Mode conversion at variations from ideal 
circular cylinder geometry (such as in bends) thus leads to the presence 
of energy in propagating modes other than the circular electric mode. 
This eventually leads to rather severe variation of attenuation with 
frequency for the circular electric mode. 

To reduce this variation of attenuation with frequency, mode filter 
sections, which attenuate unwanted modes much more rapidly than the 
circular electric mode is attenuated, may be inserted into the line. Short 
sections of helix waveguide may be used for this purpose.1 This technique 
has proven to be effective in smoothing out the attenuation-frequency 
characteristic of the circular electric mode. 

Using mode filters to effect equalization as discussed above suggests 
the problem of the calculation of mode conversion at the joint between 
the mode filter and the propagating guide. The problem of calculating 
the mode conversion at the intersection of the helix waveguide mode 
filter sections and solid copper wall waveguide has been attacked by 
others2 by the use of approximate methods. These methods generally 
neglect the reflected modes at the junction of the two guides. In this 
paper, the reflected modes are included, but any currents excited in a 
shoulder that exists at the junction are neglected. In Section II of this 

1317 
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paper the representations of the fields associated with the natural modes 
of propagation in helix waveguide and copper pipe are given. Useful 
properties of these representations arc also given. In Section III the 
equations relating mode voltages and currents imposed by boundary 
conditions at the helix-waveguide-copper-pipe junction are derived. In 
Section IV these equations are solved. 

The author is indebted to H. G. Unger and J. A, Young of Bell 
Telephone Laboratories for their patient assistance in the preparation 
of this paper. The criticism of Z. Szekely is also appreciated. 

GLOSSARY OF SYMBOLS USED 

Ei = transverse electric field, 
ei, €2 — scale factors associated with the cylindrical coordinates tq and 

h — propagation constant of a mode 
Hi — transverse magnetic field, 
it, 12 = transverse unit vectors associated with ui and 1(2, 
I = current associated with a mode, 
j = (-l)1/2

; , 2 2 K = (a fie, 
I = a scattering coefficient for a helix waveguide and copper pipe 

junction, 
T = a solution of the scalar wave equation, 
Ui, Hz = generalized cylindrical coordinates, 
V = voltage associated with a mode, 
Y — wave admittance of a mode, 
Zo = unit vector pointed in axial direction of a cylindrical coor- 

dinate system, 

_ ii a ia a 
v< — — i —— 

ei dui 62 0U2 

9 = ipq + 12^2 , 
X2 — a separation constant for the scalar wave equation, 
o) = angular temporal frequency, 
fx = permeability, 
€ = permittivity, 
5„m = Kronecker delta. 

II. PRELIMINARIES 

Before delving into the formulation of the problem at hand, it is 
necessary to make a few preliminary remarks. In the problem considered 
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herein, it will be necessary to represent the fields associated with the 
normal modes of propagation in helix waveguide and in copper pipe. 
The copper pipe is assumed to have perfectly conducting walls and, 
hence, its normal modes are transverse magnetic and transverse electric 
modes. 

The transverse electric and magnetic fields associated with a transverse 
magnetic mode in the copper pipe may be represented as 

£((„) = V (n)(z)S/ (1) 

Hi(„) = Z(„)(z)Vi X [zoTM(9)l (2) 

In (1) and (2) the temporal dependence of the fields (e3"1) is under- 
stood, as it is in all equations in this paper. The dependence of the 
fields upon the distance along the waveguide axis is (0) absorbed in 
the voltage VM(z) and current The function 2V)(e) vanishes 
for g on the guide wall and is a solution of the scalar wave equation: 

V.'tm = J- fi-(h+ JLh'^wVI = (3) 
6162 Ldwi Vi dih / duz yea cm2 /J 

In this equation, xoo2 is a separation constant related to the propaga- 
tion constant of the mode being discussed by 

X(n)" = 1* - hM
2. (4) 

The voltage and the current associated with the mode arc related via 
the wave admittance for the mode 

Z(n) = ±YMV(n) = ± ~ V(„>, (5) 

where the sign depends upon the direction in which the wave is moving. 
For transverse electric modes in the copper pipe, the transverse elec- 

tric and magnetic fields can be expressed in the form 

E<[„] = I/tR](2)Vi X ZoTVjCp), (0) 

Htfn] = IM{z)VtTin](9). (7) 

The scalar function T(„] (0) is a solution of (3) with separation con- 
stant xin]2, and the normal derivative of Tinjfp) at the waveguide wall 
vanishes. Relations similar to (4) and (5) can also be written for trans- 
verse electric modes: 

xin,2 = ki- hw\ (8) 

/hi = ±Y[n]Vln] — dz— V[„]. (9) 
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The transverse vector functions defining the transverse electric fields 
associated with the transverse electric and transverse magnetic modes 
in copper pipe form a complete orthogonal set over the internal cross 
section of the copper pipe. As such, they may be used to represent any 
transverse electric field in the copper pipe. The same statement can be 
made of the associated modal transverse magnetic fields and the trans- 
verse magnetic field in the copper pipe. The functions Twig) and 
T|„](j>) are assumed to be normalized, so that the following orthonor- 
mality conditions hold: 

x(„)2// TwT(m) ds = xin]2 II TMT[m] ds 

= 11 (VtT^iVtT^y) ds 

= 11 (V, X zDT(„))(Vi X ZoT(m)) ds 

(10) 

= If (V^mKWTm) ds 

= // (V4 X z0T[n])(Vi X ZqT) ds 

= 5nm , 

where the integration is over the internal cross section of the copper 
pipe. 

In addition to the relations listed in (10), the following relations will 
be found useful in this paper: 

II (VlT(H))(Vl X z0Tm) ds = II (ViTl,l])(Vi X Tlnij) ds 

(11) 

= 11 (V,Tm)(V< X ZoT(n)) ds = 0, - 

which hold for all ?n and «. 
For helix waveguide, two scalar functions are necessary for the specifi- 

cation of the transverse fields since all modes but the circular electric 
modes are hybrid. 

The transverse electric and magnetic fields in helix waveguide may 
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be written in the form 

E,„ - Vn{ViTn + rf„Vf X z0T'n), (12) 

H„. = //-V. X ZoT, + d„ VtT'„) , (13) 

which are similar to Unger's representation.2 

The functions Tn and Tn' are both solutions of (3) with separation 
constant Xn"; they are related to each other by means of the boundary 
and continuity requirements on the electromagnetic field in the helix 
waveguide. The constant dn in (12) and (13) is determined by the fact 
that the electric field component tangential to the helix wire must 
vanish at the helix. For a helix of zero pitch, 

dTn 

fodie. 
" = dTn' 

eidu, 

(W 

at helix. 

Expressions similar to (4) and (5) can also be written for the helix- 
waveguide modes: 

X»2 = fc2 - C (15) 

/, = ±r„y,. = ±^7... (ifi) 
hn 

Equation (1G) is written for the region interior to the helix, which is 
assumed to be empty (i.e., e ^ eo and /i = Aio)- 

Finally, for any two solutions of (3), which are designated here as 
Ttand To, 

ff VtT^V/Tods = jj (V, X ZoTi)(Ve X z^Tods 

= X22 // TlT* ds + j Tx e2 dn2 (17) 

= Xi2 // T.T, ds + j T2 ^ c2 du2, 

and hence 

jj TiT* ds = { 

^ dT, „ dTA , 

Xi - Xi" 
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and 

II (V, X ZoTi)(V,T2)ds = j> — T^d^- (19) 

In (17), (18) and (19) the line integrals are to be evaluated along 
the waveguide wall, or along the boundary enclosing the domain of 
integration of the integrals over the area. 

III. THE BOUNDARY PROBLEM HELIX WAVEGUIDE MODE INCIDENT 

The problem under consideration is the calculation of the scattering 
properties of a junction between helix waveguide and copper pipe. The 
region interior to the helix in the helix waveguide and the interior of 
the copper pipe are assumed to be empty. Furthermore, the helix diam- 
eter and inside diameter of the copper pipe are assumed to be equal. 

To formulate the problem under consideration analytically, assume 
that a single helix waveguide mode is incident upon the junction from 
the helix waveguide. This will give rise to reflected helix waveguide 
modes and transmitted transverse electric and transverse magnetic 
modes in the copper pipe. The requirement of continuity of the trans- 
verse electric field across the plane of the junction indicates that the 
total transverse electric field due to the incident and reflected helix 
waveguide modes must equal the total transverse electric field due to the 
transmitted transverse electric and transverse magnetic modes at the 
plane of the junction. This equality is represented analytically by 

ViiVtTi + dtft X ZoTV) + E Vn{VtTn + dnVt X zqTV) 

^ n ^ (20) 
= X/ + S F'wVi X ZoTVi . 

(n) [n] 

Equation (20) is true in the area interior to the helix of the helix 
waveguide. In (20) the first term on the left is due to the incident mode, 
the summation on the left is due to the reflected helix waveguide modes, 
the first summation on the right is due to the transmitted transverse 
magnetic modes and the second summation is due to the transmitted 
transverse electric modes. 

In a similar fashion, continuity of the transverse magnetic field across 
the plane of the junction is expressed as 

/. (-V, X + v.r/) 

+ El(-V, Xz„r. (21) 

= — 23 x zqT(„) + ^ ZwVJVi • 
(n) [n] 
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Equations (20) and (21), in addition to the specification of the 
boundary conditions on the helix waveguide field in the region exterior 
to the helix, would be sufficient to determine the transmitted and re- 
flected mode voltages and currents. In this paper it is assumed that the 
fields exterior to the helix in the helix waveguide are unimportant. This 
makes (20) and (21) sufficient for the determination of the transmitted 
and reflected mode voltages and currents. 

Equations (20) and (21) can be converted to linear algebraic equa- 
tions in the unknown voltages and currents by using some of the rela- 
tionships presented in the preliminaries. For example, if (20) is multi- 
plied scalaiiy on both sides by V iT(P) and the result is integrated over 
the internal cross section of the copper pipe, there results 

■-A Ti e2 du! I du, . . 
eidui , ys  j Cidiii  _ v (22) 

2 2 ' 2 2 V (p) > 
Xi ~ X(p) » Xn - X(p) 

where (10), (11), (17), (18) and (19) have been used. The integrals 
in (22) are along the waveguide wall, which is assumed to be a surface 
of the form m — a constant. 

In a similar fashion, the following equations can be derived: 

la' $ T, C! dU2 Inx' <f Tn ——^ e, du, 
7 ^ +Z J

a 
61 ^  = /<„. (23) 2 2 1 2 2 

Xi — XCp) " Xn — X(p) 

P^-2— + Z , <l> — r,pl du2 = yw, (24) 
X[p)2 - Xi n X[p] — x« 

^ j £ ^ dl" , v- ^ dU' _ (25) 
2 2' ' 2 2 t 2 ' 

Xfp] — Xi « X[pl — Xn fyp] 

The, voltages and currents of the transmitted transverse electric and 
transverse magnetic modes can be eliminated from (22) through (25) 
by use of (5) and (9). Multiplying (22) on both sides by Y(P) and sub- 
tracting (23) from the result yields, with application of (16), 

- fk rn v 2 X /p d^ip) 
. ^V'Xrl fWe1d

Pul
e2dl"- „ (26) 

Ci dif - z 1  = 0. 
h;(h(p) -|- hi) eidui n hn{h(p) — hn 

The incident helix waveguide mode is treated as a forward-moving wave 
in deriving (26); the reflected helix waveguide modes are then back- 
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ward-moving waves and the transmitted copper pipe modes are forward- 
moving waves. 

Consideration of the nature of the T functions can now be used to 
simplify the set of equations represented by (26). In the coordinate 
systems of practical interest here, e.g., a circular cylindrical geometry, 
the T functions for all modes separate, so that 

T. = T„mMT,a,(u2), (27) 

Lrt = TM
m(ut)T,r)'

B(u2). (28) 

The integrals in (26) will vanish unless 

= TM
m(v2), (201 

so that only modes for which (29) is satisfied will appear in (26). Fur- 
thermore, the integrals in (26) assume the form 

I du2 — 71 a^- K, (SO} 
J 6] OUi OUi 

where K is a constant independent of n. Using this fact reduces (26) to 
the form 

yj.'V y; V.7'."'x.z (31) 
hi{h(p) "h hi) n hn(h(p) hn) 

Applying reasoning similar to that used in deriving (31) to (24) and 
(25) yields the following set of equations: 

y.r.'V _ v = o. (32) 
hi{hi T h(p)) n hn{h(p) — hn) 

Equations (31) and (32) must be solved for the unknown reflected 
mode voltages Vn . 

IV. SOLUTION OF THE EQUATIONS 

The simultaneous set of equations indicated by (31) and (32) may 
be solved by successively eliminating the TVs. For example, multiply 
the rth equation of the set (31) by 

hST) ~ ha (33) 
h(p) ha 

and subtract the result from the pth equation. The result obtained, after 
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some manipulation, is 

V- V,Tj"x,'(K - K) = + K) 
n hn{h(r) — hn)(h(p) — hn) hi(h(p) + ^t)(^(r) + hi) 

Similarly, multiplication of the rth equation of the set (31) by 

{h(r) ha) 
{h[p] ha) 

and subtraction of the result from the pth equation of the set indicated 
by (32) ultimately leads to 

y VnTj^jha - hn) = ViT^X^jhi + hg) , 
« hn{h(r) " htl){k[p] — hn) hi{h[p] hi) {h(r) + hi) 

The set of equations indicated by (34) and (35) consists of one less 
equation and one less unknown (Fa) than the set indicated by (31) 
and (32). The process of elimination of successive T'Vs can proceed in 
this fashion until only one of the Tn's is left, and the system of equations 
indicated by (31) and (32) is solved. The final result is 

V __ hnViT^Xi2 j-y- fhm + i-p fh(m) ~ tt Am — 

" luT'^xJ b W - h'J 14 Vw + hj bfyq + hj- OG) 

Inspection of (36) reveals the fact that no helix modes which have a 
propagation constant equal to the propagation constant of a copper 
pipe mode will be reflected from a helix-waveguide-coppcr-pipe junc- 
tion. This result is especially important in the case of the circular electric 
modes in helix waveguide, since these modes have the same propa- 
gation constant in helix waveguide and copper pipe. This is quite reason- 
able, since the boundary conditions on the circular electric modes are 
essentially the same in helix waveguide and copper pipe. 

Having formally obtained the reflected mode voltages, the transmitted 
mode voltages can bo calculated by inserting the expressions for the 
Ws as given by (36) into (22) and (24). Thus, inserting (36) into (22) 
yields the expression for the transmitted transverse magnetic mode volt- 
ages. The result after some manipulation is 

y„> = vw <p Cj aiii + E 1 

LOw2 - h?) . (Aw
2 - h„-) 

TT /hm + h\ JJ /h(m) - h,\ T-r /k[ni\ — hn\~\ 
m \hm — hn/ {m) + h{J Jm] \h[m] + hi)\ 

n^n 



1326 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1959 

In the Appendix it is shown that this can be simplified to 

2 ^ m d1\p) ¥ iXi 

m \,hm "h ^(P)/ (38) 
„ ViXi f + 
^(p) =  i—n—o  li 

(m) 
Jj- / ti(m) -i- n,(P) \ JJ h(m) + h(p)\ TT (him] + k 

him) + hi ) [m] \ him] + h 
Hp) 

Similar manipulations yield the following expression for the transmitted 
transverse electric mode voltages: 

= 
ViX'' / ^ T"] dUl -pr (K + hiX 

[P] hi(hi2 — /i[p)2) m \hm + h[p]/ 

JJ /hjm) + h[p]\ JJ /him] + h[p] 
(m) \ him) + hi j [m] \ him] + hi 

[m]^[p] 

Equations (36), (38) and (39) are the formal solution to the problem 
of scattering at a junction of helix waveguide and copper pipe for a 
helix waveguide mode incident. 

The most important results for practical application are the expres- 
sions for the transmitted voltages as given by (38) and (39). The quan- 
tities on the right in (38) and (39) are the voltage transmission coeffi- 
cients of the junction multiplied by the incident mode voltages. These 
coefficients can be converted to scattering coefficients for travelling 
waves, as calculated by Unger,2 by multiplying each by the square root 
of the appropriate wave admittance ratios. Thus, the scattering coeffi- 
cients are 

lip)i — 
" * T'd/^'1

e'-d',h jr (K + ht 
(hihip))112 {hi^ - h^) m \hm + hiP) 

x- 

and 
(m)^(p) 

dTi „ , 
  dlh 

n (^L+^)n (m) \ tlim) ~r / [ml 

(40) 
h[m] + h[p] 
Mm] + M 

= ^V2 Xh ■/ ^2 {p] n / hm + hi 
lp]i \hi/ k (h2-hlp]2) ^W + hip] 

jj /hjm) + hep] j jj /h[m] Mp] 
(m) \ h(m) -h hi / [m] V 

(41) 

h[m] + hi 
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Furthermore, as pointed out by Unger,2 proper normalization of the T 
functions for the helix waveguide insures that these coefficients will be 
the same whether they indicate conversion from an incident helix wave- 
guide mode to a transmitted copper mode or conversion from an incident 
copper pipe mode to a transmitted helix waveguide mode. 

V. CONCLUSIONS 

Circular electric modes are transmitted through a junction of helix 
waveguide with a zero-pitch helix and copper pipe without any mode 
conversion or reflection at the junction. Neglecting the fields exterior to 
the helix in helix waveguide permits solution of the infinite set of equa- 
tions which arises from requiring continuity of the transverse fields at 
the junction between helix waveguide and copper pipe. 

APPENDIX 

Rcduclion of the Formula for the Transmitted Vollages 

The summation appearing in (37) is 

Since all the /i's appearing in (42) are for forward-moving waves, they 
will all lie in the fourth quadrant of the complex h plane (e~,hz = 

Thus, S can be seen to be 2iri times the sum of the fourth 
quadrant residues of the function 

(42) 

(43) 

Thus, S is simply a contour integral in the complex h plane: 

.Q = 

(44) 
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W 

Fig. 1 — Contour for (44). 

COMPLEX h PLANE 
+ oc 

A CONTOUR Cz 9-/ 

Fig. 2 — Contour for (45). 
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where the contour is that shown in Fig. 1. Since the contribution to 
the integral along the circumference of the circle is zero, it can be seen 
that the value of the integral in (44) is unchanged if the contour is 
chosen to be that of the other three quarters of the circle enclosing the 
h plane. Thus, the integral in (44) may be written in the form 

h(m) ~ h 
S - - a, i i n (hm + T n ( 

STT'i jc2 (^(p)" /p*) m \hni ]l / (m) H- hi 

. f him] ~ h\ 
[m) "b hi/ 

(45) 
dh 

(/i + hi) ' 

where the contour is now that shown in Fig. 2. 
The integrand in (45) has just two poles in the first, second and third 

quadrants of the complex h plane, namely, the poles at 

h = —h(p) and h — —hi, 

so that S is just lid times the sum of the residues of the integrand at 
h = —hip) and h = —hi. Thus, 

S = - 1 

(/Ap)2 - h?) 

1 _ TT / km + kj \ JJ /lljn) + /l(p)\ TT" /h[m\ + ^fpAl 
m \hm + h(p)/ (m) \ h(m) + hi J [ml \ /i(m] + /it / 

(w)^(p) J 

(46) 

Consideration of (46) in (37) yields (38). 
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