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A new hands -free telephone, known as the 3A Speakerphone System, is
described. It provides, by means of switched -gain techniques, almost com-
plete freedom from distant -end talker echo and singing. The gain -switching
action is virtually free of clipping or blocking - objectionable side effects
that are often introduced with voice control of gain. The switching threshold
is varied automatically in accordance with room noise to avoid blocking in
the receive channel. Performance characteristics are shown, with particular
emphasis being given to the parameters chosen to meet rather stringent per-
formance objectives.

I. INTRODUCTION

The original lA Speakerphone System' used amplification in both its
receive and transmit channels to compensate for the acoustic loss that
was introduced by placing telephone instruments at greater distances
from users than is normal with a handset. Among the operational diffi-
culties2,3 with such a system are talker echo and singing, particularly
under reverberant room conditions.

To avoid the limitations that are inherent in the simultaneous use of
high gain in the two transmission channels, the voice -switched 3A
Speakerphone System has been designed. It changes the gain in each of
the two channels in accordance with the direction of the stronger speech
signal. Voice -switching techniques have been used before in communica-
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tion equipment, and have been found to possess limitations of their own.
However, by application of certain design principles,4 the new voice -
switched speakerphone substantially eliminates talker echo and singing,
and greatly reduces objectionable side effects of the type often encoun-
tered with voice control. Moreover, these advantages are realized for a
wide range of conditions. This paper is intended to provide a functional
description of the 3A Speakerphone System and to show its performance
characteristics, with particular emphasis on the parameters chosen to
meet rather stringent performance objectives.

II. TRANSMISSION DESIGN PROBLEM

From a transmission standpoint, the fundamental difference between
a speakerphone and a handset telephone is the distance between the
instruments and the user. The loss introduced in the receive and transmit
channels with normal arrangements anticipated for the 3A Speaker-
phone amounts to some 20 db in each direction. The increased gain
provided in each channel to compensate for this loss, and the acoustic
coupling between the loudspeaker and the microphone, introduce four
operational difficulties: (a) sustained feedback or singing, (b) room
echoes returned to the distant talker, (c) increased levels of transmitted
reverberant energy, and (d) higher transmitted room noise. While voice
switching is effective in essentially eliminating the first two, it provides
no relief from the latter two difficulties.'

The two problems to which voice switching applies as a solution are
illustrated in Fig. 1, which shows acoustic and electric levels for the two
types of telephones, when they are producing equivalent transmission
levels.* For the marginal incoming volume level and hybrid balance se-
lected as an illustration, it will be noted that, when the speakerphone is
transmitting, Fig. 1(b), the acoustic sidetone is about 24 db above the
speech pressure at the microphone. When it is receiving, Fig. 1(c), the
return echo to the telephone line is about 29 db above the incoming
speech level. These conditions, of course, result in singing. If the gains
were reduced to a point just below singing, the return of talker echo to
the connected telephone might still be objectionable on low -loss con-
nections.

The figure suggests that, if 30 db or more of gain were interchanged in
the two channels in response to signal flow, the singing problem would be
eliminated and talker echo would be tolerable for the selected conditions.

* It is assumed that the appropriate sound and electric levels are measured
with meters having dynamic characteristics similar to the VUmeter and used in
the approved manner.
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Fig. 1 - Comparison of transmission problem for handset and speakerphone

Actually, because the speakerphone's performance is more dependent on
room acoustics and room noise than is that of a handset telephone, it is
desirable to switch 35 to 40 db of gain between channels under certain
conditions.

III. GENERAL DESCRIPTION

In the 3A Speakerphone, the interchange of gain between the receive
and transmit channels is effected by control circuits operating on a linear
differential basis; i.e., the channel having the stronger signal has the
higher gain. To produce smooth gain changes without noticeable clipping
of the speech syllables and without interference by the expected ranges
of incoming line noise or room noise at the speakerphone, the control and
the variable gain circuits are carefully designed on both a transient and a



652 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

steady-state basis. The time factors of speech, conversational habits,
noise, and room reverberation must all be considered in determining the
appropriate circuit characteristics.

In order to reduce the objectionable effects of the gain changes, the
3A Speakerphone switches only the amount of gain that is required for
stability at the loudspeaker volume desired by the listener. This means
that on low -loss connections, for which the volume control setting is low,
a small amount of gain is switched; on higher -loss connections requiring
a higher volume control setting, a greater amount of gain is switched.

Automatic variation of the switching threshold of the control circuit
in accordance with room noise at the speakerphone, to avoid blocking
the receive channel, eliminates the need for any adjustment by the in-
staller or user. Also, by proper selection of the time constants and the
use of the linear differential control feature, there is no need of any ad-
justment for almost all conditions of room reverberation.

Before describing the voice -switched gain circuit in detail, a broad
over-all picture of the circuit and its operation is presented in the
schematic of Fig. 2. The transmit channel consists of the microphone M,
amplifiers Am and AT , and the transmit variolosser TVL. The receive
channel consists of the loudspeaker s, amplifier AR and receive vario-
losser RVL. The two channels are coupled in the usual way with a hybrid
coil to the telephone line. The balance network N of the hybrid incor-
porates current -sensitive variable elements which utilize the dependence
of the loop direct current on the distance from the central office to com-
pensate partially for different line impedances.

Variolossers TVL and RVL are variable -gain devices regulated in a
complementary manner by the direct current flowing through them.
This direct current is obtained from the manual volume control voL,
and from the combination of control amplifier Ac , rectifier Rc , and tim-
ing circuit Tc . The input to Ac is the microphone signal taken from the
output of amplifier Am and modified by the control variolosser cvL. An
increase in the direct current through cvL, produced by two circuits,
increases its loss. The "switchguard" circuit, consisting of amplifier AG y

rectifier RG , and timing circuit TG , produces a direct current which in-
creases the loss of cvL in response to the voltage across the loudspeaker,
and thus guards against false switching of the received signal due to the
microphone voltage resulting from the loudspeaker output. Another
direct current is produced by the NOGAD* from any nearly constant
microphone voltage due to the noise at the speakerphone location.

* NOGAD = noise -operated gain -adjusting device.
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The operation of the voice -switching circuits can be explained by
considering several conditions:

First, the quiescent condition of no local speech or noise at the micro-
phone and no incoming signal from the line. No direct current flows from
the control rectifier Rc through TVL and RVL, and no direct current flows
through cvL from RN and RG . Consequently, the gain of the receive
channel is high and that of the transmit channel is low. The speaker-
phone is thus prepared for loudspeaker reproduction of a line signal of
any level.

Second, only a line signal is present and is being reproduced by the
loudspeaker. The switchguard, as a result of the loudspeaker voltage,
increases the loss of cvL, and thus limits the input to Ac resulting from
the acoustic coupling between the microphone and the loudspeaker, so
that no current is produced through TVL and RVL. The receive channel
remains in its high -gain state, allowing uninterrupted loudspeaker recep-
tion of the incoming signal.

Third, local speech at the microphone with no room noise and no in-
coming signal. No direct current from RG and RN flows through cvL;

the output of AM is coupled with minimum loss in cvL to Ac , causing
direct current from Rc to flow through TVL and RVL. The gain of the
transmit channel is high and that of the receive channel is low, so that
speech at the microphone is readily transmitted to the line.

Fourth, the same conditions as for the third case with the addition of
room noise at the microphone. The loss of cvi, is increased by direct
current from the NOGAD, so that the noise signal at the input of Ac
produces only a small current through TVL and RVL. Local speech, how-
ever, does not cause an increase of the direct current from the NOGAD,

because it is designed to give very little response to fluctuating signals.
The increased loss of cvL, due to the noise at the microphone in this case,
can be overcome, however, by the higher level of speech signal normally
produced under noisy conditions, and sufficient speech signals can reach
the input to Ac so that the resulting direct current from Rc through
TVL and RVL clears the transmit channel and blocks the receive channel.

Fifth, a line signal is present and room noise exists at the microphone.
Both the NOGAD and the switchguard produce direct current through
cvL, and its increased loss prevents receive blocking because of noise or
acoustic coupling between loudspeaker and microphone.

Sixth, an incoming speech signal is present and local speech exists at
the microphone. Direct current is supplied to cvL from the switchguard,
and a signal voltage exists at the output of AM due to speech at the
microphone. The relative signal strengths are evaluated in cvL: if the
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line signal is great enough, the set will remain in receive; if the speech
signal at the microphone is great enough, the set will transfer to the
transmit state. Actually, because of the rapidly fluctuating levels charac-
teristic of speech the set is continuously switching between the transmit
and receive states, so that either party can quickly react to speech from
the other party.

IV. TRANSMIT AND RECEIVE VARIOLOSSERS

The variolossers RVL and TVL in the receive and transmit channels act,
in principle, like those used in the compandors of carrier systems.5,6 In
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Fig. 2 - Schematic of 3A Speakerphone.
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the present application, the variable impedance element is a diffused
silicon varistor, the ac resistance of which varies inversely in a smooth
and continuous manner as a function of the direct current through it.
In TVL, as can be seen in Fig. 2, the varistors are part of the series path
of the transmit channel, so that a decrease of their impedances by an
increased flow of direct current increases the gain of the channel. In RVL

the varistors are part of the shunt path, and a decrease of their impe-
dances by an increased flow of direct current decreases the gain of the
receive channel. The characteristics of the variolossers are shown in Fig.
3. For the range of direct current provided by the control rectifier R0
and the volume control voL, the change of gain of TVL is 36 db and that
of RVL is 42 db. Because the same control current flows through the
tandem connection of the de paths of the variolossers, their gains always
change in a complementary manner.

Each variolosser is provided with a dc shunt path, not shown in Fig. 2,
which serves to match the two characteristics.

As shown in Fig. 3, the sum of the transmit and receive gain changes is
never greater than that for zero current. This avoids possible singing for
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any setting of the volume control and for the entire range of control
current as it varies with speech level.

Because the varistors are nonlinear circuit elements, care must be
taken to minimize distortion of speech signals in the variolossers. In the
3A Speakerphone, the signal levels have been adjusted so that the
departure from linearity is small over the range of direct currents and
signals encountered up to the overload points of the amplifiers in each
channel. Furthermore, the variolossers are arranged as balanced circuits
to keep control current variations from producing interference or
"thump" in the speech channels.

In addition to the current from the control rectifier R0 , the loud-
speaker volume control voL supplies to the variolossers a quantity of
direct current dependent on its manual setting. This, as can be seen
in Fig. 3, varies the gain of the receive channel and also provides a bias
current from which the control current increases in response to speech
at the microphone. The resulting effect is that the amount of gain
switched by the current from Rc is small for the lower volume control
positions and becomes greater as the volume control is advanced, as
portrayed in Fig. 4.

On the majority of calls, only a small amount of gain is switched,
because low volume control settings give adequate loudspeaker output.
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As a result, simultaneous speech is permitted with barely noticeable
clipping, and the changes in the transmitted background noise, resulting
from the gain switching, are not apparent at the connected telephone.
However, sufficient loss is switched so that the talker echo retransmitted
is not objectionable, even for moderately reverberant rooms. On the
other hand, when the volume control is near its maximum position on
high -loss connections, the resulting voice switching and noise background
effects are more noticeable, but tend to be masked by noise at the distant
end, because of the lower received signal there.

V. SWITCHING CONTROL CIRCUIT

Through mutual interactions, the control path, the switchguard path,
and the NOGAD circuit control the state of TVL and RVL in response to
signal flow in the speech channels. In the absence of both a received
signal and ambient room noise, speech signals from the microphone pass
through cvL with minimum loss, are further amplified by Ac , rectified
by Rc , and impressed on timing circuit T. . When the voltage developed
by Rc is larger than the de bias voltage in series with TVL and RVL, switch-
ing action occurs. Fig. 5 shows the steady-state transmit switching char-
acteristic measured with a 1000 -cycle signal from the microphone for
various volume control positions, when the switchguard and NOGAD
circuits are inactive. At the maximum volume setting, a gain change of
37 db occurs as the microphone voltage V, varies from -97 to -81
dbv. At lower settings the gain change is reduced, but the point at which
switching is completed remains the same.

When a loudspeaker voltage is present, the rectified output of the
switchguard changes the loss of cvL in proportion to the loudspeaker
voltage over a wide range. The switching action of the transmit channel
with a loudspeaker voltage V8 of -20 dbv and the NOGAD inactive is
shown in Fig. 6. In obtaining these data, the sidetone path is interrupted
at the input of RVL and proper terminations attached. A receiving signal
to produce V8 is connected at the input of RVL. Then a low microphone
voltage is applied and slowly increased. At a critical value of V, , in this
case - 63 dbv, the gain of the transmit channel abruptly increases.
Simultaneously, the gain of the receive channel, as shown in Fig. 7,
abruptly decreases.

This critical value of V, and the value of V8 existing before the gain
transfer define a receive to transmit, R TO T, transition point. In order for
the set to return to the R state, V, must be reduced considerably below
the critical value, because of the removal of loss in cvL resulting from the



658 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

10

Z -20
w

-30
0
0
0
0 -40

0
re

-50
w
L.9

-60

-70

-80

SOUND LEVEL IN SPL
40 50 60 70 80

-90
-110 -100 -90 -80 -70 -60 -50

MICROPHONE VOLTAGE, Vm,IN DBV

Fig. 5 - Transmit switching characteristic, with volume control position as
parameter.

lower loudspeaker voltage at the input of the switchguard. At a second
critical value of V, , in this case -84 dbv, the set returns to the receive
state. These values of V, and V8 determine the T TO R transition point
with V, = -20 dbv. The hysteresis effect helps maintain one direction
of transmission until a brief interval of low-level speech or a pause occurs
in the signals passing through the channel having the higher gain, or
until a deliberate attempt is made to interrupt by increasing the signal
level in the other channel. The magnitude of this hysteresis effect depends
upon the amount of gain switched, as determined by the volume control
setting.

The R TO T transition curve of Fig. 8 shows the relationship between
V, and V8 at the transition points. Over a range of 30 db this relation-



10

0

> 10

0

w -20
z

0X  -30
0
00

-40
0

<  -50
w

-
O -60

w
z
= -70

-80

-90
-110 -100 -90 -80 -70 -60

MICROPHONE VOLTAGE, Vm IN DBV

LOUDSPEAKER VOLTAGE,
INITIAL Vs =-20DBV

IR TOT

f

T TOR'

t

START

-50

Fig. 6 - Transmit characteristic with receive signal V, ; NOGAD inactive,
maximum volume control setting, V, applied first.

-to

> -20
0
z
ji -30

t3

_J - -40
0

cc
w

-50

a_

O
0 -60

-70
-110 -100 -90 -80 -70 -60

MICROPHONE VOLTAGE, Vm, IN DBV

START

T To RI

1

IR TOT

4 I 0

-50

Fig. 7 - Receive characteristic with microphone signal -17, ; NOGAD inactive,
maximum volume control setting, V, applied first.

659



660 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

-40

-45

-50
co

Z -55

E

-60
w
O

 -65
0

Z  -70
0I
o -75

-80

-85

-90
-45 -40 -35 -30 -25 -20 -15 -10 -5 0

LOUDSPEAKER VOLTAGE, Vs, IN DBV

TRANSMIT
REGION

RECEIVE
REGION

HYBRID
SIDETONE

R TO T
TRANSITION

.ACOUSTIC
COUPLING

5 10

Fig. 8 - R TO T transition, with loudspeaker 3 feet from microphone on table.

ship is linear, and differential switching takes place. At its lower end
the curve turns toward the horizontal, which means that V, is constant
for all values of V8 less than -42 dbv. For these low values of V, , the
switchguard does not produce enough current to increase the loss of
cvL. At the upper end, overloading of amplifier AM turns the R TO T
transition curve toward the vertical. The significance of this is that, for
steady loudspeaker voltages greater than -10 dbv, the set will not
switch into the transmit state, regardless of the microphone input level.
The electrical noise on the telephone line corresponding to this level, at
maximum volume setting, is 60 dbrn,* which would only exist as a result
of trouble conditions on a line. When receiving high-level speech, the
loudspeaker voltage will exceed this value momentarily, but, due to the
fluctuating nature of speech, high values are quickly followed by low
values or pauses, during which speech at the microphone can switch the
system into the transmit state.

Fig. 8 also shows the acoustic coupling and hybrid sidetone relation-
ships. The two acoustic coupling lines depict the microphone voltage V,
produced by the loudspeaker voltage V8 for a highly reverberant (about

* dbrn = decibels above reference noise.
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1 second reverberation time) and a free -field condition. The data repre-
sent the highest values observed over a 200 -cps band centered at 1000
cps. Since only the microphone, the loudspeaker, and the air path are
involved, this coupling is linear over the working range of voltages. The
hybrid sidetone curves represent the loudspeaker voltage V. produced
by -lc as a result of hybrid coil unbalance, with the volume control at
maximum and the set held in the receive state by opening the de path
of the variolossers. At high values of microphone voltage these sidetone
curves are no longer linear and, because of overloading in amplifier Am ,
turn towards the vertical in much the same fashion as does the transition
curve. The sidetone curve for a return loss of 9.6 db represents a 2 -to -1
unbalance between line and network impedance, while the return loss of
3.5 db represents an unbalance of 5 to 1.

For proper switching performance, the R TO T transition curve should
lie above the acoustic coupling line but below the hybrid sidetone line.4
If the transition curve touches or lies below the acoustic coupling line,
receive blocking will occur. This means that the set will go into the
transmit state instead of remaining in the receive state, because the
microphone output resulting from the loudspeaker signal overpowers the
switchguard. On the other hand, if the transition curve lies above the
hybrid sidetone curve, transmit blocking will result; that is, the set will
go into or remain in the receive state because the switchguard action of
the sidetone loudspeaker voltage prevents switching into the transmit
state.

In the 3A Speakerphone the margin between the transition curve and
the acoustic coupling line has been made large, so that there is consider-
able freedom in positioning the loudspeaker and the microphone with
respect to each other and with respect to walls and furniture. Less margin
is provided between the transition curve and the hybrid sidetone curve,
but conditions influencing this margin are better controlled. The return
loss of 3.5 db, which still gives a 4 db margin, occurs only for an extreme
condition, such as having three sets bridged on a loop. Aided by the
increase in the total loss of TVL and RVL when transferring from the
receive to the transmit state, as shown in Fig. 3, it is found that, for the
transient signals of speech, hybrid sidetone will not cause transmit block-
ing with either the line terminals open or short-circuited.

VI. TRANSIENT SWITCHING PERFORMANCE

Both the speed with which the channel gains are switched in response
to increases of speech levels and the duration of gain holdover after de-
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creases of speech levels must be chosen to minimize clipping of the initial
syllables, final syllables, and weaker syllables of a speech burst. In the 3A
Speakerphone, a suddenly applied microphone voltage V, of -70 dbv
requires approximately 20 milliseconds to build up the line signal to
within 6 db of its final value. This build-up time was selected as a
compromise between slight initial clipping and too much sensitivity to
impact room noise. The rate of gain change during a switching cycle is
also important. By using a high rate of gain change when the gain is low
and then decreasing this rate as the gain approaches its maximum, the
"swishing" effect due to the rise and fall of the transmitted background
noise is reduced.

The decay characteristic is shaped so that, after a microphone signal
stops, the total time to revert to the receive state is approximately 300
milliseconds. In the first 115 milliseconds the transmit channel gain
decreases about 5 db, and thereafter it falls at the more rapid rate of
0.17 db per millisecond. It has been found that a shorter decay time cur-
tails the weak consonants at the ends of words and produces an undesir-
able expansion or "pumping" action on speech. On the other hand, a
substantially longer decay time slows down the reply of the other party
to an objectionable degree.

The time constant of the switchguard path, determined by TG in Fig. 2,
is similar to that of the control path. The decay time of the switchguard
is of particular interest because switching performance when receiving in
a reverberant environment is dependent upon it. This decay time of the
switchguard, which is the recovery time of the gain of the control path,
occurs at an essentially constant rate of 0.2 db per millisecond. It will
completely prevent any switching from R to T in rooms having rever-
beration times up to 0.5 second, while the speech sounds are decaying
in the room. Actually, because of other factors, satisfactory operation is
obtained in rooms with reverberation times approaching 1 second. These
are: (a) speech sounds do not end abruptly and their decay time adds in
part to the decay time of the circuit; (b) prolonged reverberation causes
partial operation of the NOGAD circuit and delays the gain increase of
the control path; (c) the transient signals of incoming speech do not
build up the reverberant sound to its full steady-state level.

When one party replies quickly after the other has ceased talking, the
over-all transfer time, determined primarily by the release actions of the
control path and the switchguard path, is dependent on the relative levels
of the signals in each channel. This transfer time becomes longer when
the signal from the replying party is weak with respect to the signal from
the party relinquishing control. On local calls, for which low volume
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control settings are adequate and less gain is switched, the receive
replies can obtain control more quickly, and thus more rapid interchange
is obtained, especially for the case of overlapping speech. The receive
channel normally requires approximately 250 milliseconds to return to
full gain under typical conditions. The maximum time is slightly over 300
milliseconds and the minimum is approximately 150 milliseconds for
normal local speech levels at the microphone. In the transmit direction,
the differential attack time is even more dependent upon relative signal
levels, varying from 250 milliseconds when local speech levels are low
with respect to the received loudspeaker speech levels to 20 milliseconds
when the reverse conditions occur. A typical value can he considered to
be 150 milliseconds.

VII. NOGAD CIRCUIT

To avoid noticeable clipping of the transmitted signal under quiet
conditions, a sound level of approximately 45 db SPL initiates switching
into the transmit state. This is less than the noise level produced by fans,
air conditioners, and street and hall traffic at many locations where it is
desired to use a speakerphone. Therefore, the possibility exists that the
noise would block the receive channel. To prevent this, the noise -operated
gain -adjusting device, NOGAD, passes a direct current, correlated with
the noise, through cvL, and thus lowers the gain of the control circuit
and raises the sound pressure needed to initiate switching. As people
instinctively talk louder under noisy conditions, this introduces little or
no switching degradation.

The NOGAD circuit recognizes the difference between the speech and
the noise signals at the microphone on the basis that speech fluctuates
more rapidly than most types of noise. The timing circuit TN shown in
Fig. 2, consists of an RC circuit, RN, , CN,, with a time constant of about
1 millisecond, coupled to another circuit, RN CN having a build-up
time of about 4 seconds and a short decay time, effected through the
diode and RN, of about 100 milliseconds. Thus, when a signal consisting
of both speech and noise exists at the microphone, the voltage across
cN, is held closely to the nearly constant voltage component across cN,
caused by the noise, and is little affected by the rapidly fluctuating
voltages due to speech. The voltage across cN, then produces a direct
current in cvL through a diode gate. This general method of discriminat-
ing between noise and speech is known in the echo suppressor art.'

With the circuit simply as described, an excessive time would be re-
quired for the set to adjust to room noise conditions after it is first turned
on. To eliminate this delay, a precharging circuit, not shown in Fig. 2,
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of approximately 4 db. Some of this advantage undoubtedly accrues from
binaural listening with the speakerphone. Fig. 11 shows the receive fre-
quency response. It is characterized by a Fmall peak at 450 cps, a sharp
cut-off near 300 cps, and a more gentle fall off beyond 2200 cps. The sharp
cut-off near 300 cps, assures good discrimination against noise induction
from 60 -cycle power and is not detrimental to articulation. The high -
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frequency fall -off is caused by an acoustic interference between the direct
sound wave and the wave reflected from the table top on which the loud-
speaker rests. This loss is partially compensated for by sound diffraction
and resonance effects occurring near the listener's ear.8

I X. CONCLUSIONS

The application of voice -switched gain in the 3A Speakerphone elim-
inates the talker echo and singing problems encountered in hands -free
telephones having fixed gain, and provides very satisfactory transmission
in the acoustic environment normal for homes and private offices. By
careful design, the gain -switching action has been kept free of objection-
able clipping or blocking, and is substantially unaffected by ordinary
room noise. On most local telephone connections, the amount of gain
which is switched is so small that the gain changes are barely noticeable.
Finally, no adjustments are required for the noise and reverberation
conditions most likely to be encountered.
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A Block Diagram Compiler
By JOHN L. KELLY, Jr., CAROL LOCHBAUM,

and V. A. VYSSOTSKY

(Manuscript received December 7, 1960)

A computer program known as BLODI, which accepts for an input a
source program written in the BLODI language, is described. The BLODI
source language corresponds closely to an engineer's block diagram of a
circuit and is easily learned, even by persons not familiar with computing
machines. The input code consists essentially of designating the connec-
tivity of a number of bores drawn from an alphabet of about 30 types.
These types include amplifiers, delay lines, counters, etc., which are familiar
to designers of electronic circuits. 7'he principles of the compiler are ex-
plained and applications are discussed.

I. INTRODUCTION

This paper describes a computer program known as BLODI (BLOck
Diagram compiler). BLODI accepts for an input a source program writ-
ten in the BLODI language, %%1Iii.h corresponds closely to an engineer's
block diagram of a circuit, and produces a machine program to simulate
the circuit.. BLODI has been written for both the IBM 704 and 7090
machines, and has been in use at Bell Telephone Laboratories for several
months. Generally speaking, there are two situations in which it can be
used profitably. One arises when a person with no knowledge of machine
coding wishes to program his own problem. In this case, the BLODI
language is much easier to learn than Fortran or SAP. There are, in
addition, certain problems involving a rather smooth flow of data which
can be most easily coded in BLODI, even by an experienced program-
mer.

It is rather easy to estimate the efficiency of an object program pro-
duced by BLODI. Thus a person with no knowledge of computing ma-
chines can often tell if he should code his problem in BLODI or seek

the aid of an experienced programmer. This will he discussed in Sec-
tion V.

BLODI was written to lighten the programming burden in problems
concerning the simulation of signal -processing devices. It has the added

669



670 THE BELL SYSTEM TECHNICAL. JOURNAL, MAY 1961

advantage of keeping the engineer who invents such a device in close
communication with the computing machine by eliminating the middle-
man (expert programmer).

II. BLOCK DIAGRAM OF SAMPLED (OR PULSE) SYSTEMS

The circuits* which we wish to consider here are limited to combina-
tions of devices which accept pulses as inputs and yield pulses as out-
puts. While the pulses may have arbitrary sizes within certain limits,
they must all occur at multiples of a fixed clock time. In general, the
output of one of the devices (or boxes) can depend on the present and
all past input pulses. A box whose output is independent of the current
input pulse or pulses is called a delaying -type box. In the current form
of the compiler the only delaying -type box is a simple delay line. In
addition to these boxes, the circuit may have one or more ultimate out-
puts and original inputs. A circuit then means a number of boxes, ulti-
mate outputs, and original inputs connected in such a way that the
output of any box is connected to one or more inputs to boxes and ulti-
mate outputs, and each input to a box is connected to an output from
a box or an original input. (We limit ourselves to boxes with a single
output.)

A dosed loop is a path that starts from any point, goes only through
connected boxes in the direction of the pulses (i.e., input to output),
and returns to its starting point. A circuit which does not contain a
closed loop with no delaying -type boxes will be called an admissible
circuit. The compiler will reject any block diagram which does not de-
scribe an admissible circuit. It is easy to see that if the pulse heights
were limited to a finite number of values (as they are, of course, in the
machine simulation) then an admissible circuit would be a finite -state
machine. On the other hand, there is no way to interpret a block diagram
corresponding to a nonadmissible circuit. To be sure, one could connect
physical boxes in such a manner and something would happen. The
analysis, however, would involve the precise transient behavior of the
devices within the pulse width - information which is not available to
the compiler.

In addition to simulating pulse circuits, the compiler may be used to
simulate continuous circuits whose inputs and outputs are baudlimited
time functions. One must first design a pulse circuit whose output pulses
would correspond to the sample values of the desired output. Extreme

For clarity the machine being simulated will be called the circuit. Its de-
scription in a certain canonical form will he called the block diagram. The word
machine will always mean the IBM 704 EDPS (or 7000 EDPS).
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care must be exercised here; for example, an accumulator (a device
whose output is the sum of all previous input pulses) is not equivalent
to an integrator. Certain continuous circuits (especially nonlinear ones)
are extremely difficult to translate into pulse form. A simple circuit.
which is difficult to simulate on a machine (with or without the use of
this compiler) is the following: Let a bandlimited input signal be con-
nected to a full -wave rectifier, and this to a low-pass filter to return the
signal to the original bandwidth.

We will see later that (with a trivial exception) the compiler can be
used to simulate any admissible circuit composed of boxes drawn from
a fixed list or stockpile. The boxes may have only one output (which
may go to several places, however) and at most four inputs. The first
constraint is no real restriction, but the second one is. We know of no
example in signal processing where a general function of more than four
variables that cannot be expressed as combinations of functions of four
or less variables is needed. In fact, two inputs to each box would proba-
bly be adequate but slightly awkward.

III. THE BLODI LANGUAGE

A BLODI source program is punched on standard SHARE symbolic
cards in either the FAP (7090) or SAP (704) format. In general, each
card corresponds to one box in the circuit; there is, however, a provision
made for continuing a description of a box to the next card. The loca-
tion field (columns 1 through 6) is either blank or contains the name
assigned the box by the programmer. (If a box is to have any inputs, it
must have a name.) The operation code field (columns 8 through 10)
contains the type of box. Parameters (such as gain of an amplifier) and
output connections are separated by commas and listed consecutively
starting in column 12 (or column 16 for the 7090 format). The various
inputs to the same box are designated by a fraction bar and numeral
following the name of the box. Example:

UV AMP 5.28, XY, Z/2

Box UV is an amplifier with a gain of 5.28 which feeds hex XY (first.
input) and the second input of box Z.

A list. of all the available box types appears in Table I. Note that INP
may be thought, of as a box which generates signals spontaneously; ac-
tually it obtains its input from a tape designated as a parameter. Simi-

 Technically speaking, this is not, t rue. A circuit could Ie designed corresponil-
ing to any finite state machine. However, we consider that it, is not. in the proper
spirit to take advantage of the fact that the mdse heights are limited to 2" values.



TABLE I - ALL THE TYPES OF BOXES WHICH ARE RECOGNIZED BY
THE COMPILER

TYPe Function Iamb Parameters

DEL

AMP
A DR
SUB

Delay

Amplifier
Adder
Subtractor

Signal

Signal
1-4 Signals
+ Input
- Input

Number of units
delay

Gain
None
None

MAX 14Iaximuni circuit 1-4 Signals None
MIN Minimum circuit 1-4 Signals None
CLP Positive clipper Signal Clipping level
CLN Negative clipper Signal Clipping level
SCL vinnietric clipper Signal Clipping level
FWR Full -wave rectifier Signal None
BAT Battery or bias (Sifnal) Bias
MRP Multiplier 2 Signals None
DIV Divider Dividend None

Divisor
SQT Square rooter Signal None
ACC Accumulator Signal Gain
FLT Transversal filter Signal Number of taps

Delay per tap
Gains

SLF Symmetric filter Signal Number of taps
Delay per tap
Gains

AFL Antisymmetric filter Signal Number of taps
Delay per tap
Gains

QNT Quantizer Signal Number of levels
Levels

LQT Linear quantizer Si gnal Step size
SMP Sampler Signal Penod

Quiescent level
Initial phase

HLD Sample and hold Signal; control Threshold
CNT Counter Signal Countdown factor

Threshold
Active level
Passive level
Initial phase

DTS Double -throw switch Control; Threshold
2 signals

FLF Flip flop Signal Low threshold
High threshold
Low state output
High state output

PLS Puler Control Threshold
Pulse length
Pulse level
Quiescent level

COS Cosine generator None Period
Phase
Amplitude

GEN Function generator None Period
Sample values

WNG Noise generator None Standard deviation
PRT Printer Control; Threshold

3 signals Record Limit

672
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TABLE I - (Continued)

Type Function Inputs Parameters

IN P Input None Tape number
File maximum
Samples per record
Record maximum
Start printing
Stop printing

5 -)UT Output Signal Tape number
File maximum
Samples per record
Record maximum
Start printing
Stop printing

END Last card of source program

larly, OUT causes the signal appearing on its input lead to be written
on the designated tape. A circuit may have several inputs and outputs.
END is not a box at all but signifies the end of the source program. In
addition to the types listed, it is possible for a programmer to create
types of his own invention by supplying subroutines written in basic
machine language. It is also quite easy to change the basic input-output
programs used by BLODI to handle arbitrary tape formats.

IV. PRINCIPLE OF OPERATION

An object program produced by the compiler consists of three parts:
(a) the prefix, which sets up the logic for the main loop;
(b) the main loop, which is executed once for each sample processed;
(c) the suffix, which causes the main loop to be repeated the proper

number of times, empties output buffers, fills input buffers, etc.
We will concern ourselves here only with the main loop. Except for

some strictly local inner loops in certain boxes, this part of the object
program is compiled in the same order in which it is to be executed. Sim-
ply stated, the procedure is as follows: One storage cell in the object
program is assigned for each box. Each time the main loop is entered,
these cells will contain values corresponding to the last outputs of the
respective boxes. It is then the function of the main loop to compute
these output values for the next (current) time slot and to fill the cells
with these values.

In order to simplify the description of the algorithm used by the com-
piler we will at. first limit ourselves to the case where all delays are unit
delays. By "compiling a box" we mean writing the necessary coding to
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cause the object program to fill the output cell of the box with the cur-
rent pulse value. A nondelaying-type box cannot be compiled until all
the boxes feeding it have been compiled. The reason is that the output of
this type of box is a function of its current inputs, and this part of the
object program must not be executed until the cells corresponding to
input to this box have been filled with current pulse values. On the other
hand, a unit delay must be compiled before the box which feeds it. Its
output is a function of (equal to, in fact) its last or old input. At object
time this value must be "moved along" before it is overwritten. To re-
word this second rule, no box which feeds a delay line can be compiled
until that delay line has been. This second rule could be dropped if we
provided an additional storage cell for each unit delay and had the ob-
ject program first go through and fill each of these cells with the old in-
put to the corresponding delay line. We will see below, however, that
the only price we pay for the more efficient procedure is that the com-
piler will reject any block diagram containing a closed loop with nothing
but delays. Such a diagram would represent an admissible circuit but
would be of little value, since we could never get anything but zeros out
of this loop at any point. (All delay lines are initialized at zero.)

The above two rules are effected in a fairly simple manner. A binary
storage cell is assigned in the compiler program for each of the output
cells in the object program. The two states of each of these cells arc called
"full" and "empty." Initially all cells which represent inputs to delay
lines are marked "full" and all others marked "empty." A box can he
compiled whenever it8 inputs are all marked "full" and its output.
"empty." When a box is compiled, its output is marked "full" and its
inputs "empty." Compilation proceeds until all boxes have been com-
piled (successful compilation) or until no =compiled box meets the two
requirements. In the latter event the compiler prints the remark
CLOSED LOOP WITH NO DELAYS OR ALL DELAYS and halts.
To see that one of these conditions must prevail, note that a delay line
can always be compiled unless it feeds another uncompiled delay line.
Therefore, if any of the uncompiled boxes are delay lines there exists a
closed loop with all delays. If, on the other hand, all =compiled boxes
are nondelaying, then each must have an empty input which must be
the output of an uncompiled nondelaying box. Thus, working back-
wards, we find a closed loop with no delay.

The order of searching for uncompiled boxes which meet the tests is
immaterial from a logical point of view, but this freedom can be used to
optimize the use of the accumulator. By first trying to compile a box
which is fed by the last compiled box, the compiler is sometimes able to
save a "storage" or "fetch" order, or both. Delays are not, of course,
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limited to unit delays as in the above discussion. A delay of length n
sets n - 1 storage cells in addition to its normal output cell. For short
delays the data are "stepped along" a notch each time the main loop is
executed. For longer delays the same effect is produced by address
modification.

The above description is merely a sketch of the general procedure used
by BLODI. Actually, it has a lot more structure of purely technical
character. For example, some boxes are broken down into simpler boxes
by the compiler so that. parts of the object program concerning a given
box may not appear in consecutive locations.

V. CONCLUSIONS

BLODI has been in use at Bell Telephone Laboratories for about a
year, mostly in the Department of Visual and Acoustics Research. It
has been used chiefly for signal processing types of problems, and one of
the authors has used the compiler to simulate a speech synthesizer of
the resonant-vocoder type. It has also been used to study television
coding schemes, artificial reverberation in acoustic research, and for
part of the coding in a handwriting recognition problem.' In appraising
its value one must consider two separate questions:

I. What type of problem is easily coded in the BLODI language?
2. What type of problem causes BLODI to write efficient object

programs?
The first question will be answered relative to a programmer well

versed in basic and Fortran language. Whenever the problem involves a
rather smooth flow of data in and out. of the machine, with the output
being a nearly stationary fwietion of the input, then it. can be more easily
coded in BLODI than in any other existing language. When, however,
the program must process input samples in a complicated order, de-
pendent on previous results, the BLODI language becomes unbearably
awkward. (This is precisely the type of circuit which is hard to design

with delay lines, switches, etc.)
The second question is easily answered. Any diagram which contains

many idle boxes will be inefficient, because the object program goes
through the motion of calculating the state of all boxes at each clock
time. For example, a program with five memory -free (delay -free) paths,
only one of which is connected to the output at any one time, would re-
sult in an inefficient object program. For diagrams containing few idle
boxes, however, BLODI produces object programs which are usually
as efficient as those written by a competent. programmer.

The version of BLODI in use at Bell Telephone Laboratories is coupled
to the monitor and I-0 system, BE SYS 3. Thus an installation not us-
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PRINTER

RECTIFIER

NP,T

I2 -TAP
FILTER

CLIPPER
OUTPUT

NOISE
GENERATOR

Fig. 1 - Typical BLODI program: block diagram.

sameLe-ftee+-setmee-ppeepam

, 7

SUM AOR BUFF
BOFF--FL-T------I-trtr-r1WI-rrIBO-23-rOID4rA008r701.6..0

DELON' -06L-
.063.1,8..230,1'4.1/5..057.DELW:

L EFS1-44

PRIFI7,3PSUBI/Z XXX
semi now2.-CUU
CLIP CLH 72
T2 CUT $

SUB SUB
4..1,1
SUM

XXX

TI IUP

-2
SUBI/I,PRINT/4 XXX
._.s.sue's
PRIHT/2,10 XXX

SUB1
R

SUB
RIM

R
PR PIT I

THESE CARDS AHD THE CRRDS HARKED
XXX WOULD DC OMITTED IF

PRINT PRT
.4

ISO PRIKTNG WERE HOT DESIRED

ENO

Fig. 2 - Typical BLODI program: source program.

ing BE SYS 3 would have to modify the BLODI program. The changes,
however, would only involve 1-0 and interaction with the FAP (or
SAP) assembly program.

Figs. 1, 2, and 3 represent a sample BLODI program. Fig. 1 is a block
diagram suitable for simulation using BLODI; Fig. 2 is the correspond-
ing source program; and Fig. 3 shows the printed output that results
from compiling the source program and running the simulation.
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An Acoustic Compiler for Music and
Psychological Stimuli

By MAX V. MATHEWS

(Manuscript received November 3, 1960)

A program for synthesizing music and psychological stimuli on a digital
computer is described. The sound is produced by three operations: (a) A
compiler generates the programs for a set of instruments. (b) These instru-
ments are "played" by a sequencing program at the command of a sequence
of "note" cards which contain information analogous to that given by con-
ventional music notes. (c) The computer output, in the form of numbers on
a digital magnetic tape, is converted to audible sound by a digital -to -analog
converter, a desampling filler, and a loudspeaker. By virtue of the general
nature of the compiling program a great variety of instruments may be

produced, and the instrument programs are quite efficient in terms of com-
puter time. The "note" cards are arranged to minimize the effort necessary
to specify a composition. Preliminary compositions indicate that exceed-
ingly interesting music and useful psychological stimuli can be generated.

I. INTRODUCTION

General translating devices for rapid conversion of numerical data
into a continuous analog signal' make it possible for a digital computer
to produce interesting and useful sounds, among them music. In this
way many of the mechanical and acoustic limitations of conventional
instruments and sound sources can be overcome. This paper describes
the third in a series of programs written for sound production, which
achieves a much greater versatility than its predecessors= because it in-
cludes a compiler* which writes programs for various sound generators
or instruments.

Since many who are interested in the musical aspects of this subject
may not be familiar with computers, technical descriptions will be min-
imized and programming details omitted. In addition, it may be helpful
to describe briefly the digital -to -acoustic converter to which the process

 A compiler is a program which writes other programs.
677
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Fig. I - Digital to acoustic converter.
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owes both its existence and generality. The conversion process is sche-
matized on Fig. 1. The computer prepares a magnetic tape on which are
written successive digitized samples of the acoustic output. These num-
bers are then converted by a digital -to -analog converter to pulses whose
amplitude is proportional to the numbers. Finally, the pulses are
smoothed by a low-pass filter to obtain the excitation for a loudspeaker.
The maximum effective sampling rate of the present translator is 20,000
per second, permitting frequencies up to 10,000 cps to be produced'
Each sample is reproduced from a four decimal digit integer. Thus, the
signal -to -quantizing* noise ratio is greater than 60 db. This ratio is as
large as can be conveniently reproduced electronically. Within the limits
of this frequency range and this signal-to-noise ratio the converter can
theoretically reproduce any sound whatsoever, provided that an appro-
priate sequence of digital samples can be generated.

H. BASIS OF THE COMPILER

What is the basic objective of this sound generation procedure? It is
not simply to produce sounds in the most general way. This generality
could be achieved by having the composer list the 20,000 numbers per
second which he wished converted to sound. However, such a process
is impossibly tedious and, more important, does not effectively control
the parameters which determine the psychological impact of the sound
on the listener. The basic objective is then to find an economical way of
defining and specifying these parameters while automatically supplying
the numerical data through which these factors act. In addition, it is a
practical necessity to select generating procedures which are economical
of computer time.

In order to fulfill these objectives completely a great deal more must
Quantizing noise is the error introduced by representing a continuous func-

tion with a number that can take on only integer values.
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be learned about man as a listener. However, the following admittedly
incomplete heuristics figured strongly in the design of the compiler:

1. Music can be considered a time sequence of acoustic events which
might be called notes, although the connotations of this word are groMy
inadequate for this usage. Several sequences (voices) are usually added
together in all but the simplest pieces.

2. Individual notes are formed from approximately periodic functions.
Their most important parameters are period, amplitude, duration, and
wave shape. There are, however, notes not fitting this description which
are coming into use, for example, those using random noise and those
in which the pitch changes greatly over the duration of the note.

3. The ear is sensitive to a number of nuances xvlich must be intro-
duced to obtain interesting timbres. These effects include a wide range
of attack and delay characteristics, which strongly affect, timbre; fre-
quency modulation or vibrato; and amplitude modulation or tremolo.

The basic form of the generating program is a scheme for producing
sequences of sounds on individual instruments, whose outputs can be
combined so as to effect several voices. The instruments are formed by
combining a set of basic building blocks called unit generators, appropri-
ate combinations of which can produce sounds of almost any desired
complexity or simplicity. Such an approach has many advantages, the
most obvious perhaps being that novel characteristics may be introduced
by compiling new instruments. Of equal importance is that composing
and computing effort be minimized for simple instruments. The cost of
the compiling philosophy is some additional programming and mathe-
matical complexity in forming the instruments and the substantial work
(now completed) of writing a compiling program. But thib price is small
compared to the advantages gained.

The compiling program was greatly simplified by the use of macro
instructions, which specify a sequence of computer instructions by means
of a single statement. In this way each unit generator can be specified
by a single macro statement.

In order to speed the computer operation certain basic functions which
specify characteristics such as wave shape, attack, and decay are gen-
erated only once and stored in the computer memory, where they serve
as references for the unit generators. The functions may be generated
by Fortran subprograms.* By utilizing Fortran, a great variety of func-
tions can easily be programmed.

 Fortran is an automatic coding procedure for the IBM 704 and 7090 computers
which makes possible the simple generation of most well-known mathematical
functions. A subprogram is a subsidiary program.
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III. THE MECHANICS OF GENERATION

The first step in producing a musical piece is to punch a set of cards*
which specify the instruments in the orchestra. Most of these cards con-
tain a single macro instruction. These instrument cards are then fed
into the computer, together with the compiling program, and the com-
puter punches a card deck, which is the music -generating program or
orchestra.

A sequence of note cards or score must now be prepared. These give
the parameters such as pitch, duration, and amplitude for the notes
which are to be generated. The orchestra, any Fortran subprograms re-
quired by it, and the note cards are now inserted in the computer. The
numerical samples of the acoustic output are written by the computer
on an output magnetic tape. This tape is then converted to a sound via
the high-speed data translator' and a loudspeaker.

As a convenient alternative, numbers on the output tape may be
copied directly from an input tape that is placed on another of the com-
puter tape machines. This tape, for instance, might have been produced
by some previous music -making attempt, and this procedure would
permit modifications of a composition without regeneration of the entire
piece.

Fig. 2 - Unit generator.

IV. COMPILING THE ORCHESTRA

Various kinds of unit generators are available for forming instruments.
However, the one used most frequently generates quasiperiodic func-
tions, as typified by sustained notes. This unit is diagrammed in Fig. 2
and produces samples 0, according to the relations

Communication between proframmer and computer is carried out tiy pummel
cards. Up to 80 digits or alphabetic characters may be impressed on each card and
read by either man or machine.
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8; = MiFAS,Jinoit 522),

=-0- Si +

where i is the index specifying sample sequence. The index i starts at
zero at the beginning of each note and terminates at a value determined
by the duration of the note. Sequencing, which controls note duration,
will be discussed later. The function F; is defined for an argument x,
where 0 5 x < 512 and is one of 20 functions (j = 1, 2,  , 20) which
may be stored in the computer memory. As illustrated in Fig. 3, [S,]inod 512
acts us a triangular scanning function which, if is constant, results in
0, having a period equal to 512/1, samples and a wave shape determined

(M1=')

1-,(r1

512
I

Fig. 3 - Qiiasiperiodie generation.

.z



682 THE HELL SYSTEM TECHNICAL JOURNAL, MAY 1961

by Fi . A varying produces a frequency -modulated output. The gen-
erated function is multiplied by M, , which thus produces amplitude
modulation. By this means, attack and decay characteristics can be
introduced. To summarize, three functions determine 0; , these being
M , , and Pi . In addition, one initial condition, So I is involved and
is often set to zero at the beginning of each note.

The output 0, may he added into the final acoustic output. Here the
addition defines the process by which outputs of several instruments
are combined. On the other hand, 0, may be used as any input to another
unit generator.

The simplest instrument is illustrated in Fig. 4. A periodic note with
wave shape determined by Pi , amplitude determined by Cl, and fre-
quency by 02 is produced by generator IUI. The generator 1U2 adds
8 into the acoustic output. The attack and decay are instantaneous, which
will result in perceptible clicks in the sound.

A more complex instrument with controllable attack and decay may
be constructed as in Fig. 5. Here a new generator 2U1 and a function
F2 are added to the structure; 2111 produces an attack and decay char-
acteristic according to P2 which amplitude modulates the periodic out-
put. of 2U2, while Cl and 02 again specify amplitude and frequency of
the note. The new parameter C3 is set. so 2U1 generates one period per
note. (C3 = 512/duration of note in samples.)

An instrument with attack and decay and vibrato is shown in Fig. 6.
Generators 3U1 and 3U2 have been added; 3U2 is an adder whose out-
put is the sum of its inputs. Thus the center frequency of the tone is
again specified by C2, the frequency deviation is controlled by C4 and
the rate of vibrating (throb rate) by C5, and P3 determines the wave
shape of the frequency variation.

Instruments of even greater versatility can be easily developed by

CI C2

MI 1

G2

1U2

Gs

Fo(x

Fig. 4 - Simplest instrument.
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CI C3 C2

F2(2)

Fl(z)

Fig. 5 - Instrument with attack and decay.

putting attacks on the vibrato generator, or adding glisitando, or in
many other ways. A list and brief description of some of the unit gen-
erators which may be used is included in the Appendix.

The punching of the cards from which the instruments are compiled
can be illustrated as in Table 1, using the cards of 13, the instrument
in Fig. 6.

CI C3 C2 C4 Cs F,( )

)

Fig. r - Instrument with attack, decay, and vibrato.
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TABLE I - DEFINITION OF AN INSTRUMENT

Card Cohn=

8 9 10   a 16 72

M A C
M A C
MAC
M A C
M A C

MAC
E T C
ETC

G2, 3UI, F3, (3U2,A2), z, x
G3, 3U2, (3U4,I),
G2, 3U3, 12, (3U4,M),
(;2, 3U4, F1, (3U5,0), x, x
GI, 3U5

Si, 13, ((3U3,M,C1)(3U3,I,C3) $
(3(J2,A1,C2)(3U1,M,C4)(3U1,I,C5) $
(3U3,S,P0))

Comments concerning this example:
1. The MAC is a general title designating a macro instruction. Each

of the first five macros specifies one unit generator.
2. The Gn in columns 16 and 17 specifies the type of generator, G1

being an output unit., 02 a semiperiodic generator, and G3 an adder.
3. The nUm (3U1 for example) designates the instrument number

by n and the number of the unit generator in the instrument by m. Each
instrument must have a different number, and the unit generators are
numbered sequentially in each instrument.

4. The rest of the unit generator designation varies depending on the
type of generator, but in general it specifies where the output of the
generator is placed and provides the option of specifying inputs to the
generator as constants. Thus (3U2,A2) on the first card shows that the
output of 3U1 forms the A2 input of 3U2; F3 indicates that function
F3 is called on by the generator and the terminating x's allow the possi-
bility of providing fixed inputs. For example, if the vibrato frequency
were fixed at, say, 8 cps instead of being varied by C5, then a constant
equal to 8 X 512/10,000 = 0.4096 (assuming a 10,000 sample -per -second
rate) could be included by the statement:

MAC G2, 3U1, F3, (3U2,A2), x, 0.40961317*

By specifying all fixed constants in the instrument definitions, the num-
ber of parameters which must be written in the score is minimized.

5. In the computer the computation of the sample proceeds from one
generator to the next in the order in which they are listed on the cards.
Hence, for example, if 3U2 uses as an input the output of 3U1, then 3U2
must be listed after 3U1. In addition, to execute the program, the first

 The B17, appended to the number, specifies the decimal point in the computer
memory.
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generator in each instrument must be number one (nU1) and the last
generator must be of a terminating type, G I.

6. The final macro MAC Sl, 13, compiles instructions which
set the parameters Cl through C5 at the beginning of each note. The
values of these parameters are obtained from the score in a manner
which will be discussed later. The macro can be interpreted in the fol-
lowing way: Si is the name of the macro which is concerned with setting
parameters, 13 refers to instrument 3. Each of the subparentheses sets
one parameter; for example, (3U3,M,C1) means set the M input of 3U3
to the value determined by the CI conversion function. As many sub -

parentheses as desired may be inserted in the macro. If necessary several
cards may be used by terminating each card with S and starting the
next card with ETC. The final subparenthesis (3U3,S,P0) uses a special
parameter PO which is zero and is used to set the initial value of S in
3U3 to zero. Although it is not done in this instrument, the function to
which a given generator refers can also be set by the score. For example,
(3U4,F,P6) would cause the function number of 3U4 to be set equal to
the sixth parameter on the note cards of the score.

7. The control of the instruments may be summarized by a rule
which says that each input or parameter of the unit generators must he
either (a) the output of some other generator, or (b) defined as a con-
stant., or (c) set from the score at the beginning of each note. This rule
can be used as a check on the correctness of the instrument compila-
tion. *

V. WRITING THE SCORE

After the orchestra program has been compiled it is inserted into the
computer, together with any necessary subprograms and the score.
The score is also punched on cards, which perform one of four general
functions. These are to control the Fortran subprograms for generating
the F1 functions, to set the time scale or tempo of the piece, to punc-
tuate the piece with measures and a termination, and to specify the
sequence of notes and rests.

Usually each note is specified by one card which gives the duration
of the note, the instrument on which it will be played, and all parameters
required by the instrument. The card has the format shown in Fig. 7.
The OP code, consisting of three alphabetic letters in the first three
columns, specifies the function of the card. For example, RST means

 An algori t lini to check the correctness could be included in the compiler but
has not yet been developed.
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rest and a blank (unpunched) OP code indicates a note. The blank code
was chosen to save effort, since note cards are by far the most frequently
used. The remainder of the card contains space for up to 12 numbers,
P1 through P12. P1 gives the instrument. number and P2 the duration.
The sequence of notes for each instrument is determined by the sequence
of note cards. Rests may be inserted between the notes where desired.
The note sequences for each instrument are treated separately, so that
note cards for different instruments may be interleaved. Thus if two
notes are to be sounded together it is only necessary that the sum of the
durations of the preceding notes and rests for each of the two instruments
be equal.

The control of sequence by note duration introduces the possibility
of a duration error in one note causing all subsequent notes in that
instrument to be incorrectly positioned with respect to the other instru-
ments. To mitigate this penalty the composition is also divided into

I - 3

OP
CODE

4 - 6
Pt

7 -12
P2

13-18

P3

19 -24

P4

COLUMNS

25-30
P5

31-38

P

37-4 43-4 49-54155-80
PT P8 I P9

Fig. 7 - score card.

P10

81-88

P 11

87-72

P12

arbitrary units culled measures. A measure can contain any number of
notes up to a maximum of 100. Durations are always computed from
the beginning of the current measure, so that a mistake will affect only
one measure. In general, the end of the measure marks a break in the
notes of all instruments. However, special provision, by means of a slur,
has been made for the rare cases where a note must be carried over from
the end of one measure to the beginning of the next.

The significance of the numbers P3 through P12 on the cards depends
on the particular instrument.. The parameters defined by the instrument.
(C1 through C3 for Fig. 5 example) refer to another set of Fortran sub-
programs (called CVTO1 through CVTO3). Each of these subprograms
can use any or all of the numbers P2 through P12 as arguments of a
function to compute one parameter inserted into the instrument. These
subprograms can he any of the enormous variety of functions that are
specifiable by Fortran; thus exceedingly flexible conversion is possible.
The additional complexity of this conversion between score -card param-
eters and instrument parameters is justified because it allows the com-
poser to write in psychologically meaningful numbers. The burden of
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converting from psychological to physical parameters is then carried by
the computer.

The types of conversions which are usually employed, as well as the
details of a score, are probably hest presented by a short but liberally
annotated example.

Suppose we wish to generate two meabures which in conventional
music notation would be written

accel.

10"

J

with instrument 1 (Fig. 4) playing the upper voice and instrument 2
(Fig. 5) playing the lower voice.

Before proceeding we must decide what wave shape function Fl and
what attack and decay function P2 we desire and obtain subprograms
to generate these. It is unfortunately beyond the scope of this paper to
discuss Fortran programming, so for the present let us consider that we
have purchased two subprograms, say GEN10 and GENII, from some
competent Fortran programmer. These, when called upon by the score,
will produce the clamped sinusoid and the attack function illustrated on
Fig. 5.

We will also need to obtain from this programmer three conversion
functions CVTOI, CVTO2, and (1703 with which to set the parameters
in our instruments, and we may well choose these functions so as to
simplify our task of score writing. The function CVT01 sets the ampli-
tude of the note, and it. is desirable to write the score in a logarithmic
rather than linear scale, since the former much more closely approximates
the ear's loudness scale. Hence, let us request that

CVT01 = 10"
and use P3 as amplitude control in decibels.

Assuming that the composition is to be played with an even-tempered
frequency scale, we can easily obtain a conversion which will let us
write frequencies in the form 2.0 through 2.11, where the 2 refers to the
octave and the .0 through .11 to the 12 tones within the octave. For
this purpose

CVTO2 = 512.0 X 32.70 x .)"[N- F( P51/0-12)
10,000.0

9
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where I11151 means the integer part of PS, F[P51 means the fractional
part of PS, the sampling rate is 10,000 per second, and P5 0.0 refers
to C three octaves below middle C having a frequency of 32.70 cps.
Middle C, for example, would be 3.0 and A above middle C, 3.9.

The remaining conversion function CVTO3 causes the attack generator
2U1 to produce one cycle per note, and thus must be

CVTO3
512.0r2

.

Notice that this function operates on the duration P2 and requires no
additional parameters on the note card.

Having obtained the necessary Fortran functions, we can now write
the score as shown in Table 11.

Comments concerning this example:
1. These two cards cause functions F1 and F2 to be generated. P1

determines the generating subroutine to be called and P2 the function
to be generated. If desired, P3 through P12 may be used as parameters
by the generating routine, although such was not done here.

2. This card sets the time scale so that a P2 of 1 produces 1000
samples, or one -tenth second at a 10,000 sample -per -second rate. This
is the duration of an eighth note. The time scale can be reset at any
point in the composition and is reduced to 750 for the second measure
to accomplish the accelerando.

3. The initial rest for instrument 2 is produced by this card. How -

TABLE TI - EXAMPLE OF A COMPOSITION

OP Code Pt P2 P3 P4 PS

Comments
(numbers refer
to consments

in text)

GEN 10 1

GEN 11 2 1

TME 1000
RST 2 1 3

1 3 50 3.9 4
1 2 55 3.4 4
2 2 53 3.0 4

MES 5
TME 750
RST 2 1

4 GO 3.2 6
1 3.4
1 3 3.7

DIES
TER 7
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ever, no cards arc needed for the terminal rest at the end of the first
measure for instrument 2. The length of the measure is defined as the
maximum sum of the durations of the notes and rests for any instrument.
Automatic rests are inserted for instruments not played and between
the last note of any instrument and the end of the measure.

4. These cards produce the three notes in the first measure. The
instrument numbers and durations are given by P1 and P2. The ampli-
tudes, given in decibels by P3, are arranged to effect a crescendo as
requested by the score. The frequencies arc specified by P5 in the 12 -
tone units previously defined.

5. This card terminates the measure.
6. These cards play instrument 2 in the second measure. Notice that

the instrument number, P1, is not repeated on the second card. An
automatic repeating feature is built into the score -reading program, so
that if any parameter is left blank it is repeated from its previous value.
Thus, for example, the amplitude of 60 dh (P3) is not punched on the
last two note cards. This feature is of great value in eliminating a
quantity of redundant. parameters which otherwise would have to be
copied from card to card.

7. This card terminates the composition. It must be preceded by a
MES card in order to generate the second measure.

This example provides at least a brief illustration of most of the
functions of the score. The two most. important omissions are the slur
OP code which enables a note to be continued from one measure to the
next and the "set" OP code which allows parameters from several cards
to set one instrument. These are infrequently used functions and do not
justify the space necessary to describe them adequately.

VI. SPEED OF COMPUTION

The time required to synthesize a piece of music depends directly on
the number of unit generators involved and the number of samples in
the piece. Thus, simple instruments can produce samples rapidly,
complex instruments more slowly. For example, on the IBM 7090, the
Fig. 4 instrument with two unit generators requires about 0.2 milli-
second for each sample. With a rate of 20,000 samples per second, 4
seconds of computer time would be needed to generate each second of
music. The Fig. 6 instrument requires 0.5 millisecond per sample, or 10
seconds computer time per second music. The computation cost to
produce the music may typically come to as much as $100 per minute
of music. Fortunately, computation costs are steadily decreasing.
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VII. SOME PROGRAMMING DETAILS

For the benefit of programmers who may be interested, the operation
of the compiling and score reading programs will be outlined very briefly.
The compiling program at present. consists of a symbolic assembly pro-
gram for the IBM 7090 which has provisions for macro instructions.
The instruments are closed subroutines assembled from these instruc-
tions. Consequently, it is quite possible to insert basic machine language
instructions into the instruments simply by interspacing these with the
macros. This ability to fall back on basic machine language is always
desirable in a compiler.

The first instruction in any instrument bears the symbolic address
nUl, where n is the instrument number. In playing the instrument,
control is transferred to this point by the main program. Control is
returned to the main program by the last unit generator (because of its
type, Gl) after one sample of acoustic output has been generated.

At the beginning of each note certain parameters in the instrument
must be set. This is done by another closed subroutine, called the
"setter," which is assembled along with the instrument. This subroutine
delivers the parameters of the note card to the appropriate Fortran
subprograms and stores the parameters computed by these programs in
the instruments. The flexibility of the macro compiler is essential here,
since various numbers and various types of parameters must be ac-
commodated for the different instruments. The first instruction in the
"setter" subroutine is designated In, where n is the instrument number.

The main score -reading and sound -generating program is assembled
along with the instruments, so that all symbolic addresses are common
to both. The main program operates in two phases, the first of which is a
card -reading phase, which is terminated by a MES measure card. All
the note cards in the first. measure arc read and their parameters stored
in memory.

At the end of a measure, a sorting process must be carried out to put
all the note cards into the time sequence in which the events occur in
the measure, since time sequence with several instruments does not
necessarily correspond to card sequence. After the sort, the setting
subroutines are called to set the parameters in the instruments playing
in the first time interval, and all these instrument subroutines are called
N times, where N is the number of samples in the first interval. The
pro cem is repeated for the second interval, etc., until the measure is
completed.

The cards for the following measure are then read, and the cycle
continues until a termination card, TER, ends the composition.
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An important question is, "How easily can the professional composer
make use of the program?" Probably the compilation of the instruments
of an orchestra requires programming skill beyond that of most musi-
cians, although a mathematically minded one would easily learn the
technique. However, writing a score for an existing orchestra can be
systematized to such an extent that almost anyone can create a composi-
tion. Consequently, it seems quite feasible for a musician without
mathematical training to carry out his wishes with the aid of only a little
programming help.

The compiler has great. inherent flexibility in that new unit. generators
can easily be added to the group available for compiling instruments.
An example is the random signal generator which was only recently
programmed. In addition, the Fortran subprograms contribute to the
versatility. Because of this ability to change and grow, we believe the
compiler will be valuable for the production of computer music and
stimuli for some time to come. We expect programs such as this, to-
gether with the cheaper, faster computers which are promised, to result
in computer -generated sounds becoming of increasing utility.

APPENDIX

Unit Generators for Acoustic Compiler

A brief description of the most frequently used unit generators is
given here. New generators are often added, so the list is not complete.

Output Unit - .

Call statement:

MAC Gl, nUm.

Input designation : 0.
Function: To add the number stored in 0 to the acoustic output and

transfer control from the instrument to the main sequencing program.
An output unit must form the last generator in every instrument and
must not be used in any other position.

Diagram:

Gi 1
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Periodic Function Generator - G,e.
Call statement:

MAC G2, ni'm, A, (pUq,B), C, D.

A designation of stored function F; ;
(pUq, B) = location of output;
C = fixed designation of M input;
D --- fixed designation of I input.

Input designation:
21/ amplitude modulation input;
I = frequency control input ;
S = initial value of Si .

Function:

0i = MiFil[SiLd en) ;

51+1 = Si + Ill

Diagram:

Adders - G3, G4, G5.
Call statement:

MAC G3, nUm, (pUq,B), C, D

MAC 04, nUm, (pUq,B), C, D, E

MAC 05, nUm, (pUq,B), C, D, E, F.

(pUq,B) = location of output;
C, D, E, F = fixed designation of inputs Al, A2, A3, A4 respectively.

Input designation: Al, A2, A3, A4
Function:

G3 a= AI +A2
G4 0 - A I + A2 + A3

G5 0 = A I 4- A2 + A3 A4
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Diagram:
AI A2

Random Signal Generator.
Call statement:

AI A2 A3 AI A2 A3 A4

MAC RAND, nUm, A, B, pUq, C.

A = fixed designation of M input;
B = fixed designation of I input;
pUq, C = location of output.

Input Designation:
M = amplitude modulation input;
I in frequency control input.

Function:

where R,II is a random variable whose bandwidth is controlled by I.
The bandwidth is approximately equal to

sampling rate /i
2

X512'

Diagram:

RAND
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Minimum Noise Figure of the
Variable -Capacitance Amplifier

By K. KUROKAWA and M. UENOHARA
(Manuscript received November 2, 1960)

The variable -capacitance diode is one of the most promising nonlinear
elements for low -noise parametric amplifiers. In practice, however, these
diodes have a small series resistance, and this limits the minimum obtainable
noise figure; for the better diodes, the effect of the shunt conductance can be
neglected. Taking the contribution of this series resistance into account, this
paper discusses the minimum noise figure of parametric amplifiers under
various conditions. It is shown that the minimum noise figures are basically
determined by a dynamic quality factor of the diode, which will be defined
in this paper, under the assumed model of a series resistance as the only
parasitic element. Identical minimum noise figures are obtained for lower
sideband amplifiers operated with optimum idler frequency, for those with
the idler load at 0°K, and for the upper sideband up -converter. In terms
of the over-all systems noise figure, however, the lower sideband amplifier is
superior to the upper sideband up -converter, for here the gain is limited by
the ratio of output to input frequency.

Experimental values are given for the figure of merit of various diodes.
Universal curves are also given which demonstrate noise behavior of the
various systems as a function of the network parameters and component
temperatures.

I. INTRODUCTION

The variable -capacitance parametric amplifier is of interest primarily
because it shows promise of very low noise amplification. However,
variable capacitance diodes have a small but finite series resistance
which limits the obtainable minimum noise figure; for the better diodes,
the shunt conductance can be neglected.

Taking the contribution of this resistance into account, Leenovl has
discussed the noise figure of upper sideband up -converter, and Haus and
Penfield2 and others2." have discussed the lower sideband circulator -
type amplifier. This paper discusses the lower sideband idler output

695
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amplifier and the degenerate amplifier, in addition to the amplifiers
mentioned above, and compares them to one another. Further, we shall
demonstrate the unique importance of the dynamic quality factor Q, as
defined here, in characterizing the diode at a given temperature for noise
figure considerations.

The diode is assumed to be a series connection of a junction capaci-
tance C( 0, which is a periodic function of time, and a spreading re-
sistance R, .

Leenov, as well as Haus and Penfield, used the open -circuit assumption
for the unwanted frequencies at the diode junction. However, there are
a number of published papers3'5'6'7.8 in which the short-circuit assump-
tion is used. We shall discuss both of these cases simultaneously, and
show that the two assumptions give the same expressions for the noise
figure, if the dynamic quality factor Q is redefined for each case.

The following conclusions are obtained :t
(a) The noise figure of a diode amplifier is basically determined by

the dynamic quality factor Q of the diode; the noise figure improves
with increasing value of Q.

(b) The minimum noise figure for room temperature operation of the
lower sideband amplifiers is obtained when the idler load resistance ap-
proaches zero.

(c) For a given Q at the signal frequency, there exists an optimum
idler frequency which gives the smallest noise figure for the particular
diode.

(d) Refrigeration of the idler load improves the noise figure only
under certain conditions. As long as the idler frequency is lower than
the optimum, the noise figure of the amplifier with an idler load at zero
temperature absolute can be as low as that obtained using the optimum
idler frequency.

(e) The minimum noise figure of the upper sideband up -converter is
equal to that of the lower sideband amplifiers with the optimum idler
frequency or with a zero temperature idler load.

The conclusions (b) and (c) are similar to those reached by Haus
and Penfield,' Kotzebue,4 and Knechtli and Weglein,5 but are extended
in this paper to include the case of lower sideband idler output amplifiers.
In this case, to obtain the minimum noise figure, most of the idler power
generated by the parametric action is to be dissipated in the series
resistance of the diode. The output power, however, can be finite be-
cause of the unlimited gain obtainable with the negative resistance effect.

-I- Similar conclusions have been obtained by R. P. Rafuse of M.I.T. (private
communication).
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The conclusion (e) states further that, if the same diode is to be em-
ployed, a superior over-all noise figure performance is obtained with the
lower sideband amplifier, inasmuch as the gain of the lower sideband
amplifier can be larger than that of the upper sideband one. Neverthe-
less, there are other significant applications of the upper sideband up -
converter which make its study important.

Two aspects of minimum noise amplification, not covered in the
literature, are discussed in detail. These are

(a) the effects of load refrigeration;
(b) optimum upper sideband construction.

Universal curves are included which demonstrate noise behavior of the
various systems as a function of Q.

II. EQUIVALENT CIRCUIT OF THE LOWER SIDEBAND AMPLIFIER

If the assumption is made that the only currents which flow through
the diode junction are at the signal (col) and idler (w2) frequencies, that
is, making the open -circuit assumption for the unwanted frequencies,
the junction is characterized by the following equation:

1

e2d
1 /2*

icoi(21(1) jw2Ko - -
where e is the junction voltage, i is the junction current, and their sub-
scripts 1 and 2 refer to the signal (col) and idler (W2) frequencies re-
spectively.

The quantities Ko and K1 are defined by

1

C(t)
= - -1o,1 cos co t + , (2)

K P

where C(t) is a junction capacitance which is a periodic function of time.
If, on the other hand, the assumption is made that the only voltages

which appear across the junction are at the signal and idler frequencies,
that is, making the short circuit assumption for the unwanted fre-
quencies, the junction is characterized by

i2*

jwiKo ic02(2Ki)

1

C -
- Jo.)1 ,,I

. C1
Joh Joi2eo e2*

(1)

(3)
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where Co and C1 are defined by

C(i) = CO - C1 cos (Opt + . ( 4)

If both sides of (3) are multiplied by the inverse of the two -by -two
matrix, (3) becomes

el

C2*

611

Co 2

1 (C(2 - C12

Cl

ry 2

Co
I-, 1

4

7WI(CO2 -

Co

C12)

4

J.2 (c02 -

(5)

The diagonal terms in the impedance matrices of (1) and (5) are just
ordinary capacitances in series with the variable capacitance and, there-
fore, play no essential role in the parametric process. These capacitances
are included in the input and output circuits, which are expressed by
the impedances Z11 and Z22 respectively.

The series resistance R8 is considered as the only dissipative element
of the diode, t and the dynamic quality factor of the diode is defined by

1

co 12K1 I R,

(for open -circuit assumption), (6)

I CI
2 1

-
Qo

7 2
co

respectively, where I

2 Ci2Co- - -
4

(for short-circuit assumption) (7)

Ci= I

Co

and Qo is the ordinary quality factor of the diode defined by

1
Qo

coCoRs 

t For low -noise gallium arsenide diodes this assumption is good up to X -band,
but for silicon mesa -type diodes a shunt conductance has to be taken into account
at frequencies around this band.

Our y is twice the y used by Kotzebue.4

(8)

(9)
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If C(t) is sinusoidal, an expression for the dynamic quality factor for
the open -circuit assumption can be obtained in terms of y and Qo :

Q = Qo 1
1/1

y2 (10)
7-V1 -y2

When y is small, the dynamic quality factor simplifies to

Q - Qo

for both assumptions, but when 7 approaches unity, the open -circuit
assumption gives a larger value for Q, as shown in Fig. 1.

If, on the other hand, 1/C(t) is sinusoidal, the same value of e) is
obtained for both short- and open -circuit assumptions.

Using these two definitions of the dynamic quality factor, the same
equivalent circuit is obtained for both assumptions, as shown in Fig. 2.
In this figure, E1 is the open -circuit voltage of the input generator.

A simple calculation shows that Fig. 2 can be replaced by the more
convenient form of Fig. 3, where the whole circuit is, in effect, completely
separated into two parts, the coi circuit and the cot circuit.

1.0

0.9

0.8

0.7

0.6

Qo
0.5

0.4

0.3

0.2

0.1

0

OPEN -CIRCUIT
ASSUMPTION

SHORT-CIRCUIT
ASSUMPTION

01 0.2 0.3 0 4 0.5 06 0.7 08 0.9 1.0

Fig. 1 - Q/Qo vs. y.
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II L2

Z22

Fig. 2 - Circuit representation of lower sideband amplifier.

The real part of the input impedance of the diode at col is

Rs + Re ( (2-421182
R8 -4- Z22*)

The largest magnitude of the negative resistance is obtained when Z22
is equal to zero, and the resistance is

R.(1 - Q.42)
It is worth noting that when 010-2 becomes unity the diode no longer

shows negative resistance and the amplifier ceases to show gain.

III. MINIMUM NOISE FIGURE FOR LARGE GAIN

From Fig. 3 the output power at the idler frequency is easily cal-
culated. The result is

COI CIRCUIT

QQZRS
Rs+ Zi,*

tOJQi R E *s
Rs+ Zil*

RS

c,2 CIRCUIT

Z22

Fig. 3 - Equivalent circuit of lower sideband amplifier
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R-RL

2 2

2
Q1 I El I

701

P21 = (12)2/
(1 + R8(1 + - Q102

where RL is the load resistance and is a part of Z22 
Since the available power of the source is

I EI 12

Pay -
(13)

4R

where R. is the internal resistance of the generator, the gain becomes

G21 -
4

Q12

R2
RL

R.2

, + Zu*) (1 Z22) - `i 1Q2
Rs Ra

2
(14)

Equation (14) is the gain of the amplifier whose input is at col and out-
put at co .

The noise voltage in the col circuit is given by

1 e,,, 12 = 4kB(T0Rg T1R1 T.R.), (15)

where R, R1 is the real part of Zn ; k is the Boltzmann constant; B
is the bandwidth; and T, , T1, and T. are the temperatures of R, ,
R1 , and R8 respectively.

Substituting (15) in place of 1E112 in (12), the noise output clue to
this noise voltage becomes

, RL4kB(T5R, + T1R1 + 78R.) Tv Q12
N21 - 2 (16)

(1 Zil*) (i Z22) ,..1 A
kell..12

Rs R,

Similarly, the noise output at CO. produced by noise sources in the CO2
circuit is found to bet

N22 =

4kB(TLRL T2R2 siuD ) 1 -I-
Z11*

R,

2

(1
11

*) (1 +
8

- Q1Q2

R8 R

2 , (17)

where RL + R2 is the real part of Z22 and TL and T2 are the temperatures

fi The assumption is made that the gain of the amplifier is large. If it is small,
a more elaborate calculation is necessary.
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of RL and R2 respectively. Upon combining (14), (16), and (17), the
noise figure of the amplifier becomes

N21 + N22T1R1T,R,
G211cT0B

1 +
T5Rg

1 -I
Z11*

TLRL T2R2 T,R, R.
2 (18)

T,R, (12

Equation (18) is the noise figure of the lower sideband idler output
amplifier. In a similar manner, one can calculate the gain and noise
figure of the amplifier whose input and output are both at
arated by means of a circulator:f

Ra2 Z22*+
2

4 1

Gil
Z11) Z22*)( + (1
R, R,

ti
T,R, T,R,

2'0

T,R T2R2 +

ci.4 but sep-

(19)

022
, . (20)

For both cases, the large -gain condition is given by

(1 ZRI) (1 (1 (1 f92

where we have made use of the fact that Q102 is a real quantity. Sub-
stituting (21) into (18) and (20), the identical noise figure expression
is obtained for both the lower sideband idler output and circulator -type
amplifier, namely,
F=

722*

R,

= a.(22 (21)

1 ±T1R1+ T8R8 TLRL T2R2 T,R, wl R, R1 + R. (22)
T,R, T gRB w2 RL-F R2 + R.

The following discussion, therefore, holds equally well for both cases.
Let us assume first that TL is equal to T8 and that T2 is not smaller

than T.. Under these conditions, using the high -gain condition (21) in
conjunction with (22), it can be shown that R, must be as large as
possible to minimize the noise figure. Using (21), this requires that
R1, RL R2 and the reactive components of Z11 and Z22 must all be
as small as possible.

t The assumption is made that the gain of the amplifier is large. If it is small,
a more elaborate calculation is necessary.
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When

(21) becomes

RL = R1 = R2 = IM Z11 - TM Z22 - 0, f

1 + =

(23)

(24)

and the noise figure expression simplifies to give the minimum value of

T,

F, = 1+ -7'g 1(1 + -juj
CO2

(1(22)
(25)

1,02 -

Equation (25) is the minimum noise figure of a lower sideband
amplifier with a fixed idler frequency under the assumption of only a
series -resistance parasitic element. Equation (25) is a function of w2,
and there is an optimum idler frequency for which a minimum is ob-
tained. Using the relation

02 =wl
fi

CO2

(26)

and (25), the smallest noise figure F,,, (i.e. optimized impedances and
optimized idler frequency) is given by

when

Ti= 1 + 2 -s 4/1 +
Tg

(

= l + 0,2 - 1.
wl

(27)

(28)

In Fig. 4, Fm is plotted versus 01 for several different values of co2./wi
under the condition T, = T, . Fig. 5 gives the corresponding plot of
F,,, versus Q1 . The optimum value for w2/w1 versus Qi is shown in Fig. 6.

IV. IDLER LOAD REFRIGERATION

In the noise figure expression, (25), we have assumed that TL = TS
and concluded that, to obtain a low noise figure, the idler load re -

t For the lower sideband idler output amplifier, if RL = 0, the numerator of
(14) becomes zero. However, by a suitable adjustment of the denominator, we
may still have large gain for the limiting case of RL 0.
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Fig. 4 - Minimum noise figure F, of lower sideband amplifier with fixed idler
frequency.

sistance RL should be as small as possible. If T, < T,,f however, one
may expect to obtain a further improvement in the noise figure for a
fixed idler frequency by properly adjusting the load resistance. We
shall now examine this possibility, but again under the assumption that
T2 is not smaller than T. From (22), under the condition of constant
RL , the value of the noise figure becomes small when R, becomes large.
Because of the large -gain condition (21), the maximum in /4 is ob-
tained when

RI = R2 = IM Z11 = IM Z22 = 0. (29)

We shall assume that (29) is satisfied. The condition R/. = 0 is now
not necessarily the case for the minimum noise figure, since the last

There are two ways of characterizing TL . In the treatment presented here,
it is used to signify the black body emission back into the circuit (see Section III).
It has a second description in terms of the noise figure of the output load which
implies TL >> T , but this is not the present definition of Tr.,
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term of (22) can decrease when RL increases, provided that TL < T..
If TL < T from (21) and (22) together with the above assumption,
the conditions for the minimum noise figure are given by

and

R (02 T L) le? !

wi T, 1 -
11,

RL = R, 01(22

The noise figure is expressed as

- TL

----- 1 I -2 2 -
71 7', co2 212

1

+2Q1

(0)2 Tz) Q1Q2

wi I 1 ri'L- 7',

(1 ( T
T, TsL co2

To obtain a real and positive value of RL in (31), the condition

`1'!

TL1 -

must be satisfied. If this is not the case, the minimum noise figure (25)
is obtained when RL = 0, and is consistent with the results of the
previous theory; this will be so when Q1(22 is close to unity, or when the
load temperature is close to the diode temperature. On the other hand,
if TL> T we see from (22) that the noise figure decreases as the idler
load RL is reduced, and the minimum noise figure is again given by (25)
when RL = 0. Next, we shall check whether or not the condition (33)
is satisfied for the optimum idler frequency.

From (26) and (28), the condition (33) becomes

(30)

(31)

(32)

1 (33)

1 < 1.
- -T

s

(34)

Because 0 < TL < T, , the condition (34) is not satisfied. This shows



NOISE FIGURE OF VARIABLE -CAPACITANCE AMPLIFIER 707

that the effort to get further improvement in noise figure by cooling
the idler load resistance proves to be useless after adjusting the idler
frequency to the optimum. Finally, if we make TL = 0 in (32), then we
have exactly the same expression as (27). In this case, the condition
(33) becomes

W2
v-< ± 0,2 - 1.

COI

(35)

Comparing (35) with (28), we conclude that, as long as the idler fre-
quency is less than the optimum, the minimum noise figure obtainable
with a zero -temperature idler load is equal to the best that is obtainable
by optimizing the idler frequency.

As an example, taking col/4)2 = 3, the curves F versus TL/Ta are shown
in Fig. 7 for several different Q's under the condition T, = T8 .

1.8

1.6

1.4

1.2

1.0

0.8

0.6

04

Q1=5

0 0.2 04 06 08 1.0

TL / Ts

Fig. 7 - Effect of idler load refrigeration. Idler -to -signal frequency ratio of 3
is used for this calculation.
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V. DOUBLE SIDEBAND OPERATION

In double sideband operation, the signal is introduced in a substantially
symmetrical manner about half the pump frequency so that signal and
noise are present both at co, and at W2 . Therefore, assuming Zu Z22

W1 and TL To , the noise figure expression, derived after some
manipulation, is

N11 ± N12 T1R1 TsRsF - - 1 +(36)
kTB(G11 + G12) TgRg

The large -gain condition remains the same as (21). To minimize the
noise figure, R, must be as large as possible and hence

R1=R2=ImZ11=ImZ27=0.
Then, (21) becomes

R1 + -9- = Q.
Rs

(37)

(38)

From (36), (37), and (38), the minimum noise figure F. is obtained.
One finds

TF. - 1 , 1

T, - 1'
The curve F. versus Q for T8 = To is shown in Fig. 8.

VI. COMPARISON WITH EXPERIMENT

(39)

A considerable number of noise figure measurements have been made
for double sideband operation at 6 kmc. Some of these results (Table
I) are plotted in Fig. 9 as a function of the usual quality factor as
measured at zero bias voltage.

The circles indicate the results for zero bias operation, and the triangles
indicate those for biased operation with optimum adjustment. The
pump power and the amplifier circuit were adjusted for optimum noise
conditions. The gain of the amplifier was maintained constant at 16 db.

The theoretical noise figure curves for several different -y's are also
drawn in the same figure. The values for y given in brackets correspond
to the short-circuit assumption; those without brackets correspond to
the open -circuit assumption.

It is worth noting that the noise figures measured for the same kind
of diode are found in the vicinity of the same y curve. For example,

f A technique for measuring Q, and the comparison between the measured
noise figures and the measured values of Q, will be published in the near future.
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TABLE I -MEASURED RESULTS OF NOISE FIGURES FOR VARIOUS DIODES

Diode Number Material Q
F for no bias

(db)
F for bias

(db)

1 silicon 11.2 2.0 1.4
2 silicon 8.5 2.5 1.8
3 silicon 7.4 3.0
4 silicon 2.74 4.5
5 silicon 4.74 2.87 2.2
6 silicon 3.88 3.7 3.2
7 germanium 5.78 5.7 4.2
8 germanium 16.65 4.3 2.1
9 silicon 4.4 5.0

10 silicon 9.3 2.4 1.3
11 silicon 5.85 3.0 2.7
12 gallium arsenide 10.0 3.0 1.4
13 gallium arsenide 7.7 3.8 1.8
14 gallium arsenide 16.7 2.1 0.9
15 germanium -gold 3.0 4.5
16 germanium -gold 3.3 4.0
17 germanium -gold 3.1 4.4

numbers 1, 2, 3, 10, and 11 are silicon p -n junction diodes, and their
points are a little above the curve 7 = 0.5 for zero bias operation and
a little below the same curve for biased operation. Numbers 12, 13, and
14 are gallium arsenide diodes, and their noise figures are found along
the y = 0.3 curve for no bias operation and a little below the 7 = 0.5
curve for biased operation. For germanium -gold bonded diodes, numbers
15, 16, and 17, the corresponding value of 7 is 0.65 for biased operation.

It should be mentioned that the effective Q of the diode at the operat-
ing point is not the same as that measured at zero bias. This is because
the capacitance of the diode is nonlinear and the pump voltage is swept
over a wide range. Therefore, the average capacitance of the diode
depends on the amplitude of the pump power and the characteristic of
the capacitance. Thus, the values of 7 corresponding to the measured
noise figures do not give a direct indication of the 7 used in the calcula-
tions. However, the difference is expected to be small. Also it should
be mentioned that the Q's of the diodes were in fact measured at 1 kmc,
and then calculated for the operating frequency of 6 kmc using a rela-
tion similar to (26).

VII. EQUIVALENT CIRCUIT FOR THE UP -CONVERTER

For the upper sideband up -converter, the diode junction is char-
acterized by relationships similar to those for the lower side -band
amplifier; that is,
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2]

1

1jah KO :10)2( 2K1 )

1 1

jA)1( 2-1(1) jw2Ko

(40)

when making the open -circuit assumption for the unwanted frequencies,
and

iwieo

Cl
dw2 -2

3coi
2

jce2Co

cl

]C2

(41)

when making the short-circuit assumption for the unwanted frequencies.
From these equations, in a similar manner to that of Section II, the
equivalent circuit of Fig. 10 is obtained for both cases.

From this equivalent circuit, the gain and noise figure are found to be

G=
4

R RL 2

R.2 -

(1 zji (1 zR22) (2102
2)

F = 1 + TBR8 T.R. + T2R2
71,R,

1+.211
R.

2 1.

Q.12 
(43)

To obtain (43), we have disregarded the noise contribution of RL . The
reasoning here follows from the conventional definition of the noise

t

Q, Q2 RS
R5+ Z11

RS +Z
Rs

Z22

Fig. 10 - Equivalent circuit of upper sideband up -converter.
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figure which is identified with a particular stage and does not include
the noise contribution of the following stage. Here, RL is taken as the
input impedance of the second stage. This is quite different from the
negative -resistance amplifier discussed before, where the noise power
from the load is also amplified and is, therefore, taken into account as
extra noise attributable to the amplification process.

VIII. MINIMUM NOISE FIGURE

Equation (43) shows that the minimum noise figure is obtained when
1 (Z11/R8) is real and R1 and R2 are as small as possible. Therefore,
by adjusting the circuit so that

(43) becomes

R1R,=0, R2 = 0, 1 + = 1 + -R8 (44)

0i
T8 R8 RA2 11= 1 + + 1

178) 2t (45)

Minimizing F with respect to R, , the noise figure becomes

718 1 1 1
Fm = 1 + 2 012 + 0, 1 +

when

(46)

Rg = R, 012= R,L. (47)

Comparing (46) with (27), we find that the minimum noise figure is
equal to that of the lower sideband amplifier when this is used with the
optimum idler frequency or with a zero temperature idler load.

The condition for the minimum noise figure is given by (47). There
is a further degree of freedom in the resistance of the load, which does
not appear in the noise expression (45). This degree of freedom is re-
solved by choosing RL for maximum gain. The gain under the assump-
tion of minimum noise figure is

G=
4

R° RL 2

R28

(1 +R8(1 +Ra+ (11Q-2
2 (48)
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Maximizing G with respect to RL , the gain becomes

oh

G - wi (49)

+ +
oi.,) (i

+
1 012)

when the output is matched, i.e.,

+ 0102 ,___ R8m

1 + ,R°
le.

Equation (49) is thus the maximum gain under the restriction of mini-
mum noise figure. When Qi and Q2 become large, the gain approaches
(02/col , as is to be expected. The curves F versus Qi and G versus Qi are
shown in Figs. 5 and 11 respectively. Fig. 12 shows L versus Qi and M
versus 01 for several different values of cot/col .

IX. MAXIMUM GAIN

(50)

Next we shall calculate the maximum gain condition irrespective of
the minimum noise figure condition imposed earlier.
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Fig. 11 - Normalized gain of upper sideband up-eonverter under minimum
noise figure condition.
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From (42), assuming R, and RL to be constant, the largest gain is
provided by the conditions that Z11 and Z22 are real and that R1 and R2
vanish. We therefore only need to investigate the expression (48). Upon
maximizing the right-hand side of (48) with respect to R, and RL , the
gain becomes

when

G co2 "V 1 + GQ2 - 1 co2K - 1
wl -VI. ± 602 +1 w1K-f-1 (51)

R0 = RL = Rs V1 + 042= R.K. (52)

The noise figure under this condition is

1 0102 1)F = 1 ± 71' 1 +T1,V1 + 042 W2 V C2-102 V1 + Q1(22 -
T., ( coi 1 K 1)

- 1_L71, ' w2 K K - 1)

53

If 0102 is large, K is large, G approaches w2/col , and P tends to unity, as
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is to be expected. The curves F versus a , G versus 01 and K versus
01 are shown in Figs. 13, 14, and 15.

X. MINIMUM OVER-ALL NOISE FIGURE

In the previous discussions of the upper sideband up -converter, only
the noise figure of the up -converter was considered and no attention
was paid to the following stage. However, in a practical system, the
over-all noise figure is more important than that of the preamplifier
itself. This is especially so when the gain of the preamplifier is low, or
the over-all noise figure is much higher than that of the preamplifier
alone. We shall therefore consider in this section the over-all noise figure.

As discussed in the previous section, the condition for the minimum
noise figure of the up -converter does not coincide with that for the
maximum gain. Therefore, the best over-all noise performance is ob-
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Fig. 13 - Noise figure of upper sideband up -converter under maximum gain
condition.
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tained neither at the minimum noise figure condition nor with maximum
gain.

The noise figure of the second stage depends on the input impedance.
In this discussion, however, we shall assume that the second -stage input
impedance is kept constant by connecting an isolator in front of it.
Thus, the noise figure of the second stage is defined regardless of any
possible mismatch in the output impedance of the up -converter.

The over-all noise figure is given by

Fo = F1 ± F2 1
'

( 54 )

where F1 is the noise figure of the up -converter including the isolator,
G1 is the gain, and F2 is the noise figure of the second stage.

Since the best over-all noise figure is obtained when F1 is small and
G1 is large, we have only to investigate the case where Z11 and Z22 are
real and R1 and R2 are equal to zero.

From (45), (48), and (54), the over-all noise figure becomes

T
T. [1 1 (1 + Lo)2Fo = 1 -r

Lo Lo

T
h[0. + L0)(M0 - 1) - 012

T,
(.02

( F2 - 1)

where

4Lom0Qi2

[(1 + L0)(1 + M0) + 012

4L0m-0-62

COI2

R, = R.L0 , R L = R81110 .

Minimizing F0 with respect to M0 , the optimum M0 is given by

col 012Mo = 1
cot 1 + Lc:

(55)

(56)

(57)

This is the same condition as (50). Under this condition, the optimum
value L0 is found to be

LO = (58)
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Fig. 16 - Over-all noise figure Fo . Output -to -signal frequency ratio of 3 is
used for this calculation.

If we make 14 = 1, (58) becomes

Lo =

which is the same as (47), the condition for the minimum noise figure.
If we make F2 00 , (.57) and (58) become

Mo = V 1 + 0102,

Lo = -I- 042.

These are the maximum gain conditions which appear in (52). There-
fore, as expected, when the second stage has a very poor noise figure,
the up -converter should be adjusted for the maximum gain condition,
while it must be at the minimum noise figure condition if the second
stage noise figure is close to unity.

From (55), (57), and (58), the minimum over-all noise figure is given by
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200

2 (TB , 7;,
-I- z 2 - 1) + C±)2 (F2 - 1 )

1
Qi2 T W2

(59)
2± -1)++(+F2 1)1 (Pg + F2 - 1).

As an example, taking 118/71,, = 1 and oh/col = 3, the curves Fo versus
(1 , Lo versus Qi , and Mo versus Q1 are shown in Figs. 16, 17, and 18,
respectively, to show the general tendency of the variations in these
parameters.

XI. CONCLUSION

On the assumption that the series resistance of the diode is the only
parasitic element, we have calculated the minimum noise figures for
both the lower sideband and the upper sideband parametric amplifiers
under various conditions. For each case, the noise figure is basically
determined by the dynamic quality factor Q of the diode. The larger
is, the lower is the noise figure which can be obtained. If the practically
obtainable values of Q are equal for different diodes, the same minimum
noise figure is expected. Even for the static diode Q, i.e., Qc is very high,
it is impossible to build a low -noise amplifier if the capacitance varia-
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tion is small. Therefore, we conclude that the dynamic quality factor
Q is more appropriate than Qo as a measure of the quality of a variable
capacitance diode.

The identical noise figure expression is obtained for both the lower
sideband idler output and the circulator -type amplifier, if the gain in
each case is large. The minimum noise figure of the lower sideband am-
plifier for room -temperature operation is obtained when the idler load
resistance approaches zero. For a given Qi there exists an optimum idler
frequency at which the realizable noise figure is equal to the best that is
obtainable with a zero temperature idler load.

The minimum noise figure of the upper sideband up -converter is equal
to that of the lower sideband amplifier. Since the maximum gain of the
upper sideband up -converter is limited by the ratio of output to input
frequency, while the gain of the lower sideband amplifier is unlimited,
a superior over-all noise figure is expected with the lower sideband am-
plifier.
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APPENDIX

Stability Comparison for Two Different Types of Lower Sideband Amplifier

Since the lower sideband idler -output and circulator -type amplifiers
give the same noise figure under the large -gain condition, the question
of which is more stable arises. With large gain and minimum noise
operation, the idler -output type is less stable than the circulator type.
To see that this is so, consider the gain expressions (14) and (19). The
major cause for instability comes from the denominator, since the two
terms in the denominator almost cancel each other and a small variation
of either term brings about a large variation in the gain. For instance, a
small increase in the pump power can cause enough variation in 042
for the amplifier to break into oscillation. Similarly, a small change in the
input impedance Z11 gives a large variation.

For a given gain, if the numerator is small, the cancellation of the two
terms in the denominator must be more complete; in other words, the
negative resistance effect must be more fully utilized, making the am-
plifier less stable. Thus, for the comparison of the stability of the two
types, we only have to investigate the numerator of the gain expressions.

For the minimum noise figure,

R, = R.(0-102 - 1),

RL 0.

Hence we see at once that the idler -output type has the smaller numer-
ator, making it the less stable amplifier.

Let us now consider the case where RL is small but finite, i.e., where
we accept some degradation in noise performance. The comparison should
then be made between R, R=,( -21Q2 and RLQ12, for j 1 -I- (Z22*/R.) 12

is approximately unity and 0102 >> 1. From this comparison, we find that
RL/R8 > (4002 is the approximate condition for the idler -output type
to be the more stable. The noise figure does not change very rapidly
when RL/Rs changes a little from its optimum value of zero. In fact, the
noise figure thus obtainable corresponds to a decrease in OA by the
factor of Rs/(Rs + RL). We therefore conclude that, when the ratio of
the idler frequency to the signal frequency is large, the idler -output type
can be made the more stable with only a small sacrifice in the noise
figure.

There is still another type of operation, namely the transmission type,
where the output load is directly coupled at the signal frequency. It
can be shown in a way similar to the above discussion that, using this
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scheme, it is never possible to achieve more stable operation than with
the circulator type, and the obtainable noise figure is poorer than or at
best equal to that of the circulator type.

It should be remarked that the major limitation in the bandwidth
also comes from the denominator of the gain expression. The above
argument therefore holds equally well for a bandwidth comparison.

The above discussion holds only for room -temperature operation. If
load refrigeration is available (i.e., a cold isolator at the idler frequency),
a different conclusion is reached; i.e., under certain conditions, it is
possible to make the idler -output type more stable without a sacrifice
in the noise_figure.

REFERENCES

1. Leenov, D., Gain and Noise Figure of a Variable Capacitance Up -Converter,
B.S.T.J., 37, 1958, p. 989.

2. Haus, H. A., and Penfield, P., Jr., On the Noise Performance of Parametric
Amplifiers, Internal Memorandum No. 19, Massachusetts Inst. of Tech-
nology, Cambridge, Mass.

3. Uenohara, M., Noise Consideration of the Variable Capacitance Parametric
Amplifier, Proc. I.R.E., 48, 1960, p. 169.

4. Kotzebue, K. L., Optimum Noise Performance of Parametric Amplifiers, Proc.
I.R.E., 48, 1960, p. 1324.

5. Knechtli, R. C., and Weglein, R. D., Low -Noise Parametric Amplifier, Proc.
I.R.E., 48, 1960, p. 1218.

G. Bloom, S., and Chang, K. K. N., Theory of Parametric Amplification Using
Nonlinear Reactances, R.C.A. Rev., 18, 1957, p. 578.

7. Rowe, H. E., Some General Properties of Nonlinear Elements. II - Small
Signal Theory, Proc. I.R.E., 46, 1958, p. 850.

8. Heffner, H., and Wade, G., Gain, Bandwidth and Noise Characteristics of the
Variable Parameter Amplifier, J. Appl. Phys., 29, 1958, p. 1321.



Design of a High -Resolution Electrostatic
Cathode Ray Tube for the

Flying Spot Store
By H. G. COOPER

(Manuscript received November 22, 1960)

A high -resolution electrostatically deflected cathode ray tube is required
for the flying spot store of an experimental electronic switching system.
This tube is used to obtain random access, by optical means, to 2.5 X 106
bits of information stored on a photographic plate. High degrees of both
resolution uniformity and faceplate optical quality are required to achieve
large storage capacity and error free performance.

In this paper the design criteria for optimum gun performance and
minimum deflection focusing are analytically and empirically evolved. A
novel result of this work is a dual shield placed between the two pairs of
deflection plates, which substantially reduces beam aberrations due to the
deflection fringing fields. A precision tube is described that fulfills the flying
spot store design objectives and has performed reliably in a field trial at
Morris, Illinois.

I. INTRODUCTION

High -resolution cathode ray tubes (CRT's) with electrostatic deflec-
tion are normally limited to relatively small deflection angles because of
beam -focusing effects introduced by the deflection plates. The deflection
distortion causes a loss of resolution at the edges of the screen and
severely limits the usable screen diameter of high -resolution tubes.

A large -capacity, high-speed, semipermanent memory,1'2 denoted as
the flying spot store, has recently been developed for an experimental
electronic telephone switching system.' One of the critical components of
this memory is an electrostatically deflected CRT. The tube is used to
provide random access to binary information stored in the form of
transparent or opaque dots on photographic plates, as shown in Fig. 1.
The electron beam is deflected to the desired address on the screen of the
CRT, the luminescent spot is then focused onto an array of n informa-
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SEMIPERMANENT BINARY INFORMATION
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Fig. 1 - Role of the CRT in the flying spot store.

tion plates by optical lenses, and an n -digit binary output is obtained
from photomultiplier tubes located behind each information plate.

System design objectives include virtually error -free performance (less
than one error per 1010 reading operations) and a large memory capacity
(2.5 X 106 bits). As a result, a precision CRT with electrostatic deflec-
tion is needed which has unusual characteristics. Among these are a
small and very uniform beam size over a relatively large screen area,
high deflection sensitivity, and uniform resolution over a wide beam cur-
rent range without adjustment of the beam focus voltage. These points
will be covered in more detail in the next section.

It was concluded that the spot size uniformity requirement at the
desired resolution, screen size, etc. constituted performance appreciably
better than had been previously attained. Development' of a CRT for
the flying spot store was consequently undertaken at Bell Telephone
Laboratories.

The primary objective of this article is to present the electron -optical
design considerations for optimum tube performance in the system. The
subjects covered, in order of presentation, are (a) tube design objectives,
(b) electron gun, (c) objective lens, (d) deflection system, (e) screen,
and (f) electrical characteristics of present tubes. An appreciable portion
of the paper is devoted to the electrostatic deflection system, since it
posed the most difficult design problem and includes a novel feature of
the tube.

II. TUBE DESIGN OBJECTIVES

Development of the cathode ray tube was stimulated by system needs;
thus, tube design objectives were imposed almost entirely by system
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considerations. These objectives, in terms of desired tube characteristics,
will be summarized in this section and serve as a basis for the three
subsequent sections on tube design. Most of the values listed below have
been discussed in previous articles"' on system design, and others were
determined in private discussions with systems personnel.

2.1 Resolution and Spot Size Uniformity

Cathode ray tube spot size usually refers to the diameter of the
luminescent spot on the screen, which may be denoted as the optical
spot size. This may be larger than the electron beam size (or electrical
spot size) if there is a significant scattering of light within the screen
phosphor. Experiments conducted on screen materials used in the flying
spot store CRT indicated that such scattering could be made negligible
if proper screen thickness and method of deposition were used. Hence it
will be assumed here that electrical and optical spot sizes are the same,
and the terms will be used interchangeably in the article.

A quantitative specification of spot size has long been subject to
ambiguity, because of the ill-defined edge of the electron beam. Among
the various methods of defining spot size are (a) shrinking raster resolu-
tion, (b) TV line resolution, and (c) the standard deviation a of a
Gaussian distribution.* The last method was chosen for this work,
since experiments showed that the beam cross section in the CRT was
substantially Gaussian. Another specification of spot size" is the size of
a square that, when centered on the luminescent spot, will contain 90
per cent of the radiant light flux. For a Gaussian spot, the side of such a
square is 4a.

Flying spot store objectives of large storage capacity and essentially
error -free operation result in CRT resolution values of a = 0.0045 ±
0.00075 inch. This corresponds to a spot size uniformity ratio (0 -,./am in)
of LC_ 1.4. It should be emphasized that the tolerances on spot size must
be maintained at all points on the quality screen area (6 inches square),
and over the required beam -current range without changing focus po-
tentials. The best spot size uniformity that could be obtained in com-
mercially -developed electrostatic CRT's was a a./crinin value of three,
when the median a was 0.0045 inch and the beam current was held
constant at 10 microamperes.

2.2 Accelerating Voltage

Final CRT accelerating potential is determined by system needs for
high deflection sensitivity and a high level of radiant flux from the

* See, for example, Klemperer.5 It may be noted that cr of a Gaussian is approxi-
mately equal to one TV line or one-half a shrinking raster line.
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screen. Since an improvement in one parameter is achieved only at a
sacrifice in the other, a compromise must be made. On this basis, the
design value for accelerating voltage was chosen as 10 kilovolts."

2.3 Beam Current

Another CRT characteristic determined by the minimum permissible
radiant flux from the screen is beam current. In addition, system design
requires that the radiant flux must have a constant absolute value which
is independent of tube life or beam location on the screen. Accordingly,
variations in luminescent intensity, due to nonuniformities in screen
deposition or to degradation in luminescent efficiency of the phosphor by
electron bombardment, are compensated by an appropriate electronic
adjustment of the beam current. Thus, an extended operating range in
beam current must be provided over which the spot size limits, specified
in Section 2.1, are to be maintained under conditions of constant focus
voltage. It should be noted that space charge and lens aberrations pro-
duce beam size enlargements at increased beam currents.

In view of the above considerations, the required beam current operat-
ing range was selected as 4 to 20 microamperes. The value of four would
be used for the most intense spot on the screen of a new tube and 20 at
the dimmest location when the tube reaches end of life.

2.4 Deflection System

The random access feature of the flying spot store necessitates an
electrostatic deflection system. In principle, magnetic coils could be used,
but the power required in the deflection circuitry would be prohibitive.
Objectives for the deflection system are low capacitance, less than 25
micromicrofarads per plate when driven push-pull, and an average sensi-
tivity of 150 ± 10 volts per inch for both pairs of plates. In addition,
the two sets of plates should be orthogonal to within ±0.5 degree. Varia-
tions in deflection factor due to barrel and/or pin -cushion distortion
must be less than ±0.7 per cent over the quality screen area, which is
defined later in Section 2.5.1. It is permissible to obtain the 150 ± 10
volts per inch average deflection factor by varying the final acceleration
potential in the range between 9 and 11 kilovolts.

Beam focusing effects introduced by the deflection system are very
deleterious to the spot size uniformity ratio. Dynamic correction for de-
flection focusing is frequently made by feeding part of the deflection
signal back to the focus electrode(s) via an appropriate shaping circuit.
This might be tolerated in the system design but is quite undesirable.
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2.5 Screen and Faceplate

2.5.1 Quality Screen Area

The area of the phosphor over which tolerances on beam size, deflec-
tion factor, etc. are to be maintained is denoted the quality screen area.
The minimum quality area is determined by many interacting system
considerations, and has been specified as a square 6 inches on a side
centered on the mechanical center of the faceplate.

2.5.2 Phosphor

The phosphor must have a short persistence ( c::-.10-7 second) to permit
high-speed system operation and should possess a luminescent efficiency
as high as possible. From a study of high-speed phosphors,"2 it was con-
cluded that P16 was the optimum screen material. It has a decay time
the order of 100 millimicroseconds and an energy efficiency of about one
per cent after preaging.

Another important screen parameter is uniformity of light output
from the quality area. The desired objective is less than +20 and -40
per cent variation from the median radiant flux value, in order to keep
the system error rate sufficiently low.

2.5.3 Faceplate

The flying spot store includes a very precise optical system, which
focuses the luminescent spot on the photographic information plates.
Since the CRT faceplate is in the light path between the phosphor and
lenses, it is a part of the optical system. One system objective is that
CRT's should be interchangeable without the necessity of rewriting the
information stored on their photographic plates. As a result, the face-
plate is made flat (rather than curved) and must meet very rigid specifi-
cations with regard to optical flatness, thickness, plate curvature, and
freedom from flaws. Briefly stated, the surface must be ground flat to
within six fringes of 5890 angstroms light per inch, the thickness must be
uniform (0.465 ± 0.010 inch), the radius of curvature must be greater
than 1900 inches (corresponding to a how on the axis of ±0.00375 inch
measured from a plane passing through a 7.6 -inch diameter circled cen-
tered thereon), and the flaw size must be maintained below 0.004 -inch
diameter with a minimum spacing of 0.050 inch between such flaws.

The tube design objectives discussed above are summarized in
Table I.
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TABLE I -SYSTEM OBJECTIVES FOR THE FLYING SPOT STORE CRT

Spot size

Accelerating voltage
Beam current
Deflection system
Deflection factor
Deflection linearity
Deflection plate orthogonality
Quality area
Phosphor type
Phosphor light output uniformity

in the quality area
Faceplate tolerances in quality

area

= 0.0045 + 0.00075 inch (for all beam cur-
rents between 4 and 20 microamperes and
no change in focus potentials).

10 kilovolts
Variable between 4 and 20 microamperes
Electrostatic
150 + 10 volts per inch*
±0.7 per centt
90 + 0.5 degrees
6 X 6 inches square
P16
+20 and -40 per cent from the mean value

Flat to <6 fringes/inch of 5890 angstroms;
thickness 0.465 + 0.010 inch; minimum
radius of curvature 1900 inches; maximum
flaw size of 0.004 inch; flaw spacing less
than 0.050 inch

* The accelerating voltage can be varied between 9 and 11 kilovolts to achieve
the 150 volts per inch average deflection factor.

f Deflection factor is constant in the quality area to within ±0.7 per cent.

111. ELECTRON GUN DESIGN

Three primary objectives in the electron gun design are:
(a) small beam size at the crossover,
(b) moderate control grid transconductance, and
(c) long cathode life.

Two important factors contributing to long life are low cathode current
density (or loading) and high current efficiency ( the ratio of beam to
cathode currents). The latter minimizes positive ion production, which
in turn reduces cathode degradation due to ion bombardment. Since the
ratio of surface area within the CRT to the cathode -emitting area is
exceedingly large ( > 108), minimization of ion bombardment warrants
serious consideration in the gun design.

An immersion -lens triode gun, shown in Fig. 2(a), is used in most
CRT's made today. It contains three elements which focus the electrons
to a small crossover located in the control grid -anode region. The cross-
over in turn is imaged on the screen by the objective lens. Mose has
investigated the triode gun in great detail. Calculations of crossover size,
cathode loading, and current efficiency were carried out, using the results
of Moss, for a number of triode configurations with the anode at 10
kilovolts. This approach appeared unsatisfactory because the beam
current was either very low (less than 10 microamperes) or cathode load-
ing was high ( >1 ampere per cm2), to achieve a suitably small crossover
size.
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Fig. 2 - Schematics of (a) triode and (b) tetrode guns.

Much better results, which will be discussed in detail later, were
obtained with the tetrode gun arrangement of Fig. 2(b), containing
cathode K, control grid G, first anode A1, and second anode A2 . Conse-
quently, the tetrode gun was selected for the flying spot store CRT and
was designed to meet the objectives outlined in Section II. The first
three electrodes (K, G, and Ai) constitute an immersion -lens triode, form-
ing a crossover in the G-Ai space as drawn in Fig. 2(b). Therefore, the ex-
tensive knowledge available on triode guns may be applied to the tetrode
front end design. A model previously developed* at Bell Telephone
Laboratories for high resolution storage tubes (designed for an Al
potential kilovolt) was selected for this purpose. It has a small cross-
over size and moderately high transconductance ( micromhos).

A very important factor affecting beam size at the screen is the elec-
trode geometry of anodes Ai and A2 of the tetrode gun, where A2 is op-
erated at the nominal final accelerating potential of 10 kilovolts. The
analysis utilized to attain a suitable design is described in the next sec-
tion.

3.1 Design of A1 and A2 Electrodes

The electrode arrangement at the Ai-A2 gap, the region in which the
beam is accelerated from 1 to 10 kilovolts, interacts critically with the
over-all crossover magnification M (defined as the ratio of spot size at
the screen divided by the crossover size). Since the Ai-A2 lens is converg-
ing, it should be made as weak as possible in order to minimize M.
Because of its convergent action, the Al-A2 lens geometry also strongly
affects the cathode loading and current efficiency (the fraction of cath-
ode current that passes through the limiting aperture of the objective

* This work was done by R. W. Sears and W. E. Kirkpatrick.
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lens). The latter point is illustrated by beam trajectories in Fig. 2( b ),
where the beam is confined closer to the axis (after it passes through
the anode) for the case of the tetrode than for that of the triode. The
current efficiency increases as the Al -A2 lens becomes more convergent
(which reduces cathode loading) and also when the Al -A2 gap is placed
closer to the crossover.

Three different Al -A2 configurations, shown in Fig. 3, are analyzed for
crossover magnification in Appendix A. The lens constants, namely
focal lengths and locations of principal planes, used in this analysis were
obtained from the work of Spangenberg and Field.7'8'9 The D1, D2 , and S
values listed in the figure were selected (from those tabulated in Ref. 7)
to provide the weakest lens. The results are summarized in Fig. 4, where
the magnification, 111, due to all lenses between the crossover and screen
is plotted as a function of the distance X between the crossover and
midplane of the Ai-A2 gap. The midplane for each geometry is indicated
in Fig. 3, and the electron -optical diagram of the CRT is shown in Fig.
20(b). It may be noted from Fig. 4 that Ilf is smallest for the Al-A2
configuration in (b) and that ill increases monotonically with X. Thus
X should be small, which, fortunately, is also the condition for maximum
current efficiency. The final tetrode design incorporating a "(b)" Ai -A2
arrangement (with a slightly reduced D2/D1 ratio) is included as Fig. 5.
Because of electrostatic field and mechanical considerations, the distance
X from the crossover to Ai-A2 midplane could not be reduced completely
to zero. One reason for this is that the crossover moves closer to the
cathode as the A, A2 spacing approaches zero. A 0.8 -inch X value was
selected, therefore, as a good compromise. Also the D2/D1 ratio was
made small, 0.33, in order to make the Al -A2 lens as weak as possible.
This ratio was not plotted in Fig. 4, since the lowest D2/D1 ratio studied
by Spangenberg and Field8 for the "(b)" geometry was 0.67.

MIDPLANE MIDPLANE MIDPLANE
I

I I

A1\
I A2 AI A2 zAt I /A2

Di DI D2 DI D2
I--

S - -)'1
D2

1- D ->1

D,=1.3", D2=0.5" Dt=i.5", D2 = 1.0" Di= D2= D=1.5"
S=0.09"

(a) (b) (C)

Fig. 3 - Three proposed A.1 -A, configurations; D and S values have been
selected to provide a weak A, -A, lens.
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Fig. 4 - Magnification M vs. A1-A2 midplane position X (11! = ratio of beam
size at screen to crossover size). Note: M is negative for configuration (c) of Fig. 3
and positive for (a) and (b).

An important advantage of this gun design is that the average cathode
loading is < 150 milliamperes per cm'. Also, the current efficiency is very
high; for example, only about 15 microamperes of cathode current I R
are required to provide 10 microamperes of beam current /B (67 per
cent current efficiency).

Another gun feature, utilized in the flying spot store, is the capability
of varying the average beam size, Cfarg , over a wide range by controlling

GI,

A1(1 KV)

A2(10 KV)
t/7/71711,11Z/1/1

0.5"D 1.5" D

Fig. 5 - Tetrode gun design for CRT.
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the voltage of A1. This and the electrical characteristics of the tetrode
gun will be presented in detail in Section VII.

W. OBJECTIVE LENS

The crossover formed by the electron gun is imaged on the screen by
the combined convergent focusing action of the Ai-A2 lens and the objec-
tive lens [see Fig. 20(a)]. The objective lens, located close to the beam
entrance side of the deflection system, provides most of the beam focus-
ing. It also contains the limiting aperture that defines the maximum
beam diameter as it passes through the objective lens and deflection
system.

An electrostatic, rather than magnetic, lens was chosen for the objec-
tive for reasons of compactness and reduction of pattern distortion on
the screen due to magnetic fringe fields. Fig. 6 shows the lens used,
denoted crossed -elliptical, which has low spherical aberrations and pro-
vides orthogonal focus control. It is a four -element modified einzel (or
unipotential) design, in which the first and last electrodes are both at
A2 (10 kilovolt) potential. This lens will be described in detail elsewhere
and only the general features will be pointed out here. (The CRT lens
is a 1.5:1 scale -up of the lens described in Ref. 10.) There are two focus
electrodes, A3 and A4 , having mutually perpendicular elliptical apertures
(from which the name is derived). The unique feature of the lens is
substantially independent focus control in the horizontal and vertical
directions by means of A3 and A4 respectively. It is achieved in the crossed -
elliptical lens with a minimum number of electrodes. Also, the axial

TO HORIZONTAL
FOCUS CONTROL

LIMITING
APERTURE

A3 (,-.5 KV)

TO VERTICAL
FOCUS CONTROL

A4 (,-,5 KV)

Jig. 6 - Crossed -elliptical lens.
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distance occupied by the lens is very small. Both A3 and A4 operate at a
potential near 5 kilovolts in the CRT design.

4.1 Advantages of the Crossed -Elliptical Lens

There are several means by which the independent focus properties
of the lens are utilized in the flying spot store CRT:

i. It permits astigmatism correction at the objective lens, rather than
at the deflection system. This is advantageous in the design of the deflec-
tion amplifier for the flying spot store.

ii. The conditions for optimum focus (best spot size uniformity ratio)
can be attained more conveniently. The beam -positioning servo -loop of
the flying spot store contains separate vertical and horizontal bar pat-
terns located in the plane of the photographic plates. From them, it can
be ascertained when best vertical and horizontal focus is reached, and
the adjustment can be made quickly with virtually no interaction in the
two directions.

iii. The crossed -elliptical lens can provide independent dynamic deflec-
tion focus correction; at present this is not used, but it is available if
needed. Circuitry for dynamic correction with this lens has been de-
veloped in connection with the barrier -grid storage tube.'°31

4.2 Lens Location and Length of CRT

Magnification of the objective lens (M2 in Appendix A) is determined
by the spot size required at the screen, crossover size, and magnification
11/1 of the A1-A2 lens. With the tetrode gun design described in Section 3.1,
it was found that the image -to -object distance ratio q2/C of the objective
lens (see Fig. 20) should be about 5 to obtain the required average beam
size, cr.,. , of 0.0045 inch. The image distance q2 , from the center of the
objective lens to the screen, is determined almost entirely by the mini-
mum permissible distance from the beginning of the deflection system
to the screen. This in turn is defined by the amount of deflection focusing
that can be tolerated. In the Section V it is concluded that q2 should be
25 inches. Hence the object distance C from crossover to the objective
lens, is equal to 5 inches. The lens is placed as close to the entrance of the
deflection system as fringing field aberrations will permit. In the CRT,
this axial spacing (1.0 inch) was made twice the entrance separation (0.5
inch) of the gun's set of deflection plates.

The over-all tube length is equal to the cathode -to -screen distance
(C q2) plus the axial length needed at the cathode end for leads,
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supports, stem, and base (about 5 inches for this CRT). Hence the total
tube length becomes (C q2 ± 5), which is approximately 35 inches.

4.3 Limiting Aperture

The electron beam diameter, as it passes through the objective lens
and deflection system, is an important tube -design parameter. It is one
of the dominant factors that determine lens and deflection aberrations.
Thus it influences both the average spot size o-, and the uniformity
ratio crmaxicriiii.

A very suitable position for the limiting aperture was found to be at
the first electrode of the crossed -elliptical lens (see Fig. 6). Effects of
secondary emission from that location were negligible, and it was also
convenient from mechanical considerations. Two aperture diameters
were studied, 0.113 and 0.075 inch. The spot size uniformity ratio was
slightly better (5 to 10 per cent) for the smaller aperture, but cathode
loading was increased considerably. Since spot size objectives could be
met with the 0.113 -inch aperture, it was used in the final design.

V. DEFLECTION SYSTEM

The most formidable CRT design problem, and the area where the
greatest improvement over previously existing tubes was needed, was
that of the electrostatic deflection system. The primary problem was
reduction of deflection focusing and aberration effects to the point where
sufficient uniformity in beam size would be achieved over the relatively
large quality screen area.

The general approach was as follows. First, the deflection plates were
contoured to maximize sensitivity. The distance from the screen to the
point where the beam enters the deflection system was then selected to
maintain deflection focusing effects appropriately small. Finally, the
separation, length, and termination for the two pairs of plates were
designed for the lowest an../Amin ratio. Clearly, the optimum spot
uniformity is achieved when the maximum spot enlargement produced
by the vertical plates is equal to that of the horizontal set. The problem
then is to evaluate quantitatively, the spot size enlargement for a given
electrostatic deflection system, which will be done below.

5.1 Plate Contour

It has long been known12 that the sensitivity of electrostatic deflections
can be optimized by shaping them to the beam contour at the maximum
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Fig. 7 - Deflection plate contour for maximum sensitivity: Vd is measured
relative to average deflection plate potential, Vo ; distance yi from beam edge to
deflection plate is constant for all values of z.

deflection angle. Under these conditions, as may be seen from Fig. 7, the
beam edge is always a constant distance yi (perpendicular to the axis)
from the positive plate. The equationu for the optimum shape, where
the axial dimension z is expressed as a function of the transverse distance
y, may be written as

Voy f 0/1/0)
z - zo = 2yo - e" du.

Vd
(1)

Parameters in (1), illustrated in Fig. 7, are the initial plate separation
2y0 , the accelerating (or average deflection plate) potential Vo , and the
maximum push-pull deflection voltage Vd (measured relative to Vo).
It may be noted that the so-called "peak -to -peak" deflection voltage is
4Vd , since each plate has a maximum variation of ± Vd . A boundary
condition is that z = zo when y = yo . Equation (1) is an integral for
which no closed -form solution was found. Fortunately, it is the same as
that for space charge spreading in a cylindrical beam, and solutions have
been tabulated in generalized graphical form (Ref. 13, p. 149). A specific
plot of interest in deflection plate design is

y

Ye
VS.

z - zo

2yo
\Vdi

which is included as Fig. 8. The final plate separation, 2yf in Fig. 7, is
given by the value of y when z is equal to the deflection plate length L.
All intermediate points can be obtained from Fig. 8 once Vo , Vd , and
yo are determined.
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Fig. 8 - Fundamental curve for designing deflection plates contoured for
maximum sensitivity.

5.2 Spot Size Enlargement Produced by Deflection Focusing

Fig. 9 depicts the phenomenon of deflection focusing. The trajectories
of edge electrons, as the beam passes from the deflection system to the
screen, are shown for zero and maximum deflection in Figs. 9(a) and
9(b) respectively. With no deflection, the electrons are converged to a
point on the screen by the objective lens. Upon application of deflection
voltages, the electrons are given additional convergence (in the direction
of deflection only) by the deflecting field such that the edge electrons
cross over before reaching the screen. This results in an enlarged spot
in the direction of deflection and is denoted as deflection focusing. A
qualitative explanation of the effect is that the electrons nearest to the
positive deflection plate are at a higher average potential than other
electrons in the beam. Consequently, they pass through the deflecting
field faster. Since the electrostatic deflection field, E, is essentially con-
stant in the y direction, the faster electrons are deflected less than are
those moving more slowly. Hence the beam is converged by the deflec-
tion system and comes to a focus (in the y direction) in front of the
screen. The electrostatic plates may then be regarded as a cylindrical
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Fig. 9 - Illustration of deflection focusing for (a) undeflected beam; (b) beam
at maximum deflection angle; (c) lens equivalent of deflection plates.

converging lens with an associated focal length fD , as sketched in Fig.
9(c).

5.2.1 Deflection Plate Focal Length, f D , for Contoured Deflection Plates

Pierce (Ref. 13, pp. 41-46) has derived the generalized equation for
deflection plate focal length .f, which is

1 - 2 f 1 00)2
ds.

f-D cos` so s
(2)

In (2), s is the distance along the electron path, co is the angle between
the deflection field E and the normal to the electron path, and 0 is the
angle between the electron path and the tube axis.

Focal length, fp , can now be evaluated for the contoured plates which
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were discussed in Section 5.1. It will be assumed that the deflection angle,
0, is sufficiently small that (a) cos cc 1 (the deflecting field is normal
to the path) ; (b) s z, where z is the axial distance; and (c) tan 0 0.

In practice, 0 is usually less than 10 degrees, so that all three of the above
should be good approximations (neglecting fringing fields). Equation
(2) can then be written as

1 fL (d tan 0)2 ,
(3)

17, dz
az

where L is the total axial length of the deflection plates. From the deriva-
tion12 of (1) for the contoured plates, it can be shown that

d tan 0 Vd

dz 2Voy

dy
and dz = (4)

Vo

Vd LY
yo/

where Vd V0 , and y are defined in Section 5.1 and Fig. 7. From (4) and
the substitution y/ yo = e"2, (3) becomes

1 -Or VcAl
iii

fp 2yo 7.0/
erf

yo)
(5)

where erf is the error function* for which

erf X fx
e "2 du.

0 r
In Appendix B, fD is related to the "zero spot size enlargement," AD,
of a beam with zero undeflected beam size [see Fig. 9(c)]. From (17) ,
AD is given by the equation

AD = -P DB, (6)

where p is the distance from the center of deflection to screen and DB
is the beam diameter at the deflection plates. The enlargement Ao- of a
Gaussian beam, unlike AD, is a function of beam size a for any given
deflection plate design. Hence the zero spot size enlargement, AD, is a
fundamental parameter of a deflection system, where Av may be ob-
tained from the curve of Fig. 22 for any specific a and AD.

5.3 Deflection System to Screen Distance, Plate Separation, and Plate
Length

For a fixed distance, zp_s , from the deflection system to screen, two
critical parameters in the design of a precision electrostatic deflection

* See, for example, Peirce."
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system are the plate separation 2yo and the axial plate length L. A small
separation increases deflection sensitivity, but at the same time it en-
hances beam aberrations produced by fringing fields. Similarly increasing
the plate length diminishes the deflection focusing effects (Ref. 13, pp.
41-46), but increases tube length and plate capacitance. Hence not all
of the tube characteristics can be optimized simultaneously, and com-
promises must be made in accordance with design objectives.

The deflection plate design procedure used for the CRT can be sum-
marized in two basic steps:

1. The plate length, L, was computed for both pairs such that the
maximum spot enlargement, Ao-, due to deflection focusing was just equal
to the maximum permissible value. This allows the deflection plate -to -
screen distance zp_s to be minimized.

2. After L was obtained, the spacing 2yo was made as large as deflec-
tion sensitivity requirements would permit. This minimized fringing field
aberrations.

As discussed previously, the spot size objective was as = 0.0045 ±
0.00075 inch. The AD and Acr values computed in Appendix B are based
on best focus at the screen center. Although this restriction permits a
formulation of deflection design theory, it does not yield the best spot
uniformity. That is, the CRT focus control should be adjusted for mini-
mum beam diameter at a screen location intermediate between the
center and corner to achieve best performance. Experience indicates that
a midway point is about optimum and that, under this condition of best
focus, the Acr = crinitx - amin value is about one half of that computed
when it is assumed that the best focus is at the screen center. Hence the
Do value used to obtain AD from Fig. 23 was 2(amax - crini.). This is
0.0015 inch X 2 = 0.003 inch, which corresponds to AD = 0.021 inch.
Theoretically this AD figure should be used for both sets of plates, but
experience indicated that the calculated AD should be slightly less for
the target set than for the gun plates, in order that the experimentally
observed Acr's would be the same for both. Thus ,AD values of 0.025 and
0.018 inch were selected for gun and target plates respectively. The result
was that this overshot the goal slightly (they should have been closer
together) hut not enough to warrant deflection plate redesign.

It should he stressed that the primary objective of the deflection design
procedure outlined below is to equalize AD (and hence Aa) for the two
pairs of plates. The particular AD value selected depends on the CRT
to be designed but, once parameters such as deflection -to -screen distance
zp_s , accelerating voltage Vo , screen size y etc. have been specified,
the best da- /- max, -0- in ratio will be achieved when the observed AD (or so-)
is made the same for both horizontal and vertical deflection plates.
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The design values for spacings 2yo and 2yf , deflection -to -screen dis-
tance zp_s , plate length L, and zero beam size enlargement AD were
obtained by the following iterative procedure:

1. A value is assumed for distance zD.8 from the beginning of the de-
flection system to the screen and also for the initial plate separation
2y0 . The location of center of deflection is estimated and the distance p
from it to the screen is computed.

2. From the estimated values of p and the required screen deflection
distance y. , the approximate deflection angle 0 (taken relative to the
axis) is computed, where tan 0 = yi,/p.

3. The deflection plate flare ratio y!/yo is computed from the equation

= e vo/ vdtan20

yo

[obtained by integrating (4)], where Vo = 10 kilovolts and Vd = 250
volts are fixed by tube design objectives. From this ratio and the as-
sumed 2yo value, the final plate separation 2y/ is obtained.

4. From the computed y!/yo ratio, the quantity

Zf ZO

VO

Vd

is obtained from Fig. 8, and the axial plate length L, which is equal to
- zo , is determined (yo , Vo , and Vd are known).
5. The exact location of center of deflection (quantity a in Fig. 9) is

calculated from the equation

a = L - (ill -
tan 0

If it differs from the value assumed in step 1, steps 2 to 5 are repeated
with the new a value. The zero spot size enlargement AD is determined
using (5) and (6), where AD = pDBilD

If the AD value obtained in step 5 differs appreciably from that
desired, as it almost certainly will after the first attempt, then the values
assumed for zp..s and/or 2yo are altered until the proper AD is attained.
This iterative procedure is followed first for the pair of plates nearest the
electron gun (gun set) and then for the target set until the desired AD
values are reached for the two pairs of plates. After some experience,
the final design can be reached after about six series of computations.
Table II includes the final sequence of calculations for the CRT design.
Important design values are: (a) distance from the gun plates to the
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TABLE II-FINAL VALUES FOR DEFLECTION PLATE DESIGN

Fixed parameters

Assumed parameters

Vo = 10 kilovolts; Vd = 250 volts;* y8 = 3 inches;
Diim.ap. = 0.113 -inch diameter

2yo = 0.500 inch, zp_s = 24.5 inches; axial distance
between the two pairs of deflection plates =
0.75 inch

tan 0 (=

0 (relative to axis)

= evo/vd
o

Yo

2to (vVody (from Fig. 8)

Center of deflection,
- yo( \a = L tan 0

Center of deflection to
screen, p

Dlirn.rtp.pDB = 2D-8 ± 1 incht

=
\AT

fD 2y, `Vol)

erf (ln /VI"
Jo)

DAD =ap
ID

Gun Set

3 inches = 0.130
23.0 inches

7.5 deg

1.98

1.07

1.5 inches

23.0 inches

0.113 inch X 23.0 inches
25.5 inches

= 0.102 inch

95 inches

0.025 inch

Target Set

3 inches - 0.16518.35 inches

9.4 degrees

2.98

1.60

2.0 inches

18.35 inches

0.113 inch X 18.35 inches
25.5 inches

= 0.081 inch

1

83 inches

0.018 inch

* Corresponding to a deflection sensitivity of approximately 150 volts per inch.
Distance from objective lens to entrance of the gun plates is 1 inch.

screen zp_s = 24.5 inches, (b) initial plate separation 2yo = 0.500 inch
for both sets of plates, and (c) axial lengths of 3.4 inches and 5.1 inches
for gun and target plates respectively. It may be noted that, with a
limiting aperture of 0.113 -inch diameter at the objective lens, the elec-
tron beam occupies only about 20 to 25 per cent of the initial plate
spacing 2yo . Considerably higher deflection sensitivity (lower Vd values)
could be achieved by decreasing 2yo , but this was not done since the
sensitivity was adequate for system design. Also, fringing field and de-
flection focusing aberrations would then be increased. The plate contour
(y versus z) can be obtained from Fig. 8, letting z = L when y =
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5.4 Effects of Fringing Fields

In all of the deflection -system considerations thus far, fringing fields
have been neglected. During the course of the CRT development, it was
found that very appreciable aberrations were introduced by fields be-
tween the two sets of conventionally designed electrostatic plates. For
purposes of discussion, the gun and target sets of plates will be denoted
as the vertical and horizontal pairs respectively. Similarly, the respective
enlargements along the vertical and horizontal axes are designated
AG- v and Acres . The effects of deflection aberrations, as observed on the
screen, are shown in the distortion patterns of Fig. 10, where enlarge-
ments are exaggerated for purposes of illustration. The left side of the
figure depicts the spot distortion pattern expected from theory, where the
deflection plates are assumed to be converging cylindrical lenses that
distort the beam in the direction of deflection only. It may be noted,
for example, that when only vertical deflection voltages are applied the
beam is expected to enlarge only along the vertical axis (the enlargement
being denoted as Acrvo). When measurements were made on experimental
tubes, however, the distortion pattern observed was as shown at the
right of Fig. 10. It differs considerably from the expected, or "normal,"
pattern and consequently is denoted as "abnormal." The normal spot
size enlargements are denoted as AG -v0 and AcrHo , and the abnormal ones
as Ao-v, and Ao-H, . As will be described below, the abnormal focusing
effects are due to the fringing fields between the two pairs of plates, and
they can be restored to a normal pattern by appropriate shaping of these
fields.

H+AgHo

EXPECTED FROM THEORY
(NORMAL)

H +ActHO+AO"HI

+

try 06

0
QV

"L + AaHo

M
OBSERVED

(ABNORMAL)

Fig. 10 - Deflection distortion patterns as observed on the CRT screen.
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5.4.1 Explanation of Distortion Pattern

A feature of the abnormal pattern worth noting is that the beam be-
haves essentially normally for horizontal deflection only (where Ao-v 0

and A.TH  Ao-H0). When the beam was only deflected vertically, however,
bar v was less than expected, but the beam enlarged nearly as much along
the horizontal as in the vertical direction (Acrii, Acrvi). Thus, when the
beam is deflected to the corners of the raster, the horizontal enlargements
AaH, and Acry, are substantially additive. This results in a highly egg -
shaped beam at the corners and the gmax/gm in ratio reaches exceedingly
large values. It should he noted that it is primarily the vertical deflection
that produces the tremendously large horizontal enlargement at the
corners. Also, the observed enlargement Acrvi in the vertical direction is
less than Da vo predicted by theory. This is not very consoling, however,
since the damage to spot size uniformity already has been done.

The abnormal distortion pattern can be explained qualitatively by the
focusing action of the fringing field between the two sets of deflection
plates. Section A -A of Fig. 11 is a view of this interplate fringing field
looking down the axis toward the screen with only vertical deflection
voltages applied. There are skew -line electric forces acting on the beam,
which are schematically shown in the figure. The beam position in the
fringing field is above the axis, near the positive vertical plate. Looking
qualitatively at the net focusing action, it may be seen (from the diagram
of forces acting on peripheral electrons in Fig. 11) that the fringing field
is diverging along the vertical and convergent in the horizontal direction.

FORCES ACTING
ON ELECTRONS

AXIS

0

1-
DIVERGENT ALONG VERTICAL //

CONVERGENT ALONG HORIZONTAL
-

NET FORCES ACTING
ON PERIPHERAL ELECTRONS

V=0 V=-0

SECTION A - A

+ Vd

BEAM
---CROSS SECTION

Vd

FORCES ACTING
ON ELECTRONS

Fig. 11 - Focusing action of interplate fringing field without shields.
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Hence there is a net horizontal convergence even though the beam is
deflected only vertically, which explains the AcrH, of Fig. 10. Also, the
net divergent action of the interplate fringing field in the vertical direc-
tion cancels out some of the predominant convergence of the vertical
deflection field. Consequently, as previously noted, the amount of spot
size enlargement hay, is less than the Acrvo calculated.

5.5 Dual Deflection Shield

It is clear that the abnormal deflection focusing can be produced by
the skew fringing fields in the region between the two sets of plates.
These skew lines are in turn caused by overlap or interpenetration of the
fringing fields where the beam exits the vertical plates and enters the
horizontal set. Hence some type of isolation (or shielding) of the two
fields is needed. A single shield between plates, as indicated in Fig. 12(a),
is frequently used, presumably to perform fringing -field isolation and
provide electrostatic shielding between horizontal and vertical deflection
signals. When the single shield was evaluated in experimental testers,
no improvement in resolution uniformity was found. As may be seen
from the data presented in Fig. 13, DOH, increased while Ao-Ho decreased
when just a single shield was used. This represents an enhanced ab-
normal effect, and the crmax/ffin in ratio remained very high but about
constant for all the no -shield and single -shield testers that were studied.

It was concluded that more complete shielding was needed between the
two pairs of plates. One approach to the problem is to increase the axial
separation between the two plate pairs, but this has disadvantages of
increasing tube length and/or the deflection angle of the target set of
plates. An alternative method is to provide better electrostatic shielding
between the two interplate fringing fields. The dual shield of Fig. 12(b)

(a)

SHIELD NO.1

f

(b)

SHIELD NO. 2

Fig. 12 - Deflection shields: (a) single; (b) dual.
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Fig. 13 - Spot distortion as a function of distance deflected on screen.

was devised for this purpose. It is compact and, as may be seen from
Fig. 13, it virtually eliminates the abnormal deflection focusing effect
(both .6,0-H1 and Ao v1 are very nearly normal for the dual shield). The
normal spot size enlargements, Au v0 and Ault° , are increased with the
dual shield. In spite of this, the over-all result is a marked improvement
in resolution uniformity since the sum of so -Ho + AOH, is less (see Section
5.4.1).

The two shields have mutually perpendicular rectangular apertures,
in which the short dimensions, a and b in Fig. 12(b), are approximately
equal to the separation, a and # respectively, of the nearest set of plates.
The long dimensions, c and d, are made as large as is mechanically feasi-
ble. Plate -to -shield axial spacing e is as low as possible, and the shield
separation f (0.5 inch for the CRT) is just large enough to provide ade-
quate fringing field isolation. Basically the dual shield concentrates the
exit field of the vertical set of plates and the entrance field of the hori-
zontal pair such that the field overlap is effectively zero. The shields are
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operated at the average deflection plate potential (final accelerating
voltage of the CRT) and therefore no external leads to the shields are
necessary.

5.6 Alignment of Beam Axis with Midplane of Target Deflection Plates

With the high degree of precision required from the flying spot store
CRT, there are many tube dimensions that must be held to unusually
small tolerances. One of the most important considerations in this regard
is alignment of the electron beam with the center (or midplane) of the
horizontal (target) deflection plates. The degree of accuracy required
was studied by applying a horizontally deflecting magnetic field between
the objective lens and target set of plates. It was found that the spot
size uniformity ratio was degraded noticeably when the beam was devi-
ated only slightly from horizontal deflection plate midplane. The maxi-
mum amount of misalignment which could be tolerated in the CRT was
estimated as ±0.025 inch. This necessitates very precise alignment of
the tetrode gun and objective lens axes with that of the target deflection
plates. From a similar investigation at the gun plates, it was concluded
that the degree of alignment with the midplane of the vertical set is not
nearly so critical.

VI. FACEPLATE AND SCREEN

The screen consists of a P16 phosphor settled on a flat faceplate and
then aluminized. The phosphor decay time (or persistence) is approxi-
mately 100 millimicroseconds after preaging. A component of radiated
light with longer decay time is aged out by a treatment of 0.04 coulomb
per cm2 of cumulative charge at 10 kilovolts (this takes about three days
with /13 = 50 microamperes). The aging treatment also yields a more
uniform light output over the screen area during system use, which pro-
longs the screen life. A screen weight of 1.5 milligrams per cm2 yielded
the optimum light output for the batch of P16 material that was used.
Measurements of the electron beam size and optical observations of the
luminous spot size made on the same CRT showed that the increase in a
due to light scatter in the screen was less than one per cent, when a was
0.0045 inch.

Another screen requirement was uniformity of light output (radiant,
flux) from the quality area. The necessary uniformity was achieved using
screen fabrication techniques developed by G. Helmke and A. Pfahnl.
Maximum variations in radiant flux are typically maintained between
+20 and -30 per cent from the median flux.
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Fig. 14 - The CRT for the flying spot store.

As discussed in Section II, the glass faceplate must be of optical
quality, very free from flaws and must meet rigid flatness and dimen-
sional specifications. The objectives on glass blemishes were 0.004 inch
maximum flaw diameter with a minimum spacing of 0.050 inch between
flaws. This was achieved* by custom melting the glass, rolling to the
proper thickness, and selecting only those areas that met specified toler-
ances. The plates were then cut, ground to an "F" optical quality surface,
and sealed into a metal rim. The radius of faceplate curvature was
maintained above 1900 inches (after tube evacuation) by means of spe-
cial sealing techniques. The faceplate diameter is 10 inches, which
permits an 81 -inch diameter quality area and results in a maximum
tube diameter of 101 inches.

VII. CHARACTERISTICS AND PERFORMANCE

A completed tube is shown in Fig. 14, with a schematic cutaway view
in Fig. 15. Typical operating voltages and other tube characteristics are
tabulated in Table III. Of the various characteristics listed in the table,
it may be noted that the degree of spot size uniformity is somewhat
better than the original system objectives. In the average tube, the spot
size a is maintained within the range 0.0045 ± 0.0006 inch for constant
focus and over a beam current range between 4 and 20 microamperes.
Beam current, ID, is plotted as a function of both cathode current, IA'
and control grid bias, V , in Fig. 16 for VA, = 625 and 1000 volts and

* Faceplate development., as well as all mechanical design, was done by a
group under the direction of C. Maggs and J. W. West.
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Fig. 15 - Cutaway schematic view of the flying spot store CRT.

TABLE III -FLYING SPOT STORE CRT CHARACTERISTICS

Typical Operating Potentials*

First anode (Ai)
Second anode (A2)
Vertical focus anode (A4)
Horizontal focus anode (A3)
Control grid

(a) cutoff
(b) operating

Heater

0.5 to 1.0 kilovolt
10 kilovolts
5 kilovolts
5 kilovolts

-100 to -70 volts
-90 to -50 volts

6.8 volts

Tube Characteristics

Deflection sensitivity
Beam current, Ill
Maximum over-all length
Maximum over-all diameter
Minimum faceplate radius of curvature
Quality area
Screen

(a) phosphor type
(b) uniformity of radiant flux

Spot size a (for IB between 4 and 20 microam-
peres at constant focus)

Spot size uniformity ratio, fr.firmin
Deflection plate capacitance (per plate for push-

pull deflection)

150 ± 10 volts per inch
4 to 20 microamperes
36 inches
10; inches
1900 inches
6 X 6 inches

P16 (aluminized)
+20 per cent, -30 per cent

from average flux
0.0045 ± .0006 inch

<1.3
16 Agf (gun set)
24 II/1f (target set)

* All expressed relative to cathode potential.
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Fig. 16 - Tetrode gun characteristics.

VA, = 10 kilovolts. It is wcrth noting that the current efficiency /B/h,
increases markedly as VA, is reduced from 1000 to 625 volts. This is due
to the convergent lens action of the Ai-A2 electrodes, as discussed in
Section III.

7.1 0-. as a Function. of V A, and VA2

One of the system objectives is to maintain the mean spot size, ativg ,
at a constant value of 0.0045 inch for all tubes. Because of the extreme
sensitivity to gun electrode spacings, it is quite difficult to control spot
size to that degree of precision from tube to tube when the crossover is
formed by an immersion -lens gun. Therefore some electrical control of
cravg is desirable, which can be done very conveniently in this CRT design
by means of the first anode, Al , potential. Fig. 17 is a plot of cravg VS
VA, for a typical tube. It may be seen that a relatively wide 0-avg range,
from 0.0040 to 0.0048 inch, is achieved as VA, is decreased from 1000 to
500 volts. The 0.0045 inch system objective is attained in a typical tube
with VA, = 625 volts. Also shown in Fig. 17 is the change in optimum
VA, and VA4 focus voltages with VA, . A very desirable feature of the
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Fig. 17 - Focus voltages and cr, as a function of VAI.

gun and lens design is that this variation is small, less than a one per
cent increase (50 volts) in both VA, and VA as VA, is reduced from
1000 to 600 volts.

Another interesting capability of the CRT is that of decreasing aavg
by changing the A2 potential of the tetrode gun (the last aperture of the
crossed -elliptical lens, and all subsequent electrodes are maintained at
10 kilovolts). The reason for this is that the magnification M is propor-
tional to VVA,/V,c . Fig. 18 is a plot of cravg as a function of VA2 for
V ki = 1 kilovolt, and the final accelerating potential, Vacc = 10 kilovolt.
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Fig. 18 - Average spot size as a function of VAL,.
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The average o value may be reduced to as low as 0.003 inch by this
technique, but it should be noted that current efficiency is decreased.
Also, as may be seen from Fig. 23, the spot size uniformity ratio is
inherently degraded with decreasing o-. This is because AD/u increases
at lower a- values, which results in an enlarged 0o/o- value. Since the
system was designed for cravg at 0.0045 inch, VA rather than VA, is
varied to control the value of a .

7.2 Uniformity of Radiant Flux from Screen

A typical distribution curve of radiant light flux from the quality
screen area is given in Fig. 19. The brightest and dimmest spots are 20
per cent above and 30 per cent below the mean light output respectively.
However, the radiant flux of over 95 per cent of the quality area is within
a range of ±10 per cent of the median output level. It should be pointed
out that precision screen settling techniques are required to achieve the
relatively narrow distribution of Fig. 19. Important considerations are
rigid dust control in the settling room, removal of oversize phosphor
particles, uniform screen weight, and aluminizing techniques which
yield a smooth continuous aluminum layer. Also, it was found that the
aging operation, in addition to removing the long decay time component
of P16, produced a more uniform radiant flux distribution.
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Fig. 19 - Typical distribution curve of light output from quality area.
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VIII. SUMMARY AND CONCLUSIONS

Generalized step-by-step procedures have been presented for design-
ing large -area electrostatically deflected cathode ray tubes for high and
exceedingly uniform resolution. Both electron gun and electrostatic de-
flection plate design have been theoretically analyzed. Equations were
evolved which yield an optimum combination of resolution, spot uni-
formity, and tube length.

There are three basic electron -optical design problems, namely those
of the deflection system, electron gun, and lens. They may be sum-
marized as follows:

1. Deflection plate length and deflection to screen distance are de-
signed such that the maximum spot size enlargement, Ao-max , produced
by deflection distortion is the same for both pairs of plates and is exactly
equal to the maximum permissible value. Equations for computing
Affmax as a function of beam size a were derived for the case of deflection
plates contoured for maximum sensitivity. Plate contour and minimum
separation were then selected to provide the desired sensitivity, the separa-
tion between the plates in a given set being made as large as possible to
reduce fringing field and deflection focusing aberrations. A novel feature
that resulted from this work was a dual shield between the two pairs of
plates which provides a substantial reduction of deflection aberrations.

2. A tetrode gun design is described which has properties of small
crossover size, low cathode current density, high current efficiency, and
low magnification M of the crossover at the screen. Equations for M
have been developed, from which the minimum value of M can be found
when the focal lengths and principal planes of the lens formed by the
first and second anodes are known. Once the M value is fixed, the over-
all tube length is then determined from the deflection -to -screen distance
obtained in step 1.

3. The electron lens and limiting aperture size are selected such that
aberrations of both the lens and deflection fringing field are sufficiently
small.

Using the above design principles, a cathode ray tube has been de-
veloped for the flying spot store which has exceptional spot size uni-
formity and meets system objectives. Typical performance characteris-
tics of this tube are a Gaussian beam size, a, of 0.0045 d 0.0006 inch
which can be maintained over a 6- by 6 -inch square screen area for all
beam currents from 4 to 20 microamperes without changing focus poten-
tials. The 0.0045 -inch a value corresponds to a resolution of 2000 TV
lines per useful target diameter and is electrically variable by controlling
the first anode potential.
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The faceplate is very flat (greater than 1900 -inch radius), of moderate
optical quality, and very free of flaws (less than 0.004 -inch diameter
with a minimum spacing of 0.050 inch). Precision preparation methods
of the settled P16 screen yield a very uniform radiant (or light) flux
output (typically within +20 and -30 per cent of the median value)
at all points in the quality area.

IX. ACKNOWLEDGMENTS

Many people have made development of the flying spot store CRT
possible. The project was under the general direction of J. A. McCarthy
and R. W. Sears, whose suggestions and guidance have been most valu-
able. C. Maggs and J. W. West directed the faceplate development and
mechanical design aspects of the work. Other important contributors are:
G. E. Helmke and A. Pfahnl, development of the screen settling tech-
niques; M. Poulsen, glass -to -metal faceplate seal; A. M. Johnson and
J. J. Ulozas, tube evaluation and processing; and H. W. Ericsson and
G. J. Kossyk, mechanical design.

APPENDIX A

The electron optical focusing action on the electron beam as it passes
from the crossover to screen is depicted in Fig. 20(a). There are two
lenses, the Ai-A2 gap and the objective lens, which act to image the cross-
over onto the target. The purpose of this appendix is to compute the
magnification M of the complete lens system. Fig. 20(b) shows the prin-
cipal planes, object, image, and focal points of the two lenses. Conven-
tional electron lens terminology' is used, where the quantities are
positive as shown in Fig. 20(b). A beam acceleration from 1 to 10 kilo-
volts occurs at the A i-A 2 gap, and it should be regarded as a thick rather
than a thin lens.' Hence, it has two principal planes, P1 for the object
space and P1' for the image space. Focal lengths are fi and respectively
for object and image. Likewise, the distances from object and image
points to their respective focal points are Xi and Xi'. Similar notation
holds for the objective lens, except that this lens is an einzel type and
can to a good approximation be represented as a thin lens (Ref. 13, pp.
98-101). Thus the principal planes are coincident (P2 = P2) and also
f2 = f2. It should be noted that Fig. 20(b) is drawn to indicate positive
lens parameters and that actually the image point of the A1-A2 lens will
lie beyond the target outside the tube, with the result that X2 is nega-
tive. Also, the object focal point of the Ai-A2 lens can be to the left of
the crossover, and X1 then becomes negative.
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TETRODE OBJECTIVE DEFLECTION
GUN LENS SYSTEM

1961
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0 OBJECT FOCAL POINT OF Al -A2 LENS

0 MIDPLANE OF Al -A2 LENS

O IMAGE FOCAL POINT OF A, -A2 LENS

O IMAGE POINT OF A, -A2 LENS (ALSO OBJECT
POINT OF OBJECTIVE)

CI OBJECT FOCAL POINT OF OBJECTIVE LENS

O MIDPLANE (AND PRINCIPAL PLANE) OF OBJECTIVE LENS

O IMAGE FOCAL POINT OF OBJECTIVE LENS

O IMAGE POINT OF OBJECTIVE LENS (SCREEN)

NOTE:
P, AND P,' ARE OBJECT AND IMAGE PRINCIPAL
PLAN ES RESPECTIVELY OF Al -A2 LENS

Fig. 20 - Notation used for calculation of crossover magnification M by
A1 -A2 and objective lenses.

First, the magnification M1 of the Al-A2 lens and 1112 of the objective
lens will be computed independently and then the combined magnifica-
tion 111 of the two lenses in series will he derived. The thick -lens formula
must be used for the A1-A2 lens, and the magnification M1 is given by

1111 = .11 = Lr-
'

(7)
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where the quantities are as shown in Fig. 20(b). For the case of the thin
lens (objective lens) f2 = f2' and the expression for M2 is therefore'

X,' ± f2 q2M2 - j_ - ( 8)
21. 2 f2 P2

The total magnification M of both lenses' is

M = MM2 =
1

. ( 9 )
P2

Now the distance C in Fig. 20(b) between the crossover and objective
lens midplane, a basic design value of the tube, is equal to

C= p2 X1 11' +X1+ - PiP1'. (10)

Substituting (10) into (9), the expression for M becomes

_ q2
111 (11)

P1P1' - - - -
The image distance X1' and image focal length fi of the Al-A2 lens can
be eliminated from (11) by the fundamental electron lens equations,'

X1 fs
1

= x, = V-V2v,
(12)

Equation (11) then becomes

M = fig2
. (13)

X1 (c PiP1' - XI - - /V2 fl2 i/V2 fi)

Note that signs for all quantities in (13) must be carefully designated,
where positive values are shown in Fig. 20. The distance X from the
crossover to the midplane of the Al-A2 lens is given by relation

X = , (14)

where F1 is the focal length measured from the midplane.'
The parameters C and q, are basic design values of the tube and, for

reasons of beam size, beam size uniformity, and deflection factor, were
selected as C = 5.0 inches and q2 = 25.5 inches. As mentioned previ-
ously VI = 1 kilovolt and V2 = 10 kilovolts. Values of f1 , F1 , and PIP'?
for electrode arrangements (a), (b), and (c) of Fig. 3 have been evalu-
ated by Spangenberg and Fields and are tabulated in Table IV. Sub-
stituting these values in (13) and (14), the magnification ill can then be
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TABLE IV

Al-As Geometry (see Fig. 3) (inches)

Fi

(inches)
PiPi'

(inches)
vs

(a) cylinder - aperture 0.8 1.3 0.15 10
(b) two cylinders of unequal diameter 1.2 3.2 -0.2 10
(c) two equidiameter cylinders 1.5 2.55 -0.9 10

computed as a function of the distance X from crossover to the Al-A2
midplane. The results are plotted in Fig. 4.

APPENDIX B

Spot size enlargement, Aa, due to deflection focusing can be calculated
from knowledge of the equivalent deflection plate focal length, fp , and
distance, p, from the center of deflection to the screen. It will be done in
two steps. First the enlargement, AD, will be computed for a beam whose
spot size is equal to zero at the undeflected screen position. Next the
spot size increase, Aa, for a Gaussian beam will be evaluated from D.

It will be assumed that fp can be represented by a thin convergent
cylindrical lens with the principal plane at the center of deflection (the
point at which the projected center of the deflected beam intersects the
axis). The equivalent electron -optical diagram is shown in Fig. 9(c). If
an ideal beam is focused by the objective lens, to a point o on the screen
(a = zero) at the undeflected position, and then deflection signals are
applied, the distance q between the center of deflection and new focal
point I (see Fig. 9) is

1 1 1 PfD- = or q -
-13 q T P fp

(15)

The parameter p is the distance from center of deflection to screen and
is the object point for the lens. It should be noted that, for convenience,
p is defined positive for the object point to the right of the principal plane.
Hence -p must be used in the thin lens equation (15). The angle OB at
which the beam converges to the image point I in Fig. 9(b) is

DB
OR =q (16)

where DB is the beam diameter at the center of deflection. The enlarge-
ment AD is then, using (15) and (16),

AD = (p - q)0B = DR. (17)



HIGH -RESOLUTION ELECTROSTATIC CATHODE RAY TUBE 757

Spot size enlargement, Au, for a Gaussian beam can now be obtained
from AD. It will be assumed for purposes of discussion, that the beam is
deflected in the y direction, and attention will be confined only to the
current density distribution J(y) with its associated standard deviation
o . At the undeflected screen position, J(y) is a Gaussian beam distri-
bution denoted as Ji(y) and is given by

Ji(y) Joe y^1 (18)

where Jo is the current density at the beam center (y = 0). The in-
tegral of Ji(y) dy from - 00 to + 00 is the beam current ./B , from which
it may be shown that Jo = /B/Varo,, . Upon deflecting the beam to the
maximum angle, 0111RX , the Gaussian Ji(y) appears in front of the screen
at point I of Fig. 21. The value of o-,, probably will be reduced if the dis-
tance from I to the screen becomes large, but for high resolution CRT's
this effect should be of second order and therefore will be neglected here.
As illustrated in Fig. 21, a point yi on the Gaussian at position I becomes
enlarged to an area AD at the screen. Thus there is a new (and enlarged)
distribution J2(y) at the screen given by

y-F(AD/ 2)

fy-(AD/2) ADJ2(Y) = (19)

The distribution J2(y) is no longer a Gaussian but, if AD is sufficiently
small, it will not deviate greatly. Hence, in order to retain the previous
spot size definition of a, it will be assumed that J2 is also a Gaussian
and can be written as

J2(y) = jo'Cu2/2(ay+Aff02,

where Jo' = I B/ VF4r(a,, 610.) and Ao-i, is the spot size enlargement.

dy,

- MAX

y DEFLECTION PLATES

J2(y)

AD

SCREEN

Fig. 21 - Relation of AD to Gaussian beam.
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When y = 0, J2(y) = J0' and (19) becomes

1B

f+AD/2
Jo dyl. (20)

A/27(0 -y + pay) --AD/2 AD

By defining u = AD/2A/t5.,-cy , (20) may be solved for Day/o& , with the
result

Ao-! 2u -1
,

erf u
(21)

where erf u is as defined in (5) of Section V. Equation (21) can be solved
graphically and a plot of Aala versus AD/a is.presented in Fig. 22 [the
y subscripts in (21) are dropped in order to generalize]. In Fig. 23, Da
is shown as a function of AD for specific a- values of 0.003, 0.0045, and
0.006 inch. It may be noted that zo- increases superlinearly with AD.
Also it decreases markedly with increasing a at a fixed AD value. Thus it
becomes clear that, when one is designing a CRT for a high degree of
spot size uniformity (low Ao-), improvements are obtained at an ex-
ponential rate as AD is reduced and/or aa, is increased.
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Synthesis of Transformerless Active
N -Port Networks

By I. W. SANDBERG

(Manuscript received August 16, 1960)

The following theorem is proved:
Theorem: An arbitrary symmetric N X N matrix of real rational func-

tions in the complex frequency variable (a) can be realized as the immit-
tance matrix of an N -port network containing only resistors, capacitors,
and N negative -RC impedances, and (b) cannot, in general, be realized as
the immittance matrix of an N -port network containing resistors, capaci-
tors, inductors, ideal transformers, and M negative -RC impedances if M <
N.

The necessary and sufficient conditions for the immittance-matrix reali-
zation of transformerless networks of capacitors, self -inductors, resistors,
and negative resistors follow as a special case of the theorem. In addition,
an earlier result is extended by presenting a procedure for the realization
of an arbitrary N X N short-circuit admittance matrix as an unbalanced
transformerless active RC network requiring no more than N controlled
sources. The passive RC structure has the interesting property that it can
always be realized as a (3N + 1) -terminal network of two -terminal imped-
ances with common reference node and no internal ncdes. The active sub-
network can always be realized with N negative -impedance converters.

I. INTRODUCTION

The development of the transistor has provided the network synthesist
with an efficient low-cost active element and has stimulated considerable
interest in the theory of active RC networks during the last decade.

Several techniques have been proposed for the transformerless active
RC realization of transfer and driving -point functions.1-18 It has, in fact,
been established that any real rational fraction (in the complex fre-
quency variable) can be realized as the transfer or driving -point func-
tion of a transformerless active RC network containing one active ele-
ment. In particular, Linvill's technique' has been the basis for much of
the later work.

761
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(N)

Fig. 1 - Realization of an arbitrary N X N symmetric immittance matrix.

It has recently been shown19 that an arbitrary N X N matrix of real
rational functions can be realized as the short-circuit admittance matrix
of a transformerless N -port active RC network containing N controlled
sources, and that in general all N controlled sources are required. These
results have suggested the possibility of establishing the theorem stated
in the abstract to this paper. The proof, presented in the next section,
is based on a technique developed in an earlier paper for factoring a
class of matrix -coefficient polynomials in a scalar variable. For the spe-
cial case N = 1, our result reduces to that of Sipress." *

We also present in Section II a procedure for the realization of an
arbitrary N X N short-circuit admittance matrix as an unbalanced
active RC network requiring no more than N controlled sources. The
required passive RC network has the interesting property that it can
always be realized as a (3N + 1) -terminal network of two -terminal im-
pedances with common reference node and no internal nodes. This
result not only displaces the balanced network assumption implicit in
the proof given in Ref. 19, but is of considerable interest in its own right.

H. REALIZATION OF A SYMMETRIC IMMITTANCE MATRIX AS AN ACTIVE RC
NETWORK CONTAINING NEGATIVE -RC IMPEDANCES

Consider a 2N -port network of resistors and capacitors characterized
by the short-circuit admittance matrix Y and suppose that a negative -
RC admittance -yk is connected to port N + k (k = 1,2,  ,N), as
shown in Fig. 1. It is convenient to partition Y as follows:

* This case was first considered in detail by Kinariwala,13 who showed that a
broad class of driving -point functions could be realized.
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=

N N
[Yu Y12 1N

Y21 Y22 N

(1)

The short-circuit admittance matrix Y relating the voltages and cur-
rents at ports k(k = 1,2,  ,N) can readily be shown to be

Y = Y11 - Y12[Y22 - diag (yi,y2,  ,yN)]1Y12`, (2)

where the superscript t indicates matrix transposition.
We assume that Y = (1/D)[No] is an arbitrary prescribed symmetric

N X N matrix of real rational functions, where [Ni1] is a matrix of poly-
nomials and D is a common denominator polynomial. The synthesis
technique requires that the three submatrices in (2) be determined so
that Y is realizable as a transformerless RC network and that the ele-
ments in diag (u u  NN) be RC driving -point admittances.

The matrix y can be expressed as

= SK E Km (3)
S

where K. and IC,n are real symmetric coefficient matrices and the 7,
are real and satisfy

0 = yo < yi < y2  " < 7if . (4)

lt is well known that, if the coefficient matrices in (3) are "dominant -
diagonal" matrices,* Y can be realized as a transformerless balanced RC
network." Our objective is to determine the submatrices in (1) so that
ir satisfies the dominant -diagonal condition. To simplify the discussion
it is assumed that Y is to be regular at infinity.

2.1 The Synthesis Technique

Consider the class of matrices Y11, Y12 , Y22 , and diag (y1,y2,  ,yN)
satisfying (2) such that Y12 and [Y - Y11] possess inverses. As a first
step in obtaining insight into the realization problem we rewrite (2) in
the following form:

Y1211Y Y111 -1Y12 = Y22 - diag (yi,y2,  yYN) 

* A dominant -diagonal matrix M has elements mak which satisfy

lflJ/ E makI
k0 j

(5)
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It is convenient to employ the following notation:

Y11 =
r

=1
q q

P = - (6)

Y12 =
I

A.12
q

where X11 , P, and X12 are N X N matrices of polynomials and q is a
common denominator polynomial.

From (5) and (6),

--D X12 'P
-1X12 = Y22 - diag YIN,u2)  NO (7)

The left-hand side of (7) can be written before cancellation of common
factors as a matrix of real rational functions with common denominator
polynomial q det P. Since the poles of the right-hand side of (7) are re-
quired to be distinct and on the negative -real axis, X12 must be chosen
so that the least common denominator polynomial of the matrix of
rational functions has only zeros that are distinct and on the negative-

real axis. To satisfy this condition, we employ a matric polynomial
factorization technique developed in an earlier paper.19 Specifically, it
is shown in Appendix A that, given Y, a realizable submatrix Y1, =
(1/q) [x11] can be chosen so that:

(a) deg xii = deg q = NLo(i = 1,2,  ,N), where* Lo = max
[max deg N11, deg DJ;

(b) the off -diagonal numerator polynomials xii(i j) are any set of
real polynomials consistent with xi; = x1i and deg xi, <= deg q;

(c) Y11 has only coefficient matrices that satisfy the dominant -diago-
nal condition with the inequality sign;

(d) the matric polynomial P [defined in (6)], of degree* deg q Lo

can be written as the product P,P2 of two matric polynomials P, and P2
(with N X N matrix coefficients) of degrees respectively deg q and Lo ;

(e) det P does not vanish identically; and
(f) the matric polynomial P2 has the property that det P2 , a poly-

nomial of degree NLo , has only distinct negative -real zeros that are
different from those of q.

In that which follows, we shall assume that conditions (a) through
(f) are satisfied.

* The degree requirement is merely a sufficient condition.
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In accordance with (d) and (f), note that the left-hand side of (7)
can have only distinct negative -real poles if X12 is chosen to be (1/a)Pi ,

where a is any nonzero real constant, for then (7) reduces to*

-D
adj P2 = Y22 diag (yi,y2,  NN). (8)

a2q det P2

In addition, with this choice of X12 , Y12 is regular at infinity [see (6)
and (d)]. Therefore, by choosing the magnitude of a sufficiently large
it is always possible [see (c)] to satisfy the dominant -diagonal condition
for the first N rows of y. Hence let

Y12 =
1

1-
T.,

1 ( 9 )
aq

It remains to identify Y22 and the yi such that the dominant -diagonal
condition can be satisfied in the last N rows of Y.

The left-hand side of (8) also is regular at infinity since the required
condition:

reduces to

From (f),

deg D + deg Pi + deg adj P2 < deg q NL0 (10)

deg D max Lmax deg Ni; , deg D]. (11)

q det P2 = X H y,), (12)
n+=1

where X is a nonzero real constant, M = deg q NL0, and

0 <71 < 72 ' < 7M 

In view of (10) and (12), (8) can be rewritten as

where

Y22 - diag (yl,y2,  ,yN) = E Am is (13)
in-o 8 -r-

0 = 70 < 71 < -y2  <
and the Am are real symmetric coefficient matrices. It is clear from (13)
that each off -diagonal term in Y22 is equal to the corresponding sum on

* In (8), adj P2 refers to the adjoint of P2 which is defined by P2 adj P2 =
U det P2 , where U is the identity matrix.
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the right-hand side and that

diag ( gNi-i.N+1,11.v+2,N+2,  ,g2,v,2N) diag (yi,y2, N)

S

(14)
= diag .aum,a22m,  ,aNNm)

S _LE
Let

diag (all na la22m  JaNNm)

= diag (bum,b22m,-  ,bNNm) - diag (ci1,,,,c22m,  ,CNN m),

biim,Ciim 0(2 = 1,2,  -,N).

The gN+i,N+i and yi can be identified as follows:

diag (gN+1,N+IS N+2,N+2,  s2/C2N)

where

,8 diag (bum + r122,,,,r122,,,,m -1-, , bicv= N Nm)
m=0 S 1- 7m

diag (yi,y2,  ,yN)
ar

S

diag (cum + C22m d22m, , CNNm dNNnt),
m=0 S

(15)

(16)

where the matrices diag (dum,d22,,,,  ,dNNm) are chosen to satisfy the
dominant -diagonal condition in the last N rows of Y. Hence the matrix
y is realizable as a transformerless balanced 2N -port RC network for
all symmetric N X N matrices Y of real rational functions.

The realization of an arbitrary symmetric open -circuit impedance
matrix Z can be treated as follows. The elements of a matrix R =
diag (r,,r2,  ,rN) can be chosen nonnegative and sufficiently large so
that Y' = [Z - R]-i exists. Therefore, Z can be realized by inserting a
(nonnegative) resistor rk in series with each port lc(k = 1,2,  ,N) of a
network characterized by Y'.*

The proof relating to the necessity of N negative -RC admittances
follows directly from a more general result developed previously." j-

* Similarly, the theorem proved in Ref. 19 remains valid if the words "short-
circuit admittance" are replaced with "open -circuit impedance."

In connection with the analysis in Ref. 19, it is worthwhile to point out that
any controlled voltage (current) source can be replaced with an arbitrarily chosen
finite impedance (admittance) in series (parallel) with a new controlled voltage
(current) source whose output differs from that of the original source by a term
which nullifies the effect of the impedance (admittance). With this understanding,
it is not necessary to consider further the degenerate cases which can arise if
zero and/or infinite impedance paths appear when the controlled sources are set
equal to zero.
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The techniques presented in this section bear heavily on the problem
of realizing unbalanced transformerless N -port active RC networks.
These considerations are treated in detail in the following section.

III. UNBALANCED ACTIVE RC REALIZATION OF AN ARBITRARY SHORT-CIR-

CUIT ADMITTANCE MATRIX

We consider a (3N + 1) -terminal RC network to which is connected
at terminals N k (k = 1,2,  ,2N) and the common reference node
a (2N + 1) -terminal active network as shown in Fig. 2. Denote by
Ea , Eb , Ea , L , Ib , and L the following column matrices of voltages
and currents:

E1 EN+l E2N+1

Ea = E2
, Eb= EN+2 E,. = E2N+2

EN E2N
(17)

11 I N+1 12 N +-1

[T /2 IN+2 1,, N+0
I

[
1

1N I2N [ 13. N

It is convenient to partition k, the short-circuit admittance matrix of

E I,
(1) o

(2) o

(N)

(0) 0

(PASSIVE RC)

(Nil)

(N+2)

(2N)

(2N+1)

(3N-1)

(3 N)

A,B
(ACTIVE)

Fig. 2 - Unbalanced realization of an arbitrary .V X N short-circuit admit-
tance matrix.
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the (3N + 1) -terminal network, as follows:

N N N_
[ Y11 Y12 Yi3 N

(18)ir = Y21 Y22 Y23 N

Y31 Y32 Y33_ N

The active network is assumed to impose the constraints*

Ib =

 [AY33B - Y22 - AY32 Y32tB1-'(Y12` AY131)

We shall simplify the discussion by assuming that the matrices A and
B are given by

(19)
Ec = -BEb ,

where A and B are N X N coefficient matrices. It is not difficult to derive
the following expression for the short-circuit admittance matrix Y relat-
ing E. and I. , the voltages and currents at the N accessible ports in
Fig. 2:

Y ± (Y12 - Yi3B)
(20)

A = aU, B bU, (21)

where U is the identity matrix of order N and a and b are real constants
such that ab > 0. The synthesis technique does not further restrict the
choice of a and b so that the (2N 1) -terminal active network can
always be realized with N voltage -inversion or N current -inversion
negative -impedance converters by choosing respectively a = 1, b > 0
or b = -1, a < 0. Note therefore that the realization can always be
accomplished with N controlled sources.

We shall consider explicitly the case in which a, b > 0 and indicate
the modifications necessary to treat the remaining case.

Our objective is to prove for all prescribed matrices Y that Y can be
realized as a (3N + 1) -terminal network of two -terminal impedances
with common reference node and no internal nodes. It is well known"
that the necessary and sufficient conditions for achieving this type of
realization are that the coefficient matrices in

= sKx E
m=0 S 7m

(22)

* The matrices A and B should not be confused with the diagonal matrices
A. and B. introduced in Section 2.1.
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be real symmetric dominant -diagonal matrices with nonpositive off -
diagonal terms, and

0 = yo <T1 <72  <7M, 7, real. (23)

It is clear that all off -diagonal terms in Y are required to be negative -RC
driving -point admittance functions. For simplicity we assume that Y
is not to have a pole at infinity (K. = 0).

3.1 The Realization Technique

Our notation is identical to that used in the preceding Section 2.1:

Yll = - 1
= - X11, P = - D.rii],

1

Y12 = ds12 7 Y13 =
1 X13

q q

(24)

By paralleling the development in Section 2.1* and using (20), (21),
and (24), we obtain t

D isv.
k.A121 )P -1(X12 - bX13) = abY33 - Y22 - aY32 u.132 

q

(25)

We again assume that Yu is chosen so that (a) through (f) (Section
2.1) are satisfied. It is assumed in addition that the off -diagonal terms in
Y11 are chosen to be negative -RC driving -point admittance functions
[see (b)].

Next let

X12 bXI 3 =
131

X121 ± aX13 = -P2

(26)

where 01 and f32 are nonzero real parameters to be chosen in accordance
with the discussion below and P3 is a nonsingular matrix of N2 poly-
nomials chosen so that each entry in (1/q)P3 is a negative -RC driving -
point admittance function that is nonzero at the origin and finite at
infinity. It is clear that deg P3 = deg q.

We consider the matrices Y12 and Y13 . From (24) and (26) we find

* It is assumed that [Y12 - bY13], [Y - Y,1], and [Y12' + aYng] possess inverses.
t The writer is indebted to J. M. Sipress for suggesting a study of (25) by ex-

ploiting the essential similarities between -it and (7).
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Y12=
(1 02(a +

a,02

1714
P,

Y13 -
q fl2(a b)[ 3 Th.

1 1 p t
-

#2 p

Suppose that* a,b,132 > 0. Note that, since deg Pi = deg P3 = deg q, it is
possible to choose I ,82/$1 I sufficiently small such that each element in
Y12 and Y13 is a negative -RC driving -point admittance function. It is
clear that this ratio can be held invariant while /32 is chosen sufficiently
large to satisfy the dominant -diagonal condition in the first N rows of Y.

At this point the synthesis problem reduces to the determination of
the submatrices Y23 , Y33 , and Y22

3.2 Determination of Y23 Y33 and Y22

Substituting (26) into (25) gives

1 D
P --1PJ2

13 119 2 q

where

(27)

= abY33 - Y22 - aY32 bY32`, (28)

q det P2 = X II (s 7m).
ni= 1

It can easily be shown that the left-hand side of (28) is regular at in-
finity. Hence it can be written as

F. ,s - E G, E H,,, (29)
m=0 s 7, s -F 7m m=0 7,

where the F. are real (in general nonsymmetric) coefficient matrices,

= yo < 71 < -y2 < ym

and the elements in G. and H. are nonnegative.
It is clear from (28) that the asymmetry in the F. must be absorbed

by the terms -aY32 bY32t. By equating the antisymmetric part of (29)
to the antisymmetric part of (28), we obtain

b

2 m S -t-
a 1

[Y32, - = E ,s [G, - Gm` - H. H.1. (30),
* The case in which a, b < 0 can be treated by an entirely analogous method,

which involves interchanging the properties assigned to the matric polynomials
P1 and P2 in (25). The required factorization can be obtained by factoring P, and
taking the transpose of the resulting product.
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Equation (30) is satisfied* with

E 8Y32 [Gm + Hml= a ± b s
(31)

The equation corresponding to (30) for the symmetric parts, with Y32
given by (31), is

abY33 - Y22 - E 8 [Gm + Glut]
b s+ 7,

a . s
11.1.a + b m s -y,

The identification of Y33 and Y22 can be made as follows:

od ru.
111 "711 j,1.Y33 = b(a b) s y,

od r,

[G, G,11,Y22 =
m + 7m

d
1

Y33 = a(a b)

_d a
Y22 -

E s [G, + +
s

Jm,
m S + yn, in 8 + -y,,,

s [H, H,'] ab E In
S + yn, In S + 'yne

(32)

(33)

where "od" or "d" over an equal sign signifies that equality holds re-
spectively only for the off -diagonal and on -diagonal elements. The
diagonal matrices J,, in (33) are chosen to satisfy the dominant -diagonal
condition for the last 2N rows of Y.

For the special case when all the F, are symmetric matrices the struc-
ture can be simplified by setting Y32 = 0. This leads to the identification:

()d

Y33 =

od
Y22 =

d

Y33 =

Y22 =

- E Hm ,

m 8 1- 'Ym

-E GM +8
' 7m

-E G E
a,) + y, ?II 8 +

E H, + at) E, + ,
* There are, of course, other solutions of (30).

Jul + yM

(34)
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Y(s)
E2

=-a13
E3 = -bE2

ab>o

13

E3

O

Fig. 3 - Realization of a general driving -point function.

Note that the elements in Y32 and the off -diagonal elements in Y22 and
Y33 given by (33) and (34) are, as required, negative -RC driving -point
admittance functions.

Hence, an arbitrary N X N matrix of real rational functions can be
realized as the short-circuit admittance matrix of the structure shown in
Fig. 2 in which the (3N 1) -terminal network requires no internal
nodes and contains only resistors and capacitors.* A numerical example
is considered in Appendix B. The freedom implicit in the synthesis pro-
cedure can be exploited further to yield certain simplifications and other
types of structures. Some of these possibilities may already have oc-
curred to the sufficiently interested reader.

Iv. DISCUSSION

In Section II it is shown that N is the sufficient and, in general,
minimum number of negative -RC driving -point immittances that must
be embedded in an N -port network of resistors and capacitors to realize
as its immittance matrix an arbitrary symmetric N X N matrix of real
rational functions in the complex -frequency variable.

Since any negative -RC driving -point admittance function which is
regular at infinity can be written as the sum of a negative constant and
an RL driving -point admittance function, it follows [recall from (16)
that the yi need not have a pole at infinity] that

Theorem:t An arbitrary symmetric N X N matrix of real rational func-
tions can be realized as the immittance matrix of an N -port transformerless
RLC network containing N negative resistors. A canonical form is a 2N -
port network of resistors and capacitors terminated at each of N ports with
an RL driving -point impedance in parallel with a negative resistor.

* The complete structure for the special case N = 1 (and Y,2 = 0) is shown in
Fig. 3.

t Carlin has established" some interesting related results for networks contain-
ing resistors, capacitors, inductors, gyrators, ideal transformers, and negative
resistors.
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The unbalanced realization of an N -port active RC network described
in Section III leads to a particularly simple structural form for the re-
quired passive subnetwork. Possibilities of determining other structures
are implicit in the method. An intriguing class of unsolved problems
relate to the determination of structures which optimize some measure
of performance such as the sensitivity function.
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APPENDIX A

Selection of Y11 and Decomposition of P

The submatrix Yn can be made to have dominant -diagonal coefficient
matrices by choosing any realizable N X N RC admittance matrix, with
elements of suitable degree as determined subsequently, and multiplying
each diagonal entry by a sufficiently large positive real constant p.
Denote the matrix determined in this way by

Yll =

X12  " X1N

PX22'

pxNN

The polynomial det P can he written as

(35)

R(s)det P = det [qN - Dx ii] = ( p)N {DN fl xii -=} , (36)

where R(s)/pN is a polynomial with all coefficients that approach zero
as p approaches infinity. We shall assume that deg xii = deg q (i =
1,2,  ,N), and that the xi; are nonzero at the origin. Note that, as p
approaches infinity, Ndeg q zeros of det P approach the zeros of

xiii

The zeros of this product can be chosen to be distinct and different from
those of D. Hence, for a sufficiently large value of p, condition (c) of
Section 2.1 is satisfied, and det P has at least N deg q distinct nega-
tive -real zeros that are different from those of q.

We next consider a sufficient condition for the removal of a linear
factor of P.



774 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

A.1 Factorization of the Matric Polynomial P*

Let L be the degree of the highest degree polynomial in P and suppose
that the zeros of

det P = E a.,83
.i=0

include K distinct zeros.
Consider the result of determining a nonsingular matrix Q with con-

stant elements such that every element in the ith column of PQ has a
zero at s = si (i = 1,2,  ,N), where si is a zero of det P. If indeed this
can be done, P can be written as

P = (PQ)Q-1 = IY(DQ-1), (37)

where D is the diagonal matrix diag [s - sl, s - s2,  , s - sN], and the
degree of the highest degree polynomial in P' is L - 1. This is equivalent
to removing a linear factor of the matric polynomial P:

L-1
-1P = E s'Ai = [E 1

J=1

L -1

JAJ/Q QDQ 1 (38)
)=1

=

[L -1

E ill (sU - B) ,
J=-1

where U is the identity matrix of order N and

B = Q diag [s1,s2,  ,siv]

We first develop a sufficient condition for the existence of a nonsingu-
lar matrix of constants Qk such that every element in the kth column of
PQk has a zero at s = Sk It is then shown that Q can be constructed
as the product of N matrices of this type.

At any zero of det P, say at s = sz , the column rank of P is necessarily
less than N, and hence there exists a relationship of the form

0 = E DIP2(81), (39)
i=1

where P,(81) is the jth column vector of P evaluated at s = si and the

* The discussion is more general than is required for the purposes of this pa-
per.
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constants q.,1 are not all zero. If, in addition, for some value k of the
index 1 there exists a relationship of the form (39) with qkk 0 0, a matrix
Qk having the desired properties exists and in fact is given by

Qk =

Consider

1. qlk

q2k

 1

qkk

qNk

det P = E

1

where the Pik are the appropriate cofactors constructed from columns
1,2,  ,k - 1, k 1,  ,N of det P. Denote by Ck(s) the polynomial
which is the greatest common factor of all the Aik . It follows that

det P = Ck(s) E , (40)
i=1

in which there are no factors common to all the zia'. It is evident that all
(N - 1 )-rowed minors of det P constructed from columns 1,2,  ,k - 1,
k 1,  ,N cannot vanish at s = sk , if sk is a zero of

E
that is different from those of Ck(s). In such cases the following set of
equations yields only the trivial solution for the q,k :

0 = E qikPAsk) (41)
jOk

and hence

0 = E qikPi(sk),
j=1

where qkk 0 0.

(42)
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In other words, if det P has at least one zero which is different* from
those of Ck(s), a nonsingular matrix of constants, Qk , can be deter-
mined such that each element in the kth column of PQk has a zero at
S = sk .

Since the number of zeros of the polynomial Ck(s) cannot exceed
(N - 1)L, it is obviously sufficient that K, the number of distinct zeros
of det P, exceed (N - 1)L. Note that the degree of the highest degree
polynomial in P and the zeros of det P are identical to the corresponding
quantities in PQk . Note also that the elements in all columns of PQk
except the kth remain unchanged. Hence, if K > (N - 1)L, the matrix
Q can he constructed as a product of N matrices Qk chosen so that every
element in the ith column of

m

P fi Qk (i = 1,2,  ,m)
1=1

has a zero at s = si .
To summarize, if (N - 1)L < K, N zeros of Det. P can be removed

as a linear factor of the matric polynomial P. The remaining polynomial
is of degree L - 1.

The removal of a linear factor can be ensured under a weaker condi-
tion if AL , the leading coefficient of the matric polynomial, is singular.
This matter is discussed in the following paragraph.

Let R be a nonsingular matrix of real constants chosen so that ALR
has N - r vanishing columns, where r is the rank of AL . Assume for the
purposes of discussion that the last N - r columns of ALR vanish. It
follows that the elements in the last N - r columns of PR have degrees
not exceeding L - 1. In accordance with the discussion presented above,
it is possible to determine a nonsingular matrix of constants Qk such that
each element in column k of PRQk has a zero at s = sk if det P has at
least one zero that is different from those of C (S) [the greatest common
factor of the (N - 1) -rowed minors of PR analogous to those of P
above]. Note that if 1 < k < r the degree of Ck'(8) cannot exceed

* A suitable Qk corresponding to a multiple root of det P at s = sk can be de-
termined if the nullity of P at s = sk exceeds the number of linearly independent
nontrivial solutions for the gm in (41).

t This implies that the matric polynomial P can be written as
L

P = C II (sU - Bi),
i =1

when det P has NL distinct zeros. When these zeros are all real the coefficient
matrices C and Bi are also real.
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(N - 1)L - (N - r). Therefore, if K > (N - 1)L - (N = r), a
nonsingular matrix

= JJ Qk
k=1

can certainly be determined such that each element in the kth column
of PRQ' has a zero at s = sk (k = 1,2,  r), while each element in the
last N - r columns of PRQ' is of degree not exceeding L - 1. Hence,
P can be written as follows:

P = (PRQ1)(RQ')-1 (43)

= P" diag [s - si,s - s2,  ,s - s1,1,  ,1](RQ')-1,

N - r
P = P"[sF G], (44)

where P" is of degree L - 1 and F and G are constant N X N matrices.
In particular, F is of rank r.

It should be clear that the factorization (44) is not dependent upon
which N - r columns of ALR vanish.

For our purposes it is sufficient to consider only the negative -real
zeros of det P. A moment's reflection will show that if Ndeg q, the mini-
mum number of distinct negative -real zeros of det P, satisfies Ndeg q >
(N - 1)L, N distinct negative -real zeros of det P can be removed as a
linear factor of P. The remaining polynomial is of degree L - 1 and the
matrix of constants B [in (38)] is real. It follows that Nk distinct nega-
tive -real zeros of det P can be removed as k linear factors if

(N - 1)[L - (k - 1)] < Ndeg q - N(k - 1). (45)

The degree of P is L = deg q Lo , where Lo = max [max deg NJ; ,
deg D]. To ensure that k = Lo linear factors of P can be removed, we
have, from (45),

NL0 - 1 < deg q. (46)

APPENDIX 13

Synthesis of a Two -Port Network -A Numerical Example

To illustrate the main points in the synthesis technique presented in
Section 3.1, we consider in detail the synthesis of a two -port network.
Since the factorization of P is described elsewhere," we select an example
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for which it is possible to choose Y11 so that the required factoring is
trivial. It is assumed that a = b = 1 [see (19) and (21)]:

Let the prescribed 2 X 2 matrix be

v
' = 15nu1"' - 8 + 3 L8

1

- 3
s

2 1'
1 1 F + 3

The following matrix Yu obviously satisfies the dominance condition
with inequality:

1r 1 - 1 F p(S 1) 0 1
y ii = LXI)J p> 0. (48)

q s + 3 L
0

p(8 + 2)

Since q = D, the factorization of P is trivial. Specifically, we have

(47)

[(1 - p - Ps) + 3 T., T.,P = (8 + 3) = (49)s - 3 (2 - 2p - ps)

where

Pi = (s + 3)U, P, - + 3
L 8 - 3 (2 - 2p - ps) (50)

and U is the identity matrix of order two. It is clear from (50) that p
can be chosen so that det P2 has two distinct negative -real zeros. We
choose p = 10, which yields

[- (10s + 9)s+3
P2 = S - 3 -(10s + 18)1

det P2 = 99s2 + 270s + 171 (51)

= 99(s + 1.0000)(s + 1.7273).

Hence Y will be of the form
3

E (52)
m -o S 'Ym

where To = 0, yl = 1.0000, 72 = 1.7273, and 73 = 3.0000.
Since P1 is a diagonal matrix, P3 can be chosen to he a diagonal matrix.

Let

P3 = -(s + 2)U. (53)

Note that (1/q)P3 is a matrix of negative -RC driving -point admittances.
Using (27), we can determine values of 02//31 for which Yu and Y13 are
matrices of negative -RC driving -point admittances. Accordingly, with
tidth = 0.5 we obtain:
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Y12 =
1 [- 0.0833 0

#2 0 -0.0833

s r. -0.1666 0 1
(.3 + 3)02 0 -0.1666 j'

1 [ -0.5833 0
Y13 =

132 0 - 0.5833

s -0.1666
(s + 3)02 L 0

0
-0.1666

(54)

From (48) with p = 10,

x, [3.3333 0 6.6666 0
111 = 0 6.6666] s + 3 L 0 3.3333 j 

1
(55)

The choice /32 = 0.2 satisfies the dominant -diagonal condition for the
first two rows of Ko and K3 . This condition is satisfied with the equality
sign in the first row of Ko , and for this reason reduces by one the number
of resistors necessary to realize Ko 

Using (99131132)-' = 0.1263, we obtain from (28), (29), (51), and (53).

0.1263(s -1- 2) 10s + 18 s + 3
[(s 1.0000)(s + 1.7273) s - 3 lOs + 9

2
(56)

=>F, s + 7,

Equation (56) can be expressed as

2 F, s
2.6316 0.4386 1

[s + -0.4386 1.3159 j

s -1.3889 -0.3472
[ 0.6944 0.17361

( 5 7 )
s 1.0000

s 0.0199 0.0348

s + 1.7273 L -0.1296 -0.2267 j

The coefficient matrices K. can readily be constructed with the aid
of (31), (33), (54), (55), and (57). Consider for example Ko . From

(57),

Go =
F2.6315

0

0.43861
1.3159 j '

Ho =
[ 0

0.4386
01
01

Using (31), (33), and (58),

(58)
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-1.3157 -0.43861
Y320 = 0 -0.6579Y

r 2.6315 +110 -0.2193
Y33° = L-0.2193 1.3159 +1201'

Y220
110 -0.21931

-0.2193 .120

where jio and 120 are the diagonal elements in Jo [see (33)].
From (54) with $2 = 0.2, (55) and (59)

Ko =

3.3333 0 '-0.4166 0 1-2.9166 0
0 6.6666: 0 -0.41661 0 -2.9166

-0.4166 0 jlo -0.21931-1.3157
0 -0.4166-0.2193 32 0 1 -" 0.4386

0
-0.6579

-2.9166 0 1-1.3157 -0.43861 2.6315 + jio
0 -2.9166: 0 -0.65791-0.2139

-0.2139
1.3159 ± jzo

(59)

. (60)

It is easy to verify that the choice joi = 2.2534, jot = 2.4725 satisfies the
dominant -diagonal condition for the last four rows of K0 and in particular
satisfies the condition with equality in rows five and six.

The remaining coefficient matrices K1 , K2 , and K3 can be constructed
in a similar manner. The realization of the matrix Y is straightforward.

B.1 An Alternative Synthesis

Some reflection will show that a large number of elements are required
to realize Y. This number can be reduced by choosing the elements in
P3 differently. For this reason it is worth while to consider the following
alternative synthesis technique.

If P could be written as 131'132', where P2 has the properties previously
associated with P3 (here denoted by P3'), the sum in (29), with P2' = P3',
would contain simply one term [see (28) and recall that D = q] while
the properties assigned to Y12 and Y13 are permitted to remain invariant.

Consider the matrix P2 given in (51) and repeated below for con-
venience:

[
P2 =

-(10s + 9) s + 3 (61)
s - 3 -(108 + 18)1

By adding the first row of P2 to the second, and then adding the new
second row to the first, we obtain

[
=

-(198 + 21) -(8s + 12)1
(62)(98 + 12) -(9s + 15) I
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Note that each element in (1/q)P2' is a negative -RC driving -point ad-
mittance function. Since P2 can be obtained from P2 by successive ele-
mentary operations on rows, the relation between P2 and P2' can be
expressed by

P2 = TP2 , (63)

where T is a 2 X 2 nonsingular matrix of real constants. Specifically,

1-2 (64)
L1 1j 

The matrix P can be written as

P = PiT-1TP2 = (65)

where P2' = TP2 and Pi' = Using (50), (64), and (65),

Pli [- ((ss ++ 33) -2((ss -1-+ 33)1
(66)

At this point we let P3' = P2' and return to the procedure demon-
strated earlier.

From (27) with 132/ = 1, (62), (66), and (55),

=Y12 j 132 GS + 3) L -2 .0 -2.01
1 [ -3.0 -2.51 s I- -6.0 -2.5
0, -2.5 -1.5

L -1.5 -3.5 02(s + 3) -2.0 -2.0]1'Y13
-4.0 -1.51 s [-6.0 -2.5

(67)

[3.3333 0 s [6.6666 0
Yn. L 0 6.6666 s + 3 L 0 3.3333 _I 

The dominance condition is satisfied in the first and second rows of
Ko and K1' with ft2 = 3.3000. The condition is satisfied with equality
in the first row of Ko'.

The left-hand side of (28) is

1 D
131/32 qP2

P2 0.0918 U, (68)

where U is the identity matrix of order two.
Equations (34) and (68) lead to

=
[0.0918 + h10' 0 s

in0 0.0918 -I- 120'1 s LOY33
'

S 0

J20 S + 3 0 121
(69)
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The coefficient matrix Ko is

3.3333 0 1-0.9091
0 6.66661-0.7576

Ko' =

-0.7576
-0.4545

-1.2121 -0.4545
-0.4545 -1.0606

-0.9091 -0.7576; 110' 0
-0.7576 -0.45451 0

-1.2121 -0.4545; 0
-0.4545 -1.06061 0

:720'

0

The dominance condition is satisfied in
fled with equality in the third and sixth
1.4233.

The remaining coefficient matrix K1'

0 0
0 0

0.0918 + 0
0 0.0918 -I-j20'

the last four rows of Ko (satis-
rows) with jio - 1.6667, j20' =

is given by

6.6666
0

0
3.3333

-1.8182
-0.6061

-0.7576
-0.6061

-1.8182
-0.6061

-0.7576
-0.6061

K1' = -1.8182
-0.7576

-0.6061
-0.6061 0

0
j21'

0

0

0

0

-1.8182 -0.6061 0 0 .111 0
-0.7576 -0.6061, 0 0 I, 0 j21.'

0.7576

0.4545

01.8182 .6061

4.,.6061
0.2020

1.2121

0.7576 0.2525

0.7576

Flhr07576
V\Cv

0.6061 0.2020

0.4545

1.8182 0.6061

E

VOLTAGE -
INVERSION
NEGATIVE -

IMPEDANCE
CONVERTERS

"*. 51

N

( VALUES IN MHOS AND FARADS)

0.6061 0.2020

0.4545
1\/\/

0.6061 0.2020

H
40.10

1.0606

3.9394

0.3030 -I--

0.9089

Fig. 4 - Realization of two -port network example.
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For this matrix the dominance condition is satisfied with jui = 2.4243,
321 = 1.3637.

The final network is shown in Fig. 4.
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Delays for Last -Come First -Served Service
and the Busy Period

By JOHN RIORDAN

(Manuscript received November 10, 1960)

For Poisson input to a single server, it is shown that the stationary delay
distribution function for last -come first -served service is equal to the dis-
tribution function for the busy period (the interval of time during which the
server is continuously busy) only for exponential distribution of service
time. A similar argument shows that the identity persists for a group of fully
accessible servers, each with exponential distribution of service times -a
result which has been a curiosity for some time. Finally, the delay distribu-
tion for last -come first -served service and a single server with constant service
time is derived.

I. INTRODUCTION

Delays for last -come first -served service were first considered by
Vauloti for a system with Poisson input to a group of fully accessible
servers, each with exponential service time. For this order of service,
an arrival which is not served immediately, following the biblical edict,
goes to the head of the waiting line. Its consideration has a natural
theoretical interest, because, as the opposite of first -come first -served, it
seems to be a bound for the gamut of possible service assignments, or at
least of those with simple structure. Indeed Vauloti has used it to find the
envelope of delay functions for all service assignments.

Very briefly, Vaulot's formulation is as follows. Let v(t) be the prob-
ability that a waiting demand for service, which at a given moment has
just become n 1 in line, waits at least t [v (t)is the complement of a
distribution function; volt) is the complement of the conditional delay
distribution function]. Then, if a is the arrival rate, and b the service
rate for each of the c servers, the set of differential recurrence relations
for the v(t) is

v'(t) = bcv_1(t) - (a + bc)v,,(t) avn+1(t),

785

n = 0, 1, .
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Vaulot's solution of these equations will be given later. Here it is suffi-
cient to notice that the same relations had already appeared in the
formulation of the busy period, for the same traffic system, by Palm.2
The correspondent to v (t) is f(t), the probability that a busy period
(all servers busy), which at a given moment has n waiting customers,
continues as a busy period at least t. Since the boundary conditions also
agree, v(t) = f(t), and in particular volt) = fo(t); that is, the condi-
tional delay distribution function for last -come first -served service is
equal to the distribution function of the busy period, for the given sys-
tem. This is the curious and puzzling result mentioned in the abstract.

The first result of this paper is the proof that, for Poisson input to a
single server, the two distributions are alike only for exponential service.
For more than one server, it is plausible that the same thing is true,
though no easy line of proof seems open. For many servers, each with
exponential service time, proof of identity may be given in a way parallel
to the single server case. A second result is the determination of the delay
distribution for Poisson input to a single server with constant service
time; this result belongs in the book with that of Burke3 on random
service for the same system.

II. LAST -COME FIRST -SERVED DELAY FOR POISSON INPUT TO A SINGLE

SERVER

For last -come first -served service, an arrival finding the server busy is
delayed until all subsequent arrivals finding the server busy or just com-
pleting service have been served. The waiting demands at the arrival
epoch have no effect on this delay because the new arrival goes to the
head of the line.

Following Takacs,4 the delay distribution may be derived as follows.
Take the arrival rate as a, the service rate (reciprocal of the average
service time) as b, the service time distribution function as B(t), and the
delay distribution function as G*(t) - the star indicating that G*(t)
differs from G(t), the distribution function for the busy period, in the
starting epoch of the corresponding intervals.

Note first that the (stationary) distribution function between an arbi-
trary time epoch in a service interval and the epoch of next service
completion is given by t

C(t) = b [1 - B(u)] (171, (1)

f The earliest proof of this result known to me is in Pahn5; it may have been
proved much earlier.
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7(s) = fee e--8` (1C(1)

= (b/s)[1 - 0(s)],

i3(s) = fp° e -a dB(t)

(2)

Note that 7(5) = /3(s) if and only if fl(s) = b(b s)-', or what is the
same thing, B(t) = 1 - cu.

Now consider the interval between the arrival epoch of a delayed
demand and the epoch of the next service completion. The probability
that this interval has length (y, y dy) is dC(y). The probability of n
arrivals in this interval, when its length is y, is the Poisson term
e -"(ay)" in! If n = 0, the delay of the given arrival for last -come first -
served service is simply C(t); if n = 1, the delay consists of the interval
to the first service completion plus the busy interval occasioned by this
arrival and all subsequent arrivals during subsequent service periods, the
distribution function for which is G(t). Hence for n = 1 the delay is the
convolution of C(t) and G(t). In the same way, for n = 2 the delay is
the convolution of C(t),G(t) and G(t), and so on.

If G(t) is the distribution function for the sum of n variables, each
with distribution function G(t), and Go(t) = 1, Gi(t) = G(t), then the
conditional delay distribution function is given by

G*(t) = ft E e-" (ay)"YG (1 - y) dC( ) (3)
o n -o n!

If

r*(s) = f e-st dG*(t)
0

and T(s) has a similar significance, then the transform of (3) ist

r*(s) = 7[s + a - aF(s)], (4)

with 7(8) defined by (2). Note that T (s) is determined by TakAcs' equa-
tion

F(s) = $[s + a - al -1(s)]. (5)
t A similar and equivalent result appears in Wisharte; note that Wishart con-

siders the unconditional delay distribution function, which is less directly com-
parable (than the conditional) with the distribution function of the busy period.
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Hence P* (s) = r(8) when and only when -y(s) = Xs). As already
noted, this implies B(t) = 1 - e-bi, the exponential service distribution.

The common distribution function for exponential service time has
been given by Takacs,4 and is obtained as follows. First, since 13(s) =
b(b s)-i, the solution of (5) is

r(s) - a b s - \/(a b s)2 - 4ab
2s

Next, the inverse of thist is
e dx

G(t) = e-ca+b).11(2zVa) p = a/b, (6)
0 p

with Ii (x) the Bessel function of the first kind and imaginary argument.
An equivalent expression due to Vaulot,' which seems better adapted to
numerical work, is

1 - G(t)
A

= - - e-Abt sin2 x, A = 1 p - 2-V p cos x. (6a)
0

III. DELAYS FOR POISSON INPUT TO MANY EXPONENTIAL SERVERS

The modifications of the argument above for c fully accessible servers,
each with exponential distribution of service time (exponential servers,
for brevity), are relatively minor. First, in the derivation of the busy -
period distribution, a service period in the single -server case is replaced
by the interval between the epoch at which the last idle server becomes
busy and the epoch at which the first of c busy servers becomes idle.
The distribution function of this interval is that of the least of c random
variables, each with the same exponential distribution, the service time
distribution. If this function is H(t) and the service time distribution is
B(t) = 1 - then

1 - H(t) = [1 - B(O]° = e-bct
(7)

Hence the distribution function Gc(t) is obtained from its single server
(exponential service time) correspondent G(t) simply by replacing b
by bc.

The last -come first -served delay distribution is proved identical simply
by the remark that H(t) is also the distribution of the interval between
an arbitrary point in the interval for which H(t) is the distribution
function and its termination, because H(t) is of exponential form.

f Ref. 7, pair 556.1, p. 59.
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Fig. 1 shows a comparison of conditional delay curves for various orders
of service at an occupancy p = a/bc of 0.9. The orders are order of ar-
rival, random, and inverse order of arrival (last -come first -served). The
abscissae are values of an auxiliary time variable u = bet. The ordinates
are values of F(u), the probability that the delay of a delayed arrival is
at least u. The curve marked "envelope" is an upper bound for all pos-
sible orders of service; actually it is a plot of 1 - v(u) with

v(u) = (1 - p) E p"vn(u)

and vn(u) as defined in the introduction.
A detailed study of delays for last -come. first -served service and the

busy period, with and without defections from waiting, is planned for a
later paper.
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IV. DELAY FOR SINGLE SERVER WITH CONSTANT SERVICE TIME

Although this is a limit case of (4), both delay and busy -period dis-
tribution functions are obtained more easily, following Talcacs for the
latter, from the classification of the busy period by number served.

Note first that the generating function for number of arrivals in an
interval with distribution function C(t) is given by

p*(x) = E pn*xn

= E anxn n.(y./71!) dc(y)
n=0n=00

e- (8)

= -y(a - as).
The corresponding generating function for number of arrivals in a service
interval is given by

and, by (2),

Note that

p(x) = $(a - ax)

1 - p(x)
P(1 - x) p = a/b.

p*(1) Pi(1) - a31(0)

PPic* =- 1 - Po - pi -  - pn
Now write f* for the probability of n services in a delay period for

last -come first -served service, and

P(x) = Efn*x"

for its generating function; f and f(x) are the corresponding entities for
a busy period. Then, following Takfics,4

= PO*,

f2* = ,

f3* = p1*f2 + p2*.I1,

and

h* = + P2* + P3* Ls fifkf n-1- j-k

f*(x) = xp*[f(x)] = x-y[a - af(x)].

, (11)

(12)
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Note that the corresponding result for f(x) obtained by Takfics is

f(x) = 2.13[a - af(x)].

Hence, by (2), (12), and (13),

Note that

791

(13)

f*(x) = x f(x)
p[l f(x)] ,

p = a/b. (14)

f'(x) = f(x) - art(x)3'[a - af(x)].

Note also that (14) may be rewritten as

pf*(x) = 1 + (x - 1)[1 - f(x)]-1
= 1 + (x - 1)g(x),

where

Hence

g(x)[1 - f(x)] = 1,

g(0) = go = 1.

pfn* gn-i - gn 

For constant service time with service rate b,

B(t) = 0,

= 1,

and /3(s) = . Hence

<

t>

f(s) xeP+Pf(x)

whose solution is given by

f(x) = z (pn)n-le-n°
xn

n=1 n!

so that

oon-le-np
f n n!

(14a)

(15)

(16)

(17)



792 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

Then, using (15), the coefficients gn of the generating function g(x), are
given by

go = 1,

= =

g2 = f2 fl2 = (1 + P)C2P,

93 = .f3 2,12f1+ ,f13 = (1 -I- 2p + 3p2/2!)e-4.

These results suggest writing
n-1 -np

e gnkp
gn = gn(p) = E

k=0 k!

From (15) it follows that

gn = E fign-; 
j=1

From this and (17) and (18), it is found that

g =gnu:E ( +

(18)

(18a)

(19)

From (19) it is found in succession that gno = 1, gni = n - 1, gn2 =
n(n - 2), all of which are contained in the single formula go, = nk-1
(n - k). If this is correct, substitution in (19) shows that the following
must be an identity:

k
nk-1(n - k) = - 1)j-4(n -j - 1)k-i-1(n - k - 1). (20)

j

Equation (20) is in fact one of the forms associated with Abel's generali-
zation of the binomial formula; it is a special case of Equation ( lb) of
Salie,8 which is due to Jensen' (of whom it is proper to remember here
that he was chief engineer of the Copenhagen Telephone Company as
well as a mathematician of note).

Thus, finally,f

g = e-np E (n - k)nk-ipk /k! (21)
k=0

which, with (16), determines f* (x) .
Note also that the polynomials g = g(p) appear also in the dual
t An equivalent result has been found independently by Frank A. Haight, of

the University of California.
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problem of the busy period of a single server with exponential service
time and regular arrivals considered by Connolly.m

The first service has the distribution function

Si(t) = bt,

= 1,

t

t

and the distribution function for n services is

Sn(t) = 0,

= bt,

= 1,

So

(n - 1)0 ,

(ii - 1)0 < t < nb-1,
nb-1 < t.

(22)

( 2:3)

G*(t) = Efn*Sn(t) (24)

is the (conditional) delay distribution function for last -come first -served
service with Poisson input to a single server with constant service time.
The distribution function for the busy period (Talcacs4) is

[be]

G(t) = e-P"(pn,)"-1/n!, (25)
n=0

with [bt] the integral part of bt.
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Stochastic Processes with Balking in the
Theory of Telephone Traffic*

By LAJOS TAKACS

(Manuscript received January 16, 1961)

It is supposed that at a telephone exchange calls are arriving according
to a recurrent process. I f an incoming call finds exactly j lines busy then
it either realizes a connection with probability p, or balks with probability
q; (p, q; = 1). The holding times are mutually independent random
variables with common exponential distribution. In this paper the stochastic
behavior of the fluctuation of the number of the busy lines is studied.

I. INTRODUCTION

Many results in telephone traffic theory (and elsewhere) may be
unified by the introduction of balking. A call is said to balk if for any
reason it refuses service on arrival. A mathematical model for balking is
constructed by assigning a probability to balking dependent only on the
state of the system; if an incoming call finds exactly j lines busy, then
it realizes a connection with probability p; and balks with probability
q; (p; q, = 1). Thus if p; = 1 (j = 0, 1,  ) the system is one with
an infinite number of lines and with no loss and no delay, the ideal for
for any service, while if p; = 1 (j = 0, 1, , m - 1) and p; = 0
(j = m, m 1,  ) the system is a loss system with m lines.

This balking model is examined here for recurrent input and expo-
nential distribution of holding times. More specifically, the call arrival
times are taken as the instants Ti T2 , , T , , where the inter -
arrival times 0 = rn4-1 - r,, (n = 0, 1, ; To = 0) are identically
distributed, mutually independent, positive random variables with dis-
tribution function

P{ 9,, x} = F (x). (1)

* Dedicated to the memory of my professor Charles Jordan (December 16,
1871 -December 24, 1959)

795
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The holding times are identically distributed, mutually independent
random variables with distribution function

H(x) = 1 - e'{0 if x > 0,
if x < 0. (2)

The holding times are independent of the fr,i) as well.
Let us denote by E(t) the number of busy lines at the instant t. De-

fine k. = E (T - 0); that is, E. is the number of busy lines immediately
before the arrival of the nth call. The system is said to be in state E k
at the instant I if 0) = k. Let us denote by m the smallest nonnegative
integer such that p. = O. If pi > 0 = 0, 1, 2,  ) then m = 00 .

In the present paper we shall give a method to determine the dis-
tribution of E for every n, the distribution of W) for finite t values,
and the limiting distributions of E. and E(t) as n -> 00 and t 00 re-
spectively. Further, we shall determine the stochastic law of the transi-
tions E E k+i (k = 0, 1, 2,  ).

II. NOTATION

The Laplace-Stieltjes transform of the distribution function of the
interarrival times will be denoted by

p(s) = Efe-an) = foe 8zdF(x) ,

which is convergent if 61.(s) 0. The expectation of the interarrival
times will be denoted by

a = E i91 = fo dF(x).

Let P{E = k} = Pk") and PIE(t) = = Pk(t). Define

ilk(s) = f e-"Pk(t) dt,
0

which is convergent if 61(s) > 0. Let

lira P ( ) = Pk

provided that the limits exist.
Define

and lim Pk(t) = Pk*,
1..00

v(im) (r = 0, 1, 2,  ) ,
2-1 \1 - (3)
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where the empty product means 1; that is, Co = 1. We shall also use
the abbreviation

cOr = co(rµ) = C's dF(x) (r = 0, 1, 2,  ) . (4)

Denote by Mk(t) the expected number of calls occurring in the time
interval (0,t] which find exactly k lines busy. The expected number of
transitions Ek Ek+i occurring in the time interval (0,1] is clearly
pkMk(t). Denote by Nk(t) the expected number of transitions Ek-Fi Ek
occurring in the time interval (0,1].

Let Gk(x)(k = 0, 1, 2,  ) be the distribution function of the time
differences between successive transitions E Ek and Ek Ek+1

while Rk(x) (k = 0, 1, 2,  ) is the distribution function of the time
differences between consecutive transitions Ek Ek4-1 . If t(0) = 0
then we say that a transition E_1 Eo takes place at time t = -0.
Write

and

7k(s) = dGk(x)f

Pk(s) = f e-sx dRk(x)
0

which are convergent if a(s) > 0.

III. PREVIOUS RESULTS

3.1 A. K. Erlang

Erlangl has proved that, if { T.) forms a Poisson process of intensity
X-that is, F(x) = 1 - Cxx for x >= 0-and further, p; = 1 when j < m,
p; = 0 when j >= m, then

(X/A)k
klPk = (k = 0,1, , m). (5)

In this case Pk = Pk* (le = 0, 1, , m) also holds. This is the simplest
loss system.
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3.2 Conny Palm

Palm2 has generalized the above result of Erlang for the case when
fr,,) forms a recurrent process and otherwise every assumption remains
unchanged. Palm has proved that

1

Pm- (6)P (in)
r=0 r Cr

where Cr is defined by (3). In this case the complete limiting distribu-
tions {Pk) and {Pk*} have been determined by Pollaczek,3 Cohen,' and
the author." The transient behavior of the sequence {t.} was determined
by Pollaczek3 and Bene§,7 and the transient behavior of the process
{E(01 by Bend and by the author.'

3.3 The Infinite Line Case

The case when p., = 1 (j = 0, 1, 2, ) has been investigated by the
author,1°'11 who has proved that

Pk= E ( - irk (r) (k = 0, 1,2,  ) (7)

and, if F(x) is not a lattice distribution and if a < 00, then the limiting
distribution {Pk*} exists and

Pk -1 (k = 1, 2,  ) ,Pk (k-
kap

1 `' Pk -1
k

The transient behavior of the process WO) is also treated in Refs. 10
and 11.

(8)

3.4 The Case po = 1, p; = p (j = 1, 2,  ), = q (j = 1, 2, )
This case, where p q = 1, plays an important role in the theory of

particle counters and has been investigated by the author,12 who has
found that

p (-p)"C,.
Po - r=°

1 q t(-p)rC,.
(9)
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Q.

( - 1 )r-k (k) Cr
Pk, = ' (k = 1, 2, ) . (10)

1 - q E ( -p)re,.
r=0

If F(x) is not a lattice distribution and if a < , then the limiting
distribution {Pk*} exists and

pkPk
P k+1*

(k 1)

Po* = 1 - 1 l'kE
k_o + 1).

(k = 0, 1, 2,  )

The transient behavior of the process {MA is also treated in Ref. 12.

3.5 The Distribution Function Gk(s)

This function plays an important role in the investigation of overflow
traffic. In the infinite line case, i.e., when p, = 1 (j = 0, 1, 2, ),

Palm2 has proved that 7k(s)(k = 0, 1, 2, ) satisfies the following
recurrence formula:

7k_i(s + au)7k(s) - (k = 1, 2, ) , (12)
1 - 7k_1(s) 7k -1(s 11)

where -yo(s) = p(s). Palm has obtained -yk(s) explicitly when { r} is a
Poisson process; that is, g(s) = X/(X s). Then

E (k)s(s ,A) Es + (j - 1),4
xi

lik(s) k+7° "I(k 1)s(s i.e) [s (j - 1)1.41
(13).

J-0 3

The general solution of the recurrence formula (12) is

(k) ri _ 4,(8±
r -O / i=o L go (s i12)

7k(s) = (k = 0, 1, 2, ) , (14)

(k + 1) r1 - Jo]
r ;VI; v(s ip,)

where the empty product means 1. The formula (14) is proved in Refs.
10 and 11.

In the particular case po = 1, Pi = p (j = 1, 2,  ), q;



- v(s)] (k ;) 1-1 _ cgs +
ptp(s) r_o \r, i=i+1 L pp(s '40 J)

if k = 1,2, .

IV. THE TRANSIENT BEHAVIOR OF {En}
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q(j = 1, 2,  ), where p q = 1, the Laplace-Stieltjes transform 71(s)
has been given explicitly in Ref. 12. We have

Dk(s) (k = 0, 1, 2, ) , (15)
Dk+i(s)

where Do (s) = 1 and

Dk(s) = fp co(s

r=o\r/ 1-0 pp(s
(16)

It is easy to see that the sequence of random variables { E} forms a
homogeneous Markov chain with transition probabilities

Pjk = Pitn+1 = k tn = =J 71-fic(X) (WV))

where

7rjk(X) =

(17)

+ --k r
Pi k

1e (1 - q; ekAz (1 - e-"r)-1-1 (18)

is the conditional transition probability given that the interarrival time
On = x (constant). For, if E. = j and 0 = x, then En+i has a Bernoulli
distribution, either with parameters j + 1 and e-mx when the nth call
realizes a connection, or with parameters j and e-Az when the nth call
does not. The system is said to be in state Ek at the nth step if E. = k.

Starting from the initial distribution {Pk")) the distributions fPk(n))
can be determined successively by the following formulas:

00

p k(n +1) (n = 1, 2, ).
j=k-1

(19)

However, it turns out that in many cases it is more convenient to
determine the binomial moments of {Pk(n)} first. By definition,

(r") = E {(9} = (4) rik(n)k=r r
(r = 0, 1, 2,  ) (20)
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is the rth binomial moment of {PM. If we suppose that Ur(') < Cir/r!
where C1 is a constant, then it can be proved that every Ur(n) exists
and U,.(n) <Ir! where C is a constant. Thus the distribution { Pk(n)}
is uniquely determined by { Ur(n)}. We obtain from (20) that

pk(n) E (_1),-k
r=k k r

(k = 0, 1, 2,  ). (21)

This is the inversion formula of Jordan."
It is convenient to use the related quantities

Vr(n) = E {(E;) P E =
k\

PkPk(n)

whence by inversion

(r=0,1,2,),

pkPk(") = E (-1)-k (1) Vr(
r=k

(22)

(23)

Now we shall prove
Theorem 1. We have Uo(n) = 1 = 1, 2, ) and

(T(n+" = r(Ur(n) + VT -1(n)r co) (n = 1,2, ; r = 1,2, ), (24)

where yo,. = co(rp). Further

vroo E (d) (Q9--rpr)u,(n)

where

(r = 0, 1, 2, ), (25)

j -r
j-rpr (26)

v=0

Proof. First of all we note that the rth binomial moment of the Ber-
noulli distribution { (2k) with parameters n and p, that is, that of

is given by

(n) ,nk pr -k
k

(k = 0, 1,  , n),

Pr= (k) Q =11) 1 (r = 0,1,  , nj . (27)
k= r

Using (27), we get by ( IS) that

{(Ellr+)
I E = 1, 0 = x} = (
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whence

E {(Eni+i = = cc' [Pi ( 1) ± (jr)1

= 4°r Rjr) ± Pi (r 1)1
If we multiply both sides of (28) by Pig") and add them for every j,

then we get (24). We obtain (25) if we put (21) into (22). This com-
pletes the proof of the theorem.

Starting from (Ira) (r = 1, 2,  ) the binomial moments Ur(") (n=
2, 3,  ) can be obtained recursively by (24) and (25). If, specifically,
t(0) = i and ri = x then ti has a Bernoulli distribution with parameters
i and e-" and thus, for t(0) =

(28)

Urcn = E {(9 cor} =
r r

(r = 0, 1, 2, ). (29)

Remark 1. Jf we introduce the generating functions

and

Ur(w) = E Ur(n)Wn
n=1

vr(w) = E Vr(n)Wn
n=1

(30)

(31)

and suppose that (0) = i, then by (24) and (29) we get that

Ur(w) - TP:vipi 11.) ± V r--1(w)1 (r = 1, 2,  ), (32)

and evidently

Uo(w) -
1 -w w 

Note also that (21) implies that

E pk,n)wn E (_nr-k

n=1 r=k (1.
r (W)

(33)

(34)

Example 1. In the infinite line case, i.e., when p, = 1(j = 0, 1, 2,  ),
Vr(a) = Ur(n) and Vr(w) = Ur(w) for r = 0, 1, 2,  . If we suppose
that t(0) = i, then by (32) we get

Ur(w) = 1 -w w`Prcor
[(1) trr-1(w)1 (r = 1, 2, ) (35)
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and Uo(w) = w/(1 - w). The solution of these equations is given by
r j-1

itii 7.

wio\
W = {11 ( W )1 {E 11 (= 0,1,2,  ),

- wv; ;.-0 3 y -o ( 'Lapp )f
where the empty product means 1. The distribution {Pk(")} is deter-
mined by (34).

Example 2. For a loss system with m lines, i.e., when p; = 1 (j < m)
and p, = 0 (j > m), in the case E(0) = i m we have

and

V,.(n) = ;1' - (m) Um(n) (r = 0, 1, 2, m - 1)

V,.(")= Ur(n)=0 (r = m, m 1,  ).

Thus,

Vf(w) = Ur(w) - (11;) m(w) (r = 0, 1, 2,  , m - 1)

and

,(11)) = Ur(W) = 0 ( = 111, m + 1,

By (32) we get

Ur(w) -
(

lvvwrcor [(.7r) +
1

(r = 1,2, , m)

and Uo(w) = w/(1 - w). The solution of these equations for r = 0, 1,
2,  , m is given by

(
Ur(w) r7(w) fr (i.;!) rAlw) t1_, Fu (1)

7) I 11-1=r\ (37)ri(w)

[ro (7 l) ri-1(w)

where

r r(W) =
Wco,

1=0(1 - Wv)
(r = 0, 1, 2, )

and 1._1(w) m 1. Finally, {Pk(")} can be obtained by (34).

(36)
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V. THE LIMITING DISTRIBUTION 1 -Pk I

In the Markov chain IS,' the states Eo , E1, , E. form an irre-
ducible closed set, while E., E.44 , are transient states. If either
m = 00 or m < 00, but we restrict ourselves to the states E0 , E1 , ,

E., then the Markov chain {E} is irreducible. The Markov chain {E,,}
is always aperiodic. Accordingly

lira Pk") = Pk
II -4. CO

(k = 0, 1, 2,  )

always exists and is independent of the initial distribution. There are
two possibilities: either every Pk = 0 (k = 0, 1, 2,  ) or {Pk} is a
probability distribution. (In the second case Pk > 0 if k =< m and Pk =
0 if k > m.) In the second case {Pk} is the unique stationary distribu-
tion of the Markov chain {E} and conversely if there exists a stationary
distribution then it is unique and agrees with the limiting distribution
{Pk}.

In the particular case p; = 1 (j = 0, 1, 2,  ) the limiting distribu-
tion always exists, as has been Proved in Ref. 10. In this special case

00

Po = E - > 0.
r=0

If we consider an arbitrary sequence {pi} then evidently

P0 E ycr > 0,

whence it follows that {En} belongs to the second class; that is, {Pk} is a
probability distribution.

The stationary distribution {Pk} is uniquely determined by the fol-
lowing system of linear equations:

and

Pk =E p jkP j
j=k -1

CO

(38)

E Pk = 1. (39)
k=1

Since in this case Pk(") = Pk for every n, we get (38) by (19). Now let
us introduce the binomial moments

U,. = (.) Pk (r = 0, 1, 2, ) (40)k=r:
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and define

Vr =
k= r

By inversion we get, from (40),

(41)

Pk = 1)T -L (l r (k = 0, 1, 2,  ) (42)

and similarly, from (41),

ihrk = E (-1 vr (43)

The binomial moments U,.(r = 0, 1, 2, ) can be obtained by the
following

Theorem 2. We have Uo = 1 and

Ur - --Ce'r Vr1 (1.1 - (Pr

where (A. = (nu) . Further,

(I) j-r Pr) U j

where
j -rE _1

Proof. This theorem immediately follows from Theorem 1 if we put
Ur") = Ur , Vr(n) = V, in (24) and (25).

Remark 2. In many cases there is a simple relation between the gen-
erating functions

and

00

=

-

1, 2, ), (44)

(1. = 0, 1, 2, ), (45)

Pi-, (46)

U(z) = E pkzk
k=0

00

V (z) = E pkPkzk
k =0

when Ur (r = 0, 1,  ) can easily be obtained by (44). For,

1 [drU(z)- (r = 0, 1, 2,  )
r! dzr

(47)

(48)

(49)
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and

V, -
r!

[dy(z)1
(r = 0, 1, 2,  ). (50)

dzr 1-1

Theorem 3. The binomial moments U,. (r = 0, 1, 2, ) satisfy the
following system of linear equations:

- 1 ) r-k (22k,Ur
1 - ur+) = 0 (r = 0, 1, 2,  ) ( 51 )

r =k cot -El

and
co

cor+1 (1) (a.i-rmui (r = 0, 1, 2,  ), (52)
1 - (Pr+i i=r r

where a'-rpr is defined by (46).
Proof. If we put (42) into (43) and use the relation (44) then we

get (51). If we eliminate V,. from (44) and (45) then we get (52).
Remark 3. If pm = 0 then Ur = 0 for r > m, and in this case, start-

ing from Um , the unknowns Um_i , Um_2 ,  , Uo can be obtained
successively either by (51) or by (52) and finally U0 = 1 determines

. If the higher differences of pr vanish, then (52) can be used suc-
cessfully for the determination of the binomial moments Ur .

Example 3. If p;= 1 (j = 0, 1, 2,  ) then V,. = U (r = 0, 1, 2,  )
and, by (44),

whence

Ur - C6ir (r = 2,  ),1 - v,.

r

Ur = coi (r = 1, 2,  ) (53)
.;=-1 1 -co;

and Un = 1. The distribution {Pk) is given by (42).
Example 4. Let p; = 1 if j < m and p; = 0 if j > m. Then

V,.= - (m) U. (r = 0, 1, , m)

and

V,. = Ur = 0 (r = m + 1, m + 2,  ).
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By (44)

Ur =
1

Ur-i - (r 1) U,] (r = 1, 2, ,-
and the solution of this equation is

(m) 1
r ,Ur_ / ( 54

J.) C;

where Cr is defined by (3) U, = 0 if r > m. Finally, {Pk} is given by
(42).

Example 5. Let Po = 1 and p, = p (j = 1, 2,  ), qi = q (j = 1, 2,
 ), where p q = 1. Then

V, = pUr (r = 1, 2,  ),

Vo = pLro qPo = 1 - q - U2 + ' )

Putting Vr into (44) we get,

Ur = 21Pr Ur -1 (r = 1, 2, )
1 -(A.

and

Ur
(P1 [1 - q( U1 - U2 + U3 -  )]

1 -(pi
The solution of this system of linear equations is

Ur - Prer

1 - q E -p) le;
(r = 0, 1, 2,  ), (55)

where Cris defined by (3). Finally, {Pk} is given by (42).
Example 6. Let po = 1, p; = p, and q; = q if j = 1, 2, , m - 1,

where p q = 1, and p; = 0 if j > m. Then

Vo = p qP0 -

= q[(Jo - U1 + U2 -  + (-WU.] - pu
Vr = pur - p (7) Um = 1, 2, ),

V,= Ur = 0 (r = m + 1, m + 2,
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Now Uo = 1 and, by (44),

E (m)In

C ;pi(',
ns 711in) 1 - q E(- ) EJ-0

(»z) 1

\1 C ;pi

(r = 1,2, ,

(56)

The distribution {Pk} is given by (42).
Example 7. If, in particular, F(x) = 1 - e-xr for x 0, then co(s) =

X/(X s) and cOr = X/(X rµ)(r = 0, 1, 2,  ). In this case by (24)
we have

nu U, = XV,-1 (r = 1, 2,  ),

whence

/.1P(z) = XV(z).

Forming the coefficient of zk-' we obtain that

AkPk = Xpk-iPk--1 (k = 1, 2,  ), (57)

whence

Ph = Po
kl

popi ph (k = 0, 1, 2,  ),

and Po is determined by the requirement that

E Pk = 1.
k=0

VI. THE TRANSIENT BEHAVIOR OF { (t)}

In this section we suppose that (0) = i always. Denote by M1(t)
the expectation of the number of calls occurring in the time interval
(0,1] which find exactly j lines busy. Let

Ai(s) = dM1(t),f
which is convergent if 61(s) > 0. Now we shall prove the following

Lemma .1. Define

(58)

(1),(s) = E J)
it) )

(r = 0, 1, 2, ) (59)
r
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L(8) = E pilii(s)
i-r r

which are convergent if (R(s) > 0. Then

Cs) -
and if E(0) = i then

(1),(s) =

(p(s)
1 -Co(s)

1 - co(s rL\ `11,-1(s)].cio(s rµ)

809

= 0, 1, 2, ), (60)

(61)

(62)

Proof. Since evidently

.3/,(t) = Ec Tn -5= t, = (63)

we have

'r(s) = (i) ki,(s) = E {e-"" Sit

and similarly

4,r(s) = E .1) =j-r r
E E jr () PE

Now we shall prove that,

E {e-arn+i (En+) I

I = On = = y

1 c_rpre-ex+y)+ )
= [P

(64)

(65)

This follows from the fact that under the given condition E+1 has a
Bernoulli distribution either with parameters j 1 and when the
nth call gives rise to a connection, or with parameters j and e-Pz when
the nth call does not. Unconditionally we get

E {e-arn+1
E, +1r}

= v(s [E {Car' (")} E {e-"n r 1)

(66)

PEn}i
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If E(0) = i then

E {e-"` O.)} = ,p(s riA).

If we add (66) for n = 1, 2,  and (67) then we get

cl),(s) = 40(s + 10[0 + 4),(0 + 0r-i(1

(67)

(68)

(r = 0, 1,2, ),

where 4Y_1(s) = 0. Thus we get (61) and (62). In many eases use of
Lemma 1 determines (1),(8) (r = 0, 1, 2, ) explicitly.

Remark 4. From (59) we obtain by inversion

µk(s) = (r)r(s)
r=k k

(60)

The functions Ak(s)(k = 0, 1, 2, ) can be determined also by the
following system of linear equations:

(k)Ak(s) v(8 [(i) 1) Paik(S)11
r - if) \ k= r-1 r - (70)

which we get if we put (59) and (60) into (62).
If we know 43,(s) (r = 0, 1, 2,  ) then Pk(i) can be determined by

the following
Theorem 4. The Laplace transform Ilk(s) is given by

Ilk(s) = rk ( -1)r -k (1.)"(8) (71)
r=k

where

[1 - v(s rit)](13r(s)
13r(8) = (r = 0, 1, 2, ). (72)

40(s + rµ)(8 rti)

Proof. Let the rth binomial moment of (Pk(t)) be defined by

Br(t) = E TM)} = (k) Pk(t) = 0,.1, 2,  ) (73)
r k=r r

By using the results of Ref. 10 we can see that Br(t) :5- Cr/r1 for every
0, where C is a constant. Thus the probability distribution {Pk(t)}

is uniquely determined by its binomial moments. From (73) we get by
inversion

Pk(t) = E (-1)r-k (r) Br t) (74)
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If

13,(s) = e --"13,-(t) dl
0

and we form the Laplace transform of (74), we get (71). Now let us
determine fir(s) (r = 0, 1, 2,  ).

If E(0) = i, then

Br(t) = (ir) c'e[1 - F(t)]

E Pi(.1 + I) + (1Jf e-""-"11 - F(t - u)] d1V1 ;00,
1=0 0

where WO is defined by (63). For, if there is no call in the time inter-
val (O,t] then E(1) has a Bernoulli distribution with parameters i and
C". If the last call in the time interval (0,1] occurs at the instant u and
in that instant the number of busy lines is j, then E(t) has a Bernoulli
distribution, either with parameters j 1 and e'(`-') when this call
gives rise to a connection or with parameters j and CP"-") when this
call does not. If we also take into consideration that the last call oc-
curring in the time interval (0,1] may be the 1st, 2nd, , nth, one,
then we get (75). Forming the Laplace transform of (74) we get

_1 - ,p(s ri.4) {( i\
s

(75)

(76)

E [pJ (.1 + 1) + 41 (j)] Ai(s)}
i=0

where IA;(8) is defined by (58). By using the notations (59) and (60)
we can write also that

-
1 - (s ri2) 1 i + r( s) ±111,--1(8)}. (77)

Taking into consideration the relation (68) we obtain finally

- 1 v(s riA) Cs)
(s rih) ,P(s riA)'

which was to be proved.
Example 8. Define

cr(s)
1

= H co(8 4')-0 1 - co(s

(78)

(r = 0, 1, 2, ) (79)
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and

C_1(s) m 1.

If p, = 1 (j = 0, 1, 2,  ) and E(0) = i, then Alfr(8) (1),.(s) (r =
0, 1, 2, ) and, by (62), we get

(IV -1 .--
1

(S))1)1 r -
-L (T-' r i(s)] (r = 0, 1, ), (80)

[ 1-

where (1)_1(8) = 0. The solution of this recurrence formula is

= Cr(s) (i.) 1 (81)i=oC
where Cr(s) is defined by (79).

Example 9. If p; = 1 when j < m and p; = 0 when j > m and t(0) =
m, then

Tr(s) 'Pr(s) - (11 (1),(s) (r = 0, 1, m)

and

Tr(8) = 'Ms) = 0 (r = in + 1, m 2,  ).

By (62)

4)r(s)= (P(S r) r/A
[Ai) + (Dr -1(s) -r m 43m(8)]

(82)

for r = 1, 2, , m. The solution of this equation is

4,r(s) =
Cr(s) d-im

V/ \,// C, -1(s)
J=0j C i(s)

-Erg duLlE,A1 (ii)cii(8)1}
where C;(8) is defined by (79).

(83)

VII. THE LIMITING DISTRIBUTION { Pk *)

Now we shall prove
Theorem 5. If F(x) is not a lattice distribution and its mean a is finite,

then the limiting distribution

lien Pk(t) = Pk* (k = 0, 1,  )
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exists and is independent of the initial distribution. We have

PkPk
P k+1* (k 1)ali

and

÷),Po* = 1 - 1 PkPk
k=0 k + 1

= 0, 1, 2, ) (84)

where {Pk} is defined by (38).
Proof. By the theory of Markov chains we can conclude that

11M
M k

t a

(85)

(86)

Furthermore, it is clear that the difference of the number of transitions
Ek Ek+i and Ek+1 Ek occurring in the time interval (O,t] is at most
1. Accordingly, if we denote by Nk(t) the expectation of the number of
transitions Ek+1 Ek occurring in the time interval (OA, then

I - Nk(t) I 1 (87)

for all t 0. Further,

N k(t) = (k + 1) At 1) k,i(u)
0

(88)

for, if we consider the process {E(t)} only at those instants when there
is state Ek+1 , then the transitions Ek÷i Ek form a Poisson process of
density (k 1)12. Thus, by (86), (87), and (88),

lim (k the fhPk+i(u) du = m-N0(t) limpk31k(t) pkPk

0 t t a

that is,

eye o

lim Pk+i(u) du - likrk (k = 0, 1,2, ). (89)
t (k 1)cy,u

If we prove that the limiting distribution

lim Pk(t) = Pk* (k = 0, 1, 2,  )

exists, then it follows by (89) that

* PLP k

(k nay (k = 0, 1, 2,  ), (90)
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and so

P Pk
oooo

Po* = - E Pk,_,* = 1 - 1- ( 9 1 )
k--13 am, k=0 (k 1)

To prove the existence of the limiting distribution we need the follow-
ing auxiliary theorem: If F(x) is not a lattice distribution, then

lim P Mk(t - pkMk(t) (92)
h

exists for every h > 0 and is independent of h and the initial state. This
is a consequence of a theorem of Blackwell." For the time differences be-
tween successive transitions ER Ek+1 are identically distributed, in-
dependent, positive random variables, and, if F(x) is not a lattice dis-
tribution, then these random variables have no lattice distribution
either. If (92) exists, then it follows that

line
il/k(t h) - 111k(t) 11Ikt(t)line- hm Pk (k = 0, 1, 2, ). (93)

a

Now, by the theorem of total probability, we can write

Pk(t) = (i/c) e-k4lx - [1 - F(t)]

00 s,

+ E rik(t - u)[1 - F(t - d1P1 i(u),
j=k-1 c,

(94)

where rjk(t) is defined by (18) and it is supposed that E(0) = i. The
event E(t) = k may occur in several mutually exclusive ways: there is
no call in the time interval (0,t] and, with the exception of k, all the i
connections terminate by t; or the last call in the time interval (0,1} is
the nth (n = 1, 2,  ) one and it finds state E (j = le - 1, k, ).

If 7, = u (0 < u < 0, then during the time interval (u,t] no new call
arrives [the probability of which is 1 - F(t - u)] and with the excep-
tion of k connections every connection terminates by t [the probability
of which is rik(t - tc)].

Applying Blackwell's theorem to (94) and using a < co, it follows
that

exists and

Jim Pk(t) = Pk*
1-.00

00

(k = 0, 1, )

Pk* = E pjk*P; (95)
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Rik* =
1
- f 71-jk(x)[1 - F(x)] dx.
a 0

It is easy to see from (95) that P Al is a probability distribution.

VIII. THE DETERMINATION OF -yk(S)

Define

Dk s-yk(s) = f e-"dGk(x) -
0 Dk4 1(s)

where Do(s) = 1. We are going to determine Dr(s)(r = 1, 2, ).
Write Dr(s) in the following form:

where .6,'D (s) is the jth difference of Dr(s) at r = 0; that is,

(96)

(97)

(98)

AID.(s) = E ( -1)- (1) Di(s). (99)
=o

Then Dr(s) is uniquely determined by its differences.
Now we shall prove
Theorem 6. Starting from Do(s) = A°Do(s) = 1, the functions Dr(s)

(r = 0, 1, 2,  ) and the differences .1'Do(s) (j = 0, 1, 2, ) can be
obtained successively by the recurrence formulas

(-1
r

D, (s)()1=0

= co(s (-1)r-i PiDi+i(s) 41),(s)]

and

-1-1)0(8) - so(s

c°(8 +

respectively. Here

= E -
y-o

(100)

p1)A1+1Do(s) (101)

(102)
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Proof. By the theorem of total probability we can write for r = 0, 1,
2, that

Gr(x) = f E e-i" (1 - e-PY),-/
0 J=0 ,i

r

 [P1G1-i-1( X - y) * * Gr(x - y)

giGa(x - y) *  *Gr(x - y)] dF(y),

where the empty convolution product is equal to 1. Let us consider the
instant of a transition -+ Er and measure time from this instant.
Then Gr(x) is the probability that the next transition Er -> EH.' occurs
in the time interval (0,x]. This event may occur in the following mutually
exclusive ways: the first call in the time interval (0,x] arrives at the
instant y(0 < y x), it finds state E1 (j = 0, 1, , r), the prob-
ability of which is

(103)

(r.) e -I"(1 - e')r-a'

and, in the time interval (y,x], a transition Er --> E r+1 occurs, the prob-
ability of which is

- y) * * Gr(x - y) qfii(s, - y) * * Gr(x - y).

Introduce the notation

qr,i(8) = 17..() e-R xe-l"r(1 - dF(x) (104)

and form the Laplace-Stieltjes transform of (103); then

Yr(8) = E gri(s) [pi H H = 0, 1, 2,  ),
i=j+1

where the empty product is 1. Now using (97) we find

Dr(s) = E q.(84,D)+,(s) + ciD;(s)] (r = 0, 1, 2, ). (105)
1=0

This is already a recurrence formula for the determination of Dr(s)
(r = 0, 1, 2,  ), but the coefficients can be simplified further.

If we form

AjD0(8) = E (-05-1 Di(s),
i=o
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where D1(s) is replaced by (105), and take into consideration that

( qi,i(s) (-1).1-i (0 (se(s ji.L) , (.106)
t=i

then we obtain

AjDo(s) = co(.s ji2)
i ) [piTh+i(s) qiDi(s)]. (107)s

Now, comparing (99) and (107), we obtain (100).
On the other hand, by (107) it follows that

A37)0(s) = (p(s ji2) ATo(s) + co( s E (-1)5 0 pizoi(s),

whence

and here

where

40(s ± jii)
1 - co(s

Ai[poADo(s)] = E (Ar-iHAD0(s),0 pi)A i=0

= E (-1)Pe

(108)

(109)

(110)

This proves (101).
Example 10. In the infinite line case, i.e., when p; = 1 (j = 0, 1, 2,
 ), (101) has the following simple form:

y-FiDo(s) = 1 - io(s j)
°,

'D (S) ( j = 0,1,2,  ), (111)
co(s /12)

whence

and

AiDo(s) = FL1 -:(±s +.4,1i-o4,(

Dr(s) = E r 1 - ,c(s + io)
)=0 j i=0( co(s ip)

(112)

(113)
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Example 11. If po = 1 and pi = p = 1, 2,  ), then (101) reduces
to the following difference equation:

A-14-1D0(s)
I - co(s jµ) Jrajs)

(P(8 +

(_1)i q[1 - v(8)] (j = 0, 1. 2, ).
Pio(s)

A simple calculation shows that the solution of (114) is

A'Do(s) = {p [1 (P(s 4)1
i=0 co(s i/A)

and finally,

q[1 - so(s)] 2-1 (,), 1-1-' [1 - 4,(8 +
pco(s)_ + j)

Dr(s) E
1=0

(114)

(115)

(116)

Theorem 7. Suppose that E(0) = 0 and under this condition denote by
Mk(t) the expectation of the number of calls arriving in the time interval
(0,t] which find exactly k lines busy. Let

Then

ilk(8) = f e -3g 61111k( t).

Pk(S) = 1 -
1

pkDk+1(s),uk(s)

where D,;+1(s) is given by Theorem 6 and µk(s) is given by

4k(s) = E (-1)-" r
4)r(S)

r=k
(119)

where 4.,.(s) can be obtained by Lemma 1.
Proof. The expected number of transitions Ek Ek+1 occurring in

the time interval (0,1] is evidently pkMk(t). The time differences between
consecutive transitions Ek Ek-F1 are identically distributed, independ-
ent random variables with distribution function Rk(x). By using renewal
theory we can write that

pkMk(t) = Go(t) * G1(t) * * Gk(t)

* [1(t) Rk(t) Rk(t) * Rk(t) +  ],

(117)

(118)

(120)

where 1(1) = 1 if I > 0 and 1(0 = 0 if / < 0. Forming the Laplace-
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Stieltjes transform of (121), we obtain

Pk/4(s) - 70(8)71(8)-7k(s) 1
(121)

1 - pk(s) Dk+i(s)[1 -

whence (118) follows.
Since we know the distribution functions Gk(x) and Rk(x) (k = 0, 1,

2,  ), the distribution of the number of transitions Ek Ek-H occur-
ring in the time interval (0,t] can be obtained easily.

I X. THE OVERFLOW TRAFFIC

Suppose that p; = 1 (j = 0, 1, 2,  ) and that the telephone lines
are numbered by 1, 2, 3,  . Further suppose that an incoming call
realizes a connection through the idle line that has the lowest serial
number. Consider the group (1, 2, , m). Denote by 7.(n) the proba-
bility that the nth call finds every line busy in the group (1, 2, , m).
The distances between successive calls which find every line busy in the
group (1, 2, , m) are evidently identically distributed, independent
random variables with distribution function, say, Gm(x).

Palm2 proved that

Trm = liM r,(n) = 711 (m) (122)
r=0 r Cr

where Cr is defined by (3). This is in agreement with (6). In this case
it is easy to see that rm(") = Pm"), where the distribution {Pk(")} is de-
fined in Example 2 of Section IV.

In Refs. 10 and 11 it is shown that

(m) 1 - v(8 +

r=0 T' i=0

, (123)

L 49 (8 + J

r=0 r / L

where the empty product means 1. It is easy to see that Gm(x) agrees
with the corresponding am(x) defined in Section VIII when p; = 1.

(j = 0, 1, 2,  ). Thus (123) can be obtained from (97) and (113).
Remark 5. Denote by r,,, the expectation of the random variable

which is the difference of call numbers of successive calls, both of which
find all lines busy in the group (1, 2,  , m). Knowing r we can
write that

1.

fow e-" dG,(X) =

r, = lim 71-,(n) = (124)r,11 -.CO
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and

fo (c° dGm(x) = arm 12J)

In Ref. 6 it is shown that rr (r = 1, 2, ) satisfies the following
recurrence formula:

rr = qr,o(ri + F2 +  + Fr) + (17,0'2 + P2 + + Fr)

+ + qr.-2(Fr, + Fr) + + 1,
where

e.-sµ'(1 )r-i
J 0

The solution of (126) is given by
j

Fr = 1-
J=0
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A New Technique for Increasing the
Flexibility of Recursive Least

Squares Data Smoothing
By N. LEVINE

(Manuscript received October 19, 1960)

A method of performing recursive least squares data smoothing is de-
scribed in which optimum (or arbitrary) weights can be assigned to the
observations. The usual restriction of a constant data interval can be re-
moved without affecting the optimum weighting or recursive features. The
method also provides an instantaneous (i.e. real time) estimate of the statis-
tical accuracy in the smoothed coordinates for a set of arbitrary data intervals.
Optimum gate sizes for arbitrary predictions can be determined. These
features greatly increase the flexibility of recursive least squares data smooth-
ing, and several applications are discussed.

I. INTRODUCTION

During the past few years, a need has arisen for data smoothing tech- '

niques which can be applied, in real time, to radar observations of bodies
traveling along highly predictable trajectories. The observations are
usually processed in digital computers, so that much effort has been
expended in devising techniques suited to the advantages and limitations
of computers. This paper is concerned with one such technique, recursive
least squares smoothing, whose theoretical foundation was established
several years ago.' It is our purpose to show how this technique can be
made considerably more flexible so as to encompass a wide variety of
practical situations while maintaining its suitability for computer use.

By the term "recursive," we mean that a smoothed coordinate is deter-
mined from a previously computed average of past data (one number)
and a new observation. Thus the storage requirements are independent
of the number of observations and are actually quite modest. We will
also use the term "optimum smoothing," which is to be interpreted in the
least squares sense, i.e., the weighting of data inversely proportional to

821
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their error variances. The ability to perform optimum smoothing in real
time where the variations (not necessarily the magnitudes) in observa-
tional error are determinable (e.g., trajectory -dependent errors) is one
of the advantages of the method described here. Over long periods of
observation, a significant increase in the accuracy of the smoothed co-
ordinates may be achieved by properly weighting the data. In the actual
derivation, however, no restrictions are placed on the weighting factors,
thus allowing an arbitrary sequence of weights to be placed on the data.

Sections II and III are devoted to the estimation of position and
velocity assuming the body under observation is traveling along a straight
line with no acceleration. In Section II we consider the case of constant
data intervals where some emphasis has been placed on the ability to
compensate properly for missing observations. We have also included
formulas for determining optimum gate sizes for predicted observations,
which are of considerable importance in some tracking systems. In Sec-
tion III the method is extended to handle the case of arbitrary data
intervals.

That the restriction to linear flight does not limit the applicability of
this method to many practical cases is shown in Section IV, where meth-
ods for including the effects of known accelerations are discussed. In Ap-
pendix A we show that the sum of square deviations from the least
squares line of regression may be obtained recursively. This result may
be useful as a means of real-time error detection or as a way of providing
an instantaneous estimate for the average observational error during
tracking. Appendix B describes the changes necessary in performing least
squares recursive smoothing over a fixed number of prior observations
- in contrast to the method in the main text, where the smoothing is
effective over all observations. Finally, in Appendix C, the extension of
the method to include estimation of acceleration is outlined.

The derivation and discussion of this method of data smoothing are
presented in the context of radar observations of moving bodies. How-
ever, this technique can be applied to any observable quantity which can
be expressed as a linear combination of functions where the expansion co-
efficients are to be estimated.

II. CONSTANT DATA INTERVALS

The derivation of this method of performing recursive least squares
smoothing is based on a technique employed by Kaplan.2 For simplicity,
we initially consider the case of straight-line unaccelerated flight. A se-
quence of observations xi , i = 1, 2, , n, T seconds apart, are made by
an instrument whose measurement errors are taken to be uncorrelated
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and normally distributed with mean zero and variance CI i2 We wish to
obtain the least squares estimate of the position (x) and velocity (On)
as of the nth observation* by suitably combining the latest observation
(x) with a linear combination of the n - 1 previous observations. To do
this, we will first minimize the sum of squared deviations from the least
squares line of regression, R2, assuming n observations have been made.
We may write this sum as follows:

R2 = E f j - [d-, - (n -

where fi, = NT and wi is an arbitrary weighting factor.
this equation with respect to a.,' and U and setting each
tion equal to zero yields the normal equations:

71

5..7 E wi - E (n - i)wi =
i=1 i=i

IL

-± E (n - fin E (n - i).2wi = E

We define the sums Fn , and 1-1,, as

G = E (n - Ow; ,

H = E - o2wi ,

so that equations (2) take the form

P-7:en - = E 1 i 1 C7 i,

=i

Hfi = -E 1.,(n -
= I

(1)

Differentiating
resulting equa-

i)w, .

(2)

(3)

(4)

(5)

The simultaneous solution of (4) and (5) yields the standard least
squares estimates of position and velocity; however, they explicitly
involve the presence of all observations zi . To cast this in recursive form,

* Estimation to any other time (n p)T can be included by replacing (1) by
11

E k;!, - [2+ - (n, p - Oft,p112wi = min
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we repeat the process of (1) through (5) omitting the last observation
1 . This yields estimates of the (n - 1)st position and velocity:

n -1

R,.2 = E fli - - (n - 1 - OIL-11Ni . (6)

Differentiating with respect to and and making use of defini-
tions (3), the resulting equations may be written in the form

F ,,( n-1 -I- un-1) -G nun

-G(.17,,-1 Un-1) Holn-i.

n-1
= E liwi + Wn(tn-1 + an-1)

n

= -E 1i(n - i)wi.
J=1

Subtracting (7) from (4) and (8) from (5), we have

Fn[Xn - (17.-1 an -1)] - (tin - an -1)

(7)

(8)

= Wn 'an -1)1,
(9)

-Gnre n - (.1"n -] + + I I n(un - an-i) = 0,

whose solutions are:

where

xn = + un-1) + an fin -1 + tin -1)1,

un = tin -1 + gn At ± n -1)]

w H 
an = J 

(10)

(12)

wG 
On = , (13)J
J = FnHn - 02. (14)

Equations (10) and (11) explicitly indicate that a smoothed coor-
dinate is a linear combination of "old" data with a new observation;
an and 0 are the position and velocity smoothing coefficients and are
calculated for each new observation from (12) and (13) using definitions
(3) and (14).

The estimates (.tn_i tin-i) and fin_i are merely the predicted nth
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position and velocity (times the data interval) based on n - 1 observa-
tions, so that we may define

= 4-1 + an -1 , it n = tin -1

The smoothing equations now take the form

= 4 + an (In - 4) = (1 - ani. (16)

= un + Pn(1 - &n) = - /,an) + ,

(15)

(17)

which show that the predicted nth position and velocity may be used
to represent all past data.

The ability to optimize the smoothing for varying measurement
errors a12 arises from the fact that the quantities F , G , Hn , and J.
can themselves be summed recursively:

Fn = F._1+ W. ,

G = G7t_1 Fn -1 I

H = H_1 Fn -1 ,

= Jn-1 Wn-iin 

Thus, each new observation can be arbitrarily weighted by w and, as
can be shown by statistical analysis, optimumly weighted by choosing

= 1/o-2. Since J is defined by (14), the last recursion relation above
may be used as a consistency check. Note that a missing observation
may be properly accounted for by choosing its weighting factor equal to
zero and cycling the sums as usual. Equations (10) through (13) then set
the smoothed coordinates equal to their predicted values, and the future
weighting of both old and new data is now altered to compensate for the
missing observation. To illustrate this, Tables I and II have been con-
structed to show how the weighting of data changes for the case of miss-
ing second and fifth observations. Here we have chosen wi = 1 for sim-
plicity. Note that the effect of the missing observations on the variance
ratios cri.2 / cro2 and cr,-,n2/0-02 (see Table II) diminishes rapidly with the
addition of new observations compared to the values of these ratios
when all observations are present.

The actual weighting coefficients applied to the observations to yield
the smoothed position and velocity coordinates can be determined by
solving (4) and (5) simultaneously. If we define

= Ec3,, = E dili ,

(18)

(19)
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TABLE I - ALL OBSERVATIONS PRESENT (20i = 1)

n 1 2 3 4 5 6 7 8

F 1 2 3 4 5 6 7 8

G 0 1 3 6 10 15 21 28

H 0 1 5 14 30 55 91 140

J 0 1 6 20 50 105 196 336

a (1) 1 5/6 7/10 3/5 11/21 13/28 5/12

ft (0) 1 1/2 3/10 1/5 3/21 3/28 1/12

,..12/0.°2
1 1 0.833 0.700 0.600 0.524 0.464 0.417

gri2/o.02 2 0.500 0.200 0.100 0.057 0.036 0.024

11 12 /3 14 15 /8 22 ills

2_ 1

22 0 1

23 --1/6 2/6 5/6

24 --2/10 1/10 4/10 7/10

28 --1/5 0 1/5 2/5 3/5

28 --4/21 -1/21 2/21 5/21 8/21 11/21

22 --5/28 -2/28 1/28 4/28 7/28 10/28 13/28

28 --2/12 -1/12 0 1/12 2/12 3/12 4/12 5/12

171

211 --1 1

a3 --1/2 0 1/2

174 --3/10 --1/10 1/10 3/10

u, --2/10 --1/10 0 1/10 2/10

Us -5/35 -3/35 -1/35 1/35 3/35 5/35

277 --3/28 --2/28 --1/28 0 1/28 2/28 3/28

778 -7/84 -5/84 -3/84 -1/84 1/84 3/84 5/84 7/84

then the solution of (4) and (5) yields:

1c = - [H - (n - i)G,i]wi , (20)

d = 1-[G - (n - i)Fdtvi. (21)

These coefficients are tabulated in Tables I and II for the special cases
considered.

In digital computer applications, this method would require storage
of , , , Hu-, (and ./_i , if desired). Upon receipt of
1 , w is determined; the sums are updated, (18); a and )3 are com-
puted, (12) and (13); :t and 17, are determined, (16) and (17); and
444 and 4.1.1. are formed, (15), and stored with the current values of
the sums. The amount of storage and computation per cycle is inde-
pendent of the number of observations.

In situations where this type of smoothing can be employed, the
method outlined here offers several advantages over conventional
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TABLE II - OBSERVATIONS 2 AND 5 MISSED

ee 1 2 3 4 6 8

1 1 2 3 3 4 5 6

0 1 2 4 7 10 14 19

H 0 1 4 10 21 38 62 95

.1 0 0 4 14 14 52 114 209
(1) 0 1 5/7 0 19/26 31/57 95/209

ft

,22/a.2

,2/0.02

(0)
1

0 1/2
1

0.500

2/7
0.714
0.214

0
1.500
0.214

5/26
0.741
0.077

7/57
0.544
0.044

19/209
0.455
0.029

11 14 x5 i5 x7 18

21 1

22

23 0 1

24 -1/7 3/7 5/7

25 -1/2 1/2 1

25 -6/26 4/26 9/26 19/26

27 -11/57 3/57 10/57 25/57 31/57

23 -38/209 0 19/209 57/209 76/209 95/209

221

ih

u3 -1/2 1/2
&I -5/14 1/14 4/14

u5 -5/14 1/14 4/14

176 -5/26 -1/26 1/26 5/26

1-6 -16/114 -6/114 -1/114 9/114 14/114

-23/209 -11/209 -5/209 7/209 13/209 19/209

methods. For example, the weighting factors wi can be arbitrarily chosen
without affecting the exactness condition; i.e., in the absence of errors,
true straight-line data are unaltered by the smoothing process. Thus,
the wi's can be chosen to place greater (or lesser) emphasis on new data
by increasing (or decreasing) their relative weight with respect to old
data. If the measurement errors (o-,72) vary in a known way with posi-
tion, velocity, or time, the to; can be chosen equal to 1/0-i2 so as to op-
timize the smoothing for these errors. It is important to note here that
optimum smoothing requires only a knowledge of the ratio of the errors,
not their magnitudes. Of course, the magnitudes must be known in order
to evaluate the statistical accuracy of the smoothed coordinates.

The presence of the sums makes it possible to determine the statistical
accuracy in the smoothed coordinates at any time (assuming uncorre-
lated Gaussian measurement errors) for two important cases:

(a) the weighting factors are chosen equal to K/a12, where K is a
normalization constant;

(b) (7;2 = (re (a constant for all i) and wi = 1 or 0.
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In both cases, we may write
n n

2 T"' 2 2 2 _i 2 2

Tin = Ld Ci Cri agn = E ai CT i ,

i=1 i=1

which, by making use of (3) and (14), can be evaluated as

(22)

2 Hain = K J1 (23)
ri '

2 K Fn
or cri

K Fn (24)ait =n rn
(n

T2 J ,,/

for case (a), and K replaced with cro2 for case (b).
The accuracy of an arbitrary prediction of p units (pr seconds) into

the past or future may be determined from

al,p2 E (ci pdo2o.:,

= [Hn 2pG p21,'].

(25)

Equation (25) is of great value in certain tracking systems where the
(n 1)st observation is "captured" by making a prediction, 4+1 of
in+1 and surrounding it with a gate within which the observation must
fall. The optimum gate size is obtained by adding the variances of the
(n 1)st observation and the prediction. Thus, using (25) with p = 1,
we find:

opt imum -sigma gate =

case (a),an4-12 K Hjn:1

Hn+1
Gro /1 + case (b).

Jn

(26)

The gate size determined from (26) is automatically increased when
observations are missed, and is optimum for any sequence of observa-
tions and misses.

For completeness, we present the explicit value of all quantities after n
observations for the case of all wi = 1:

Fn = n,

n(n - 1)Gn -
2
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n(n - 1)(2n - 1)H -
6

rnA nr2

12

2(2n - 1)a -
n(n 1) '

6
)3. = n(n + 1)

ci -
n(n 1)

2[(2n - 1) - 3(n -

6[(n - 1) - 2(n - i)]di - (n - 1)n(n + 1) '

2 2 2 ( 2n - 1) 2

CFO n(n 1)
- ancro

2
2 (ToCrin = T2 (n - 1)n(n + 1)

2 = 20.02 (n - 1)(2n - 1) ± 6p(n - 1) + 6p2.n+p(n - 1)n(n + 1)

1 -sigma gate = (fa

III. VARIABLE DATA INTERVALS

(n 1)(n + 2)
n(n - 1)

In many cases of interest, the time intervals between observations
may vary over wide limits. The results of the previous section can easily
be extended to include the case of arbitrary observation times 2i by
replacing the quantity (n - i) by (1 - /i) and replacing u by v,1 .

The sums G and H are redefined as

G = E on - ,

(27)
H = E (L - /02wi ,
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where F is unchanged, (3), and the recursion relations become

F = F.-1
G = G-1 - ,

11 = 2(et - LOG,' + - t-1)2F-1

= (2 - LI) (Gn Gn--1),

J = wH .

(28)

The smoothing equations retain the same form, except that the
smoothing coefficient )3 now implicitly contains the time dependence

= tin + fin (in - )

The predicted (n + 1)st observation, +1 , is now computed from

= :trt On -F1 - in Az

(29)

(30)

where, obviously, one must either know 2,41 before receipt of the (n 1)st
observation or defer computation of 4+1 until after the (n 1)st observa-
tion is made. For those systems which must predict the (n 1)st ob-
servation in order to "capture it, one must estimate the time of ob-
servation (t+1) and apply an appropriate gate about
(t+1 - WV. , large enough to account for all sources of error. No
degradation in the quality of the fit is made if only a poor estimate of
tn+1 can be obtained, since this is merely a device for capturing 1.1.1 .

Once the observation has been received, S;±i can be corrected to yield
.-P,+, as follows:

4+1 = 4+1' ± (1)1+1 in -1-1)011+1 (31)

In the preceding section, we described how a missing observation
could be properly accounted for. In the case of variable data intervals,
only the time difference between successive observations enters the
equations. Thus, an observation that was anticipated (,i+.1 at LI) but
never made (w.+1 = 0) has no effect on the equation. The next observa-
tion is predicted at time in+2 i.e.,

&n-1-2 = :17n+1 (tn+2 /n -F1) v+1

= + (t+,+2?tt )i)n

and the only quantity entering the equations is (L2 - 1n).
The determination of the optimum gate size is now somewhat more

(32)
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mmplicated than before. In general, LI is determined from some func-
t ion of present position and velocity, T( ti,, D), so that

4+1 = -I- T1» T( Tia , ) 

In the approximation for small estimation errors, cri.+12 can be deter-
mined from*

2 2 (94-1-1)2 a±,1) (34+) 2 (94-1-1)2
Crin+1 2crinin ( , (33)ax ap avn

where, using (19) through (22) and definition (14), the covariance may
be evaluated as

crin; = 2= K!
i=1 Jr,

and the gate size becomes

optimum 1 -sigma gate = V0.1.±12

For most practical purposes, an adequate approximation to the op-
timum gate size can he made by first estimating Li and then evaluating

fin+1 = H n 2(1'1+1 - L) G,,Cin+1 - 102 n

which is inserted in (26).
Note that for this case of variable data intervals, the quantities H/J

and F/J still determine the instantaneous position and velocity vari-
ances, respectively, and (25) (with p now equal to the prediction time
in seconds) determines the statistical accuracy of an arbitrary extrapola-
tion or interpolation.

IV. KNOWN ACCELERATION

(34)

The previous sections have dealt with the case of zero acceleration,
which is but a special case of motion with known acceleration. For the
case of known and constant acceleration a, all the preceding results apply
if one modification of the smoothing equation is made. The predicted
(n 1)st position and velocity should be determined as follows:

n+1 = 17n ± Dna n+) 7n) la(in-F1 1n)2

n-1-1 = n + a( in+1 - )

with - in) = r for the ease of constant data intervals.
* See, for example, Ref. 3, p. 51.

(35)
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If the acceleration is a known function of the position and velocity
a (x, v), one could treat this case as above by evaluating a(s, v) at (2 , On)
and using (35). This procedure works very well if a(x, v) is not a sensi-
tive function of position and velocity and the time interval between
observations is not too large. Possible criteria for these restrictions for
the case of constant data intervals are

2
T _
:y [a( ,4± ai,n) - a( ) 1 <-n -n - - - S.{1

or

T[a(A, ± crin , V ± ai,n) - a( , Vn)}

which express the fact that the variation in the acceleration due to the
errors in the smoothed data should not contribute significantly to the
error in predicted position or velocity. For acceleration functions or
smoothing times [i.e., (n - 1 )r] which do not satisfy the above criteria,
other methods must be employed to optimize the smoothing.

In order to assess the systematic error in smoothed position and
velocity due to a varying component of acceleration not compensated
for by the method outlined above, one can replace the varying component
by some average value. Then it is easy to show that, for a constant
acceleration a, the differences between true position and velocity and the
linearly smoothed values are

T (n - 1)(n - 2) (ITX. - X. -
6 9

-

(36)
T - n - 1vn - vn -

2
(aT).

It is obvious that this method of performing least squares smoothing
can be extended to the case of an unknown but constant acceleration
which is a special case of motion with known "jerk" (rate of change of
acceleration). The derivation and some results for this case are given in
Appendix C, and a comparison with the estimation errors for linear
smoothing is made.
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APPENDIX A

Recursive Summation of Squared Residuals*

In connection with a study of methods to detect errors in the smooth-
ing of data by the technique described in the main text, it was found that
the sum of squared deviations from the least squares line of regression
could be determined recursively. Insofar as this may be of some interest
in certain data processing systems, we will briefly outline the derivation
and present the results in this appendix.

The sum of squared deviations from the least squares line of regression
(hereafter called squared residuals) is defined by (1), which we repeat
here:

n

Rn2 = - + ('n - i)finftvi 
i=1

(37)

The recursion relation may be obtained by replacing all n's by (n 1)'s
in (37):

n +1

R±12 = E pi - .T+. + + 1 - Olin+112Wi
i=1

which can be immediately converted to:

(38)

n
n 2 12 2a,i4.1 = E pi - :1;n1-1 + (n + 1 - i)/In+ii wi + Wn+1(In+1 - fl -1-1)

i=1

By making use of the smoothing and prediction equations, (10), (11),
and (15), we can rewrite the last result as

11

Rn+12 = E - (n -

- {0%44 - 147,-F1)[criii4 - (n - i)0,,+1)11)2wi (39)

Wn-1-1(in+1 :17n4-1)2.

The evaluation of this sum is straightforward but tedious and makes
* See also Ref. 7.
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use of the defining relations for the quantities F 04, , and
/37, , (3), (12), (13), (14), and the recursion relations, (18). The result
may he written in either of two forms:

R+12 = wn+1 -
1 -a+1 (40)

= R2 -I- w+1(1 - an+1) (17L-1-1 1,7L-1-1)2.

Thus only one storage slot and a modest amount of computation need
be invested to obtain the instantaneous value of the squared residuals.

In order to use this as an error -detecting device, some assumptions
regarding the observational error must be made. If the variations in the
cri2 are known and compensated for by choosing w = K/a,42, and if the
errors are uncorrelated between observations, then the average value of
Rn2 can be shown to be

ave (R2) = K[(number of observations) - 2]. (41)

If the o-,2 = cr02 and wi = 1 or 0, then

ave (R2) = 002(F - 2) (42)

since, for this case, F,, is equal to the number of observations. The fact
that the average value is proportional to two less than the number of
observations is related to the fact that two degrees of freedom have been
used up in determining .t and ii . If the variations in 0i2 are unknown or
too complicated to compensate for, then it is often possible, for a given
system, to determine some bounds on the average value of squared
residuals.

If we define

R.2R2 - (number of observations) - 2

then, from above we have

K
ave (Fe2) =

0-02

for wi = K/crl,

for wi = 1 or 0.
(43)

It can be shown from a straightforward application of statistical analy-
sis* that

2K2
var (R2) - (number of observations) - 2

with K2 replaced by cr04 for the case of gvi = 1 or 0.

(44)

* See, for example, Ref. 3, p. 103.
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If no prior knowledge of the magnitude of the measurement errors is
available, the squared residuals can be used to obtain an estimate of the
average measurement error if all wi = 1, or of the average effective meas-
urement error if an arbitrary weighting sequence is used.

APPENDIX B

Fixed Memory Smoothing5

In contrast to the method described in the main text, where the
smoothing is designed to include all observations (i.e., variable smooth-
ing time ), we can set up a smoothing procedure which fits a least
squares line of regression to the latest r observations. The ability to
optimize for varying observational errors and missing observations is
retained, but we must provide storage for the r observations.

The two quantities to be minimized may be written as

E - x,, + (n - oarwi
r --+1-r

n-i
E - 2,t + (n - i)ftrwi .

i-n-r

We define the sums F ,G , H , and J as follows:

F. - E wi,

= E (n -
=  +1-r

H = E (n - i)2wi ,

i=n1-1-r

J. = FnHn Gn2,

and their recursion relations are

F. = Fn -1 ± Wn Wn-r

(45)

(46)

G = G-1 - 1
(47)

H = H + 2G_, F _1 - ,

.1 = J_, + wH - - 2(r- 1)G,1_1 + (r - 11217,,-1].
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The smoothing equations can be shown to be

= 4 + -4 ) 7,,[1n -r - - rtt, )],

where

22n = + Nn {x + a n[3' -r- - ran)ly

w,H u)_,(rG
an -- 7n -J J

w G
tin = nJ

wn_r(rF - G)

(48)

(49)

and the prediction equations are the same as (15).
The quantities (rG - H) and (rF - G) may also be written re-

cursively, for if we define

then

An = rF - 2

B = rG -H n y

An = An. -1 - Fn --1 rwn-, ,

B = B_.1 A,,_1 - Fn -1).

The explicit appearance of In, in (48) demonstrates the fact that
storage must be provided for the last r observations. As in the method
described in the main text, the wi can be chosen completely arbitrarily
and if they are chosen equal to 1/o.,,2, the smoothing is optimized for the
varying data error. It may be advantageous to provide storage for the r
weighting factors wt if they are computed from some function. This would
remove the necessity for recomputing w_,- when it had already been
computed at a previous n' = n - r.

In terms of computer operation, the time required to process each
new observation is independent of r. Thus significant savings in com-
putation time over other methods (stored coefficients, cascaded simple
sums) are achieved only when r is large. However, these other methods
smooth data in a predetermined manner and cannot alter the weighting
of data to compensate for an arbitrary sequence of observations and
misses or optimize for trajectory -dependent measurement errors.

For the case of all wi = 1, the explicit values of all quantities are
given at the end of Section II of the main text, with n replaced by r.
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APPENDIX C

837

Estimation of Acceleration

To distinguish between smoothing over observations of linear and
parabolic flight, we shall refer to the former as linear smoothing and the
latter as quadratic smoothing. For the latter, we want to minimize

E { - pn - (n - i)un (n - i)2,§drivi , (50)

where

un = ijnr, gn = 2an72.

Straightforward differentiation of this expression with respect to the
three unknowns yields the normal equations:

71Ft - Gnu. + E xi2Ui ,

n

Gntn Than Ingn E 1i(n - i)wi ,

n

H Lan + = E - i)2wi ,

i=1

where F , G , and H are defined by (3) and

I = E (n - i)3wi ,
1

71

K = E (n - i)4wi
i-1

(51)

(52)

The recursion relations for I and K are

= _1 + 3H-1+ 3G -1F ,

K = 4L-1 611.A.

and, as before, J is defined as the determinant of the coefficients in the
normal equations:

J = 1,111K - 2GHI - H2 - PI2 - KG2. (53)

Repeating the procedure for the estimates t_i , , and g_1 and sub-
tracting the resulting equations from the corresponding equations in



838 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

(51), we obtain the three -variable equivalent to (9). The solution for
quadratic smoothing can be written

where

n - wn
n

The auxiliary prediction equations are

4+1 = + gn 9

12;/-1-1 = 2Lt ;

:gn au(in Xn) y

2G,, = 7.2 + i3n - )f

gn (i%1 rgn),

HnKn - I n2an = wn

Nn = wn Jn

GnIn - Hn2

GnKn - HnIn

(54)

(55)

(56)

gn+1 = gn ,

where additional terms may be added to compensate for known "jerk."
If, in addition to the definitions (19), we define

Sn = E ,
i=1

the weighting coefficients ci , di , and ei applied to the observations to
yield smoothed position, velocity and acceleration are:

1ci = [(HnKn - In2) - (GnKn - HnIn)(n - i)
n

+ (Gni. n - Hn2)(n -

di = 1 [(GnKn -H I ) - (FKn - Hn2)(n - i)
n (57)
 (Fni - GII)(n -

ei = j[(GnIn - Hn2) - (FnIn - GnHn)(n - i)

 (FJ-In - Gn2)(n -
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The variance ratios for smoothed position, velocity, and acceleration
(assuming constant observational error) can be evaluated as

II.K. - 1.22 2
trfn

/
CrO

2 / 2

0'7in / -

2 / 2
qin / 0.0 -

JU

Fnlf - Hn2
J n

Fnlln - Gn2
Jn

For all wi = 1, these quantities can be explicitly evaluated as func-
tions of n:

(58)

= n,

n(n- 1)
G7,- 2

n(n - 1)(2n - 1)Hn -
6

n2(n - 1)2In -
4

n(n- 1)(2n - 1)(3n2- 3n - 1)Kn -
30

J. -

Lyn -

-

n3(n - 1)2(n + 1)2(n - 2)(n + 2)
2160

3(3n2 - 3n + 2)
n(n + 1)(n + 2)

18(2n - 1 )

n(n + 1)(n + 2) '

30
n(n + 1)(n + 2)

(3n2 - 3n + 2) - 6(2n - 1)(n - i) + 10(n - i)2
Ci = 3 n(n + 1)(n + 2)

3(2n - 1)(n - 1)(n - 2) - 2(8n - 11)(2n - 1)(n - i)
+ 30(n - 1)(n - i)2

(n - 2)(n - 1)n(n + 1)(n + 2)= 6
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(n - 1)(n - 2) - 6(n - 1)(n - + 6(n -
i)2

(n - 2)(n - 1)n(n + 1)(n + 2)

2

Crir, =
2

0.0
[3(3n2 - 3n -I- 2) 1

2= a00,
n(n 1)(n + 2)

2
2

0-0 12(8n - 11)(2n - 1)
[(n(riin

'- 2)(n - 1)n(n + 1)(n + 2) j

2 4702 180ca =
T4 [(n - 2)(n - 1)n(n + 1)(n + 2)1

It is interesting to compare the position and velocity variance ratios
for linear and quadratic smoothing:

position variance (quadratic) 3(3n2 - 3n + 2) 9 for large n,
position variance (linear) 2(n + 2)(2n - 1)

velocity variance (quadratic) - (8n - 11)(2n - 1) -> 16 for large n .
velocity variance (linear) (n - 2) (n + 2)

These ratios indicate the cost in position and velocity accuracy for the
inclusion of acceleration estimation.
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A Loss and Phase Set for Measuring
Transistor Parameters and Two -Port
Networks Between 5 and 250 me*

By D. LEED and 0. KUMMER
(Manuscript received September 14, 1960)

An insertion loss and phase measuring set has been developed for making
small -signal measurements on transistors and general two -port networks
with maximum inaccuracy of 0.1 db and 0.5 degree over a frequency range
from 5 to 250 mc. In order to realize accuracy substantially independent of
test frequency, the measurement information is heterodyned to a fixed inter-
mediate frequency, where detection is performed with the aid of adjustable
loss and phase -shift standards. Use of a rapid sampling technique to com-
pare the unknown with a high frequency standard eliminates errors from
circuit drifts and also reduces the magnitude of the "instrument -zero line"
to a small value. Besides discussing the over-all operation of the new test set,
the paper presents the design approaches used in solving problems related
to purity of terminations as seen from the unknown, automatic control of
beat oscillator frequency, conversion, signal-to-noise, and design of loss and
phase standards. Particular attention is given to the features of the set which
especially adapt it to the measurement of transistor parameters.

I. INTRODUCTION

In the early stages of development of specific transistor types, com-
promise performance targets are worked out that are both desirable from
a circuit use standpoint and feasible from a fabrication viewpoint. Fairly
simple electrical measuring instruments are sufficient to guide the de-
velopment during this early period. However, past performance has
shown that the device designer converges rather rapidly on the agreed -
upon targets, and device reproducibility quickly reaches a point where

* This work was supported in part by Task V of Joint Military Services Con-
tract DA -36-039 sc-64618.
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more precise knowledge of the device characteristics would permit greater
sophistication in circuit applications. At this point, accurate measure-
ments must be made of the frequency characteristics of the device and of
the circuits in which it is used, in order to sustain further progress in
circuitry development. This paper is concerned with an instrument de-
signed to meet such measurement needs in the frequency range from 5
to 250 mc.

The first portion of the paper reviews the special problems involved in
making accurate broadband measurements on transistors. It is noted
that the chief limitation stems from the difficulty of providing a known
circuit environment around the unit under test. At high frequencies, this
problem is aggravated by selecting excessively large or excessively small
termination impedances. For this reason, an impedance level of 50 ohms
has been chosen for both source and load in the measurement apparatus
that is described. The data required for completely characterizing a
transistor on a two -port basis are obtained by making four independent in-
sertion loss and phase measurements, with the transistor inserted in four
different configurations in relation to the 50 -ohm terminations. General
two -port networks may be measured as well as transistors.

summarizes the basic measurement method
measurement accuracies and ranges. This is followed by a discussion of
the transformations from the measurement parameters to other matrix
sets used in design and analysis. This section also lists the principal ob-
jectives, other than those related to accuracy, that specifically influenced
the measurement set design. Chief among these were the demands for
small -signal measurements, for built-in facilities for expediting measure-
ments on transistors, and for a considerable amount of automatic opera-
tion to promote ease -of -use and minimize operator error.

Sections III and IV describe the measuring circuit in progressively
finer detail, starting from a block diagram description. Questions relating
to both system and circuit design are discussed, together with the ap-
proaches used in solution.

Section V deals with the aspects of the set which especially adapt it to
transistor measurement. This includes the technique for bringing a 50 -
ohm measurement plane up to the base of the transistor header and the
method of biasing the transistor without introducing signal path reflec-
tions.

Equipment design considerations are covered in Section VI, with spe-
cial emphasis on the features for relieving the amount of manual operator
labor during long runs of measurements.

Tests made to validate the measurement accuracy are considered in
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Section VII. Special self -calibrating procedures are described for absorb-
ing secondary sources of test error.

Measurement results are presented in Section VIII, showing the
method of obtaining an h -parameter characterization for a broadband
diffused -base transistor.

1.1 Optimum Two -Port Measurement Parameters for Transistors

The principal source of inaccuracy in measuring impedances or trans-
mission quantities at high frequencies stems from the difficulty of pro-
viding a known circuit environment around the object under test. Unlike
the problem of providing adequate loss or phase standards, which may
be relieved by heterodyning the measurement information to a constant
detection frequency, there is no evasive solution to the termination con-
trol question. This problem is not relieved by the introduction of a con-
verter; it must be dealt with directly at the frequency of test signal ap-
plied to the unknown.

There are several reasons why the provision of well-defined source and
load terminations becomes more difficult in transistor measurements.
First of all, the transistors intended for circuit uses in the VHF range are
not, at present, coaxially encapsulated. As a result, a "jig" is necessary
for making the transition from the noncoaxial basing of the transistor
to the usual coaxial geometry of the ports of the measurement set. Since
the residual parameters of the jig contribute to the circuit environment
around the transistor, it is necessary to produce either a jig whose para-
sitic elements are insignificant, or one whose parasitic elements are evalu-
able.

Another unique difficulty in providing known terminations during
transistor measurement arises from the need to energize the device with
do in order to make it active. Unavoidably, the circuitry used to connect
biasing currents and voltages to the transistor tends also to introduce
impedance and transmission vagaries in the signal path.

At low frequencies, ac residuals due to jigs and to dc activation are
generally negligible, and this makes it possible to realize a wide gamut of
known termination impedances. "Shorts" and "opens" can be closely
approximated, so that h, y, or z parameter sets may be measured directly.
However, at high frequencies, the range of attainable sources and re-
ceiver impedances is limited by the residual parameters of the jig and
bias connection circuitry, and by the extreme difficulty of realizing broad-
band open- and short-circuit impedances.

The measurement set described in the present paper deals with the
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high -frequency termination problem by recognizing that attempts to
realize the extreme impedances required for direct measurement of h, y,
or z parameters would not prove fruitful. Instead, the design effort was
aimed at synthesizing a 50 -ohm termination level. At this impedance
level, stray reactances that would ordinarily make the realization of
very large or very small impedances impracticable can be compensated
so that they produce only small reflections.

With 50 ohms established as the source and load impedance, a set of
four measurements completely characterizes the transistor at each fre-
quency of test. This set of measurements consists of the insertion loss
and phase in each direction of transmission through the transistor, and
the insertion loss and phase due to bridging each of the transistor ports
across the 50 -ohm signal path. During the bridging measurements the
remote port is terminated in 50 ohms. These four measurements are
closely related to the set of finite termination parameters defined by
I.R.E. Standards.' They may be transformed to any of the other two -
port characterization frameworks or to equivalent circuit representations.

1.2 Interest in Two -Port Measurements

A measuring instrument which yields sufficient data to characterize
active devices completely is equally useful for characterizing general
two -port networks. This is an important consideration, since the circuit
designer not only needs to characterize devices from a circuit -use stand-
point but also must assess the performance of complete circuits using
these devices.

Indeed, the need for the most precise measurement ordinarily occurs
in the design of "analog -type" communication systems, such as L3 car-
rier2 or the TD -2 microwave relay system.3 These cases demand the high-
est accuracy because of the opportunity for systematic pile-up of distor-
tion through long chains of tandem -connected apparatus. For this reason,
highly accurate laboratory instrumentation is needed for measuring
loss, phase, and impedance of linear two -ports, so that effectual steps may
be taken to solve the equalization problem during the laboratory phase
of the system design.

In the development of regenerative PCM systems, the accuracy called
for in measuring frequency characteristics is generally less stringent than
that required for analog systems. The relaxation of accuracy tolerances
is possible because of the absence of frequency distortion pile-up through
successive repeaters. However, it is still desirable to supplement heavily
used time -domain measurement procedures with frequency -characteris-
tic measurements on the essentially linear parts of such systems.
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II. MEASUREMENT PRINCIPLES AND PERFORMANCE

2.1 Method of Measurement

The basic quantities measured are insertion loss and phase shift; the
general method of measurement is illustrated in Fig. 1(a).

Vibrating relays s1 and s2 sequentially interpose the unknown and a
coaxial strap between a 50 -ohm source and load. The interchange is made
60 times a second. During the time interval when the path is completed
through the strap, the instrument essentially measures the amplitude of
the output voltage, I Es I, and stores the measured value. When the
path through x is completed, I Ex is measured and stored. The differ -

(a)

5011

son

(b)

(c)

REFERENCE PATH

fi

5011 ER

845

AMPLITUDE
AND PHASE
DIFFERENCE
DETECTOR

Fig. 1 - (a) Rapid comparison principle of measurement: alternatively inter-
posing X and S between generator and load prevents errors from variations of
generator level, detection sensitivity, or shift of detector operating point. (b) Im-
pedance measurement by bridging. (c) Inversion of high impedance by X/4 line
transformer.
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ence between the two stored values is read out on a null balanced attenu-
ator standard as the insertion loss,

20 login
Ex

Insertion phase shift is the difference of phase between Es and Ex .

Since Es and Ex appear in time sequence, their phase difference may not
be obtained directly. Instead, each of these two signals must be phase -
compared in succession with the constant output, ER , from a supplemen-
tary reference path. First, the phase difference between Es and ER is
measured and stored; this is followed by measurement and storage of
the phase angle between Ex and ER . The insertion phase shift is just the
difference between the two successive phase measurements, and this
difference is read out on a null -balanced calibrated phase shifter.

The comparison of s with x is so rapid that the measurement results
are unaffected by slow wanders of source level or by drifts of detector
operating point or of gain. This arrangement also obviates error from
shifts in source level or detection sensitivity with frequency, since the
source and detector are the same for both s and x. To prevent errors in

through the switch must be well matched to the nominal termination
level, the two paths must transmit equally, and the crosstalk from the
open to the transmitting path must be small.

Impedance values may be inferred by measuring the insertion loss and
phase caused by bridging the unknown impedance across the x path, as
suggested in Fig. 1(b). If the measurement yields an insertion loss and
phase factor, ea+)13, where a is the insertion loss in nepers and is the in-
sertion phase shift in radians, then the impedance, Z, is computable from
the relationship

1 (50
W = = 1 + (1)

A chart technique has been worked out for graphically converting from
W to Z, based on the fact that the two are bilinearly related. The bilinear
relation simplifies the mapping problem, because circular loci in the W
plane transform to circular loci in the Z plane. Chart designs of this type
are covered in earlier work.4

Impedance measurement sensitivity decays rapidly as I Z I increases;
a resistor of 25 ohms causes 6 db loss, but the loss for 100 ohms is only
2 db. The drop in insertion loss decreases measuring accuracy. Conse-
quently, high impedances are initially transformed to lower values by
the use of a quarter -wave coaxial line transformer, as shown in Fig. 1(c).
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The transformer consists of a 39 -foot length of 50 -ohm air dielectric co-
axial line, and is therefore useful as an impedance inverter only in the
vicinity of odd multiples of 5 mc. The need for a priori knowledge of

the constants of the line may be avoided by the self -calibrating tech-
nique of measurement described later in Section 7.3. This technique also

removes the necessity for adjusting the signal frequency so that the line
is an exact odd multiple of quarter wave length.

2.2 Measurement Accuracy and Ranges

Signal Source. 5 to 250 me in two bands; ±3 per cent scale calibration
accuracy. The stability and precision of setting are sufficient for adjusting
to specifically desired frequencies with a tolerance exceeding 10 kc, using
high -accuracy commercial counters for frequency measurement.

Source and Load Terminations. 50 ohms for transistor measurement;
50 or 75 ohms for coaxially terminated networks.

Insertion Loss. Range : 60 db loss to 30 db gain. Accuracy: ±0.1 db
from 30 db gain to 40 db loss; ±0.3 db from 40 db to 60 db loss.

Insertion Phase. Range: 360 degrees. Accuracy: ±0.5 degree from 30
db gain to 40 dh loss; ±1.5 degrees from 40 to 60 db loss.

These accuracies apply to the measurement of coaxially terminated
networks whose image impedances are well matched to either the 50 -
or 75 -ohm termination levels. Further error results from interaction be-
tween the impedances of the unknown and the residual impurity of the
terminations. Mistermination errors are estimated in Section 7.2 for the

case of passive, reciprocal unknowns.
The listing of return losses in Table I is based on measurements made

directly at the test set ports into which the unknown is plugged.

TABLE I

Frequency up to

Return Loss Relative to 50 Ohms, in db

Source Termination Load Termination

Transistor Measurements

100 mc
200 me
250 me

>35
>30
>28

>31
>25
>25

General Two -Port Measurements (50 Ohms)

100 mc
200 me
250 me

>35
>30
>28

>35
>30
>28
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These data show that the reflections from the jig and biasing circuitry
are quite small, as evidenced by the fact that return losses for transistor
measurement are at most 5 db poorer than for coaxially terminated un-
knowns. The design of the elements that determine the return losses pre-
sented during transistor measurement is discussed in Section V.

2.3 Relationship of Measured Quantities to Other Two -Port Descriptions

Transistors are characterized by making the following four measure-
ments:

(a) Insertion loss and phase shift in both directions of transmission
between 50 -ohm impedances.

(b) Insertion loss and phase shift obtained when first one port of the
unknown and then the other is bridged across the 50 -ohm transmission
path. The remote port of the transistor is terminated in 50 ohms during
these bridging measurements.

If the index number 1 is assigned to one of the ports of the unknown
and 2 to the other, then the two measurements of (a) yield the data e' 2

ev21, and (b) yields e" and e"2. These four parameters define a matrix
set, P, which completely characterizes the device under test :

-4P1 1

P = (4,21

el 2

ev22)

P may be transformed to the finite termination parameter matrix by re-
placing es'" and e22 with the corresponding impedance values computed
from (1) in Section 2.1.

The conversion to the scattering matrix, using the appropriate termina-
tion resistance as normalizing number, i.e. 50 or 75 ohms, is relatively
direct. Defining the scattering matrix ,s in the conventional way,

(11 812

821 822)

it is shown in Appendix A that the coefficients of P and S are related
such that

811
3 -

-1 + 2ev,i

S12

821 = e -V12)

3 - 2e22
822 - -1 + 2eP22 
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The relation of the elements of P to those of the h, y, and z matrices
is obtainable from previous work.4

2.4 Objectives

A number of objectives influenced the design of the measurement set,
other than those relating specifically to accuracies and ranges of the meas-
ured quantities.

The broadest object was to provide a measuring facility capable of
completely characterizing either passive or active linear two -ports. This
was accomplished by incorporating bridging loss as well as insertion loss
measurement features.

Secondly, the instrument was to aid in studying small -signal parame-
ters of transistors and their variation with shift of de operating point. To
make such measurements possible, unknowns are excited very lightly in
relation to bias power magnitudes. For example, in measuring between
30 db gain and 19.9 db loss, the power delivered to the input port is al-
ways less than -30 dbm. The light drive, when combined with transistor
loss, decreases the signal voltage available for detection. Consequently,
signal-to-noise questions were dominant in the instrument design.

Finally, it was recognized that a great many measurements would be
necessary to adequately characterize an unknown over the full 5 to 250
me frequency range. For this reason, the design aimed at cutting down,
to a reasonable minimum, the amount of decision making, knob manipu-
lation, patching changes, and other operator activities required for ob-
taining measurement answers. This not only has the effect of speeding
up the measurements, but also reduces the chances for human error. A
high price was paid in the form of "behind -the -panel" complexity to par-
tially substitute machine logic, machine programming, and mechanisms
for operator thought and motor activity.

III. DESIGN OF THE MEASURING SET

3.1 Introduction

The development work naturally divided into two parts: the develop-
ment of an insertion loss and phase measurement set covering the 5 to
250 me range, and the development of jig, auxiliary fixtures, biasing facili-
ties, and programming arrangements to adapt the basic set to transistor
measurement.

In order to obtain measurement accuracy substantially independent
of frequency over the 5i -octave range of test signal, it was necessary to
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heterodyne the measurement information to a fixed intermediate fre-
quency, where detection was actually performed with the aid of precisely
calibrated loss and phase shift standards. This not only relieved the prob-
lem of standards design, but also provided the opportunity to reduce
thermal and tube noise by use of a narrow intermediate frequency band-
width. The improvement in signal-to-noise ratio was an important factor
because of the low level of transistor excitation. On the debit side, the
narrow IF band made it necessary to control the frequency of the beat
oscillator automatically, because the required precision in the setting of
the intermediate frequency could not reasonably be obtained by manual
tuning.

Besides possible error due to mistermination, the test set is subject to
errors from miscalibration of standards, crosstalk, and noise. The contri-
bution from crosstalk and noise is closely tied up with the heterodyne
aspect of the instrument design, and it is of interest to examine these er-
ror sources briefly, before proceeding with further details.

The heterodyne outline of the set is shown in Fig. 2 stripped of the
rapid comparison and null -balancing features. It will be noted that a
crosstalk path exists for spurious transmission of signal frequency, F,
from the reference path to the unknown path via the common beat oscil-
lator connection, and vice versa. The damage done by this unwanted

F

flj +10 DBM
SIGNAL

SOURCE

MEASUREMENT
UNKNOWN PATH CONVERTER

60 DB
LOSS 4

-76 DIBM

L _

BEAT (
SOURCE

40 DB
REFERENCE PATH

CONVERTER
STAGE

( F +A)

CONVERTER
STAGE

REFERENCE
CONVERTER

1

A

A

AMPLITUDE
AND PHASE
DIFFERENCE
DETECTOR

Fig. 2 Heterodyne framework of test set at 60-db loss level.
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transmission is a function of the unknown's loss. In the present set, the
input level to the measurement converter is - 76 dbm when measuring
at the maximum loss level of 60 db. As a result, any stray component of

frequency F, equivalent in its effect to a signal of -116 dbm at the meas-
urement converter input, could lead to maximum errors of 0.1 db or 0.5
degree, depending on the phase of the spurious signal. In addition to
crosstalk, leak from the signal oscillator to low-level points in the signal
paths is an equally potent source of error.

These potential sources of inaccuracy were controlled in a number of
ways. First of all, buffer amplifiers were introduced in the signal and beat
frequency channels preceding the conversion stages in each converter.
All RF and IF circuitry was carefully shielded to guard against radiation
and air path couplings. It was also helpful to reduce the maximum possi-
ble level difference between signal inputs to the two converters by adding
a 40-db loss pad in the reference path. The object of these efforts was to
keep errors from crosstalk and pick-up below 0.1 db when measuring
60-db loss.

Similarly, a 0.1-db limit was established on error due to noise at 60-db
loss level. Study showed that this objective could be met by relatively
straightforward approaches to converter, IF amplifier, and detector de-

sign. In fact, with a 20 kc IF bandwidth and simple linear detection, a
converter noise figure of 30 db proved tolerable, The relatively lenient
demand on noise figure made it possible to use a vacuum tube conversion
stage, operating in a square law mode, with the attendant low power re-
quirement on beat oscillator drive. Moreover, the modest noise figure
could he realized without introducing gain in the buffer circuitry pre-
ceding the conversion stages. The design of the over-all converter is

covered in Section 4.3.
The noise created by IF circuitry is small compared to the contribu-

tion of the converter.

3.1.1 Loss Measurement

The measurement system is shown in block form in Fig. 3 for the case
of 50 -ohm insertion loss and phase measurements. The basic source is a
signal oscillator, tuning from 5 to 250 mc. It delivers energy through a
50 -ohm transmission path to a pair of vibrating relays that sequentially
interpose the unknown and a standard between the signal source and
measurement converter. A pair of solenoid -operated coaxial switches al-
lows any one of three unknown paths to be selected, depending upon
whether 50 -ohm, 75 -ohm or transistor measurements are to be made.
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To reduce the frequency of taking "zeroes," the electrical lengths of
the three unknown paths have been adjusted to equal the length of the
standard path. Over the full 250 me frequency range, the instrument
"zero -line" is less than 0.1 db and 2 degrees for all three measurement
modes.

An auxiliary oscillator, operating always one megacycle higher in fre-
quency than the signal oscillator, beats the measurement information
down to a fixed I me intermediate frequency. In the interest of ob-
taining maximum S/N ratio at the detection point, the IF bandwidth
was made as narrow as possible without, at the same time, imposing un-
reasonably severe tolerances on the settability or frequency stability of
the continuously tuned source and beat oscillators. A bandwidth of 20
kc was chosen; the band shaping is introduced by the IF amplifier follow-
ing the converter. After passing through the amplifier, the signal pro-
ceeds through another vibrating relay path and ends up finally at an
amplitude -sensing detector.

The relays provide the means for rapidly comparing the transmission
of the unknown and standard paths. All moving contacts are synchro-
nized at a 60 -cycle rate. When the upper paths are closed, as indicated
in the figure, the circuit is completed through the standard channel at
both test -signal and intermediate frequencies. The detector then meas-
ures the level it receives and stores the measured value in the form of a
voltage across a capacitor. When the lower path is completed, the un-
known is energized, and the detector measures and stores the transmis-
sion through the unknown path on a second capacitor. Using the indica-
tion of the difference between the two items of stored data as presented
on the magnitude meter, the operator adjusts the loss standard for a
null. At the null point, the loss of the unknown must exactly equal the
loss in the calibrated attenuation standard, provided the converter ac-
curately transposes changes of level from the signal to the intermediate
frequency. The converters are so lightly excited that the nonlinearity
errors are less than 0.05 db over the full range of loss measurement.

In order to minimize the dynamic range over which the loss detector
must operate, common -path attenuation is ganged to the loss standard
in such a way that the sum of the common -path attenuation plus that of
the standard is approximately constant. Consequently, any variation of
detector input level with change of test frequency occurring at the point
of null balance must be due only to the frequency characteristic of con-
version loss. The conversion loss does increase about 8 db between 50 and
250 me, but this droop is prevented from introducing a sensitivity varia-
tion by an AGC circuit located in the detector.
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In measuring at the higher losses, a greater portion of the common -
path attenuation is assigned to the attenuator section located at inter-
mediate frequency. Although this does have the somewhat undesirable
effect of increasing the signal drive on transistors when measuring at high
loss, it prevents the input level to the converter from dropping dangerously
close to noise. The way in which the pattern of attenuation is worked out
assures sufficient signal for an S/N ratio* of 22 db at the detection point
during 60-db loss measurements at 5 mc. At 250 mc, the S/N ratio is
only 14 db when measuring 60-db loss, but, even under these circum-
stances, the error contribution due to noise is less than 0.1 db. These
matters are discussed more fully in Section 4.2.1.

Increasing the level at the unknown in proportion to its loss has the
further desirable effect of reducing the dynamic range of the si:nal ap-
plied to the converter. The total transmission measurement range of 90
db (60 db loss to 30 db gain) subjects the converter to an input level
change of only 60 db.

When making gain measurements, the loss standard is inserted in series
with the unknown, by transposing it from the s to the x channel. The
necessary changes in the common attenuation ganging are made auto-
matically at the same time.

3.1.2 Phase Measurement

The technique of phase measurement is analogous to that of loss meas-
urement. The output from the reference converter provides a 1 -me
phase -reference signal. During the period when the upper path is com-
pleted through all the relays, the phase detector measures and stores the
value of the phase difference between the outputs of the standard and
reference paths. When the relays change state, the detector makes an-
other measurement of the phase difference between the output of the
unknown path and the output of the reference path as modified by the
calibrated phase standard. The difference between these two stored
measurements, which is displayed continuously on the phase -indicating
meter, is adjusted to zero by operating the phase standard for a null.
At the null point, the phase shift through the standard exactly offsets the
high -frequency phase shift through the unknown.

3.2 Attributes of the Measurement System

The measurement circuit combines features of rapid comparison and
null balancing of standards with heterodyne detection.

* S/N ratio, as used in this paper, refers to the quotient of rms carrier voltage
to rms noise voltage in the 20-kc IF bandwidth.
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Use of rapid comparison and null balancing makes the measured data
depend solely on the difference between the properties of the unknown
and standard. Drift of source level, or gain and phase drift in the IF
amplifiers and detectors cause no error, as long as the drift is small over
the Ay second interval required to complete the comparison between the
unknown and standard. Also, the rapid comparison feature greatly re-
lieves requirements on tracking of conversion phase and loss between the
two converters, since the converters, too, are common to the channels
being compared.

The heterodyne technique has several conspicuous advantages. First
of all, locating the loss and phase standards at the intermediate frequency
avoids the problem of developing broadband standards. It would be
especially difficult to design and construct a variable phase standard with
an accuracy of 0.2 degree that had a frequency-insensitive calibration
between 5 and 250 mc.

Secondly, noise power is reduced before detection by the narrow band
IF amplifiers; so error of measurement due to system noise is reduced.
This question is dealt with quantitatively in Section 4.2.1.

Furthermore, the heterodyning permits loss of the unknown to be
made up by single -frequency gain at the intermediate frequency. This is
advantageous, since a large amount of relatively flat broadband gain is
difficult to provide.

Finally, the heterodyne system introduces the advantage of selective
detection. It provides immunity from errors due to harmonics and stray
signals in the output of the unknown.

IV. SUBSYSTEMS OF THE MEASUREMENT SET

4.1 Automatic Frequency Control of Beat Oscillator

The heterodyne technique of measurement introduces the need for a
tunable beat oscillator to translate measurement information to the 1 mc
IF. The starting point for the design of the beat source involves the re-
quirements on settability of its frequency and this, in turn, is based on
the allowed frequency slip of the IF from the nominal 1 mc. Two prin-
cipal factors limit the permissible deviation: the IF bandwidth (20 kc)
and the sensitivity of the calibration of the phase standard to frequency
shifts (0.1 degree per kilocycle deviation from 1 mc). Since the magnitude
of the calibration error due to frequency shift is cyclic with phase -shifter
angle, it cannot be eliminated with a simple phase -slope network.

The contribution of the IF amplifiers must also be considered. It was
not possible to eliminate completely the residue of mistracking between
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the phase slopes of the two amplifiers, and what is left amounts to ap-
proximately one-half degree per kilocycle. Shifts of the IF occurring in
less than irla second could therefore cause jitter of the phase indication.

Taking all of these factors into consideration, it may be shown that
the difference between beat and signal frequencies must be set with a pre-
cision of one kilocycle. To meet this requirement at 250 mc, the frequency
of the beat oscillator must be settable to one part in 250,000. The severity
of this requirement, combined with the obvious inconvenience of having
to tune the beat oscillator manually to proper frequency every time the
signal oscillator is changed, made it a virtual necessity to control auto-
matically the frequency of the beat oscillator from a sampling of its
frequency difference with respect to the signal oscillator.

A discriminator, shown in Fig. 3, centered at 1 mc senses the error of
intermediate frequency and delivers an error voltage that actuates two
modes of automatic frequency control. The first of these is an electro-
mechanical servo which achieves a coarse correction by motor -tuning the
frequency of the beat oscillator for minimum IF error. While the motor
control is able to keep the beat frequency approximately in step with the
signal frequency over the full 250 mc range, it does allow a residual error
because of backlash in gearing. Consequently, the mechanical control is
supplemented by an all -electronic frequency control which is very narrow
in its range but very crisp in its action, and is capable of eliminating the
residue of error due to backlash in the mechanical loop.

The automatic control system is shown in some greater detail in Fig. 4.
The source of beat signal is a General Radio Company unit oscillator
modified for electronic and motor tuning. The full frequency range is
covered in two bands. A conventional Foster Seeley discriminator with
a sensitivity of 0.2 volt/kc provides the error voltage. After 40 db of
direct coupled gain, the error voltage exerts an electronic correction by
controlling the de operating point of an inverse -biased silicon diode net-
work connected across the oscillator tank. The biased diode was selected
as the voltage -sensitive reactance because its comparatively low base
capacitance permitted it to be most readily integrated into the existing
oscillator. Only a small range of electronic control was required, because
of the wide tuning capabilities of the parallel -acting servo control.

The prime mover in the servo loop is a two-phase induction motor
coupled to the tuning shaft of the oscillator through intermediate gear-
ing; ac error information for driving the motor is obtained from a con-
ventional servo modulator fed by the de error voltage.

The electronic loop exerts a stabilizing action on the mechanical loop.
In fact, the design gain of the mechanical loop is great enough to cause
self -oscillation if the electronic loop is disabled. Hence, the electronic
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loop not only absorbs the remnant of error due to backlash in gearing,
but also, by virtue of its greater response rate, introduces the type of
stabilization of the mechanical loop that would normally be realized by
the use of phase -lead corrective networks.

Neither the electronic nor the mechanical loop gain is constant over
the 5 to 250 me range of the beat source. In the case of the mechanical
control, the variation arises because the frequency of the beat oscillator
varies logarithmically with the angle of the driving shaft. This enhances
the sensitivity of the motor tuning at the higher frequencies of opera-
tion. However, the sensitivity of the electronic tuning also intrinsically
increases with frequency. Consequently, the electronic loop is capable
of providing effective "dynamic braking" over the full 5 to 250 me
frequency range.

An automatic scan circuit causes the beat oscillator to hunt for lock -up
when the instrument is first turned on, or whenever synchronization is
lost.

4.2 Sampling System and Detection

The block diagram of Fig. 3 and the accompanying description in Sec-
tion III are intended to clarify the basic principles of the measuring
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system. Certain of the significant details of the rapid comparison switch-
ing feature as applied to loss measurements will now be taken up. The
situation with regard to phase measurements is strictly analogous.

One of the first realities that had to be faced was capacitance between
open and transmitting paths in the comparison switches. Even though
this capacitance was only 0.3 micromicrofarad in the actual relays used,
the crosstalk from this cause could produce large errors when high losses
were measured. For this reason, a second double -pole double -throw
switch configuration was added at test -signal frequency for the purpose
of grounding the open path at both its input and output ends. The
complete switching complex is illustrated in Fig. 5.

It is clear that a transmission error results in the comparison of x with
s if the contact resistances of the switches are different in their two states
of dwell. The problem of contact resistance symmetry is most severe in
the case of the switch array operating at test -signal frequency between
50 -ohm impedances. In 50 -ohm transmission circuits, a resistance asym-
metry of 0.5 ohm in just one of the relays would produce an error of 0.1
db. It would be quite easy to obtain far smaller resistance asymmetries
than 0.5 ohm in a nonvibratory relay designed for use in low -frequency
circuits. But in a relay intended for high-speed repetitive operation both
contact area and contact pressure are necessarily limited. With these
factors in mind, and considering the extent to which the situation is
aggravated by the 250 mc operation, an electromagnetically driven
wetted -mercury contact relay element was selected to perform the
basic switching function. The resistance asymmetry of this element is
estimated to be less than 0.05 ohm at 250 mc. It takes approximately 1
millisecond for the relay to change state. The type of relay element used,
in which the mercury is confined by encapsulating the entire relay in a
sealed glass envelope, has been described previously.'

Coaxial transmission paths are built up by putting the relays inside
concentric brass cavities. This serves to minimize the discontinuity
when the relays are inserted in 50 -ohm coaxial circuits. The cavities are
constructed in the form of two mating pieces, which assemble around
the relay capsules, as shown in Fig. 6. Each cavity block holds a pair of
relays; one block takes care of input switching, the other handles the
output. Fig. 6 shows only signal paths through the switch; the coils for
driving the movable contacts were intentionally omitted, as well as the
shields which prevent coupling between the driving winding and the
signal circuits.

An effort was made to maintain 50 -ohm geometry by dimensioning
the cavity so that the highest possible return losses were realized looking
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Fig. 6 -5 to 250 me comparison switch unit. Glass -encapsulated mercury re-
lays are enclosed within coaxial cavities to provide 50 -ohm transmission paths.

into either the 1-3 or 2-3 transmission paths with a match in port 3.
Return loss exceeding 35 db was obtained up to 100 mc; between 100
and 250 me there was a drop to 28 db.

The grounding leads seen in Fig. 6 have sufficiently low impedance to
hold crosstalk between ports 1 and 2 to a level of -50 db at 250 mc with
a 50 -ohm termination inserted in port 3. Thus, the error from crosstalk
is less than 0.1 db even when 60-db loss is measured, since switching is
done at both the input and output of the unknown.

The design of the comparison switches for use at the 1 mc intermediate
frequency posed only minor crosstalk and impedance match problems.
Mercury relays were used here, also.

Amplitude detection is accomplished with the linear rectifier shown in
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Fig. 5. The system of switches (si , s2 , SO located just beyond the recti-
fier is instrumental in charging the storage capacitors, c8 and cx , to
voltages proportional to x and s path transmissions. The charging
path is through resistor R2 ; the time constant of R2c8 and R2cx is in the
order of 2 seconds. In connecting cs and cx during the charging intervals,
it is necessary to allow for the physical impossibility of perfectly syn-
chronizing all the relays in the measuring set with respect to instant of
contact transfer and uniformity of dwell time. Moreover, short-term
transients are initiated at the change of state from x to s and vice versa.
For these reasons, a specially timed pair of sampling relays, s1 and s2 ,
is provided to close the charging path through R2 a short time after the
instants of contact transfer in the previous relays.

4.2.1 Signal -to -Noise Factors

The points of the measuring circuit at which random noise is sensed
are the inputs to the loss and phase difference detectors in the block dia-
gram of Fig. 3. The noise at these points is essentially confined to a 20 kc

band by the IF selectivity. There are two disturbing effects due to the

(a) It contributes error by creating a small dc component in the out-
put of the detectors. The amount of this component will be different for
the x and s sampling.

(b) It gives rise to fluctuations of the detector outputs. The frequency
components of this fluctuation lying within the display bandwidth of the
instrument, i.e., within the bandwidth of circuitry following the de-
tectors, contribute jitter on the indicating meters. This affects resolving
power.

The present set uses a linear rectifier for the detection of loss, and a
"sum -and -difference" type of phase detector6 constructed from trans-
formers and linear rectifiers.

The guiding object in setting up level patterns was to have enough
signal at the detector inputs to keep errors due to noise less than 0.1 db
and 0.5 degree in 60-db loss measurements at 250 mc. Rather than op-
erate at S/N levels significantly higher than necessary to meet this
criterion, any extra margin was traded off in the form of lighter signal
excitation of unknowns and extra impedance masking with loss pads.

For the linear detector used, it may be shown that the de offset due
to noise leads to an error of 0.1 db at an input S/N ratio of approximately
14 db.7 This fact, considered together with converter noise figure and
impedance masking requirements, resulted in the following allocation
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of signal power to unknowns as a function of loss level:

Loss Level Drive to Matched
Unknown (dbm)

0 -40
10 -30
20 -20
30 -10
40 -10
50 -10

As already noted in Section 4.1.1, the power to the unknown is auto-
matically varied by ganging the IF loss standard to common -path at-
tenuation inserted at the test signal frequency.

The contribution of input noise to mean voltage at the output of the
sum -and -difference phase detector is dependent upon the phase differ-
ence between the two input carriers. When the carriers are 90 degrees
out of phase, there is no de offset due to noise. Consequently, it is most
advantageous to operate at quadrature. However, because of the residue
of conversion -phase mistracking between the two converters, it was not
possible to establish a 90 -degree operating point over the full 250 mc
span of test -signal frequency. At null balance, the maximum variation
from quadrature is about 30 degrees, and this leads to a shift in dc out-
put corresponding to 0.3 degree at the lowest input S/N ratio of 14
db.

4.3 Conversion

The measurement converter must faithfully transpose amplitude and
phase data from the test -signal frequency to the 1 -me intermediate
frequency. It must, in addition, have reasonable noise figure and be well
matched to 50 ohms at the signal input. Both converters must preserve
high isolation between their signal and beat frequency inputs.

The converter design which grew out of these considerations is shown
schematically in Fig. 7. Buffer stages provide the requisite high loss
between signal and beat frequency inputs. Working back to either in-
put from the point of joining at the grid of the converter tube, the re-
verse loss is about 60 db at 250 mc. This figure is set by tube and stray
capacity.

To preserve the accuracies cited in Section 2.2, it was necessary to
compensate the grid circuits of the input amplifiers so that a relatively
pure 50 -ohm impedance was presented to the driving source. This was
mandatory at the signal input, and was also done at the beat -frequency
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input. The choice of ;e .10 foi the input stage relieved the problem of
impedance contr-0 tube, with its low cathode lead intiuthP
ante, imposes k eIct b. unie loading on the driving circuit than does is
conventiors;try +.ased tube. By introducing a small amount of inductance
in series 11 the 50 -ohm grid resistor, it was possible to absorb the
predomina.3,tly capacitative grid -cathode loading. This method of com-
pensation 3 ielded an input return loss of 30 db up to 250 mc. Actually,
it was unnecessary to add external inductance. The pig -tail leads of the
grid resistor were trimmed to provide the required reactance.

All interstage networks are conventional. The gain from either input
to the grid of the converter tube is approximately 0 db at 5 mc and drops
4 db at 250 mc. The 436A stage, operated at a G. of 30,000 micromhos,
is helpful in overcoming the loss of the first tube. A resonant trap at the
converter grid prevents the transmission of noise power centered at one
megacycle, thereby improving over-all noise figure. This trap is vital
because noise centered at one megacycle would actually be amplified by
a single -ended converter.

The level of beat -frequency voltage at the converter grid is such that
the converter stage operates in a square law mode, rather than as a
switch -type modulator. Signal -frequency excitation at the converter
grid never exceeds 0.03 volt, with the result that the nonlinearity error,
even for the largest signals, is negligible. The conversion loss, as meas-
ured from signal input jack to the grid of the first stage of the IF ampli-
fier, varies from 3.5 db at 5 mc to 12 db at 250 mc. At 5 mc, the noise
figure is approximately 28 db, decaying to 36 db at 250 mc. The prin-
cipal factor determining the noise performance is the relatively high
ratio of amplification to conversion gain in the converter stage. With
the noise figure data just quoted, it was possible to meet both the ac-
curacy and measurement range objectives.

The output network of the conversion stage and the input network
of the IF amplifier are designed to provide specific impedance and trans-
mission characteristics. First of all, the impedance presented to the
plate at the intermediate frequency is made small compared with the
tube's dynamic resistance, to assure linearity when it acts as a converter.
Secondly, to avoid plate remodulation, the output network presents a
short circuit to the modulating carriers. And finally, leak of the carriers
to the grid of the IF amplifier is small enough so that the spurious 1-mc
component created by modulation in the first IF stage is negligible.

4.4 IF Amplification

The frequency shaping of the IF band is provided by 42 db gain am-
plifiers of conventional design following the converters in the over-all
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block diagram of Fig. 3. The variation in ;; r gain is less than 0.1
..to aver' a 2-kc band centered at 1 -1):!-KR\ 1,111 between 3-db
points is 20 kc. Two 403B (6AK5) vacuum tube, sva"ges;9rovide the nec-
essary gain. Input and output impedances are approxiv:it, 75 ohms.
A schematic of the amplifier is given in Fig. 8.

In addition to the gain shape requirements, a tolerance -; as imposed
on phase -slope tracking between the two amplifiers. This was necessary
to avoid jitter of the phase indication due to incidental, low -order flutters
of the intermediate frequency not removed by the AFC. Over a fre-
quency shift of ±500 cycles, centered at 1 mc, the difference of insertion
phase shift between the two amplifiers is less than 0.5 degree.

4.5 Loss Standard

The loss standard is a precisely calibrated attenuator operating at IF.
At null balance, its loss may be equated to loss or gain of the high -fre-
quency unknown. In addition to high calibration accuracy and low aging,
the standard must have one other extremely important property-its
phase shift must be independent of loss setting. This last attribute is
very necessary, since the phase -difference detector cannot distinguish
phase change of the loss standard from phase change of the unknown.

The standard is built up of four variable resistive attenuators con-
nected in series. The impedance level is 75 ohms. The standard has dis-
crete calibrated steps of 10, 1, and 0.1 db, and a continuously variable
vernier covering a range of 0.2 db. The total range covered is 61.1 db.

Carbon film resistors are used throughout, in order to meet the con-
stant -phase requirement with minimum effort. The resistors are of good

75.1).

20 DB )04+C

403B

{STEP-UP
NETWORK

L

- 42 DB - -

17.5 DB

BAND- SHAPING
NETWORK

403B

TT r1
1 -STEP-DOWN

NETWORK

7512

Fig. 8 - Schematic of IF amplifier.
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quality and have high long-term stability, but the initial accuracy is
only to within 2 per cent. Resistance errors of this order are capable of
causing calibration errors of several tenths of a db on the "tens" db
decade, where the attenuation sensitivity to resistor inaccuracy is
greatest.

To avoid possible error due to initial tolerance of the resistors, the
standard is calibrated precisely at dc. With the aid of resistive comput-
ing circuitry ganged to the attenua tor decades, the calibration error at
each setting of the standard is then projected as a correction factor on
an auxiliary meter. This arrangement endows the loss standard with a
net accuracy of 0.03 db. The long-term permanence of attenuators of
this type has been measured, and it has been found that the calibration
drift is less than 0.05 db in several years. Temperature coefficient prob-
lems are minor since the measurement set is normally operated in a
temperature -controlled environment.

4.6 Phase -Shift Standard

At null balance, the phase -shift standard is direct reading in terms of
the unknown's insertion phase shift. It must have a range of 360 degrees,
and a calibration accuracy to 0.2 degree. Since the phase standard does
not affect the loss difference detector, its gain may be permitted to vary
slightly with phase -shift angle.

The heart of the phase standard is a continuously variable four -quad-
rant sine condenser of high quality and permanence.8 It has two linearly
subdivided scales: a coarse 0 to 360 degree calibration on a cylinder
connected directly to the rotor shaft of the condenser, and a 0 to 10 de-
gree vernier dial connected to the rotor shaft through reduction gearing.
Both of these dials are coupled to their respective shafts by friction
clutches, so they may be arbitrarily set. This allows the operator to set
up a "phantom zero," by slipping the dials to indicate zero after null -
balancing the standard. A considerable amount of arithmetic is saved
during relative insertion phase measurements when this technique is
used to establish a dummy "zero" at the reference frequency.

The difference of insertion phase shift between two different test sig-
nal frequencies is read out as a difference between two dial settings.
Therefore, an error arises if the actual difference of phase shift intro-
duced by the standard is not precisely equal to the nominal phase differ-
ence read from the calibrated dials. Owing to the linearity error of the
sine condenser used, the discrepancy between actual phase change and
indicated phase change could range up to 2 degrees.

The imperfection of the sine condenser is absorbed by transcribing its
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error curve to the periphery of a cam driven by the rotor shaft. A fol-
lower, contacting the cam periphery, then automatically adjusts an
incremental phase shifter by the amount necessary to reduce the scale
error of the standard to less than ±0.2 degree. Fig. 9 illustrates the
principle of the correction.

V. TRANSISTOR MEASUREMENT

5.1 Coaxial Jig and Fixtures

The first problem to be solved in making broadband transistor meas-
urements has to do with providing a suitable transition from the round
coaxial geometry of the test set ports to the pig -tail lead geometry cf
the transistor. The object is to bring the 50 -ohm measurement plane
right up to the base of the transistor header. As suggested in Fig. 10,
this may be done by forming short sections of 50 -ohm transmission line
right under the header, using the active terminal wires of the transistor
as inner conductors.

Fig. 11 shows the actual jig worked out using this principle. Each of
the two cylindrical holes in the top of the jig forms a 50 -ohm transmis-
sion line with one of the terminal wires of the transistor under test. The
rudimentary coaxial line runs for about one-half inch before it merges
with a short section of 50 -ohm strip line consisting of a narrow rectangu-
lar conductor between ground planes. A 50 -ohm type N coaxial con -

CAM CUT IN ACCORDANCE
WITH ERROR CURVE

FOUR -QUADRANT
SINE CONDENSER

270°

180°
PHASE

90°SPLITTING
NETWORK

1 M

E A

, INCREMENTAL
PHASE

SHIFTER

1 MC

E

Fig. 9 - Block diagram of phase standard, showing how nonlinearity error of
the sine condenser is cancelled by introducing phase corrections with an incremen-
tal phase shifter actuated from the error curve.
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TRANSISTOR

GROUND PLANE

TO SOURCE AND LOAD
PORTS OF MEASUREMENT SET

Fig. 10 - Principle of extending 50 -ohm geometry to base of header by using
transistor lead wires as inner conductors of 50 -ohm transmission lines.

nector, inserted in the base of the jig, completes the transmission path.
In spite of the discontinuities from joining of geometrically dissimilar
lines, measurements indicate that the path through the jig introduces
a return loss of 34 db at 250 mc.

TRANSISTOR
TERMINAL ,

WIRE

"N" CONNECTOR

TRANSISTOR

I GROUND

50 fl
1 STRIPLINE

TEFLON
SUPPORT

5011
MEASUREMENT

PLANE

Fig. 11 - Sectional view through actual transistor test jig, showing how 50 -

ohm transmission geometry is preserved.
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The next step is to introduce the biasing currents and voltages to
make the transistor active without adding impedance discontinuities.
This is done with the aid of the specially designed coaxial pads shown in
Fig. 12. The shunt arms of these pads are well by-passed to ground for
signal frequencies between 5 and 250 mc, but they are conductively
isolated from ground. It is therefore possible to introduce de biasing and
monitoring facilities at the by-passed nodes of the shunt arms without
impairing the transmission purity of the signal path. Identical biasing
arrangements are provided for both input and output electrodes.

The pad is composed of the elements shown in Fig. 13. A rod resistor
forms the series arm, and disc resistors are used for the shunt arms. The
by-pass capacitors are physically small but large enough in capacitance
value to provide negligible impedance down to 5 mc. All elements are
assembled in a coaxial structure. The cavities in the coaxial housing are
machined to the optimum diameters for minimum reflection from the
terminated pad. With this type of structure, it was possible to obtain
return losses of 44 db at 125 me and 36 db at 250 mc.

This arrangement would have doubtful value unless the activating
currents from the bias supplies were confined to the transistor. None of
the energizing current may be allowed to flow back into the generator
impedance or into the load impedance in an indeterminate way. For this
reason, blocking capacitors are used to isolate the test set from the bias

t

COAXIALLY
MOUNTED

CAPACITOR

FROM
GENERATOR

VBE

6DB COAXIAL
BIAS PAD

TRANSISTOR

COAXIALLY
606 COAXIAL MOUNTED

BIAS PAD CAPACITOR

TO
RECEIVER

HIGH CONSTANT 4 HIGH

IMPEDANCE VOLTAGE -- IMPEDANCE
DC VOLTMETER SUPPLY DC VOLTMETER

Fig. 12 - Signal and biasing paths during grounded -emitter measurements on
a p -n -p transistor. Discontinuity due to biasing is minimized by feeding activat-
ing current through shunt legs of well -matched 50 -ohm attenuation pad. Block-
ing capacitors prevent flow of biasing current back into measurement set.
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RZ
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RI

4ffl.,,,..01

CD R2

C I
ACTUAL ELEMENTS

SCHEMATIC
O

a..1 11.4
"1" 'ormilieler Jr

BIAS PAD IN COAXIAL STRUCTURE

Fig. 13 - Bias pads coaxially constructed to preserve 50 -ohm geometry. The
shunt capacitance in each leg actually consists of three miniature capacitors in-
serted in parallel at points 120 degrees apart along periphery of shunt resistors R2.

pads. Like the bias pads, the capacitors must be designed for minimum
reflection, since they lie directly in the transmission path.

The capacitors are therefore enclosed in special coaxial housings to
make them appear like short lengths of 50 -ohm coaxial line. Fig. 14 il-
lustrates the construction. The basic capacitance of 0.7 microfarad is
provided by a tubular condenser whose shell is one of the electrodes.
This large capacitance is necessary because phase shift -free transmission
is required down to 5 mc. To permit the condenser to be inserted in a
50 -ohm structure with minimum discontinuity, a pair of conically ta-
pered electrodes are fitted to its terminals. This assembly forms the inner
conductor of a short section of coaxial line. The corresponding outer
conductor, which is shown disassembled, consists of three pieces, speci-
ally tapered to match the cigar -shaped inner conductor. A capacitative
ring may be seen in the center piece of the outer conductor. The ring
was introduced for the purpose of absorbing the remnant of reflection
from the condenser's inductance and from the tapers. Measurements
indicate a net return loss of 44 db at 125 me and 34 db at 250 mc.

5.2 DC Biasing and Monitoring Facilities

Since the set was intended to be capable of measuring the variation
of small -signal parameters with shift of biasing levels, it was important
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Fig. 14 - Disassembled view of blocking condenser: 0.7-microfarad capacitor
is mounted in coaxial structure to make it look like a short section of 50 -ohm trans-
mission line.

to provide means for adjusting to a wide range of operating points.
Three power supplies are provided for this purpose. Each is capable
of being operated as a constant voltage or as a constant current supply.
The third supply is used for tetrode measurements.

A system of monitoring operates in combination with the power sup-
plies to facilitate setting of operating points.

VI. EQUIPMENT ASPECTS

6.1 Over-all Layout

The instrument is housed in a three -bay cabinet with the two end
hays slanted inward to make it easier for a centrally located operator to
read dials and manipulate knobs. This arrangement is shown in Fig. 15.

Just above table level in the central bay is the programming center.
By means of pushbutton controls on the programmer, the operator can
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BEAT
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Fig. 15 -5 to 250 me phase and transmission measuring set.
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STANDARD

POWER
SUPPLIES

set the machine up for 50- or 75 -ohm insertion measurements on co -
axially terminated networks, or for transistor measurement in grounded
base, collector, or emitter configurations. The programmer includes jack
appearances for inserting networks or transistors to be tested. Above
the programmer is the test -signal source with its two large dials for
selecting test frequency on either the low band (5 to 50 mc) or high band
of operation (50 to 250 mc). The converters which translate the measure-
ment data to the 1 me detection frequency are located in the central
bay (behind hinged panel) just below table level.

The beat -frequency source for the converters is mounted in the left
hand bay. Automatic control circuitry in this bay maintains the beat
frequency at the required 1 mc offset with respect to the frequency of
test signal. Below the beat source are the biasing supplies for providing
known do energizing currents and voltages to transistors being tested.

The right-hand bay houses the loss and phase detector circuit, loss -
and phase -indicating meters, and calibrated phase shifter and loss stand-
ards.

Power supplies and the remainder of the test set components are
located below table level in the front and in mounting space available
in the back.
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6.2 Programming Features

A considerable measure of automatic operation has been introduced
to make manual patching changes unnecessary when transferring among
the various measurement modes. The necessary signal path changes
from 50 ohms to 75 ohms or to transistor measurement are all effected
by solenoid -actuated coaxial relays that receive their command signals
from pushbuttons located on the central programmer unit. These may
be seen in Fig. 16. The upper row of pushbuttons selects one of the three
broad measurement categories, 50 ohms, 75 ohms, or transistor. If 50 -
or 75 -ohm measurement is chosen, the unknown is connected to the
appropriate ports in the lower part of the programmer.

Coaxial relays are also used to set up automatically the internal sig-
nal paths for each of the possible transistor measurements. By pushing
the appropriate buttons, the operator may program the machine for
six different measurements, with any terminal of the transistor being

TEST COMFICURATIONOMNI,
trine 11111 MU».

,

4011014)4WASURING SET

illaYou afl

TRANSISTOR MEASURING SET

TEST FIXTURE RECEPTACLE

,Y1)
SG 40

kfi:_)
0

Ix.. OR.

TEST FIXTURE BASING PARAMETER S.ELECTOP

nw me 7- WO :LT NM,

Win 11011111111.10.1 TUT MTN

500 OR 750 MEASURING SET

"?
502 15D

OUT

(ON

X75483 OCR. MER

Fig. 16 - Programming center: solenoid -operated coaxial switches automati-
cally set up signal paths for 50 -ohm, 75 -ohm, or transistor measurement configura-
tions on command from front panel pushbuttons.
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taken as common. These six measurements cover forward and reverse
transmission and input and output bridging loss, with or without im-
pedance inversion by the quarter -wave line. The unknown path is com-
pleted externally by plugging the jig into the centrally located jack field
labeled "Test Fixture Receptacle" in Fig. 16. It is evident that special
keying information must be given, since there are six ways to insert the
jig, corresponding to the six possible measurements. The keying is done
with the aid of six illuminable apertures located around the boundary of
the test fixture receptacle. A particular one of the apertures automat-
ically lights up in response to the specific combination of buttons that
the operator has pushed. The jig is then oriented, before insertion, so
that the grounded electrode of the transistor adjoins the illuminated
aperture.

The biasing and programming circuitry is coordinated to keep the
de operating point unchanged during a shift from one measurement
parameter to another. For example, if the operating point for grounded -
emitter operation is established during measurement of forward loss, it
remains unchanged when the buttons are pushed for reverse loss or for
either of the two bridging measurements.

A number of safeguards were introduced to reduce the possibility of
damaging transistors by operator errors. The most important of these
provides for initial setup of approximate operating points with an in-
ternal dummy resistor network substituted for the transistor. Power
supplies and auxiliary circuitry have been designed to minimize dan-
gerous transient currents and voltages when transfer is made from the
dummy network to the transistor. Moreover, special care has been
exerted to insure that all biases are transferred at the same time, with
minimum relative lag.

When the transistor is energized, a warning light appears on the pro-
grammer panel to remind the operator not to withdraw the jig without
first switching off the biases. This precaution is taken because it is not
generally possible to pull the jig out in such a way that all biases are
interrupted at precisely the same instant. Conversely, the operator is
cautioned against inserting the jig when the warning light is on.

VII. ACCURACY CONSIDERATIONS

7.1 Validation of Accuracy

The accuracy of the set was validated by a technique which did not
require VHF standards of loss or phase shift. As a first step, the inser-
tion loss and phase of each of four coaxial pads were measured. A meas-
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TABLE II

875

Frequency
(mc)

Arithmetic sum of loss and
phase measurements on

four 10-db pads

Measured loss and phase
of cascade connection of

the four 10-db pads

Magnitude
of the

difference

Loss
(db)

Phase
(deg)

Loss
(db)

Phase
(deg)

Loss
(db)

Phase
(deg)

5 39.99 2.4 39.87 1.9 0.12 0.5

50 39.91 20.7 39.87 20.4 0.04 0.3

115 39.99 47.3 39.94 46.4 0.05 0.9
225 40.02 93.4 39.98 93.0 0.04 0.4

urement was then made of the over-all loss and phase through the four
pads connected in tandem, and the result compared with the arithmetic
sum of the measurements on the individual pads. This comparison pro-
vides a measure of error which is independent of the loss of the pads or
of their separate phase shifts, provided the pads are sufficiently well
matched to 50 ohms to insure that interaction and mistermination
effects are negligible. For the purpose of this test, pads of 35 db return
loss were adequate. Measurements were made at a number of widely
separated frequencies in order to uncover any latent pickup or cross-
talk errors. Results are shown in Table II.

A similar check performed with two 10 db pads gave the results of
Table III.

A further confirmation of the phase measurement accuracy was ob-
tained by measuring the insertion phase shift of a section of precision
50 -ohm coaxial line at a large number of frequencies. The line had a
phase slope of approximately 0.5 degree per megacycle. Nowhere in the
5 to 250 mc band did the measured phase shift deviate by more than
0.3 degree from the linear phase characteristic drawn through the meas-
ured points.

TABLE III

Frequency
(mc)

Arithmetic sum of loss and
phase measurements on

two 10-db pads

Measured loss and phase
of cascade connection of

the two 10-db pads

Magnitude
of the

difference

Loss
(db)

Phase
(deg)

Loss
(db)

Phase
(deg)

Loss
(db)

Phase
(deg)

5 20.01 1.2 19.98 1.1 0.03 0.1

50 19.97 10.5 20.01 10.3 0.04 0.2

115 20.02 23.5 20.01 23.2 0.01 0.3

225 20.03 46.3 20.03 46.1 0.00 0.2
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7.2 Residual Errors

The principal remaining errors are those due to residual mistermina-
tions and to calibration errors of the loss and phase standards.

It is a fairly simple matter to compute loss and phase errors due to
misterminations for measurements in the 50 -ohm mode, because a high
degree of symmetry exists, in this case, between the standard and un-
known high -frequency channels. As was seen in Fig. 3, the only physical
asymmetry is introduced by the mode -selecting relays in the unknown
channel. However, measurements have shown that the path through
these relays creates a reflection of not more than 0.01, even at 250 mc.
Consequently, it is reasonable to consider that the effect of the relays
is to introduce a flat time delay, which may be balanced by an equiva-
lent length of coaxial cable added to the standard channel. The reflection
from the attenuation pads is also less than 0.01, and therefore negligible.

Since both the s and x channels are essentially free of lumped dis-
continuities, it is possible to adjust cable lengths and arrange components
symmetrically so that the impedances seen looking toward source or
load from the mid -plane of the 12 db pad in the standard channel match
those presented to the input and output ports of the unknown apparatus.
Moreover, symmetry is sufficient to insure equal Thevenin generators
at the mid plane of the 12 db pad and at the input port of the unknown.
Symmetry also leads to equal transmissions from the reference plane in
the s channel, and from the output port of the unknown, to the common
point of convergence at the comparison switch preceding the measure-
ment converter.

Under these circumstances, Appendix B shows that the loss and phase
measurement error due to modest misterminations, when measuring
passive, bilateral unknowns, is contained in the expression

ti - s11G - s22L GL, (2)

where io is in nepers and radians. The quantities G, L, sn , and 822 are
the reflection coefficients of the generator termination, load termination,
and physical input and output scattering coefficients of the network
under test, all taken with respect to the nominal impedance level (50
or 75 ohms).

If the phase angles of all quantities add up in the most pessimistic
way to produce maximum loss error, (2) indicates that the error in loss
or phase measurement may be as great as

cOmax = IS11GI + I S22L +'GLI. (3)

For example, consider the situation at 250 me in the present set.
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Generator and load terminations, as seen from the unknown in the 50 -
ohm measurement mode, exhibit reflection coefficient magnitudes close
to 0.04. Therefore, in measuring networks whose input and output
scattering coefficients are, let us say, 0.1 with respect to nominal, the
error in the loss measurement may be as much as

2(0.1)(0.04) + (0.04)2 = 0.0096 neper,

or approximately 0.08 db. If the reflections were phased to produce
greatest phase measurement error, (2) leads to the conclusion that the
inaccuracy, in this example, could be as large as 0.01 radian, or 0.56
degree.

It is of interest to observe the dependence of the error magnitudes
on the network's own imperfections. Assuming network reflections of
0.04 instead of 0.1, the errors drop to 0.04 db and 0.27 degree, without
postulating any improvement in the source and load termination.

7.3 Elimination of Errors Due to Misterminations During Impedance
Measurements

Impedances are determined by inference from bridging loss and phase
measurements. When seeking highest measuring accuracy with this
method, a number of secondary imperfections in the set must somehow
be accounted for:

(a) impedance deviation of source and receiver terminations from
the nominal value;

(b) existence of a transmission and phase "zero -line," amounting to
0.1 db and 2 degrees between 5 and 250 mc ;

(c) difficulties encountered at high frequencies in precisely defining
the location of the measurement plane;

(d) finite loss of the quarter -wave transformer and deviations from
precise quarter -wave length when measuring high impedances;

(e) inherent transmission and phase -measurement errors of the loss
and phase standards in the set; this also includes nonlinear effects in
the modulator.

These factors may easily lead to measuring errors of the order of 10
per cent, especially at the higher frequencies of operation.

If the object is maximum accuracy, without regard to volume of com-
putation, it is possible to calibrate the set so that the errors listed in
(a) through (d) are largely eliminated. Computation may be only a
minor factor if a digital computer is available to handle large amounts
of calculation. The self -calibration procedure is based on the observa-
tion that, during impedance measurement, the set essentially measures
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the complex transmission from an input port to an output port as a
function of the value of an unknown impedance, Z, connected across a
third port. It follows that the measured insertion loss and phase shift
associated with Z must be of the general form

-e a ± bZ
e - 1 + cZ' ( 4)

where a, b, c are constants dependent only on the interior network of the
set.9 These would in general vary with frequency. Their values, how-
ever, may be obtained by measuring insertion loss and phase shift for
three known values of Z. All residuals except item (e) are then auto-
matically included in the a, b, c factors.

The practicability of this procedure was checked in the following
way. First, the a, b, c constants were evaluated at approximately 10
frequencies, by measuring a coaxial short (Z = 0), a coaxial open (Z =
-j00), and a high -quality termination (Z = 50 ohms). The planes of
the "open" and of the "short" were designed to coincide, and they ac-
tually did so within a tolerance of 1 millimeter. Finally, a fourth im-
pedance of known properties -a 30 -centimeter length of precision
50 -ohm line shorted at the far end - was inserted, and its impedance
was computed from the relationship in (4), using the measured loss and
phase data. All differences noted between the theoretical impedance
value and the measured value were accounted for by the set's intrinsic
loss and phase measurement inaccuracy [item (e) above].

VIII. TYPICAL MEASUREMENT RESULTS

One of the major uses of the set has been to provide measurement
data for computing transistor 12, parameters up to 250 mc. A typical case
was the characterization of broadband diffused -base germanium transis-
tors in the grounded emitter configuration.

In measuring the two bridging parameters, the technique described
in the last section was used. This consisted in making three preliminary
insertion loss and phase measurements with three known impedances
successively bridged across the 50 -ohm transmission path: a "short,"
an "open," and a high -quality 50 -ohm termination. A fourth measure-
ment was then made looking into the transistor -loaded jig with the re-
mote port terminated in a 50 -ohm standard. Using the data of the first
three measurements, it was possible to correct the fourth measurement
for secondary sources of error contributed by the test set.

An error would normally result if the calibration impedances did not
effectively lie in the plane defined by the base of the transistor header.
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Fig. 17 - Calibrating fixture for use during transistor impedance measurements.

Fortunately, a ready-made solution to this problem was already avail-
able. By using the techniques employed in designing the transistor jig,
it was possible to construct a companion fixture for unambiguously
locating the three calibrating standards in the desired plane.

The calibrating fixture, which is shown in Fig. 17, has three internal
50 -ohm transmission paths between the ports in the base and the top
surface. One path terminates in a "short," another in an "open," and
the third in a miniature 50 -ohm film resistor enclosed in a conducting
hood. Measurements indicate that the return loss presented by the
50 -ohm resistor is greater than 34 clb up to 250 mc. Since the path lengths
have been made equal to those used in the jig, the plane of the stand-
ards coincides with that of the unknown. The calibrating fixture is suc-
cessively inserted into the set in three different orientations, to present,
in sequence, the "open," the "short," and the 50 -ohm standard to the
test set port that senses the transistor impedance.

The work in transforming from the measured data to h parameters
was performed by a computer. A total of seven measurements had to be
assimilated at each frequency: forward and reverse insertion loss and
phase, the three calibrating measurements for correcting bridging loss
and phase data, and, lastly, the input and output bridging measurements.
A program already existed for converting from the scattering to the
hybrid parameter matrix, so the computer first transformed the meas-
urement data to an s matrix. The final output consisted of the frequency
characteristics of the four h parameters. By way of example, Fig. 18
shows the variation of the magnitude and angle of h21 for one of the
transistors tested. Notice that the phase of h21 is asymptotic to -90 de-
grees in the vicinity of 250 mc, which is consistent with the 6 db per
octave slope in the magnitude characteristic starting from about 50 mc.
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APPENDIX A

Relation of Measured Quantities to Scattering Parameters

The insertion ratio of a network is defined as Es/Ex in Fig. 19. The
input-output scattering coefficient of a two -port network is the reciprocal
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of the measured insertion ratio, provided the measurement is made be-
tween terminations equal to the normalizing numbers for the scattering
matrix.'0 If ei°12 and e" are the insertion ratios for the two directions of
transmission, then

and

812 = e-921

-012
821 = e

In the present set, the source and load terminations are equal. It is
therefore only necessary to show how 822 and s,, relate to measured in-
sertion ratio during bridging measurements, when the remote port of
the unknown is terminated in the common load resistance. Under these
conditions, the impedance, Z, in equation (1) of the text, is the im-
pedance presented by the network with the remote port terminated in
its normalizing number. Thus, if port 1 is bridged,

and, for port 2,

1 ± su
50 1 - s

Z22 1 + 822
50 1 - s22 

These two equations, together with (1), lead immediately to

3 - 2e"

and

- 2e°11 - 1

3 - 2e"
822 - 2ev22 - 1
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APPENDIX B

Insertion Ratio Measurement Errors Due to Jllistermination

With the aid of Fig. 19, we define insertion ratio as the quantity
Es/Ex , where Es is the voltage across ZL when a path of zero loss and
negligible length is connected between source and load, and Ex is the
load voltage when the unknown is inserted. I Es/Ex I is insertion loss
expressed as a numeric, and 4.(ESEx) is the insertion phase shift.

We deal here with the common situation in which the nominal or
"design" value of source and load is some impedance, Zo . In the actual
measurement situation the source impedance, Z G , and load impedance,
ZL , are slightly different from Zo . The mistermination error, e, is con-
tained in the quotient

measured insertion ratioe =
insertion ratio between design terminations (5)

It is desirable to obtain an expression for e in terms of the scattering
parameters of the unknown with respect to Zo terminations. This is
preferred because of the close connection between the coefficients of the
scattering matrix and readily measured quantities at high frequencies.
Such a relationship is easily obtained by expressing the circuit proper-
ties of Z , the intermediate network, and ZL in terms of their wave
transmission matrices. It will be recalled that this matrix relates inci-
dent and reflected voltage waves at the ports in the manner

tal (T11 T12\ 02\
kb11 kT21 T221 a2

(6)

The a's and b's are incident and reflected waves traveling on an im-
pedance level of Zo ohms. These two equations may be solved for the
coefficients of the "T" matrix in terms of scattering parameters:

7111 =
1

S21

899
Tr)

S21

7121 =
S

S11.322
1 22 = S12 -

Sol

(7)
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The T matrices of source impedance, network, and load impedance
are multiplied to obtain the over-all matrix applicable from the genera-
tor terminals (EG) to the load. The load voltage may then be shown to
equal the generator voltage, Ea , divided by the sum of the four coeffi-
cients of the over-all T matrix. If the elements of the component matrices
are expressed in terms of the scattering parameters [e.g., (7)], the load
voltage will involve only the scattering coefficients of the network and
reflection coefficients of source and load. This procedure results in the
load voltages:

EG 821(1 G)(1 L)x=
2

(8)
- s22L - s11G - GL(si2s21 - 81022)

Ea, (1 G)(1 L)Es - (9)
2 1 - GL

The s parameters refer to the unknown network; Zo is both the input
and output design impedance; G and L are the reflection coefficients of
source and load impedance with respect to Zo 

Hence the measured insertion ratio is

Es - 822L s11G - GL(s12s21 - 811822) (10)
Ex s21(1 - GL)

From (10), we determine the insertion ratio between design termina-
tions (by setting G = L = 0) to be simply 1/821. Hence we have

1 - s22L - s11G - GL(812821 - 811822)e - ( 1 1)1 - GL

If G I and I L I are each much less than unity, and if sn , 822 and 821
are reasonably small, as is ordinarily the case, then

e = (12)

- s22L GL,

where go is in nepers and radians.
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An AC Bridge for Semiconductor
Resistivity Measurements Using

a Four -Point Probe

By M. A. LOGAN

(Manuscript received September 19, 1960)

A new direct -reading ac bridge circuit has been developed to measure
semiconductor bulk and sheet resistivity, using a four -point (or other ap-
propriate) probe. The range of resistivity which can be measured is from
0.001 to 10,000 ohm -cm. Resistivity is read directly from resistance decades
and a ratio multiplier, eliminating voltmeter and ammeter errors - the
final reading being the result of a bridge -balancing operation for each
measurement. Stability and sensitivity provide better than 0.5 per cent
electrical accuracy, with mechanical point spacing being the controlling
limitation on the over-all accuracy of the measurement.

The use of ac eliminates the influence of rectification, thermal, or con-
tact potentials on the measurements, and also provides sensitivity more
readily than with dc. The four -point probe and test specimen are the only
nongrounded elements.

An Appendix compiles four -point probe conversion factors for thin
circular and rectangular slices of material. New tables are presented for slices
having a continuous diffused skin all over, and thus also conducting across
the back.

I. INTRODUCTION

A basic measurement made on a semiconductor material is its re-
sistivity. This is a measure of the impurity content, and determines the
suitability of the material for a particular application and the necessary
process parameters for subsequent operations. This measurement also
determines whether a process step has been performed satisfactorily.
Present methods for making this measurement usually are variations of
the basic voltmeter -ammeter circuit, using direct -current power supplies
and instruments. Such direct -current methods have many causes for
error, several of which, while known to exist, are difficult to evaluate.

885
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An ac measuring circuit has been developed for measurement of
resistivity, retaining the four -point probe, but eliminating or minimiz-
ing to a negligible amount the errors inherent in the former dc systems.
Every component of the new system is ac operated and grounded,
except the test specimen and the four -point probe. By using an ac
bridge, neither current nor voltage is measured. Rather, only their ratio
is read from an accurate resistance standard, which really is what is
required. The circuit can also be used for dc, but then many of its
advantages are lost.

The new electrical ac system is accurate to 0.5 per cent when a test
current that develops at least 1 millivolt between the two voltage probes
is used. It includes built-in calibration for a system check at any time.
It does not correct errors in point spacing of the four -point probe, but
can provide a presetting for any given spacing, so that the resistance
ratio dials read directly the bulk resistivity in terms of a semi -infinite
body. Also, because it is a bridge system, the balance can be servo -
controlled and plotted continuously on a recorder, or read out and re-
corded digitally.

II. PRINCIPLES OF A FOUR -POINT PROBE MEASURING CIRCUIT

The problem can be introduced by a description of a common de
system. For a resistivity evaluation of semiconductor material, electrical
connections are made by pressing four needle points against the surface
of the specimen. A convenient geometry is to space equally the four
points along a straight line. Measuring current is then passed through
the two outer points, called the current probes, and the voltage developed
thereby between the two inner points, called the voltage probes, is
measured. A common de circuit is shown in Fig. 1.

BALANCE P FOR
GALVANOMETER NULL
THEN V=V.M. READING

L=0

Fig. 1 - 13amic four -point probe measuring circuit.
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Each point introduces an unknown constriction resistance into the
circuit, the minimum value of which is determined by the point pressure
and the hulk resistivity of the specimen, as will be shown. In Fig. 2 is
shown the equivalent resistance network of the semiconductor body and
the four needle -point connections.

The unknown resistances of each of the points are shown as w, x, y, and
z, respectively. The magnitudes of w and z can be compensated for by
decreasing the current controlling resistor R of Fig. 1, or by using a
constant -current generator instead. Thus by any of several means the
current through the points 1 and 4 can be set to a specified value and
measured by means of the current meter A; regardless of the magnitudes
of w and z.

The voltage determination makes use of a balancing arrangement to
eliminate current through points 2 and 3 with their unknown contact
resistances x and y. By adjusting the potentiometer P, until the brush
location is found for the condition of no current through galvanometer
G, the voltage read by the voltmeter is that which opposes and exactly
equals the unknown voltage V. Of course, if a high enough resistance
de voltmeter is used, the balance method can be avoided. "High" means
of the order of 1000 times higher than whatever the unknown resistances
x and y might be. Such voltmeters are power -line operated and require a
ground on one terminal to bypass parasitic power line leakage currents
away from the device being measured. One such ground can be connected
to the circuit, such as on the galvanometer side. If this is done, then

2 7TS

'VV\y 2

IVV 3

y

W,3,y,Z ARE
CONSTRICTION
RESISTANCES

Fig. 2 - Equivalent circuit of semiconductor and four needle points.
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the current supply cannot be grounded with this circuit, since points
3 and 4 would then be shorted and the current distribution in the semi-
conductor would no longer be known. Hence, floating batteries must be
used with a power -line operated voltmeter.

Mathematical statements of the relationships involved in a resistivity
determination using a four -point probe have been given by Valdes'
and Smits.2 For the case of a semi -infinite body and equal point spacings,
the expression relating bulk resistivity, p, current, I, voltage, V, and
point spacing, 8, is

P

V
= (-) (2rS).

Other expressions are derived for other than uniform spacing and
proximity effects of nearby boundaries, all of which only alter the
(2irS) factor. In every case, the ratio of V// appears explicitly. Thus, a
determination of the voltage difference between the two inner points
caused by a current flow through the two outer points is an indirect
approach for a resistivity determination. Neither V nor I is really
wanted, but rather their ratio. A direct measurement of this ratio is one
of the features of the new circuit.

III. BLOCK DIAGRAM AND CIRCUIT FEATURES

The new bridge circuit and the use of ac rather than de are shown in
Fig. 3. The basic circuit is straightforward and inherently accurate.
An oscillator in series with a current -limiting resistor sends alternating
current through the two current points, the test specimen, and a
grounded decade resistor. The voltages to ground of the two voltage
points and part of the decade resistor are connected to three high -input
impedance, nonphase-reversing amplifiers. The largest voltage, V1 , is
next reversed in phase and added to the other two. The decade poten-
tiometer is then adjusted until the sum is zero. A preamplifier, band
pass filter, and an ac null detector provide the indication for this condi-
tion. The derivation of the equality of (V/I) in the test specimen to the
decade resistor and potentiometer setting is given in the figure.

A summary of the advantages is as follows:
1. All components except the four -point probe and specimen are

grounded.
2. The circuit is entirely ac operated.
3. Voltmeter terminals are two "open grids."
4. There are no meters, only a frequency selective null detector.
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5. Single direct reading of (V/I) from precision decade resistor and
potentiometer is possible.

6. A constant -current source is unnecessary.
7. The current -resistor network can include a factor for actual probe -

point spacing and read resistivity directly.
8. Servo balance of bridge can be applied for automatic measurement.
9. The circuit is independent of frequency.
The ac method also affords the following additional features:
10. Rectifying point contacts, barrier potentials and thermal poten-

tials do not affect the fundamental ac voltage -current ratios, either in
the test specimen or in the measuring circuits.

11. Superimposed DC can be used for incremental resistivity measure-
ments, or to forward -bias a rectifying -current probe point.

IV. CONVERSION TO AC AND ELIMINATION OF METERS

For an ac system the current. supply becomes an oscillator, which
will be grounded. We now must measure the ac voltage between termi-
nals 2 and 3 of Fig. 1, both of which are off ground. This suggests the
use of a "differential" voltmeter. The voltages V1 and V2 of Fig. 3 are
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ac voltages to ground, and their difference is the desired quantity.
However, the voltage V2 to ground is many times greater than the
difference between V1 and V2 because at least that same difference
exists between points 3 and 4 plus the added voltage drop in the still -
present point -contact resistance z of Fig. 2 [which voltage is from 100
to 1000 times greater than (V2 - V1)], plus the drop in the decade
resistor Rs . The use of part of the voltage drop across Rs , which will be

found is made equal to (V1 - V2) by adjustment, is the feature which
eliminates meter readings. The three voltages are summed in an adder
circuit, and when they are equal to zero as shown by the preamplifier,
bandpass filter and null -detector, they yield directly the desired result:

- V2 - rRs

Another important advantage is that a constant -current source no
longer is needed. As the current changes, so do the voltages, and the
bridge remains balanced.

The success of the circuit of Fig. 3 depends upon the high input im-
pedance and relative linearity of the voltage amplifiers designated as
-I- V1 , - VI, and + V2 . Conventional differential voltmeters usually do
not have adequate common -mode voltage suppression. Instead, pre-
cision amplifiers and a voltage adder circuit have been adopted, using
the techniques of analog computers. The amplifier requirements and
designs which satisfy them will be presented.

In return for ac power operation and grounding of all components
except the four -point probe and test specimen, only the two indicated
parasitic capacitances, in conjunction with the point -contact constric-
tion resistances, x, y, and z of Fig. 2, contribute third -order errors.

The input impedance of each of the probes including the wire con-
nections and "open grid" is essentially a capacitance of the order of 16
mmf. Each capacitance between each probe point and ground introduces
a second -order quadrature voltage. Their difference is balanced out
during each measurement by use of the reactance balance. There remains
only a third -order error in the resistivity reading itself, which places a
limit on the test frequency -resistivity product, as will be shown. Be-
cause of this, material below 100 ohm -cm resistivity is measured with a
four -point probe and 390 -cycle test current. Up to 500 ohm -cm resis-
tivity, still with a four -point probe, the test frequency must be lowered
to 85 cycles, which then also requires the use of a 4 -cycle bandwidth
wave analyzer or equivalent, for null indication. For material from 500
to 10,000 ohm -cm resistivity the two -point probe method, with end-
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plated current connections and 85 cycles must be used. This is because
surface states produce, in addition to capacitance -current effects, a
nonhomogenous structure, and the curvilinear current flow no longer
can be defined.

V. SUMMARY OF COMPONENT REQUIREMENTS

A description has been given in general terms of a semiconductor
ac bridge resistivity measuring circuit. Aside from the oscillator, test
specimen, and four -point probe, it consists of components having the
following requirements:

1. A decade resistor and potentiometer network.
2. High input impedance precision voltage amplifiers, with (a) re-

quired input resistance of the order of 50,000 megohms and (b) relative
linearity of one part per million.

3. A voltage adder, with adjustment for a stable zero balance of one
part per million.

4. A high -gain selective null detector, which will (a) reject 60 cps
and its harmonics; (b) reject harmonics of the testing frequency, pri-
marily the second; and (c) have sensitivity of 0.5 microvolt.

The following sections of this paper will consider each of these parts
in detail, to arrive at the component requirements in terms of the meas-
urement accuracy objective. The procedure is to make each part capable
of 0.1 per cent accuracy. Then a 0.5 per cent over-all accuracy will be
realized.

VI. DECADE RESISTOR NETWORK

A slightly more detailed current -resistor network circuit is shown in
Fig. 4. A precision 10,000 -ohm Kelvin-Varley decade potentiometer
calibrated as a ratio from 0 to 1 is in parallel with a preset fixed resistor
decade. Once the decade has been set, the circuit balancing by the po-
tentiometer will not alter the ac through the specimen.

For the decade resistors, the smallest step is 0.01 ohm and the largest
is 100 ohms. With the low -resistance steps used with low -resistivity
material, the dial -indicated resistance is not very accurate, primarily
because of resistance in the wiring connecting it to the circuit. This
wiring is fixed and can be measured, and a calibration chart can be made
for each test set. This value is further subdivided into 10,000 parts by
the decade potentiometer. Equal accuracy thus obtains for any decade
resistor setting.

The resistance decades are connected in parallel with the ratio decades.
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Fig. 4 - Decade resistor and potentiometer network.

A computation has to be made to determine the decade resistor setting
to provide the desired parallel resistance. For instance, if 1000 ohms
were wanted, the decade resistors would be set at 1111.1 ohms; if 10,000
ohms were wanted, they would be disconnected.

The resistor decade setting can be chosen to have the potentiometer
read:

(a) resistance directly;
(b) body resistivity directly, including the actual point spacing; or
(c) sheet resistivity directly, including the actual point spacing.

The determination of R2 for these methods of operation is shown in Fig. 4.

VII. SEMICONDUCTOR EQUIVALENT NETWORK AND DIFFERENTIAL AM-

PLIFIER REQUIREMENTS

The requirements for the differential voltmeter are determined by
the semiconductor material itself. To show this, an equivalent network
of the system consisting of the material with the four needle points in
contact, is needed.

Referring to Fig. 2, we need to know the order of magnitude of con-
striction resistances w, x, y, and z. For a given specimen, they all will be
somewhat alike, but we cannot make the assumption that they are
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even known, or equal. An important way in which the resistance z
enters can be seen by the following.

There is a voltage drop at each current probe caused by the current
constriction, the effect appearing as though there were resistances w
and z as in Fig. 2. Similarly, there appear resistances x and y in the
voltage probes, even if there is no current flowing. The resistance z is
of first concern, though compensated for as regards current flow by
the external circuit, because a voltage across z must be suppressed by
the differential voltmeter. It will next be shown that this voltage drop
to ground is of the order of 100 to 1000 times higher than the wanted
voltage difference between the voltmeter probes 2 and 3.

Holm3 has developed an expression for the constriction resistance
between two materials in contact, one of them yielding plastically,* as

R = 0.445p (P ohms,

where

p = resistivity in ohm -cm of the higher resistivity material,

= yield or tensile strength in grams/cm2,

F = contact force in grams.

Experimentally it has been found that silicon undergoes only elastic
deformation before fracturing. In the 111 plane the fracture strength is
about 20 X 106 grams/cm2. No plastic yield strength data for osmium,
the probe point material, have been determined, but they are estimated
to be of the same order as those of steel, about 14 X 106 grams/cm2.
As this latter figure is lower, its plastic flow can be assumed to con-
trol the contact area. Thus, if each needle point has a force of 25 grams,
then

p cm -1
300 .

This ratio will change inversely as the square root of the applied contact
force.

This is the minimum effect that has to be anticipated. Films may in-
crease the ratio further, and rectification will introduce other erratic
effects which will act to increase the effective resistance as well as to

* From Equation (14.08) of p. 75, of Ref. 3, combined with Equation (15.01),
p. 79. Note that Holm's expression is twice the above, because his case is for like
materials, whereas the resistivity of the osmium point used in the probe is small
compared to that of a semiconductor.
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introduce "noise" into the measurement. Thus, we see that an optimistic
equivalent network will be as shown in Fig. 5. For a wanted voltage of
one millivolt, there will be a voltage to ground on each differential
voltmeter input of from 0.2 to 1 volt. An error in suppressing one volt,
by one part in a million, can cause up to a 0.1 per cent error in the
measurement. This requirement applies regardless of the resistivity of
the material-whether it is 0.001 or 10,000 ohm-cm-as long as a four -
point probe is employed, because about one millivolt will always be
needed for the wanted signal. This will be discussed later when thermal
noise limitations are considered.

The meeting of the linearity requirement is easily checked. The IrR3
input of Fig. 3 is made zero by setting r to zero. The VI and V2 input
leads are connected together and to 2 volts ac. They thus have identical
voltages to ground and zero voltage difference. For this test condition,
there must be less than about one microvolt output into the null de-
tector. This suppression is set up by a micro -adjustment of one adder
low -resistance potentiometer called the resistance zero balance. Then
the oscillator output is decreased toward zero voltage and no output
voltage should appear to upset the null balance. A switch is provided for
conveniently making this bridge balance and testing for linearity. Input

300R

0.001 V

300R

FIRST SIGNIFICANT

300R
FIGURE

0.301000 V

V,

0.300000 V

VZ

300R

o.00tV

AN ERROR OF 1 PART IN
300,000 CAUSES 0.1

ERROR IN THE
MEASUREMENT

VOLTMETER
INPUT

RESISTANCE
RL

Fig. 5 - Differential amplifier linearity and input resistance effects.
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tubes for the amplifiers have to be selected to meet this test. About
one-third of those tested meet this requirement.

A second effect is the input resistance component of the differential
voltmeter, including the vacuum tube socket, the grid and grid current,
switches, wire insulation, leakage of the probe points to the supporting
frame, etc. The requirement here is a function of the resistivity being
measured. On Fig. 5, a spurious resistance is shown as RL , connected be-
tween probe V2 and ground. Suppose, for convenience, that a silicon
sample of 500 ohm -cm resistivity is being measured and 278 = 1. Each
probe contact will be of the order of 150,000 ohms. To first order, the
0.3 volt to ground at the inaccessible internal junction will be reduced
at the accessible probe terminal V2 by the amount

0.15 X 106
A V2 - X 0.3 volt

0.15 X 106 + RL
by ordinary potentiometer action. This is a direct error voltage and for
0.1 per cent accuracy must be less than 10-6 volt. For example, 10-3
volt is as large as the voltage we are attempting to measure. For 500
ohm -cm material the above equation shows that we must have

RL > 45,000 megohms.

For lower resistivity material, of course, this number becomes lower,
but even for 1 ohm -cm material it is 108 ohms. It is obvious that only
an "open grid" differential amplifier will be adequate. This, and the
use of short grid leads, polyvinylchloride insulation, ceramic high -insu-
lation switches, clean thermo-setting plastic mounting for the probe
points, and point-to-point wiring, realize the requirement.

Thus, the second requirement for the differential amplifier is that it
must have an input resistance greater than 50,000 megohms. This has
been achieved.

However, we are using ac, and the reactance of the parasitic capaci-
tance to ground of the differential volt -meter leads may be much less
than the above. This places a limit on the resistivity frequency prod-
uct which can be used. This limit will be developed in a later section.
Basically, we can anticipate the results by observing that such a re-
actance primarily will produce 90° phase shift currents. Voltage drops
due to such currents can be identified and balanced out, leaving only
the wanted in -phase voltage.

VIII. NULL DETECTOR SENSITIVITY AN!) BANDWIDTH

The required voltage sensitivity of the bridge amplifier is a problem
in signal to noise ratio. If the voltage probes have 1 millivolt difference,
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then the voltage from the IrR, amplifier is also 1 millivolt at the balance
condition. An error of 0.1 per cent in setting the balancing voltage
develops 1 microvolt change, which appears at the input of the null
amplifier as about I microvolt, because of the potentiometer action of
the adder network. The presence of such a voltage must be recognized
for an over-all accuracy of 0.5 per cent.

An ultimate limitation is thermal resistance and tube noise. The lowest
signal voltage point in the circuit is the input to the null amplifier.
With receiver type tubes, the circuit impedances can be kept to about
20,000 ohms. The average thermal resistance noise voltage is given
by the formula:

E = 4RKTAF,

where

R = resistance in ohms,

K = Boltzman's constant, 1.38 X 10-23,

T = temperature in degrees Kelvin,

Assuming a 100 cps bandwidth selective filter, 20,000 ohms resistance,
and a temperature of 310°K, the average input noise voltage to the
bridge amplifier will be

E= X 2 X 104 X 1.38 X 10-23 X 310 X100

= 0.2 microvolt.

Generally, the first tube plate contributes noise of the same order re-
ferred to the input, and other sources must be allowed for. These will
be random. With careful design we can anticipate an over-all average
noise of about 0.5 microvolt. Adding an error signal of this same amount
should give an easily perceptible signal, unless the random nature of
the circuit noise and its high peak factor cause too much instability in
the no -signal indication. Even this can be alleviated to a considerable
extent by damping the de meter winding with a very large capacitor.
The wanted signal is a steady sine wave so, after rectification, damping
will not affect it but will suppress the occasional noise peaks to their
time average value.

Most of the common laboratory ac voltmeters have a full scale sensi-
tivity of 10 millivolts or better. One tenth of this, or 1 millivolt, can
readily be discerned. The null preamplifier gain, from input to filter
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output, therefore must be about 2000. The filter midband frequency,
which has not yet been mentioned, will be arrived at in a following
section, analyzing the effect of probe parasitic capacitance; 390 cycles
has been adopted for all doped device material, but 85 cycles must be
used for floating zone refined silicon.

Another source of thermal resistance noise is the constriction resist-
ance at the probe points V1 and V2 . These become controlling with
resistivity material of about 50 ohm -cm or higher. The solution for this
situation is to use a 4 -cycle bandwidth for the null detector or a larger
test current to develop 10 to 100 millivolts between the voltage probes.
With high resistivity material, the power dissipated is negligible. Both
of these means can be used.

IX. BRIDGE REACTANCE ZERO BALANCE

The circuit of Fig. 3 shows the adder network to consist of three equal
resistors. Two of them, the -171 and the V2 are matched to one part
in a million through the use of the resistance zero balance. Second, a
reactance adjustment is also necessary to mop up for parasitic capaci-
tance effects in the wiring of the amplifiers and adder circuit, even though
the resistivity of the test specimen is quite low, so the probe capacitances
are unimportant. The additional considerations for high resistivity
material will be covered in Section X. For an extreme adjustment
range of ±50 mmf, it can be shown that an error of less than 0.07 per
cent is introduced when a test frequency of 390 cycles is used.

X. ERROR DUE TO PARASITIC PROBE CAPACITANCE

As mentioned earlier, with high -resistivity material the quadrature
currents through the voltage probe parasitic capacitances to ground
introduce voltages to ground which are larger than the wanted voltage
difference, and sometimes too large for compensation by use of the
bridge reactance balance. Fortunately, just as the adder network sub-
tracts the two in -phase ground voltages to develop the wanted voltage
difference, so does the adder network subtract the two quadrature vol-
tages. Variable trimmer capacitors can be added across each voltage
probe to ground, one of which being used during a measurement to
increase the smaller of the two quadrature voltages. However, even
though the second -order reactance component is balanced, there is a
third -order error term remaining which places a limit on the resistivity -
frequency product for a specified error.

An appropriate equivalent circuit for analysis is shown in Fig. 6.
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EXPAND EACH AS A SERIES, SUBTRACT, EQUATE
SECOND ORDER QUADRATURE TERM TO ZERO,
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R2

Ro+ R3
+=

I R3 Ro+Ri +
ERROR TERM

Fig. 6 - Error expression for probe parasitic ground capacitance.

Assuming no interaction between the second -order quadrature currents,
expressions for the error term can be derived for two cases, first for a
four -point probe (which up to here has been the only one mentioned)
and second, a two -point probe where the current connections are made
through plated terminals on a bar of material, and only the voltage
probes are placed on the sample. The latter is present practice with
floating -zone -refined silicon, and there are several reasons to continue
this practice. In effect, this arrangement makes R3 (and R1) the same
order as Ro and lowers the voltages V1 and V2 to ground by a factor of
about 0.01. This eases considerably the performance required of the
amplifiers. A second effect is that rectification at the current probes is
diminished. Thirdly, with high -resistivity material surface -state effects
become increasingly important and cause the structure to be nonhomo-
geneous, invalidating an assumption made in deriving the conversion
factors for resistivity expressions. At least, with current plates on the
bar end the potential gradient is unaffected by surface states. There
remains an error in computing current density. Near the surface it will
differ from that in the interior, increasing in effect as the resistivity
increases.

To attack the test frequency problem, the error expression derived
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on Fig. 6 provides the answer. The easiest approach is to consider the
two -point probe first. In this case, the values of Ro and R3 are of the
same order and two orders of magnitude smaller than R2 or R4 . For
10,000 ohm -cm material and 10 grams point force, a test frequency of
85 cps will cause an error, due only to frequency, of one per cent. Thus
it will be necessary with such material to increase the point force to
about 100 grams. For 3000 ohm -cm with 10 grams, the error reduces to
0.1 per cent. Thus it is clear that a frequency of this order is necessary,
as well as being desirable for other reasons. The second -order error term
on Fig. 6 does not indicate how accurately the trimmer condensers must
be set for the quadrature voltage balancing-the lowest frequency
possible is desirable for ease with this adjustment. Further, it is neces-
sary to exclude 60 and 120 cps pickup and still detect 0.5 microvolt of
wanted signal. We have shown earlier that a very narrow bandwidth is
also necessary to keep the thermal resistance noise within bounds.

For device work, the bulk resistivity seldom will exceed 100 ohm -cm,
permitting a much higher testing frequency and a four -point probe.
For instance, assuming R1 , R2 R3 and R4 are equal and 1000 times
larger than Ro , substitution in the equation of Fig. 6 shows that, with
390 cycles, a resistivity of 500
in setting the quadrature balance and instability in the constriction
resistances R2 and R4 have indicated a maximum of about 100 ohm -cm
for this arrangement.

For zone -refined silicon, the four -point probe and 85 cycles can be
used up to the order of 500 ohm -cm material, if surface -state effects are
known to be unimportant. In case of doubt, the two -point probe method
can always he used.

To summarize the discussion of measuring frequency and resistivity:

Four -point probe

up to 100 ohm -cm
up to 500 ohm -cm

Two -point probe

up to 500 ohm -cm
up to 10,000 ohm -cm

XI. RECTIFICATION

390 cycles
85 cycles

390 cycles
85 cycles

The connection to the semiconductor material, through the four
pressure points, results in rectifying contacts. The test current flows
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through the /1 and /2 contacts, but always in opposite sense. Thus,
first one and then the other is backward biased, on alternate portions
of the ac testing current. The total resistance of the series circuit, how-
ever, tends to remain constant as first one point and then the other is
high resistance, and this effect is further aided by use of a relatively high
series resistance in the oscillator output. The purpose of this resistor is
to maintain substantially a sine wave testing current. Minor distortion
is unimportant, since the wave filter in the null detector selects the
fundamental frequency and excludes the distortion products.

The voltage to ground at each of the two voltage probes, however,
does show the full rectification effects of only the /2 probe point. The
two rectified voltages are not quite equal because of the semiconductor
body voltage drop, and this difference is the wanted sine wave for com-
parison to the IR, voltage.

After transmission of the two probe voltages through the amplifiers
and to the adder circuit, the subtraction which takes place in the latter
largely balances the rectification components. Perfect balance to the
distortion is not attempted, nor is it necessary. The wave filter selects
the fundamental and rejects the remainder. Thus, in addition to noise
suppression, the wave filter performs a second and equally important
function. This is the reason an oscilloscope is sometimes not adequate
as a null detector. As the balance is approached, the residual rectifica-
tion products and noise become relatively large. Small changes in the
fundamental cannot be identified.

XII. SUPERIMPOSED DIRECT CURRENT

As mentioned earlier, there is a dc path through the test specimen and
oscillator circuit. Thus superimposed de can be used. One such use is to
eliminate a rectified waveform from appearing at the voltage probes.
By connecting a battery or dc power supply in series with the oscillator
having a magnitude slightly greater than the peak -to -peak ac voltage,
the total test current through the /1 and 12 probe points will not reverse
during a complete cycle of ac. The polarity of the dc, of course, must
be in the direction to cause the /2 probe point to be forward biased.

More direct current than the minimum can be used and incremental
resistivity data taken to as high a current as desired, within the heating
limitations of the semiconductor material. Most of the heat is generated
directly under the back -biased probe point.

XIII. AMPLIFIERS

Each of the four precision amplifiers shown in block diagram form in
Fig. 3 is a three -stage feedback amplifier. The three "diverted current"
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nonreversing amplifiers are of one design and use series -input -shunt -
output negative feedback. A schematic is shown in Fig. 7. The fourth,
a reversing amplifier, uses shunt -input -shunt -output feedback. The
internal amplification for each is 100,000, or 100 db, but externally they
behave like a unity gain circuit. The internal full -gain bandwidth is from
40 to 400 cps. The internal frequency cutoff for the high frequencies
starts at 700 cps and provides a constant 30° phase margin, including the
effect of 120 mmf capacitance between the conductor and inner shield
of the four -foot cable, and 2000 mmf between the inner and outer shields.
Gain crossover occurs at about one-half megacycle. For the low -fre-
quency end, somewhat reduced amplification extends to dc. This avoids
the need for low -frequency -cutoff coupling networks. Such a circuit
also carries the full probe voltage signals through to the adder network,
including the dc component when rectification is present. Only after the
subtraction is the residual de error suppressed.

The input tube for all amplifiers is the 6AK5, having a gold-plated
grid. The de grid current measures less than one millimicroampere. A
grid circuit is inherently a constant current circuit-hence its ac re-
sistance is much higher than a simple de voltage -current computation
would indicate. A low reverse -current silicon diffused -junction diode is
back -biased by a few volts, and connected to the grid of the second stage.
This provides symmetrical overload conduction at that point, the grid
itself for positive polarity and the diode for negative polarity. This
arrangement prevents a Nyquist stable oscillation from occurring when
the input grid is opened, causing the amplifier to go into overload, and
then reconnected.

XIV. OSCILLATOR AND CURRENT SUPPLY

The oscillator should be of the bridge -stabilized type for good wave-
form, frequency, and amplitude stability.

The current output requirements cover a wide range. The load re-
quires constant voltage, but the range of resistivity is expected to vary
from 10,000 ohms to 0.001 ohm and the current from 0.1 microampere
to 300 milliamperes. The load power in the semiconductor will be less
than 1 milliwatt.

An open -circuit voltage of the order of 2 volts and an internal imped-
ance (without feedback) designed for about a 5 ohms load is required.
A series resistor of that amount will limit the current for the lowest
resistivity condition and maintain good waveform. For any higher
resistivity, simply increasing the series resistance reduces the test current
as needed, keeping the open circuit voltage constant.
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XV. ACCURACY AND PRECISION OF AC VERSUS DC

A statistical analysis of repeated measurements on the same specimen
can establish the precision of a measurement but not the accuracy.
The verification of the electrical circuit design accuracy has been estab-
lished by the use of precision resistor networks such as the simulation
shown in Fig. 2, including relative variations of resistances x and y by
factors of 3 or 4 to 1. One of these is permanently wired to a switch, and
can be used at any time. Other easily made ac tests using semiconductor
material, such as varying the test current and frequency or measuring
with the surface lapped or optically polished, showed slight effect using
ac, validating the principles of the design, and indicate that an electrical
accuracy of 0.5 per cent has been realized.

15.1 Two -Point Probe

The first two sets of measurements presented here have all been made
using a two -point probe with the current connections made to plated
end -surfaces of rectilinear bar samples. This type of measurement has
no point -spacing error, and exhibits only electrical measurement errors.
The two voltage points are cast in a rigid thermosetting plastic bar and
pressed against the test specimen by an inverted pivot midway between
the two points, assuring equal and independent point forces.

Measurements made by C. L. Paulnack and W. J. Thierfelder are
shown in Figs. 8 and 9 for a "21 ohm -cm" p -type silicon bar. Note the
expanded scale used for the ac chart, compared to the de chart.

By a switching arrangement designed to avoid any mechanical motion,
a forward and reverse measurement was made with the de test set; then
an ac measurement was made. The points were then lifted and reset
on the surface before the next set of ac and de measurements was made,
repeating the procedure until a series of five measurements was com-
pleted each day.

After seven days of measurements, the surface of the silicon became
pitted, and the points .were moved 0.015 inch to a new position. The
precision of the ac measurement clearly distinguished the nonuniformity
of the specimen, whereas the de test set was unable to. The do resistivity
indication was 5 per cent higher than was the ac.

The maximum expected experimental error for ac measurements is
0.19 per cent, compared to 0.82 per cent for dc, based on these results.

A second set of measurements made by C. L. Paulnack and S. J.
Silverman is shown in Fig. 10, for a floating -zone silicon rectilinear
crystal, approaching intrinsic resistivity of 11,000 ohm -cm. This 11,000
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ohm -cm material is approaching the upper design limit for the ac set,
but the range is still about one-third that for the dc set. The de resistivity
indication was 14 per cent lower than was the ac.

Independence of sheet resistivity to point force is not true for very
thin diffused junctions. With elastic deformation, the number of intrinsic
carriers present is increased, the effect diminishing with distance from
the needle point. These intrinsic carriers subtract from the effect of the
impurities present, which formed the junction. If the junction is close
enough to the surface, the effect of increasing the force is to observe an
apparent abrupt decrease in sheet resistivity, as deformation of the
junction brings it to the surface and conduction through the body then
also obtains. This effect is reversible.

15.2 Four -Point Probe

Fig. 11 shows measurements on slices from an n -type silicon ingot
using a very stable four -point probe. The probe design is based on a
development due to N. J. Chaplin. Each slice was measured four times,
with the points being raised and lowered between each measurement.
These measurements include two causes for error, electrical and mechani-
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cal. The relative position of the voltage needle points to the current
needle points cannot absolutely be fixed, because of the requirement
of independent and equal force application to all four points. The pairs
are suspended independently, which permits relative pair position
changes. However, any error is minimized, because half -way along a line
between the two current points the voltage gradient has a broad mini-
mum. Hence, the percentage error in voltage difference is less than the
percentage error in mechanical displacement from the ideal location.

From Fig. 11, the short -time average range for four measurements
is 0.65 per cent of the resistivity, including both electrical and point -
spacing variations. From this, the maximum experimental error is 0.47
per cent. It can be verified independently that most of the variations
are due to point spacing, by making repeated impressions of the points
on a polished lead sheet and then measuring the actual spacings with a
machinist's microscope. Over a longer time, the point -spacing variations
can be expected to increase further, reducing the over-all precision. Point
wear is one effect, but a more important cause is permanent relative
changes in spacing due to handling of the probe assembly. In view of the
results of the preceding section, it is evident that the electrical accuracy
is superior to the point -spacing accuracy, even with the very stable four -
point probe used in these tests. Hence, an evaluation of only electrical
precision with a four -point probe cannot be achieved, only the over-all
precision, as shown. Even so, the expected experimental error will be less
than 0.5 per cent.

In general, ac measurements using device material of less than 500
2.0
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0
0

1.0

cc

0.5

51 SILICON SLICES, FOUR READINGS ON EACH SLICE
RESISTIVITY FROM 0.082 TO 0.175 OHM -CM
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Fig. 11 - Four -point probe measurements.
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ohm -cm resistivity are 5 to 15 per cent lower in resistivity than de meas-
urements. This consistent difference has not been accounted for.

XVI. EQUIPMENT

A photograph of the test set is shown in Fig. 12. The lower panel
contains the resistance decades, the decade potentiometer, the bridge

Fig. 12 - Front view of semiconductor resistivity bridge.
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and its zero balancing controls, the first stage of the preamplifier, and
the four precision amplifiers. The center panel contains the second stage
of the preamplifier, a 390 -cycle bandpass filter, an ac millivoltmeter, and
the regulated dc heater supply for the input tubes of the precision
amplifiers. The upper panel includes the power supplies, the ac oscil-
lator and test current controls, and a de voltmeter for monitoring several
circuits. The oscillator may be operated at either 390 cycles or 85 cycles.
For all ordinary device work, a frequency of 390 cycles can be used, the
bridge is self-contained, and only a probe is needed as auxiliary appara-
tus. When a frequency of 85 cycles is necessary, an external 4 -cycle
bandpass wave analyzer must be provided.

In Fig. 13 the probe amplifier and control circuit is shown affixed to
the side of a four -point probe. The input vacuum tubes of the + V1 and
+ V2 amplifiers are underneath. Terminals are on top to connect direct
wires to the needle points. One switch selects for measurement, bridge
balance or calibrate, using a simulating resistor network described
earlier. The other selects for use of a two- or four -point probe. Four -foot
cables connect this circuit to the back of the resistivity bridge chassis.

XVII. CONCLUSION

This report has described the principles used in the development of
a new general-purpose semiconductor resistivity measuring set using
a four- or two -point probe and having an over-all electrical accuracy
of better than 0.5 per cent. It covers the range from 0.001 to 10,000
ohm -cm material. It is an ac bridge, and every component is grounded
except the specimen and the four -point probe.

The precision and accuracy, compared to a DC measurement, result
from the fact that, while surface and point -contact potential effects can-
not be separated from a dc measurement, they cannot affect the funda-
mental frequency ac voltage -current ratio. This principle is the basis
for the measuring set design. In utilizing this principle, and at the same
time grounding all components to permit ac power operation, a bridge
circuit has been developed. The successful realization of the precision
and accuracy required the development of an "open grid" differential
amplifier that is both linear and has a common mode suppression of one
part in a million.

APPENDIX

A.1 Sheet Resistivity Conversion Factors

When measurements are made with a four -point probe on thin homo-
geneous slices or surfaces having a one-sided diffused junction, the



AC BRIDGE USING FOUR -POINT PROBE

Fig. 13 - Four -point probe with amplifier attached.

909

resistivity reading V/I is altered, compared to an infinite sheet, by the
finite size of the sample. Even for an infinite sheet, a conversion factor
TAln 2) applies for equally spaced points on a line. Multiplying a meas-
ured V/I reading by the appropriate conversion factor places all meas-
urements on a common, infinite -sheet basis. That is:

Pa = -I X conversion factor.



TABLE I - CONVERSION FACTORS FOR SHEET RESISTIVITY
MEASUREMENTS OF CIRCULAR SAMPLE USING

FOUR -POINT PROBE

Sheet with Insulated Edges

0<a < _
2 2

d -

POINTS ON DIAMETER

ps= TC.F.; p TC.F.W; W/S < 0.5

d/S

Conversion Factor =

In 2 + In
[1 - (1+ D -
1-[ D 2: -

a/d = 0 a/d = 0.1 a/d = 0.2

3

4

2.2662
2.9289

5 3.3625 3.2719 2.9176
7.5 3.9273 3.8780 3.6903

10 4.1716 4.1415 4.0263
15 4.3646 4.3504 4.2957
20 4.4364 4.4282 4.3967
40 4.5076 4.5059 4.4977

4.5324 4.5324 4.5324

CI- (1- D 0;-+
' (2(1)1 [1- +d):+ n]

a/d = 0.3 a/d = 0.4

3.1123
3.6754
4.1284
4.3000
4.4730
4.5324

3.2635
3.8038
4.3451
4.5324

a/d = 0.45

3.8568
4.5324

Conducting Sheet on All Surfaces

/46-- d

2W< t<< d
W= JUNCTION DEPTH

d Conversion Factor = In
2

(also independent of location of sample)
S

3 4.5324
4 4.5324
5 4.5324
7.5 4.5324

10 4.5324
15 4.5324
20 4.5324
40 4.5324

00 4.5324
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When slices have a continuous diffused skin all over, however, conver-
sion terms more nearly approaching r/(ln 2) (the infinite sheet case)
apply. Values for some important practical cases have been calculated,
and tabulated along with Smits' earlier figures,2 for ready reference.

A.2 Circular Sample

For a one-sided diffusion, only one image is necessary for each current
point, to fulfill the boundary condition. Furthermore, the points need
not be symmetrically placed with respect to the center. An extension
of Smits' table for the circle, for the case of the four equally spaced
points lying along a diameter, has been calculated and is shown in
Table I.

For a two-sided diffusion the presence of conduction across the back
surface acts for a circle exactly as if the front were part of a continuous
infinite sheet. Hence, the conversion factor for this important case is
always the same no matter where the points are placed or arranged.

The proof for the two circular conducting sheets, connected at the
circumference, can be obtained by using conformal transformations.
First cut the circumference, unfold, and place in the coordinate system
as shown in Fig. 14. Then transform the upper circle into the upper half

+iy +iv

z = x+iy TRANSFORM UPPER W = U +1.V
PLANE CIRCLE WITH: PLANE

X+ Ly
w = .

L
xf+-( +Lw)

2R

+X

LOWER CIRCLE WITH:
X +Ly

W=
-(x+Ly)
2R

I
.:* EVERYWHERE

+X

EVERYWHERE

+U

TRANSFORM
ENTIRE W -PLANE
NEW Z- PLANE

USING ONLY

Z

1- 2RW

Fig. 14 - Conformal transformations for double -surfaced circle.



TABLE II - CONVERSION FACTORS FOR SHEET RESISTIVITY
MEASUREMENTS OF RECTANGULAR SAMPLE USING

FOUR -POINT PROBE

Sheet with Insulated Edges

d'

/S s

ps=Yc.F.; w /s< 0.5

W= JUNCTION DEPTH

d/S a/d = 1 a/d = 2 a/d = 3 a/d 5. 4

1.0
1.25

0.9988
1.2467

0.9994
1.2248

1.5 1.4788 1.4893 1.4893
1.75 1.7196 1.7238 1.7238
2.0 1.9454 1.9475 1.9475

2.5 2.3532 2.3541 2.3541
3.0 2.4575 2.7000 2.7005 2.7005
4.0 3.1137 3.2246 3.2248 3.2248
5.0 3.5098 3.5749 3.5750 3.5750
7.5 4.0095 4.0361 4.0362 4.0362

10.0 4.2209 4.2357 4.2357 4.2357
15.0 4.3882 4.3947 4.3947 4.3947
20.0 4.4516 4.4553 4.4553 4.4553
40.0 4.5120 4.5129 4.5129 4.5129

co 4.5324 4.5324 4.5324 4.5324

Conducting Sheet on All Surfaces

4-,
-4-s s s t

- - a - - A- a - -

rs= T. C.F. ; w< t./2

d + t a + t = 1
d +

a + =2d +
+

3
S

=
d +

1.0
1.25

1.9976
2.3741

1.5 2.9575 2.7113
1.75 3.1596 2.9953
2.0 3.3381 3.2295

2.5 3.6408 3.5778
3.0 4.9124 3.8543 3.8127
4.0 4.6477 4.1118 4.0899
5.0 4.5790 4.2504 4.2362
7.5 4.5415 4.4008 4.3946

10.0 4.5353 4.4571 4.4536
15.0 4.5329 4.4985 4.4969
20.0 4.5326 4.5132 4.5124
40.0 4.5325 4.5275 4.5273

co 4.5324 4.5324 4.5324

a + _
d + t 4

1.9497
2.3550
2.7010
2.9887
3.2248

3.5751
3.8109
4.0888
4.2356
4.3943

4.4535
4.4969
4.5124
4.5273
4.5324

+ I Square
Measure on

Diagonal

2.0 3.4700

2.5 3.8696
3.0 4.1943
4.0 4.4212
5.0 4.4865
7.5 4.5233

10.0 4.5295
15.0 4.5318
20.0 4.5322
40.0 4.5323

co 4.5324
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of a w plane and the lower circle into the lower half, reconnecting the
two, now semi -infinite, surfaces along the x axis. The transformations
shown are chosen to keep the origin in the center, and to place i2R of
the upper circle and -i2R of the lower circle at infinity on the real axis.
The associated overlapping insulating sheets formed by the areas out-
side the circles are discarded. Finally, transform the entire w -plane back
into a new z -plane using everywhere the inverse transformation which
restores the upper half of the w -plane to the original upper circle. The
lower half of the w -plane fills the entire new z -plane outside the circle,
and is connected to it at the circumference. Thus, in the new z -plane,
any measurement inside the circle, which is merely a part of an infinite
sheet, is identical with the same measurement on the original surface.

A.3 Rectangular Sample

For a one-sided diffusion, as shown by Smits and included in Table
II, a doubly infinite array of image point pairs, one pair in each of the
identical rectangles covering an infinite sheet, represents the system.
For a two-sided diffusion covering all surfaces of the slice, image point
pairs of the equivalent infinite sheet appear in only half the rectangles,
checkerboard fashion, to represent the system. The rectangles void of
image points represent the conducting under side.

The image point array for a rectangle with a two-sided diffusion is
shown in Fig. 15. All points contribute to the voltage between points 1
and 2.

Each horizontal infinite line of equally spaced current sources, a
distance 2d apart, as shown by 011endorff4 and diagrammed by Smits,
causes a potential of

p , ry-2d)
- Soo = - Itt (z sinn

7r

when a perpendicular to the line passes both through the voltage point
and a current source, and

- (Po = -
Ir

in 2 cosh -
2(1

when a perpendicular to the line passes through the voltage point but
is half -way between two of the current sources. For both cases, the
perpendicular distance y is measured from the line of current sources
to the voltage point being evaluated. For a current sink, the sign is
reversed.
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+

4-- d -I&

-

+.4-

-

+

14
+

h 2B

14-- --2d--->1

Ins
co

Ln 2COS h
2(-+ E [cosh 2n7r S -cosh nrr-g-1rr 2c1 n., n [enrra/d +(-On]

A. POTENTIAL DUE TO LINE ARRAY WITH ALTERNATE GAPS,
WITH POINT ON LINE OF ONE CURRENT SOURCE.

14----2X0---] 6

P 
s ify

r
Ifi

-soo= - 2siNh xo

B. POTENTIAL DUE TO LINE ARRAY WITH ALTERNATE GAPS,
WITH POINT ON LINE HALFWAY BETWEEN CURRENT SOURCES.

h-Xo-t-X0-1 l'--- 2ro ---11
® ® 1

® ® ®

1

Y

P
I rry

so -500 = - ,7--/)s ln 2cosh-ffj

Fig. 15 - Image point array for rectangle with two-sided diffusion.

These expressions reduce the present problem to a summation of
potentials, each due to a line of current sources, in only one direction.

Taking separately the two lines of current sources which include the
two real current. sources, their contribution to the desired total is
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IpAV = -2- ln (2 cosh 71-S) .

7r 2d

Now, counting up all the other lines, eight infinite series are formed:

Ip,AV = E
7r n=1

+ln (2 cosh 97r [(2n.) [(2n - 1)a - 2s]

+ln (2 cosh .L-r

d
) [(2n - 1)a + 2s]

+ln (2 sinh2d (2na + s)

+ln (2 sinh 171) (2na - s)

- ln (2 cosh -7-r [(2n - 1)a - sl
2d

- in (2 cosh 7r) [(2n - 1)a +
2d

( 7r-In 2 sinh - (2na + 2s)
2d

-in (2 sinh 7 ) (2na - 2s)
2dIMMO

The hyperbolic terms are changed to the exponential forms and the
logarithms of the products separated to the sum of two logarithms. The
first term above thus becomes:

2d
[(2n - 1)a - 2s1 -I- In [1 + e-r[(21-1)(a/d)-2(s/d)1].

The sum of the first terms of the eight expressions thus formed cancels.
The eight logarithms are placed in series form, the first one being

e-.[(2,1)(aid)-2(8/d)] - (e-r[(2n-1)(alc1)-2(ald)1)2 (.

The first terms of the eight series now are summed, then the second
terms, etc. The condensed form for the first term is:

2(e-r(2n--1)(ald) e-.2n(ald)
) cosh 2r - cosh r d).

The numbers n = 1, 2, 3, 4,  are next substituted in each such expres-
sion, which is factored, and the geometric series is identified and summed,
yielding one final series:
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T
ps 2(-1)n

AI- (cosh 2n7r - - cosh nor7r
n[e'(a/d) -1 )1 d d) 

Adding the AV term for the two separately evaluated lines and rearrang-
ing:

where

C.F. -

TrpR = -/ X conversion factor (C.F.),

7

71-8

2( -1)n
In (2 cosh-) E cosh 2nr - -cosh-

n2d =1 n[e"T(a/d) -1 )"1
nir

A.4 Double -Sided Square Sample With Points on a Diagonal

A square sample with points on a diagonal can be cut to form an
equivalent single sheet, as shown in Fig. 16. First observe that the
horizontal diagonal, both front and back, is an equipotential line. Any
point on it is equidistant from the current source and sink. Second, no
current crosses the vertical diagonal, both front and back, because of
symmetry. Cut these two diagonals on the back, unfold, and make the
edges parallel to the line of points conducting to maintain the equipo-
tential condition, as in Fig. 16. The other two edges are nonconducting.

This problem also can be solved by the method of images. The doubly
infinite array which represents this problem is shown on Fig. 17. Each
horizontal infinite line of equally spaced but alternate current sources

EQUIPOTENTIAL
LINE

SAMPLE
EQUIVALENT

SINGLE SHEET

VERTICAL EDGES
ok--- CONDUCTING

Fig. 16 - Square with front and back conduction and points on a diagonal.
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cosh 77s-

-
+ I
+ - \ + -

"UNFOLDED" SURFACE WITH EDGES
PARALLEL TO POINTS CONDUCTING

+ - + - +

917

4 2(2n-Ons cosh (2n- 077S1
n.i (2n -1)0± e(2^-1)77) -pa ,,r2 a

00

POTENTIAL DUE TO AN ALTERNATING LINE ARRAY
X01

(7) (-0 (7) (±)- 0 (7)

P --t
AT P, IN LINE WITH A POSITIVE POINT SOURCE, THE POTENTIAL IS

77yln TAN hr -9=)o=- -277IPS 210

Fig. 17 - Image point array for square with two-sided diffusion and points
on a diagonal.

and sinks, a distance -Vcc apart, using a combination of the two line
potential equations of the previous example, causes a potential of

, 7ry= - 2r- in tank _
2V2a

at a point a perpendicular distance y from a source. When in line with
a sink, the sign is reversed.

As before, this expression reduces the problem to a summation of
potentials, each due to a line of current sources and sinks, in only one
direction.
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Taking separately the two lines that include the real current source
and sink, their contribution to the desired total is

AV = Ips
In 1 + 1

TS i
cosh V2a

Counting up all the other lines, eight infinite series are again found:

AV = Pa t°r n

..1=11

+ln

+ln

- In

- n

+ln

- In

1

tanh 7 (n + 8,_
2V 2a

1

tanh 7 (12,

1

s

2-V2a./

tanh (it + s_
1/ 2a

1

tanh (n /s)
-v 2a

1

tanh

1

1) S

2/ V2a-I

tanh Rit

1

s

-\/.1?a.

tanh
7r [(n

1

- +
82) 21/2a

1

tanh
[(n

Convert these to exponential form using

1
r

___ 1

tanh x 1 -e2x

I) 8

2 2..Val

1.1111MI
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and then expand the logarithm into a series. The first term becomes:
_,,r(+(8/2.)] i(e-2.(n+onviol). .1.

Add the first terms of the first four, the first terms of the second four;
then the second terms of the first four, the second terms of the second
four; etc. Factor out the common terms in each group of four, rearrange
and add the pairs, ending with a single series. The first term is

4(e-r(2n-1)
2rs

2'") cosh _ cosh
rs_

.

V2a V2a)
Substitute n = 1, 2, 3, etc., into the first bracket, factor out the common
terms, identify the geometric series, and sum, yielding the final series:

AV = 't 4

7r (2n - 1)(1 e(2n-1),9

[cosh 2 ( 2n - 1) ors
cosh

(2n - thrs
V2a

Adding the AV term for the two separately evaluated lines and rearrang-
ing:

where

C.F. -

17P8 = X C. F.,

7r

cosh _
71-S

-V2a
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Errors in Detection of RF Pulses
Embedded in Time Crosstalk,
Frequency Crosstalk, and Noise

By E. A. MARCATILI

(Manuscript received September 21, 1960)

The probability of error in the detection of RF pulses embedded in a com-
bination of Gaussian noise, time crosstalk from the tails of two neighboring
pulses, and frequency crosstalk from an adjacent channel, is calculated.

It is shown that for a given probability of error it is possible to maximize
the pulse repetition frequency and simultaneously to minimize the channel
spacing and signal -to -thermal noise by operating the system at a signal -to -
thermal noise level close to the level of the combined time and frequency
crosstalk.

I. INTRODUCTION

Consider many PCM messages occupying adjacent frequency bands
in the same transmission medium, as, for example, in the proposed long
distance waveguide communication system.' At some point the messages
must be separated and read; these operations are performed by the re-
ceivers. Each receiver will be considered to consist of a filter and an en-
velope detector that takes periodic instantaneous samples and decides if
the level of the signal is above or below a threshold.

Suppose that at a certain sampling time there is no pulse to be de-
tected. Nevertheless, the received signal will be composed of the summa-
tion of three types of interference: time crosstalk or intersymbol inter-
ference, frequency crosstalk, and noise.*

Time crosstalk is measured by the envelope of the message at the
sampling time in the absence of other messages and noise; it is due to
the trailing and leading edges of the other pulses that make the message.
It is known that if the sampling is instantaneous the time crosstalk can
be reduced to zero by proper choice of filters and input signal,'- but in a

* Throughout this paper we understand "noise" to be thermal noise.

921
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real system the sampling time is not zero, and consequently the inter -
symbol interference varies during that time. The actual description of
how this varying crosstalk influences the detected signal is a very com-
plicated problem that involves a detailed knowledge, not only of the
input pulses and transfer characteristics of transmitters and receivers,
but also of the detector. We by-pass this problem by assuming conserva-
tively a fictitious system that indeed has instantaneous sampling, but
with the time crosstalk being the maximum value achieved by the time
crosstalk in the real system during the finite sampling time.

Frequency crosstalk is measured by the envelope at the sampling
time in the absence of the wanted message and the noise; it is due to
the fact that the other messages have spectrums that overlap with the
transfer characteristic of the receiving filter of the channel under con-
sideration.

Finally, noise is measured by the envelope at the sampling time in
the absence of all the messages; it comes essentially from the first ampli-
fier in the receiver.

If the envelope of the three interferences is bigger than the slicing
level, the detector decides that a pulse exists in that time slot, and an
error is made. Similarly, the detector makes another error if a pulse
should be detected but is shadowed by the interferences in such a way
that the envelope of the received signal is smaller than the slicing level.

It is the purpose of this paper first to determine the relationship be-
tween the amplitudes of the wanted signal, time crosstalk, frequency
crosstalk, noise, and slicing level; and second to establish in some sense
the most efficient design of a system for a given probability of error.

H. DENSITY DISTRIBUTION OF SIGNAL, TIME CROSSTALK, FREQUENCY
CROSSTALK, AND GAUSSIAN NOISE

Simplifying assumptions:
(a) Time crosstalk is represented by the sum of two sine waves of

the same amplitude and arbitrary phases. The implications are: First,
only the trailing edge of the preceding pulse and the leading edge of the
following one are important. Second, each received pulse is symmetrical.
This is rigorously true if the input pulse is symmetrical and the system
has no phase distortion. Third, the phases of the pulses are uncorrelated,
which is true if the pulses have passed through several partially regen-
erative repeaters.

(b) Frequency crosstalk is represented by a sine wave of arbitrary
phase. The implications are: First, only one neighboring channel feeds
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non -negligible power into the wanted channel. This is shown to be a
reasonable assumption in Appendix A. Second, the pulses in different
channels are synchronized. If they were not, the amplitude of the fre-
quency crosstalk would vary between the two extreme values that can
be obtained with the best and the worst interleaving of pulses.

(c) The noise is assumed to be Gaussian.
(d) The detector measures instantaneously if the envelope of. the

received signal is above or below a threshold. This is probably the crudest
approximation, because in a real system the detector is not ideal and,
what is even worse, the signal passes through repeaters with only partial
regeneration.

The vector representing the signal to be detected is

S = A + pTeiel pre'B2 pFe263 + Gaussian noise, (1)

where A is the amplitude of the RF of the wanted pulse; its value is
one if there is a pulse to be detected, and zero if there is no pulse; its
phase is taken as reference. The second and third term represent the
time crosstalk; they are vectors of the same modulus pT , but arbitrary
phases 01 and 02 . The fourth term represents the frequency crosstalk of
modulus pF and arbitrary phase 03 . Each one of these three last vectors,
being originated from binary pulses, has a 50-50 chance of being present
or not. The bivariate density distribution,* calculated in Appendix B,
(52) is

,2/2,2
p(x,y) = el

Gro-2
+ 2e-PT212°210

fa .1:

PT 7,/

-2p7,210-2 102 (677)
(72

9e-(PT+PF)2/20T (PT?)
o

(PO,,)
u J

o--

(2 2,72p7.-1 pb.)2// Pr2 (T)
c

1
2 a-

( 2

where x and y are the coordinates of the terminus of 8, the vector repre-
senting the signal to he detected; r = /(x -A )2 + y2; a2 is the mean
noise power; and /0 is the modified Bessel function of first kind of order
zero. The density distribution (2) is only valid for the tail of the dis-
tribution ; that is,

PT

Pp

r. (3)

* For tutorial background see, for example, Bennett.3
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It is possible to interpret the meaning of each term in (2). The first
one is the contribution to p(x,y) when only noise is present; on the aver-
age, this combination happens once each eight detections. The second
term is the contribution when noise and only one of the two time cross-
talk tails are present; on the average, this combination occurs once each
four detections. The third term is the contribution when noise and both
time crosstalk tails are present; on the average, this combination occurs
once each eight detections. The fourth term is the contribution when
noise and frequency crosstalk are present; on the average, this combina-
tion occurs once each eight detections. The fifth term is the contribution
when noise, frequency crosstalk, and one time crosstalk tail are present;
on the average, this combination occurs once each four detections. The
sixth term is the contribution when noise, the two time crosstalk, and
frequency crosstalk are present; on the average, this combination hap-
pens once each eight detections.

If there is a pulse to be detected (pulse on), A is equal to one and the
density distribution (2) is

p(x,y) = pi(x,y) (A = 1). (4)

If there is no pulse to be detected (pulse off), A is zero and the density
distribution is

p(x,y) = p2(x,y) (A = 0). (5)

Both functions, pi(x,y) and p2(x,y), schematically plotted as Figs. 1(a)
and 1(b), have the same bell shape and circular symmetry around their
respective axes located at x = 1, y = 0, and at x = y = 0.

(a) (b)

Fig. 1 - Density distribution for (a) pulse on, (b) pulse off.
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III. PROBABILITY OF ERROR

In general, the volume defined by

P = fp(x,y) dx dy (6)
a

measures the probability that the signal S be a vector originating at
the origin of coordinates and terminating at any point within the area
of integration a.

The quantity (1 -TO measures the probability that S is a vector
with the terminus outside the area a. The detector decides whether the
terminus is inside or outside of a.

Suppose that the signal free of interference A has its terminus out-
side of the area a; then if the received signal S is also outside of a the
detector makes a correct decision, but if S falls inside of a the detector
makes an error. Since the probability of finding S inside of a is given
by P, this integral measures the probability of error and (1 - P) meas-
ures the probability of making a correct decision.

The detector we use is one capable of deciding if the envelope of the
received signal is bigger or smaller than a threshold Po

The probability of error in the "on pulse" condition, Fig. 1(a), is the
probability that I S I < Po :

P1 = f pi(x,y) dx dy, , (7)
a,

where pi(x,y) is derived from (2) by setting A = 1, and al is the circle
of radius po and center at the origin of coordinates. The integration per-
formed in Appendix C yields (70):

[(1 - Po)]
252PI =

Ka

167
[i oc7.2/2010 (pT 1 - po)

e2p7,2/021.02
19") e-P F2 /2°2 (PF 1 Pt)

(7-

2c- ( p p )2 / 2,72 (.1 - PO) T I - p0)
10 (pF

0--1-(e-(2p7,,F)2/2,72 2 I - po 1 -- po
Iii PT

Cr2 0--

( 8)

where /0 is the modified Bessel function of the first kind of order zero
and Ko is the modified Bessel function of the second kind of order zero.
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The probability of error in the "off pulse" condition, Fig. 1(b), is the
probability that I S I > Po :

P2 = p2(x,y) dx dy,(9)f
where p2(x,y) is obtained from (2) by making A = 0, and a2 is the
surface outside al . The integration performed in Appendix C yields
(77):

e-Pot/2°2
1P2 = + 2e-p7,212,210

pTpo Ie-2,)7,210102 pTpo

8 cr- 0--

ppm
2C(PT+PF)21292-0 T PTP0 PFP() ( 10 )

0'2
52 52

c-(2p7,-1-pF,)2/20.2 2 (pTp0) PFPo
10 0

with /0 and Ko being the modified Bessel functions of the first and
second kinds.

The six terms appearing in expressions (8) and (10) have the same
physical interpretation as that given for the six terms appearing in (2).

Since the "on" and "off" pulses are equally likely, the probability of
error of the message is

P = 1(P1 P2) (11)

The probability of error of the message P can be calculated for any
combination of time and frequency crosstalk PT and pp , but it is possible
to relate these two values by demanding that, according to some rule,
both are equally damaging to the system. The rule we adopt is given
by the following equations:

Pl(PP = 0,

-1)2(pF = 0,

Po = 0.5) = Pi(PT = 0, po = 0.5);

Po = 0.5) = P2(PT = 0, Po =0.5).
(12)

For any signal-to-noise level and a slicing level equal to half the pulse
amplitude (Po = 0.5), the probability of error in the "on" or "off"
pulse condition due to noise and only time crosstalk is equal to that
due to noise and only frequency crosstalk.

Substituting (8) and (10) in equation (12), we get

2e-PT2/2g2/0 (1'2) + e-2"2/°2/02 PT
9 - = 9e-PF21"2/0 PF) (13)

20-2
2 952

-XT



ERRORS IN DETECTION OF RF PULSES 927

Frequency crosstalk Pp has been plotted against time crosstalk Pr ,

for different signal-to-noise levels 1/V20- in Fig. 2.
A line defined by the following equation

20 log -1 = 20 log -1 --I-- 3
PT PF

has been included in the same figure (dotted line) for comparison pur-
poses. Either from (13) or from Fig. 2 it can be deduced that for

-PT << 1 PF ti V'jp7, (14)
201

and for

-12L2a2» 1, PF ti 2pT. (15)
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Fig. 2 - Equally damaging time and frequency crosstalk.
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For a given signal-to-noise ratio, if the normalized time crosstalk in-
tensity per tail, PT , is small compared to the normalized mean noise
power 20.2, two time-crosstalking tails introduce by themselves as many
errors as does one frequency crosstalk 3 db above the level of each tail.
But if pT >> 202 the time-crosstalking tails introduce as many errors as
does one frequency crosstalk 6 db above the level of each tail.

For each set of values o-, pT , and pp that satisfies (13) we calculate
from (11) the optimum slicing level po that minimizes the probability
of error, and P,,, ;n , the value of that minimum. Fig. 3 contains this
information. The probability of error, Pn,in , is plotted as a function of
signal-to-noise level for different values, pT , of time crosstalk per tail.
Each set of pairs of numbers on these curves indicates the local optimum
slicing level po and the frequency crosstalk pp .

The dashed line (no crosstalk) almost coincides with that derived by
Bennett.' The small difference stems from the fact that Bennett calcu-
lates the probability of error of the message for equal contributions of
errors from the "on" and "off" pulse condition, while we calculate the
minimum probability of error of the message.

IV. OPTIMUM DESIGN REGION

Suppose that we want to design a system with a given probability of
error. Is there only one combination of values of crosstalk and signal-to-
noise capable of satisfying the demanded probability of error? The
answer is no. In Fig. 7 the given probability of error will be an ordinate
obtainable with an infinite number of combinations of signal-to-noise
level and crosstalk. We will develop two criteria for making a reasonable
choice, and for that purpose we need some intermediate steps.

As a first step we redraw the part of Fig. 3 for low probability of error
in Fig. 4, using time crosstalk per tail as the abscissa, signal-to-noise
as the ordinate, and probability of error as parameter. The frequency
crosstalk and optimum slicing level change slightly from point to point,
but their exact values have not been written down.

As a second step we derive Fig. 5 from Figs. 6 and 7, which, together
with Fig. 8, a sheet of definition of symbols, have been taken from the
companion paper.' We shall see later how the derivation takes place,
but first let us get acquainted with Figs. 6 and 7. In both these figures,
the ordinates are proportional to time spacing between successive
pulses, r, times frequency spacing between adjacent channels, hf, - f2! .

The smaller this product the better, because time and frequency oc-
cupancies are proportional to the product. The different coefficients of
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Fig. 4 - Reproduction of a section of Fig. 3, using new coordinates.

proportionality in the figures have to do with the input pulse width 2T
and sampling time 2Tr. The abscissas measure the ratio between band-
width of the sending filter, 2F1, and the bandwidth of the receiving fil-
ter, 2F2 Eack figure contains three sets of curves, each corresponding
to different time crosstalk per tail and different frequency crosstalk.
Finally, the curves in each set correspond to different combinations of
transfer characteristics of the transmitting and receiving filters.

The upper and lower dashed lines in Fig. 5 are applicable to systems
with sending and receiving filters, each approximately maximally flat
(three cavities); they have been derived from the dotted lines in Figs.
6 and 7, respectively. The upper and lower solid lines in Fig. 5 are ap-
plicable to systems with Gaussian sending filter and receiving filter
approximately maximally flat (three cavities); they have been derived
from the full lines in Figs. 6 and 7, respectively. The ordinates in Fig. 5
are the ordinates of the minimums of Figs. 6 and 7, and the abscissas
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in Fig. 5 are the different time crosstalks per tail corresponding to each
set of curves in Figs. 6 and 7.

It is important to bear in mind that the ordinates of Fig. 5 are pro-
portional to the minimum time spacing, 7, times channel frequency
spacing, - 121, which corresponds to maximum rate of information
transmission.

As a third step we compare Fig. 4 with Fig. 5. For the same value of
the abscissa both figures have ordinates that measure properties of the
system we want to be as small as possible, but, since the slopes in the
two figures are of different sign, a system operating at high time cross-
talk per tail (small abscissa) will have (Fig. 5) a desirable low value
71.fi - f2I but a large and unwanted signal-to-noise level. Conversely, a



932 TM?, BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

DJ

4-
s.I 1-

H

2.2

2.0

1.8

1.6

1.4

.2

1 0

1.8

1.6

1.4

1.2

1.0

1.4

1.2

1.0

0.8

0 6
0.5 0 6 0.7 0 8 0.9 1.0

TRANSMITTING
FILTER

RECEIVING
FILTER

MAX. FLAT (3 CAVITIES)
MAX. FLAT (3 CAVITIES) MAX. FLAT (3 CAVITIES)
GAUSSIAN

30 DB TIME CROSSTALK
27 DB FREQ. CROSSTALK

25 DB TIME CROSSTALK
22 DB FREQ. CROSSTALK

----------------------

20 DB TIME CROSSTALK
17 DB FREQ. CROSSTALK

1 1 1.2 1.3 1.4 1.5

F1
=

F2

1.6 1.7 1.8

Fig. 6 - r I f1 - fs J curves for T/2T = 1.5 + Tr/2T.

1.9 2 0

system operating at low time crosstalk per tail will have an undesirably
large rifi - 121 and a wanted low signal-to-noise level. This suggests
the existence of an intermediate optimum, and the question now is what
function we want to minimize.

The answer is elusive, because what we really want is to minimize
the price of a system that handles a certain rate of information with a
given probability of error. That cost must be a function of time spacing,
channel spacing, signal-to-noise ratio, and perhaps other variables. We
don't know that function - at least not now - and because of lack of
better knowledge we propose the minimization of two simple functions
in which the signal-to-noise ratio is weighted differently:



and

2.6

2.4

2.2

2.0

1.8

1.6

1.4

12
2.2

2.0

1.4

1.2

1 0

2.0

1.8

1.6

1.4

1.2

1.0

0805 06 07 08 09 1.0 11 1.2 1.3

=
Fi

2

ERRORS IN DETECTION OF RF PULSES

TRANSMITTING
FILTER

RECEIVING
FILTER

GAUSSIAN MAX. FLAT (3 CAVITIES)
MAX. FLAT (3 CAVITIES) MAX. FLAT (3 CAVITIES)

9:33

30 DB TIME CROSSTALK
27 DB FREQ. CROSSTALK

_
titi

25 DB TIME CROSSTALK
22 DB FREQ. CROSSTALK

---

20 DB TIME CROSSTALK
17 DB FREQ. CROSSTALK

1.4 1.5 1.6 1.7

Fig. 7 r 1.11 - fd curves for 7/27' = 1.25 + 7',/2T.

- 1'2120 log

1

(12 CC 71 f - .f2 /c ,

1.8 1.9 20



934 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

-T - TIME

ENVELOPE INPUT
(ON -OFF GAUSSIAN PULSES)

1 4

-a =0.346 GAUSSIAN

a =1.3 APPROX.
MAX. FLAT

(3 CAVITIES)

->1 fl2F,
f

AMPLITUDE RESPONSE
TRANSMITTING FILTER

IF f, = f2 , THE OUTPUT
IF f, *f2, THE OUTPUT

INPUT

TRANSMISSION
MEDIA

TRANSMITTING
FILTER

OUTPUT

RECEIVING
FILTER

iIJ =0.346 GAUSSIAN

b =1.3 APPROX.
MAX. FLAT

(3 CAVITIES)

f2
2F2

f

AMPL TUDE RESPONSE
RECEIVING FILTER

IS TRANSMISSION THROUGH A CHANNEL

IS FREQUENCY CROSSTALK

Fig. 8 - Definitions of symbols.

where 20 log (1/VJo) is the signal-to-noise in db and 1/V2cr is the
ratio of rms signal and rms noise.

The different weighting functions were selected in order to introduce
some idea about the influence of distance between successive repeaters.
Since the amplitude of the received signal decays exponentially with the
distance between terminals, for fixed transmitter and receiver G1 de-
creases linearly with distance and G2 decreases xponentially with
distance.

Functions G1 and G2 obtained by multiplying the ordinates of each
curve in Fig. 5 by the properly weighted ordinates of Fig. 4, have been
plotted in Figs. 9, 10, 11, and 12. Each figure contains two sets of curves,
and in each set the three curves exhibit minimums individualized by
the coordinates probability of error and time crosstalk per tail. Those
coordinates identify three points of an optimization curve that could
be plotted in Fig. 3. For clarity, part of Fig. 3 has been reproduced in Fig.
13, omitting the detailed information on frequency crosstalk and opti-
mum slicing level. In Fig. 13 we have plotted the lines joining each set of
three points rather than the points themselves. Since there are eight
sets of curves in Figs. 9 through 12, we get eight lines of optimum design
in Fig. 13. Four of them correspond to the minimization of G1 (signal-
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Fig. 9 - Minimization of G1 , transmitting and receiving filters approximately
maximally flat (three cavities).

to -noise in db) and are clustered close to the line defined by the param-
eter time crosstalk per tail 24 db; the other four lines of optimum design
correspond to the minimization of a, (rms signal to rms noise) and are
close to the line defined by the parameter time crosstalk per tail 26 db.
In each cluster, the two solid lines are optimization curves for two
systems, both with maximally flat (three cavities) transmitting and
receiving filters but with dillerent input pulse width 2T and sampling
time 2T,- ; the two dashed lines are optimization curves for two systems
both with Gaussian transmitting filters and maximally flat (three
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Fig. 10 - Minimization of G, , transmitting filter Gaussian, receiving filter
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cavities) receiving filters, but with different input pulse width 2T and
sampling time 2T, .

In spite of the different dependence of signal-to-noise in G1 and G2 ,

the different shapes of transmitting and receiving transfer characteristics,
and the different input pulse widths and sampling times, all curves of
optimum design are rather close to each other, and they are essentially
located in the region where rms noise and rms crosstalk are comparable.

The optimum design lines are in general slightly steeper than the
constant time crosstalk per tail lines, and, in particular, the two ex-
tremes of each of these eight design lines correspond to a change of 100
in the probability of error, around 1.5 db in signal-to-noise and only a
few tenths of a db in time crosstalk per tail. This means that, once an
optimum system has been built, the probability of error can be changed
substantially by modifying only the signal-to-noise ratio (which is easy
to do) and, in spite of this change, the system will remain close to the
optimum design.
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V. CONCLUSIONS

The probability of error in the envelope detection of an RF signal
embedded in Gaussian noise, time crosstalk from two neighboring pulses,
and frequency crosstalk from an adjacent channel has been calculated
and plotted in Fig. 3.

Also, two kinds of optimum operating conditions have been postulated
which yield the results shown in Fig. 13. These conditions allow one to
design a system in such a way that some minimization of time spacing
between successive pulses, frequency spacing between adjacent channels,
and signal-to-noise ratio is achieved.

An example of design is this: Suppose we want an optimally designed
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system that has a probability of error of 10-8. We don't know which of
the two criteria of optimization developed in this paper is closer to
reality, and, because of that lack of knowledge, we adopt the middle
of the road for the example. In Fig. 13, the ordinate 10-8 and the middle
of the optimum design region establish that the system should have a
signal-to-noise level of about 20.6 db and a time crosstalk per tail of 25
db. This last datum is enough to enter in the companion paper' and to
complete the design of the system.
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APPENDIX A

Crosstalk Between Adjacent Frequency Channels

We want to determine the frequency crosstalk between adjacent
channels in order to find what arrangement of filters is the most favorable.
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The systems we shall deal with, shown in Figs. 14(a) and 14(b), differ
in the order in which the bands are dropped. Each system consists of
many transmitting and receiving filters, of which only three transmitting
filters - To , T1 , and T2 - and three receiving filters - Ro , Rl , and
B2 - are drawn, because we assume that the crosstalk in a receiver (Ri),
comes essentially from the immediately neighboring channels.

41 13

I-1 1-2
Fig. 15 - Transmitting or receiving filter.

For simplicity, we assume that, except for the frequency at which
they are tuned, all the filters are similar to that shown in Fig. 15. They
are constant -resistance, symmetrical, and reciprocal, and the transfer
functions between terminals are given by the scattering matrix

Su. 812 S13 $14

821 222 823 S24
S =

231 832 833 834

841 842 843 244

0 - Y2 Y 0

iV1 - Y2 0 0

Y 0 0 iN/1 - Y2

0 Y iN/1 - Y2 0

(16)
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Now we can calculate the maximum intensity of the crosstalk CMQ
between m and Q in Fig. 14(a) due to a pulse entering at M.

Assuming for simplicity that the system is phase equalized and that
the input pulse has a (sin x)/x shape (rectangular spectrim), the
maximum intensity of the crosstalk is given by

CMQ = K f G0170 V1 - 1T? V1 - 1722 V1 - Yo2Y1df , (17)

where K is a constant of proportionality, Go is the rectangular spectrum
of the input pulse centered at fo , and Yo1/1 - Y12 1/1 - Yo Y1 derived
from (16), and Fig. 14(a) is the transfer function between M and Q.
The subindices 0 and 1 refer to the center frequencies fo and fl of each
scattering coefficient.

Following arguments similar to the preceding one, the maximum
crosstalk intensities between N and Q in Fig. 14(a) and between s and v
and between u and v in Fig. 14(b), are

CNQ = K G2Y2 V1 - Y02 Y1 df, (18)
0

Cs v = K f GoY0 V1 - (1 - Y22)Y1df, (19)

Cuv = K ff (72Y2 V1 - Y22 Y1 df (20)

The factors involved in each integrand of (17) through (20) have
been plotted in Figs. 16(a), (b), (c), and (d). The integrands of (17)
through (20) are obtained by multiplying the curves in Fig. 16(a)
through Fig. 16(d) respectively. The results which happen to be the
output spectra are plotted in Fig. 17(a) through Fig. 17(d).

The integration of these curves with respect to frequency, that is, the
areas between the curves and the frequency axes, are, because of (17)
through (20), proportional to the maximum intensities of the crosstalks.

Comparing these areas we deduce

CMQ = CUV (21)

CNQ = CST' , (22)

CMQ << CNQ (23)

CUv CSV (24)

The first two equations show that the total crosstalk in the system of
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Fig. 16 - Factors involved in integrands of (17) through (20); G = input
signal spectra; I'm , N/1 - l'1,2 = scattering coefficients.

Fig. 14(a) is the same as the total crosstalk in the system of Fig. 14(b).
Furthermore, from (23) and (24) we deduce that the total crosstalk in
either system comes from the superposition of two signals, of which one
is negligible compared to the other.
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APPENDIX B

f2

Bivariate Density Distribution

An on -off pulse embedded in unwanted crosstalk and noise is repre-
sented vectorially by

S = A + pTe"' pTel°2 pFe"' + Gaussian noise. (25)

The amplitude A of the RF pulse is unity if the pulse is on, and zero
if the pulse is off; the phase of this vector is selected zero, as reference.
Time crosstalk is represented by two vectors of the same modulus PT
and arbitrary phases 01 and 02 . Frequency crosstalk is represented by a
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vector of modulus pp and arbitrary phase 03. Each one of these three
vectors, since it originated from binary pulses, has equal probability of
being present or not. The phases 01 , 02 , and 03 have a constant probability
of acquiring any value between zero and 27r.

We want to calculate the density distribution of S, and we know the
density distribution of each one of its five uncorrelated terms:

pi(x,y) = 5(x - A)6(y) , (26)

p2(x,y) = p3(x,y) - 6(172 2 -I- Y2) +
47VX2 + y2

P4(X,Y) 60x2 y)
4r V X2 + y2

(.s/x2 + y2 - pT)
41. pT

6(1/x2 + y2 - Pp)
4w. pp

(27)

(28)

1 _u2+y2)/2,72p5(x,y) - e (29)

where 5(z) is the Dirac delta function and u2 is the variance, which in
this particular problem measures the mean noise power.

It is known that the distribution p(x,y) of the sum S of independent
terms is equal to the inverse transform of the product of the double
Fourier transform of the density distribution of each term of the sum.3

The double Fourier transform of a distribution p(x,y) is, by defini-
tion

00

Cfl = ef(tx+")pn(x,y) dx dy. (30)
-00

Replacing p(x,y) by (26) through (29) and integrating,

= eitA , (31)

C2 = C3 = jo(prVE2 7/2)1, (32)

C4 = JO(PP1/E2 + n01, (33)

C5 = e-(a2/2)(E2-1,2) (34)

where Jo is the Bessel function of first order and kind.
The inverse transform of the product of these functions is the distribu-

tion p(x,y) of the signal S we were looking for:
00

1 ff -iit(r-A)+41/1-(a2/2)(t2+,2)[1.
327r-

11,(PTVE2 + ,,2)j2

[ 1 + Jo (P. + dti 

(35)
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The distribution p(x,y) is the summation of several double integrals
to be evaluated. The most general of them is

w f e-imr-A)+nyi-(0.20)(E2+,,2)J0(pive

..10(p2ve n2)jo(p3,A2 + n2) do

Replacing each Bessel function by an integral expression,'
2r c0

W I da d.8 d7 ff e-i41(x-A)-pi cos a-p2 cos #-P3 cos

(27)/

e-in(y-pi sin a --p2 sin 13-p3 sin 7)-(a2/2)(E2-1,2)
CC

(36)

(37)

The two integrations from - 00 to 00 are known Fourier transforms, and
(37) becomes

W = 1

(2irc)2

. JJ
ei(.,-A -pi cos a-p2 cos 0-p3 cos y)2-(y-p I sin a-p2 13-p3 sin 7)21 /20da

dO d7.

0

By changing variables,

x -A = r cos co,

y = r sin io

the exponent can be rearranged:

_(r2+,0+,22+,32)/2,2

TV - e
(271-o-)2

[rpi cos (a-c)-i-rp2 cos (0-4)-4-,P3 cos (1-c)

-PI P2 cos (a-13)-PiP3 cos (.-7)-P2p3 cos (0--y)] cr2 da dft d7.

(38)

(39)

(40)

We start integrating with respect to a. The integral to be solved is
essentially

Wa =
L

2r
e

PlIr cos (a--,P)-P2 cos (a -13)--p3 cos (a-y)J1o2 da. (41)
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The exact result is3

ITTa = 27r/()
(131[r - p2 cos (c° - 13) - p3 cos (c° - ))2 (42)

[p2 sin GP - 0) ± p3 sin (co - 7)12)

but if we carry this expression to (40) the integration with respect to
13 and -y becomes extremely complicated.

A substantial simplification can be obtained if we consider first that
we are interested only in the tails of the distributions, and consequently

Second, for

Pi

r >> \ P2 

\P3

rPl
0-

rp2

0-2

(43)

>> 1, (44)

rpa
0.2

which is the only nontrivial case, the main contribution to the triple
integral (40) comes from values of the integrating variables

a

13N (P

7.1

Because of (43) and (45), expression (41) can be reduced to

wa e-P1[(P2-FP3)/,21 .12' ecp,r10
--) cos (a-,P)

(U

and, after performing the integration,

wa -97rep1E(p2+p3)10-2] In pi?'(
u 0.2)

(45)

(46)

(47)

The reader may also derive this result from (42), (43), and (45).
Substituting this result of the integration on a, in (40),
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(r2+p12+p22+p32+2ptP2+2PIP3)12,72

2ro-2 (Pull
2a (48)

ff e[rp2 cos (0-0-Frp3 cos (1-0-p2p3 cos 0-7)110 co d,y.

Now we perform the integration on 0. The integral to be solved is
essentially

2 7r

WO = e
(p2/,2) I, cos 69-40-p3 cr. (13-7)1 (13. (49)

Following the same reasoning used to integrate Wa , in (41), the
approximate result is

Wft 2.7e -P P31,2 (p2r
0.2 ) (50)

After substituting in (48) and performing the integration on 7, W is

W [r2+(p J.+ p2-1- p3)2] 120.2 (pir) TO

2

(par
(50.2 1 0 I 0 T 1 0 1)

0-- Q 0 -

Substituting this generic result in (35), the density distribution of the
signal S is obtained:

Cr212,2

167ro-2
1+ 9e-PT2/2°2 I PT 1. I 2 pTi.

-2
Cr-

-2p T2/0p(x,y) -

cpb,2/2,72
(19 + 2e I1,/ 10 PT 0 -2Md. (52)

CT" CT

e-(2p7,4-p,)2/2a2 T 2 (pTi)
0

Cr- 0-2

APPENDIX C

Evaluation of Probabilities 0.1 Error

Case 1: "Pulse On"

We want to evaluate the integral

Pl = f pi(x,y) dx dy. (53)

where al is a circle of radius pa I with center at the origin of co-
ordinates, and p1(x,y) is obtained from (52) by making

A = 1 (54)
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in the expression
r= (x - + y2.

Adopting the following change of variables:

x = p cos

y = p sin ',
PI becomes

(55)

(56)

P1 = f Pi(p cos 4/, p sin 1,P) dp d&. (57)
0

The most general term of the integration is proportional to
71- Po

= f e-r-12°- (P17) (P±,:) Jo (P:r-7) p d1,1/ dp, (58)
0 0"2 0-

where
r = \/1 + p2 - 2p cos 4, (59)

We simplify the integrand. Notice first that, since

Po (60)

we deduce, from (59),
r>

independently of IP; second, the range of interest for o is

cr << Po .

Therefore, the exponent in (58) is

2a2>
1.

(61)

(62)

Because of this inequality and because, for a small variation of r, the
exponential in (58) varies much faster than the modified Bessel func-
tions, most of the contribution to the integral comes from values of the
variable close to those that minimize r,

= 0,

P = PO

and (58) becomes

/ll (pi(72 P) 10 (P2 1 P 1-0 (pa

where

1-

ir j"D = e- p2 -2 p cos 0/2a2
p dp.

L ir 0

(63)

(64)
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Integrating with respect to IP,

D= 27r e-(,±0)122 P p dp.
0

949

(65)

Since the exponential varies much faster than the rest of the integrand,
most of the contribution to the integral comes from p po , and, be-
cause of (60) and (61), Io(p/o-2) can be replaced by its asymptotic
expansion. Consequently,

D -V2rpo

Integrating,

L

PO
(1-p)2/2e2 dp. (66)

3

D = V2rpo (
- Po e -(1-P°)212'2 67)

for compactness, this can be rewritten

D 521for1 Po)] (68)
20.2

where Ko is the modified Bessel function of the second kind.
Substituting (68) in (63), the general term of the integration (57) is

0.21(,)[(1 - p0)21, - po) (pi - Po), ( 1 -2P0) (6,)
2a2 ° a2 ° 2 0'2 P3

and the probability of error for the "pulse on" condition is

Koro _po2i
L 2 a2 - )

= [1 ± 2e -P7,212,2 (PT 1 Po

16 7 2

e_2,7,2/ 4,2
/02 (PT 1 -Poe-"2/2°2I0(PF

 9e(Pr+PF)212a2 1 (p., 1 7, (p 1

A

1 - e--(2pT-FpF)2/2ff2 2

0 --

Case 2: "Pulse Or

We want to evaluate the integral

10 (pp

1 - Po)
0-2 (70)

P2 = f p2(x,y) dx dy, (71)
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where a2 is the surface outside of a circle of radius po with center at the
origin of coordinates, and p2(x,y) is obtained from (52) by making

A = 0 (72)
in the expression

r = / (x - A)2 ± y2.
After changing the variables according to (56), the Ili dependence dis-
appears from p2(x,y) and the probability of error (71) is

co

P2 = 2ir f p2(r)r dr. (73)
PO

The most general term of this integral is proportional to

U2 = erg/
2,72

Io I° I0
Par r dr. (74)

PO 0-

Over the range of integration,

>> 1; (75)

also, for a small variation of r, the exponential varies much faster than
the modified Bessel functions. Consequently,

U2 In
(PIP() P2P0 WO e_r212,72

Q2 0.2
Po

(76)
 0.2e -p02/20.2 (P1P0 P2P0 P3P1)

(72 0-2
0 6?

Substitutingthis result in (73), we get

CP°2I2a2 -p 7.2/202 T pTp0 (,--2p 7,2 fry',021 + 2e[ PTPO0 - I

e-PF212,72 ipFp)o) (p7.-Epp)2:2a2 r (PTP0
1) r

0

(pvp) (77)20

e-(2PT÷PF)212cr2 /02 (prpo) ,
0

(ppm)
,2 a-2 )1
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Time and Frequency Crosstalk in
Pulse -Modulated Systems

By E. A. MARCATILI

(Manuscript received November 2, 1960)

The time and frequency crosstalk between Gaussian RF pulses sent via
adjacent frequency channels over the same transmission medium is cal-
culated. Shapes of the transfer characteristics of the transmitting and re-
ceiving filters vary from Gaussian to approximately that of a third -order
maximally flat filter. The results permit one to design the transmitting and
receiving transfer characteristics of adjacent PCM channels in such a way
that the product of pulse spacing and channel spacing is minimized.

I. INTRODUCTION

Consider a transmission medium in which many simultaneous mes-
sages travel in one single direction. Each message, consisting of coded
on -off RF pulses (PCM), has its own carrier and occupies a separate
frequency channel. This occurs, for example, in the proposed long dis-
tance waveguide communication system.' The transmitter is considered
as a filter through which the pulses of a message are fed to the transmis-
sion medium and the receiver as a filter that selectively couples the
transmission medium to a detector.

The problem is to design these filters in such a way that the com-
munication medium handles information at the highest possible rate.
This means that the channels must be close to each other, providing
high frequency occupancy, and that each message must be made of
pulses close to each other, providing high time occupancy. In other
words, we want to minimize the product of channel spacing and pulse
spacing. What prevents us from making this product arbitrarily small
is that, in general, a reduction of pulse and channel spacings implies an
increase of time and frequency crosstalk, and these values are fixed by
other considerations: the signal-to-noise level and the probability of
errors allowed in the system. We shall see how they enter the picture.

The detector of each receiver reconstructs a message by deciding
951
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whether or not a pulse is in the assigned time slot. For that purpose the
detector operates only during sampling times that occur at the pulse
repetition rate. Suppose that at a given sampling time there is no
pulse to be detected; the detector nevertheless receives a signal which
is the superposition of three types of interferences: trailing and leading
edges of neighboring pulses, or time crosstalk; leakage from pulses in
neighboring channels, or frequency crosstalk; and, of course, the main
offender, thermal noise. If this signal is bigger than the slicing level the
detector decides that there is a pulse in that time slot, and an error is
made. Similarly, suppose that there is a pulse to be detected, but that
superposed on it are time and frequency crosstalk and noise. If the total
amplitude is smaller than the slicing level, the detector decides that a
pulse does not exist in that time slot, and another error results.

Quantitative relations between the probability of errors of a system
and the three interferences, thermal noise, time crosstalk, and frequency
crosstalk were established in the companion paper.2 The system con-
sidered there was such that time crosstalk came from the trailing edge
of the pulse in the preceding time slot and from the leading edge of the
pulse in the following time slot, while frequency crosstalk came from a
single pulse of one of the neighboring channels.

The main result derived from that paper was that for a given prob-
ability of error there is a particular set of noise, time crosstalk, and fre-
quency crosstalk levels that simultaneously minimizes time occupancy,
frequency occupancy, and signal-to-noise ratio. In order to obtain this
result, two conditions were imposed on the crosstalks:

(a) Each crosstalk must contribute with equal weight to the prob-
ability of errors; for that purpose, the time crosstalk per tail must be
approximately 3 db below the frequency crosstalk.

(b) Time and frequency crosstalks must minimize by themselves the
time and frequency occupancy of the system.

How do we design a system capable of satisfying both conditions?
Our objective in this paper is to answer that question.

The variables in the system at our disposal to fulfill the required time
and frequency crosstalks are:

shape, width, and time spacing of the input pulses;
sampling time;
synchronization of pulses of neighboring channels;
shape, width, and frequency spacing of the transfer characteristics

of the sending and receiving filters;
transfer characteristic of the transmission medium.
These are too many variables to include in the problem simultaneously,

so we assume that:
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(a) The input pulses are Gaussian. This is not critical if the shape of
the output pulse is determined essentially by the filtering characteristic
of the system, as it should be.

(b) Sampling times in all the channels occur simultaneously. This
type of synchronization is pessimistic because it introduces the maxi-
mum frequency crosstalk. The most favorable condition is obtained in
general by maintaining synchronization but displacing by half a pulse
spacing the messages, and consequently the sampling time, of every
other one of the successive channels. If no synchronization among chan-
nels exists, the frequency crosstalk has a constant probability of acquir-
ing any value between those of the two previous cases.

(c) The transfer characteristic of each filter is the normalized sum
(maximum amplitude equal to one) of two Gaussian curves displaced
from each other, as shown in Appendix A. Displacing the Gaussian
curves yields a transfer characteristic which varies from that of a Gaus-
sian filter to approximately that of a maximally flat filter with three
resonant cavities, Fig. 1. Since the input signal is Gaussian and the
transfer characteristic is a product of Gaussian functions, the mathe-
matics involved in the calculations is simple. The filters have been
idealized in the sense that they have linear phase characteristics. This
introduces a constant delay between the input and output signal that is
ignored altogether, since it only represents displacement of the time
origin. The effect of small departures from linear phase can be evaluated
using perturbation techniques.'

(d) The transfer characteristic of the transmission medium is unity.
This implies that time crosstalk due to multipath transmission and to
imperfect phase equalization is negligible compared to that derived
from the filters. In a real system it may be desirable to have these two
contributions to time crosstalk he of the same order of magnitude.

II. SYSTEM ANALYSIS

Definitions of symbols (see Fig. 2):
27' = width of input Gaussian pulse measured at 1/c of the maxi-

mum amplitude (8.686 db down),
1/7- = pulse repetition frequency,
2T, = sampling time,
2F1 = bandwidth of transmitting filter measured at half power,
2F2 = bandwidth of receiving filter measured at half power,

a = parameter defining shape of transmitting filter, which can be
selected from Gaussian to approximately maximally flat (three
resonant branches, maximally flat filter),
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k=
VF12 + F22 

If sending and receiving filters are Gaussian, k measures the pulse
width 2T times the bandwidth of the system.

The envelope of the transient of a pulse through a channel and the
maximum frequency crosstalk between two channels have been derived
in Appendix B, equations (24) and (25). From them it is possible to
calculate, in a way that will be described later, three functions that
determine the best choice of transfer characteristics of the filters and
channel spacing for a specified time and frequency crosstalk. Using the
width of the input pulse 2T as a normalizing factor, those three functions
are:

i. Normalized band spacing,

CROSSTALK IN PULSE -MODULATED SYSTEMS 955

b = parameter defining shape of receiving filter,
.11 = center frequency of transmitting filter,
.12 = center frequency of receiving filter,
p = F'1/F2 = ratio of transmitting to receiving bandwidth.
P = 12 I/2F2 = ratio of channel spacing to the bandwidth of

the receiving filter.
Finally, a useful parameter throughout our calculation is

4TF1F2

2T I fl -f2 T ,f - .12

T
0+

2 T

ii. Normalized receiver bandwidth,

4 TF2 ;

iii. Their ratio,

where

I .f2
P = 2F2

- Tr0 - 2T

In practical cases, the sampling time 2T, is small compared to the pulse
spacing r, and 0 becomes the normalized pulse spacing.

The three functions i, ii, and iii are plotted in Figs. 3, 4, and 5 for
= 1.25, and in Figs. 6, 7, and 8 for 0 = 1.5. They are derived as follows:
(a) We plot., (24), the transient of a pulse through a channel, and the
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20

maximum frequency crosstalk between neighboring channels, (25), for
each possible combination of transfer characteristics of transmitting and
receiving filters, and the ratio At between sending and receiving band-
widths. Only one pair of these plots, Figs. 9 and 10, is included in this
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Fig. I Normalized receiver bandwidth for 0 = 1.25.

paper to illustrate one example. The selected system has a Gaussian
transmitting filter (a. = 0.346, m = 0), approximately maximally
flat receiving filter (b = 1.6, n = 1.61), and bandwidth ratio #.1 = 1.
Fig. 9 depicts the time response to a Gaussian pulse 2T wide at 8.686
db, through the two filters with variable over-all bandwidth of the system.
The parameter

1. =
471F1

V1 ±u"

is proportional to that over-all bandwidth. Fig. 10 gives the maximum
frequency crosstalk for the same Gaussian pulse through two filters
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with fixed transfer characteristic shapes and bandwidth ratio. The

abscissa

Ifl-AIP - 2F2

measures the channel spacing related to the receiver bandwidth, and
the parameter is again k.

(b) From Fig. 9 we determine the smallest value of k, (smallest
bandwidth of the system), compatible with given values of pulse spacing
T, sampling time 2T and allowed time crosstalk, by following these
steps:
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20

1. Locate the normalized sampling time. This period, during which
time crosstalk takes place, falls between the abscissa values

L T Tr

2T - 2T and
t T

2T 2T

2. Determine the ordinate that measures the allowed time crosstalk
level (20-, 25-, and 30-db levels are indicated by dashed lines).
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3. Pick the curve with smallest k which, during the sampling time,
is always below the allowed time crosstalk level.

(c) From Fig. 10 we determine the value of

-f2Ip =
2F2

by reading the abscissa of the point defined by the allowed frequency
crosstalk ordinate (17-, 22-, and 27-db levels are indicated with dashed
lines), and the curve characterized by the value of k deduced previously.

(d) The functions i, ii, and iii are derived after some arithmetic
from tt, k, and p.
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III. DISCUSSION OF RESULTS

Consider Fig. 3, in which the normalized pulse spacing

Tr- = 1.25 +
2T 2T

has been obtained assuming 0 = 1.25. The minimization of the product
of pulse spacing times channel spacing r I -f21 is achieved by making
the sampling time Tr as short as possible, using maximally flat sending
and receiving filters, and dividing the filtering in such a way that
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F1
,u = -E,2 1.3.

F2

The three sets of curves in Fig. 3 show that in each set the curves
corresponding to maximally flat filters at the receiving end are very
similar. Thus, as long as the receiving filter is maximally flat, there is no
big advantage in using Gaussian or maximally flat filters at the trans-
mitting end. Nevertheless, using shorter input pulses (0 = 1.5), the
normalized pulse spacing becomes

Tr
2T = 1.5 + 2T'

and it can be seen from Fig. 6 that, for low levels of interference (30
(lb time crosstalk and 27 db frequency crosstalk), the tails of the pulses
become so important that there is a strong advantage in using a Gaus-
sian filter at the sending end.

In order to reduce frequency crosstalk, each system should have
filters with steep sides, and, in order to reduce time crosstalk, the transfer
characteristics should have sloping sides. Figs. 3 and 6 analyzed previ-
ously, verify that a good compromise is obtained with a steep sided
characteristic at the receiving end and a sloping one at the transmitting
end.

Now, the minimums in the curves of Figs. 3 and 6 are very broad.
We should select the ratio of bandwidths, A, as large as possible, because
the narrow band at the receiving end reduces the noise level. This must
not be carried to extremes, because if ,u is large enough the bandwidth
of the sending filter may be broader than the channel spacing, and a
pulse launched in one filter may waste a lot of power in a neighboring
transmitting filter before reaching the receiver. This effect turns out to
be of paramount importance when the transmitter characteristic is
achieved by staggering filters at RF and IF; since, in this case, the RI'
filter may have even a wider band than that of the transmitter.

That problem, as well as the design of the receiving filter to have low
noise level and the influence of the transmitter's peak power limitation
on the filtering, will be discussed in another paper.'

We conclude with some design examples, using the following data:
(a) pulse repetition frequency lir = 160 me;
(b) allowed time crosstalk = 30 db;
(c) allowed frequency crosstalk = 27 db;
(d) if the pulses are narrow, say 0 = 1.5, then pulse width 2T,

pulse spacing r, and sampling time 2T,. are related by the expression
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2T -
1.5

T,.

Data (b), (c), and (d) locate the design curves as those in the upper
group of Figs. 6, 7, and 8. The upper group of curves in Fig. 6 shows
that the lowest value of the product of pulse spacing r times channel
spacing I fl - 121 (maximum rate of transmitted information) is the
smallest minimum for the full line. This defines the shape of the filters as

transmitting filter: Gaussian,
receiving filter: approximately maximally flat (three cavities).
The abscissa and the ordinate of that minimum are

F1
--F2 = 1.3,

T I -12 I 1.18.
Tr

1.5
+

T

In the upper -group curves of Figs. 7 and 8, the solid lines' ordinates
corresponding to the abscissa µ = 1.3 are

2 7' I - -

4TF2 = 0.74,

I.fl-.121=i.6.
2F2

Solving the last three formulas for sampling times zero and half pulse
width, we obtain

2T,. 2T 2F, 2F2 I fl - f2 I
(MASeC) (MilSeC) (mc) (me) (mc)

0 4.16 231 178 284

1.78 3.57 269 207 331

The input pulse widths 2T are different because for the narrow pulses
considered

T 7',
2T =

1.5

varies with the sampling time 2 Tr .
Now we shall see what happens when datum (d) of the previous ex-

ample is changed from narrow pulses (0 = 1.5) to broad pulses (0 =
1.25 ). Then,

7' -6.25 - Tr
2

1.25
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and the design answers are derived as in the previous example. The
dashed lines of the upper -group curves in Figs. 3, 4, and 5 yield

transmitting filter: approximately maximally flat (three cavities),
receiving filter: approximately maximally flat (three cavities),

/./ = 1.4,

2TI11-121=
7 12 1

1.25 +
T

4TF2 = 0.9,

- _
2F2

Solving these equations for sampling time zero and half the input pulse
width, we obtain

2T,. 2T 2F1 2F2 I fl - 12 1
(mysec) (mlisec) (mc) (mc) (mc)

0 5 252 180 270
2.08 4.16 302 216 325

The dotted and the solid lines in the upper group of curves of Figs. 3,
4, and 5 are very close to each other, and consequently there is no big
advantage in using either a Gaussian or an approximately maximally
flat filter (three cavities) at the transmitting end, while in the example
of the narrow input pulse, the use of a transmitting Gaussian filter was
definitely advantageous.

In the last table of results we notice that the transmitting filter band-
width 2F1 is close to the channel spacing 1fi -f2 I , and consequently the
power fed from one sending filter to a neighboring sending filter may
be too large. To reduce this waste of power it is advisable to redesign
the system, adopting a value ofµ different from the "optimum," for
example, µ = 1.1. We shall see that because of the flatness of dashed
line in Fig. 3, the increase in channel spacing is small.

Following the instructions of the first example,

T ft 22T -f2i - 1.25
1

+ (Tf,./2T)
1.37,

4TF2 = 0.98,

-f21 - 1.4,
2F2
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and

2Tr 2T 2F1 2F2 I fl -
(mi.isec) (mAsec) (mc) (mc) (mc)

0 5 216 196 274

2.08 4.16 260 236 329

Comparing this table of results with the previous one, we notice that
for all sampling times the sending filter bandwidth has been substantially
reduced, by approximately 16 per cent, at the expense of an increase in
the receiving bandwidth of 9 per cent, and a very small increase of chan-
nel spacing of 1 per cent.

The bad influence of long sampling time can be appreciated by com-
paring the results in the first line in the table of the first example with
the last line in the table of the last example. Both systems have equal
input pulse widths of 4.16 millimicroseconds, but they have different
sampling times, zero and 2.08 respectively. The differences between
these two systems can be qualitatively justified by analyzing the neces-
sary changes to pass from the first to the second. By increasing the
sampling time, the time crosstalk increases, and, in order to maintain
it at 30 db, the sending and receiving filters must be broadened 12 and
33 per cent, respectively. This bandwidth broadening increases the
overlapping of transfer characteristics of neighboring channels, and
therefore the frequency crosstalk goes up. To reduce it to the original
level, 27 db, the channel spacing must increase 16 per cent.

IV. CONCLUSIONS

Considering only time and frequency crosstalk, Figs. 3 through 8
allow one to design the transmitting and receiving filters of adjacent
PCM channels capable of minimizing the product of time occupancy and
frequency occupancy.

In general, the transmitting and receiving filters should be Gaussian
and approximately maximally flat (three cavities) respectively. The
sloping side of the first filter contribute towards high pulse -repetition
frequency, and the steep sides of the second filter contributes toward
narrow channel spacing.

If the input pulses are broad, it is slightly advantageous to use approx-
imately maximally flat filters (three cavities) in the transmitting end
also. Naturally, sampling time should be as short as possible.

One set of typical results is for
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pulse repetition frequency = 160 mc,
input. Gaussian pulse width (at 8.686 db) = 4 mgsec,

sampling time = 1 moec,
Gaussian transmitting filter ^ 250 mc wide, at 3 db,

approximately maximally flat (three -cavity) receiving filter
-.)200 mc wide, at 3 db,

channel spacing = mc.

APPENDIX A

Summation of Two Displaced Gaussian Functions

The summation of two equal Gaussian curves 2FG wide at 8.686 db
and displaced Fd and -Fd from the origin is

[(f-Fo1F012 euf+P1)1F012

Normalizing the ordinate at f = 0 to unity, the summation becomes

e-[(f-FolF012 euf+FolF0i2
Y -

which can be rewritten,

2e-(Fd/F02

Y = e-a(f1 P)2 cosh mf/F, (1)

where ±F are the values of f at which Y = 1/1/2 (3 db),

(1;0)

2F Fd

a

Fa

Then a and m are related by the equation

'N/§ Ca cosh m = 1.

(2)

( 3 )

(4)

From (1) and (4) it follows that once 2F, the 3db width of the curve
Y is given, the shape of it depends exclusively in the parameter a. For

a = 0.346

the Gaussian function, plotted in Fig. 1 as

Y = e-0.346(f/ IO2

is obtained.

(5)

(6)
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For the particular value

a = 1.3, (7)

Y = e-1."11" cosh 1.61 (I-) (8)

This function is also plotted in Fig. 1, together with the amplitude
response

[1 +

of a third -order maximally flat filter,5 2F wide at 3 db and centered at
f = 0. These two curves are very similar except for the argument f/F >
2 (ordinates below 20 db), and consequently filters with these transfer
characteristics are interchangeable as long as the tails are not important.

APPENDIX B

Gaussian Pulse Through Two Filters

Assume a Gaussian RF pulse of duration 2T measured at 8.686 db,
and carrier fi ,

i(t) = 1 e_0/712
cos 27-9.

-/TrT
(9)

Its Fourier transform is
e-hrT(f+fi)12). (10)g( f) = e-i2"`i(t) dt = 1(e-1"T(f-f')12

Passing this pulse through two filters with transfer frequency charac-
teristics Y1( If' - ) and Y2 (I fl - 12), the output signal is

f ei2r f 1 y 1( I f I - 2(e(t) = (11)J - h)g( is) df.

Substituting g(f) from (10) into (11) and changing variables, one
obtains

el2r f,t
e(t) - )"i( + - MY2( f2)

e-i2rf it °

2
j 171(1.f - - f1)172( -

e-01712
t

- f2)

 C
-(rf T)2 +i2rf t

(12)
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and since the terms are complex conjugate,

e(t) = Re ei21"f Y1( I f + fl l - 11)

The envelope is

E(t) =

 Y2( I f - f2)e-(a17)2-1-i2.11

)7 1( DY2( + - f2)e-(7f T)2+127rf
(If

--f

171( -f - 2f1)Y2(-f -fl - f2)e-wT)2±i2711` df

Since there are many RF cycles in the pulse fiT >> 1, the second integral
is negligible and

969

( 13 )

( 14 )

E(t) y,(f)y,(f ±I, -f2)e(7117)2-1427ft df (15)

Furthermore, if the transfer characteristics of the filters are displaced
Gaussians, (1), the envelope of the output pulse becomes

E(t) = 1.

F
df

2

,

which can be normalized to Eo(0), the output at the instant t = 0
through two filters centered at the same frequency, fi = f2 . Then,

E(t)

(16)

e-a(fIF1)2-bRI-1-f1-i2)1P21-(,rT)2+12rf t cosh mf
Pi

 cosh n

E0(0) (17)

fc° e-a(IIF 02-bICI411-12)/ F212-
wf "2+ i2'rf cosh mf cosh n f +11 f2 f

p-71 F2

I. e-au/Po-au/F.02-w T) 2 mf ofcosh
F1

cosh -df
F2

Performing the integrations,

E(t) e-4p2bB(1+aA2)-Bwro

Eo(0) 4 cosh inznAuel2B

I 6
BI2np(14-nA2)-2nabpA2 +i(m + ng) A(11 T) -1-m nizA212]

el31-2nP(1-FaA2)-2mbp.42 -1-i(m-np)A(tIT)-m niiA2 /21

ell( -2 nP(1-i-aA2)-1-27nbpA2-i(nal-np)A0171-FmnµA212]

eBI-1-2nP(1-1-aA2)+2mbpA2-i(na-np)A(tIT)-InntiA2121
I

(18)



970 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1961

in which,

f f21
P

2F2

F1
= y2,

k -
F22'

1 4

irF1T rk1/1 + 122

4 TF1F2

B - 1

1 + A2(a NO)*

If both filters are centered at the same frequency, p = 0, the normalized
output pulse (18) becomes

lio(t) e-B(0712

Eo(0) 2 cosh imnitiA2B

.[ eininpA 28 cos (m nµ) AB
t

e "A2B cos (m - nati)ilB -Ti.

It also follows from (17) that the maximum amplitude transmitted
through the two filters centered at different frequencies occurs at t = 0,
and that its normalized value at I = 0 derived from (18) is

E(0) e-4p2bB (1+a A 2)

E0(0) 2 cosh imnp,A2B

felm""A2B cosh 2pB[n A2(na - mb)] e-4"A2B

 cosh 2pB[n A2(na mb)]} .
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