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The methods used to perform the switching functions of the Bell System
have been developed under the fundamental assumption that the holding
time of the completed call is long compared to the time needed to set up
the call. In considering certain forms of communication with and among
compulers the possibility arises that a message, with its destination at
its head might thread its way through a communication network without
awaiting the physical realization of a complete dedicated path before
beginning on its journey. One such scheme has been proposed by J. K. Pierce
and may be called “loop switching.” We imagine subscribers, perhaps
best thought of as computer terminals or other dala generating devices,
on one-way loops. These “local” loops are connected by various switching
points to one another as well as to other “regional” loops which are in
turn connected to one another as well as to a ‘“national” loop. If a message
from one loop is destined for a subscriber on another loop it proceeds
around the originating loop to a suilable swilching point where it may
choose to enter a different loop, this process continuing until the message
reaches its destination. The question naturally comes up, how the message
is to know which sequence of loops to follow. It would be desirable for the
equipment at each junction to be able to apply a simple test to the destination
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address at the head of the message which would determine which choice
the message should make at that junction.

In this paper we propose a method of addressing the loops which has
several attractive features:

(7) It permits an extremely simple routing strategy to be used by the
messages in reaching their destinations.
(17) By wusing this strategy, a message will always lake the shortest
possible path between any two local loops in the same region.
(212) The method of addressing applies to any collection of loops, no
matter how complex their interconnections.

The addressing scheme we propose will be applied primarily to local
loops where the mutual interconnections may be quite varied. If a certain
amount of hierarchical structure is introduced into the regional and national
loop structure, as suggested by J. R. Pierce," it is possible to achieve
addressings which are both compact and quite efficient.

I. INTRODUCTION

The methods used to perform the switching functions of the Bell
System have been developed under the fundamental assumption that the
holding time of the completed call is long compared to the time to set
up the call. It is thus sensible to hold portions of a route while the
attempt is made to establish the connection. In considering certain
forms of communication with and among computers, as well as the
consideration of many schemes for time division switching, the
possibility arises that a message, with its destination at its head, might
thread its way through a communication network without awaiting the
physical realization of a complete dedicated path before beginning on its
journey.

One such scheme has been proposed by J. R. Pierce,' and may be
called “loop switching.” We imagine subscribers, perhaps best thought
of as computer terminals or other data generating devices, on one-way
loops. If a meassage is destined for a subscriber on another loop it
proceeds around the originating loop to a suitable switching point where
it may choose to enter a different loop and continue the process until
it reaches its destination.

The question now comes up, how the message is to know which se-
quence of loops to follow. A sufficiently complicated memory in the
originating loop might, of course, look up an appropriate route, and then
attempt to seize a complete path; but this is the old and perhaps in-
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appropriate solution. It would be more convenient and sometimes
preferable if the equipment at each junction could apply some simple
test to the destination address at the head of the message which would
determine which choice the message should make at that junction.

In the nation-wide loop switching system as conceived by Pierce, we
can envisage local loops, regional loops, and a national loop. The simplest
imaginable structure is one in which each local loop has an interchange
only with its regional loop and with no other loop; similarly each regional
loop interchanges with the national loop and otherwise only with its
local loops. How does it work? Suppose that a message originates in local
loop X, and has its destination in local loop ¥, where X and ¥ may or
may not be identical. When the message comes to the interchange
between X and X’s regional loop, it exits onto the regional loop if and
only if ¥ # X. It later exits onto the national loop if Y’s region is
different from X’s region; otherwise the message stays on X’s regional
loop until it reaches Y. Therefore what should addresses look like? We
see that if a portion of the loop address represents the regional loop, and
another portion the local loop, routing decisions will be made on the
basis of identity or nonidentity of certain portions of the sending and
the receiving addresses.

The loop configuration just described is perhaps too special to be
practical. For example, it provides for no alternate routing, and for no
special direct connections between two local loops with high mutual
traffic. Pierce has shown how each of these difficulties can, to some
extent, be alleviated. There remain, however, the further problems of
the configuration of local loops belonging to a given region, and of the
configuration of regional loops themselves. It is quite likely that the
local loops attached to a given regional loop have many mutual switching
points among themselves, so that calls within one region are not normally
expected to use the regional loop. How should we address such local
loops so as to make routing easy? Much of the rest of this paper will
be devoted to this problem. We shall, in this and the next two sections,
speak of “loops” generally, but mean a system of local loops as the most
likely realization. We note in passing that a completely general national
configuration of loops on which no hierarchical structure has been
imposed will have the same addressing problem—but probably a much
larger number of loops. We return to the hierarchical situation in Section
IV.

In some very simple arrangements of loops it is easy to see how
addressing might successfully be accomplished. Consider, for example,
Fig. 1 showing four loops which touch as if they were circles of radius 3 at
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Fig. 1—Simple arrangement of loops.

the vertices of the unit square. If the address of each loop were just the
two-digit numeral #j, 7, j = 0 or 1, representing the coordinates of its
center, then routing could be done in the following extremely simple
manner: at each junction, go into the new loop if this decreases the
Hamming distance® between where you are and your destination. If it
doesn’t decrease the Hamming distance, don’t go. Thus, if you wish to go
from loop 10 to loop 11 then the Hamming distance is 1. You will not
take the exit from 10 to 00 if you reach it first, for this increases rather
than decreases the Hamming distance. You will, however, exit into 11
when you reach that junction. To go from 10 to 01 either exit, to 00 or to
11, improves the Hamming distance and either routine is equally good.

A simple potential routing scheme can thus be deseribed as follows.
Each loop has a binary address, n bits long. You make an exit from one
loop to another if and only if it decreases the Hamming distance between
where you are and where you want to go. If several exits do the same job
then each one must lead to an equally short optimal path from sending
loop to receiving loop. Furthermore, the number of loops traversed
should, if possible, be exactly the Hamming distance between sender and
receiver, with each transfer decreasing the distance from the receiver by
exactly 1.

Can such an addressing scheme be devised for every collection of loops
with whatever adjacency structure? A little reflection shows that there
will certainly be difficulties. Let’s think of the collection of loops ab-
stractly as a graph, with each loop a vertex, and two vertices connected
if and only if the two loops have a mutual transfer point. Thus, the
graph of the previous example is as shown on Fig. 2. We have numbered
each vertex with a pair of binary digits so that adjacent vertices differ
in exactly one position, the number of edges required to pass from one
point to another is exactly the Hamming distance between the cor-
responding numberings, and all shortest paths between two points are
achieved by following routes of decreasing Hamming distance to the
destination. Another example (Fig. 3): if we wanted a collection of six

* The Hamming distance between two n-place binary numbers is the number of
places in which they differ.
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Fig. 2—Graph of Fig. 1.

loops arranged cyclically we could use the numbering 000, 100, 101, 111,
011, and 010. We see that we are looking for a closed path on the 3-
dimensional cube with the additional property that two points are
exactly as far apart in Hamming distance as the number of edges to be
traversed between them —otherwise, the routing logic would be ruined.
Thus we can use the realization for a cycle of six loops shown in Fig. 4a.
The realization shown in Fig. 4b, however, would not be a valid solution.
In this latter picture, 100 and 110 have Hamming distance 1 and there-
fore should be directly connected. The path between them, however, has
length 3, the first link out increases rather than decreases Hamming
distance, and therefore would not represent a useful addressing scheme.

We thus see a difficulty caused by points coming too close together on
the cube for the addressing scheme to work, but there are even deeper
difficulties. Suppose we wish to construct an addressing scheme for a
system consisting of three pairwise adjacent loops (see Fig. 5). This can
never be drawn on a cube of any dimension. For any closed path of
edges on a cube has even length, and 3 is odd. Is the scheme therefore
kaput?

Not quite. We can still imagine the 3-cycle embedded on a cube in an
appropriate dimension (in this case a square) if we are willing to gen-
eralize what we mean. We shall attach to A the code 00, B the code 10,
and to C both 11 and 01. We shall denote the pair 11 and 01 by the
symbol d1, where d means “don’t care.” Hamming distance between two
n-tuples of 0’s ,1’s, or d’s is computed by crediting 1 for every position at

Fig. 3—Cyeclic arrangement of six loops.
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Fig. 4—Realizations for a cycle of six loops: (a) a valid solution; (b) not a valid
solution.

which one n-tuple has a 0 and the other a 1, and 0 for every other
position. Thus, the Hamming distance between 01d1d0 and 11d010 is 2,
with the contributions coming from the first and fourth positions. With
this convention, the Hamming distance between any two of the three
addresses 00, 10, and d1 is certainly 1, and correct routing still consists
exactly of decreasing by 1 the Hamming distance at each junction at
which a transfer is made.

We now have a number of fundamental questions to answer. Can
every collection of loops be numbered by assigning to each loop an address
consisting of a sequence of 0’s, 1’s, and d’s? We require that every
shortest route between two loops can be found automatically by moving
from a loop to an adjacent one if and only if this decreases the Hamming
distance to the final destination by 1. How many bits long would such
an address have to be? Let’s state right away the fundamental theorem
of this paper: Every collection of » loops, with maximum distance s
between any two loops, can indeed be realized by giving each loop an
address of no more than s(n — 1) 0’s, 1’s, or d’s. In fact, we know of no
example where more than (n — 1) “bits” are needed, and we shall give
a construction that has found addresses no more than n — 1 bits long
in every case on which it has been tried. The construction, however, is
not quite an algorithm and we do not have a proof that it can always be
done with as few as n — 1 bits.

WITH ABSTRACT GRAPH

A B

Fig. 5—Three pairwise adjacent loops.
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How is this routing algorithm going to work in practice? Here we have
only the very earliest and simplest suggestions. The basic idea of the
scheme is to obtain the greatest possible simplicity of routing strategy at
the expense of the length of the loop address. Thus, for example, you
could physically realize addresses consisting of 0’s, 1’s, and d’s by
encoding 0 as 00, 1 as 01, and d as either 10 or 11. The logic then says:
If the 2k — 1st digit of both addresses is 0 then compute the Hamming
distance between the 2kth digits. If the 2k — 1st digit of either address
is 1, ignore it. Add up over all k, and see if going into the new loop
decreases Hamming distance to the destination. This could be very easy
to mechanize; the arbitrary bit following a 1 in an odd position could be
used for parity checks or other purposes.

It is not immediately clear who assigns the loop address to an in-
dividual message. The “phone book” may contain a shorter code that is
translated in the first junction you come to, or the sending computer
itself may use the destination’s correct loop address. This problem is
connected with that of system growth. How many numbers do you have
to change if a loop is added to the system? The consequent desire for a
hierarchical loop address structure is to a large extent fulfillable and will
be discussed in Section IV.

Before we proceed with the general theory, let’s see how a particular
and not so simple example works out. Thus, consider the system of
loops in Tig. 6. The distance between pairs of vertices is given by the
following (symmetric) table:

A B C D E F

A0 2 1 3 1 2
B |2 0 2 1 1 2
Cc |1 2 0 2 1 1
D |3 1 2 0 2 1
E |1 1 1 2 0 2
|2 2 1 1 2 0

We shall assign a sequence of five 0’s, 1’s, and d’s to each vertex in such a
way that the Hamming distance between the 5-tuples corresponding to
two vertices is exactly the distance in the table. One solution, as the
reader should verify, is the following:
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A

WITH ABSTRACT GRAPH

Fig. 6—System of loops.

A—1111d
B—001dd
C—11d0d
D—000d1
E—10dd0
F—010dd

In the sequel, we shall see how such a solution can in fact be found for
every possible system of loops. A really surprising amount of interesting
mathematics seems, at present, to be involved in the problem.

In order to see how a set of satisfactory loop addresses can always be
constructed, let us analyze the previous example in more detail. The first
column of the solution is:

F—0

We see that A, C, and E have the value 1 at this coordinate while B, D,
and F have the value 0. Thus, this coordinate will contribute a 1 to the
Hamming distance from any of ACE to any of BDF. We may denote
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this as ACE X BDF. Therefore, the first column makes the following
contribution to the overall distance matrix.

A B C D E F

A0 1 0 1 0 1
B |1 0 1 0 1 0
c |0 1 0 1 0 1
D|1 0 1 0 1 0
E |0 1 0 1 0 1
F |1 0 1 0 1 0

The second column may be written as ACF X BDE and contributes the
following to the distance matrix.

A B C D E F
A0 1 0 1 1 0
B |1 0 1 0 0 1
c |0 1 0 1 1 0
D|1 0 1 0 0 1
E |1 0 1 0 0 1
F |0 1 0 1 1 0

The first two columns (i.e., coordinates) then contribute the sum of the
previous matrices to the distance matrix.

A B C D

eS|
!

A|O 2 0 2 1 1
B |2 0 2 0 1 1
cC |0 2 0 2 1 1
D |2 0 2 0 1 1
E |1 1 1 1 0 2
F |1 1 1 1 2 0
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The third column is:

It will contribute 1 between A or B and D or F. Since C and E have the
third coordinate value d, it cannot contribute to the Hamming distance
from C or E to any other point. We can write AB X DF and obtain the
following contribution to the distance matrix:

O Q &

&

F

A B C D E F
0 0 0 1 0 1
0 0 0 1 0 1
0 0 0 0 0 0
1 1 0 0 0 0
0 0 0 0 0 0
1 1 0 0 0 0

The first three columns (coordinates) thus contribute the following to the

distance matrix:

O Q %

N

F

A B C¢C D E F
o 2 0 3 1 2
2 0 2 1 1 2
o 2 0 2 1 1
3 1 2 0 1 1
1 1 1 1 0 2
2 2 1 1 2 0
D X E respectively. If the cor-

The last two columns are 4 X C and
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responding 1’s are added to the distance matrix, we obtain the matrix of
our example. We see, therefore, that we can think of the distance matrix
for our example as generated by the sum of the products ACE X BDF,
ACF X BDE,AB X DF, A X C, D X E. Notice that in each product we
assign a 0 to each element of one multiplier, a 1 to each element of the
other, and a d to any possible multiplier which does not occur. Which set
you make 0 and which set you make 1 does not matter. If we carry this
out we obtain the coordinates for A through F given previously.

The same mathematics works in general. Take the system of loops for
which we wish to find an addressing scheme, and find the abstract graph
in which each loop represents a vertex and two vertices are connected if
and only if the loops touch. Now write down the (symmetric) distance
matrix for this graph. If the vertices of the graph are 4., 4,, -+ , 4,,
and the Hamming distance between A; and A; is d;, then we may take
d,; copies of A; X A; and then sum over all 7 and j. The contribution to
the address of each A, will be d;; coordinates 1 to A;, 0 to 4;, and d to all
other vertices. Therefore, the total contribution to the distance matrix
will be d;; in the (¢, j) position, and O everywhere else. Thus, the re-
sulting complete set of coordinates for the A, will consist of 0's, 1’s,
and d’s caleulated from each necessary copy of each 4; X A; and will
produce the desired distance matrix.

This proves that the addressing scheme is always possible, but we have
used a ridiculously large number of coordinates, perhaps

snn — 1)
2

where s is the largest point-to-point distance in the distance matrix. We
can save a factor n/2 if we take

AIX(AzyAfIy"')An)
+Al X (Al'nrAl'a y T )Ail.)+ Al X (Ai: g =8 8 -Aik,)+ e
where 4, , --+ A, are all those vertices for which d, ;, = 2, A, -

A;,, are all those vertices for which d, ;, = 3, etc. We then repeat
for A, X (A;, --- A,) -+, and so on up to d,_, ., copies of 4,_, X A, .
This time we have at most s(n — 1) products, and therefore have
found a set of at most s(n — 1) coordinates for the A; such that loop
addressing will work in the desired way. We have proved:

Theorem 1: Given any system of n loops so that the maximum distance
between any two loops s s, a system of addresses such that every minimal
path between loops is obtained by switching lo an adjacent loop if and only if
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the Hamming distance to the destination is decreased by 1 can always be
found. The length of each address can be taken to be no more than s(n — 1).

Let us remark right away that we believe the right answer to be
(n — 1) rather than s(n — 1). We have no proof and we have no counter-
examples. We will, however, prove the following theorems in the sequel.

Theorem 2: If the abstract graph of the loop system s the complete graph
on n vertices, then addresses of length (n — 1) are best possible.

Theorem 3: If the abstract graph of the loop system is a lree on n vertices,
addresses of length (n — 1) are best possible.

Theorem J4: If the abstract graph of the loop system is a cycle of length n,
then addresses of length n/2 are best possible if n is even, and addresses
of length (n — 1) are best possible if n 7s odd.

II. MATHEMATICAL DEVELOPMENT

Let us summarize what we have proven so far. Let (d,;) be the distance
matrix of the abstract graph G with vertices A;. Let

N(@)

“Z; (Aigs 0 A X Byas 200 Agays,) ¢y
represent the graph (7 in the sense that A; and A; appear on opposite
sides of products exactly d,; times. The number of coordinates which we
must assign to each vertex of ¢ is the minimum of N(G) over all de-
compositions that satisfy the above conditions.

The problem is equivalent to a problem in quadratic forms. Write

Z dijxx;

1sisisn
— Zl (:l:;a.x + v + xia.uq)(xia.l + e + xiu""). (2)

Since d;; = 0, no single z; can appear in both factors of any single
product. The equivalence is immediate since either decomposition will
immediately yield the other. Our problem then is to find the minimum
number N for any given quadratic form whose coefficients d,; are the
distance matrix of a graph. We shall prove the following lemma due to
H. S. Witsenhausen.

Lemma 1: Let n., n_ be respectively the number of sirictly positive and
strictly negative eignevalues of the distance matrix (d;;). Then

N = max (n,,n).
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Proof: Let Q(z,, -+ , z,) denote the quadratic form D igisian GaiRids,
As we have seen, the existence of a length k addressing of 7 is equivalent
to the existence of a decomposition of @ into the sum of k products of the
form (z,, + -+ + @,)(x;, + -+ + x;,). But we see that

k
Q= E @i + o= F Tieorin) Ean F =¥ F 'viu.a(u))

us=1

k
S t@i F o F T F T o F i)’

W |

= (xfu.\ + LS + Tiv,etwy — Tjuy — °°° — wiu.n(u))zl

so that we have represented Q as a sum of k squares minus another sum of
k squares. However, it is an easy consequence of the theory of quadratic
forms (cf. Ref. 2) that for any representation of € as a sum of p squares
minus a sum of ¢ squares, we must have

p = index Q = n, ,
g = rank Q — index @ = n_.

Therefore, k = max (n., n-) and the lemma is proved. For most simple
examples equality seems to hold in the above lemma. However, most
unfortunately, in general N % max (n,, n-). For the graph given in
Fig. 7, we have n, = 1, n_ = 5, but a computer search of possible
decompositions has shown N = 6.

Lemma 1 is strong enough to settle the best N in many cases. In
preparation let us prove Lemma 2, due to E. N. Gilbert.

Lemma 2: If the n X n distance matriz (d;;) is cyclic (meaning d.; =
a(j — 1) mod n), then the eigenvalues of (d.;) are the values of

P() = E a

at each nth root of unity.

O

Fig. 7—Graph for Lemma 1.
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Proof of Lemma 2: Let the cyclic matrix M be

Gy A - Qu
M = Qp-y Qg **° Qpeo <
@ @ @y

If we try an eigenvector of the form

1
2
. )
zn—l
then
1 a + az + -+ a2’
ulz |2 (@ Faet o+ Bno? |
2 @+ az+ 0+ e
If 2" = 1, then the latter matrix equals
1
(ao +az+ - + an—lzn—l) z
n—1
Thus the values of ay + @,z + + -+ + a,-,2"" " if 2" = 1 are eigenvalues of

the matrix M. Since they are n in number, and since 3/ has only n
eigenvalues, they are all the eigenvalues of M.

Theorems 2, 3, and 4 may now be proved by using these lemmas. Let
us prove a statement equivalent to:

Theorem 2: If G 1is the complete graph* on n vertices, then N(G) = n — 1.

Proof: For this graph, d;; = 1,1 £ 7 < j £ n. The corresponding
quadratic form is

n—1

Z XX,

15i<jsn

*i.e., any two vertices of G are joined by an edge.



LOOP SWITCHING 2509

which is equal to
n—1

Z .l‘.(-l'.‘+) + e + -1:,.).

i=1
Hence N(G) < n — 1. To obtain an inequality in the opposite direction,
we examine the eigenvalues of the (d;;) matrix. By Lemma 2, they are
the values of

Pe)=z+2+ -+
when z"=1. But P(z)=[z(z""'—1)/(z—1)], so that if z"=1 and 251,

P(z) = —=1.Ifz=1,P(z) = (n — 1). Hence n. = 1, n_ = (n — 1), and,
by Lemma 1, N(G) = n — 1. Hence N(G) = n — 1.

Theorem 3: If the graph G is a tree* with n vertices, then N(G) = n — 1.

Proof: We first examine the distance matrix D, for a tree with n vertices.
Consider a terminal vertex v;, i.e., a vertex which is distance 1 from
just one other vertex, say »;. By a suitable relabeling we can assume 7 = n
and j = n — 1.t Thus, d,, = 1 + d,-y s for 1 £ k < n — 1. Hence,
the matrix D, has the form

0 da -~ dhpa 14l

dya 0 - daer 14 donss
D.=| : I :
B e 0 1

L1 + diuy 1 0o

We wish to evaluate the determinant det (D,) of D, . Certainly we
can subtract column n — 1 from column n and row n — 1 from row n
of D, without changing det (D,). This leaves us with a matrix D,
with the form

- —

0 v dy— 1

1

Di=| S
dyyy oos e 1

L1 1 —2]

* i.e., G is connected and has no cycles.

t We have chosen j = n — 1 to simplify the exposition of the first part of the
proof. In fact, any j, 1 £ j < n — 1, is acceptable. This generality is required later
in the proof.
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But, we now imagine removing the vertex », from G, forming a tree
G,.-, with n — 1 vertices. The interpoint distances in G, are given
exactly by the upper-left (n — 1)-by-(n — 1) submatrix of D, . As
before, we can suitably relabel the vertices of G,-, so that v, is a
terminal vertex adjacent only to v,_, . The corresponding rearranged
matrix D!’ now has the form

[0 dio 0 iz 14 dis 1]

dya 0 -+ dys 14doo 1

D = . . . .
s e 0 : 1

T 4 i e 1 0 1

L1 S | 1 —2

By subtracting column n — 2 from column n — 1 and row n — 2 from
row n — 1 we obtain

[0 d. -+ dwo 1 1

da 0 cov dyy 11
D! = : : > .

diszs daieg 50 0 1

1 1 s 1 =2 @B

1 1 e 1 0 —2]

It is not difficult to see that this process can be continued until we
reach the matrix

o 1 1 1 11
1 -2 0 0 0 0
1 0 -2 0 0 0
Dr=|1 0 o0 -2 0o 0
1 0 0 0 -~ —2 0
1 0 0 0 .- 0 —2

The first (surprising) conclusion we draw is that det (D,) depends
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only on the number of vertices n and not on the structure of the tree G.
By expanding det (D*) along the last column it is easy to get the
recurrence

D“ = (_l)n—l.zn—z = 2D"_l y Dl = 0, ‘D2 = —1
from which it follows that
D" = (_l)n—l(n _ 1)271—2’ n g 1.

We next note that if we relabel the vertices of G, according to the
relabeling used to get the matrix D*, in the corresponding distance
matrix D, (which is a permutation of the original distance matrix D,)
the upper left-hand k-by-k submatrix D, of D, is just the distance
matrix for some k vertex subtree of G. Hence,

det (D) = (=1)*'(k — 1)2*°, k= 1.

Finally, the sequence of determinants
1, det (D,), det (D,), -+ , det (D,) 3)
is just
1,0, —1,4, —12,32, ---, (=1)"'(n — 1)2"™%

Hence, the number of permanences of sign of this sequence (where 0
is fixed as either positive or negative) is just one! By a theorem in
matrix theory (cf. Ref. 2), the number of permanences in sign of the
sequence (3) is exactly the number of positive eigenvalues of D, which
we have seen is just one. Since D, is nonsingular for n = 1, then D,
has no zero eigenvalues and hence, D, must have n — 1 negative eigen-
values. Therefore D, also has n — 1 negative eigenvalues and by
Lemma 1, N(G) =2 n — 1.

The construction which gives N(G) < n — 1 has an easy recursive
definition: Each time we choose the next vertex v; in the tree to assign an
address to,* make sure that it is adjacent to a vertex »; which is already
addressed, and let A (v;) — A (v;) 1 and A (v.) — A (v:) 0 for the previously
addressed vertices (i.e., 1 and 0 are adjoined to the previous addresses).
Thus, after all vertices have been addressed, all addresses will have
length » — 1 and, in fact, no d’s are used. Therefore, N(G) = n — 1
and the theorem is proved.

Theorem 4: If G is a cycle on n vertices, then N(G) = n/2 if n is even and
(n — 1) if n s odd.

* Where we assign 0 to the first vertex and 1 to the second vertex.
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Proof: If n = 2m, then the vertices 4,, --- A,, can be coordinatized as
follows:

A, =@ --1,0--0 if 1Ss<m+1,
Sl

——
a—-1 m—a+1
and
A, =0 ---0,1---1) if m+2=s=2m.
S— " v
a=—m—1 2m—a+1

Clearly d;; = min (| — j|, 2m — |z — j|) is the number of places in which
4A; and A ; differ, and is the correct distance on a cycle. Hence N(G) < m.
On the other hand, d, ,., = m, and hence A, and A4,., must differ in
exactly m coordinates. Therefore there must be at least m coordinates,
and hence N(G) = m. Thus N(G) =
If n = 2m + 1, consider the following addresses:
2m

S
m m
—_—A — A
A, —000---00- - -000
A, —d00---00- - -001

A, —dd0---00---011

A, —ddd---dl---111
A,—1dd---dl---110
Api—dld---dl---100
A,,.+3 —ddl1---d1---000

Ay, —ddd---10- - -000

We see that:
(@) f0=i<jsmd;=j—7
(@) ifm<i=<j=<2md; =7— 71

(#2) if 0 < 7 < mand j = m + s where s > 0, then consider sepa-
rately © > sand 7 < s. If 7 > s then the first m coordinates
contribute 0 and the second m contribute j — 2. If 7 < s the
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first m coordinates contribute 1 and the second m contribute
i+ 2m — j, so that together they give 2m + 1 — j + 7 which
is the correct cyeclic distance.

We thus know that N(G) < 2m.
To prove N(G) = 2m, we use Lemmas 1 and 2.

Ple) =242+ - +m" + m" + (m — 12" -0 + 27,

and we consider z such that 2" = 1.
If 2z, = exp (2wik/2m + 1), then

9 S eos Tk -
P(zk)—2i;jcoszm+l, k=0,1,2, , 2m.

P(1) > 0; we shall prove P(z) < 0 for all other k. We find that if we
define

2. 2w

then
cos —>— — coswx
@ =1 2m 1 "
77 sin i
2m + 1
Therefore
S + sin 7z sin = - . €OS X COS L
) r 2m+ 1 TS+ 1 2m+1 o o 2m+1
g'(x) = 5 z
sin® —=
2m + 1

is w/(2m + 1) times the desired seriesif xis 1,2, - - - 2m. But ¢'(z) < 0at
all of these points. Hence n, = 1,n_ = 2m, and N(G) = 2m by Lemma 1.
The theorem is proved.

I1I. ADDRESSES OF MINIMUM LENGTH

We describe an algorithm which is guaranteed to produce a valid
addressing for any graph (.. This algorithm has always succeeded in
finding an addressing of length < n — 1 for every graph G on n vertices
to which it has been applied. However, no proof that this will always
happen is currently known.

The algorithm proceeds as follows:
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() Number the n vertices of G with integers {1, 2, - -+ , n} so that for
k > 1, the vertex numbered k is adjacent to some vertex with a smaller
number. Since G is connected, this is always possible. Let v(k) denote the
vertex to which % has been assigned.

(7z) Assign the (partial) addresses of 0 to »(1) and 1 to v(2).

(727) In general, suppose we have assigned (partial) addresses to
v(1), v(2), - -, v(k), say, A(z) has been assigned to »(z), so that d;; =
dy(A@), A(G)), 1 £ 7 < j £ k, where dy denotes the Hamming distance
and d,; denotes the distance between v(z) and »(j) in . We next search
for an address A (k + 1)(of the same length as the A (z)) with the property
that max, <, (d; pn — dy(A@), A(k + 1))) = my,, 1s as small as
possible under the constraint

f?»iﬂ (dixer — du(A(2), A(k + 1)) = 0. *)
Of course, we can always find some address which satisfies (*), namely
the all d’s address. Typically we can choose A (k + 1) so that m,,; = 1.
In fact, it is usually possible to do this by choosing A(k + 1) to be a
slightly perturbed copy of some A () where v(l) is adjacent to v(k + 1).
This is intuitively reasonable since in this case |d; x+1 — d;;| £ 1.

After A(k 4 1) has been chosen, we then adjoin m,., symbols to each
of the partial addresses A(z), 1 < 7 < k + 1, as follows. To A(k + 1) we
adjoin m;,, 1's. To A (7) we adjoin my,y — (d; x40 — dy(A(2), A(k + 1)))
d’s and d; 4, — du(A@2), A(k + 1)) 0’s. It is easy to check that for the
new augmented addresses A’(z), 1 < 7 = k + 1, we have

di,j = du(4'G), A’(3), 1 =i<j=sk+1

We continue in this manner until the addressing is completed. By
construction, the terminal addresses will form a valid addressing for G of
length 1 + my + -+ + m,.

As an example, we construct an addressing for the graph in Section I
by this process. In Fig. 8 we show this graph with a particular “adjacent-
numbering”’ chosen and also the distance matrix for the graph.

We start with

vertex address

1—0
2—1

Adjoining vertex 3, we see that any partial address of length one will
give my = 1. We choose 0.
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1 1 2 3 4 5 6
1 0 1 1 2 3 2
2 | [e] 1 2 2 1
2 3
3 1 I o] 1 2|2
4 |2 |2 | 0 1 2
6 4
5 3|2 2 | o] 1
6 2 1 2 2 1 o]
5
D= (djj)

Fig. 8—Addressing example.

vertex address
1—0
2—1
3—0
We next adjoin m; = 1 1's to A(3) and augment A(1) and A(2) ac-
cordingly.
vertex address
1—00
2—1d
3—01
Now adjoin vertex 4, choose partial address 01, calculate that m, = 1,
and augment the partial addresses accordingly.

vertex address

1—000
2—1d0
3—010
4—011
Continue this for two more steps. Each time m;, = 1.
vertex address vertex address
1—0000 1—0000d
2—1d0d 2—1d0dd
3—0100 3—0100d
4—0110 4—01100
5—0111 5—0111d

6—1d1d1
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The last array gives a length 5 addressing for . Of course, different
partial addresses or a different initial vertex numbering will result in
different addressings for G.

As we have previously stated, we have no general proof that
N(G) £n — 11in all cases although a number of partial results in that
direction have been given as well as a heuristic construction.

IV. ADDRESSING IN RESTRICTED LOOP SYSTEMS

The addressing scheme we have been describing has the very great
power of being able to handle an arbitrary configuration of loops, and to
provide alternate routing in an optimal way without any supervisory
memory. The price we have paid for this generality is in the length of the
address—typically n — 1 “bits’’ for n loops in the simplest encoding—
and in possible complications under system growth. It is clear that if a
new loop is added which greatly shortens the distance between many
pairs of loops, then many addresses may change a good deal. There
would be various ways of handling this, but it is obviously a problem.
It arises essentially because the numbering in its full generality is not
hierarchical.

Typical Bell System loop configurations, as we noted in the intro-
duction, will not be arbitrary collections of loops, but will have a
hierarchical structure.

By correspondingly restricting the allowable adjacency graphs G, it is
possible to modify the routing algorithm and effectively take advantage
of a natural “product”’ construction, as pointed out by J. R. Pierce.' In
this system, as we saw, loops are partitioned into three classes—national,
regional, and local. The address portion of the message is subdivided
into three corresponding portions. The routing algorithm now consists of
three steps: (7) First apply the previous Hamming distance algorithm
to the ‘“national’” portions of the sending and the destination addresses;
(7z) When the distance in 7 becomes zero, then apply the Hamming
distance algorithm to the “regional”’ portions of the addresses; (7:7)
Finally, when the distance in %7 is zero, apply the Hamming distance
algorithm to the ‘““local’”’ portions of the address.

This scheme combines the efficiency of the Hamming distance al-
gorithm with the savings in address lengths resulting from the hierar-
chical structure. As an example, the network in Fig. 9 has 44 local
vertices. For a direct Hamming algorithm addressing we should expect
addresses to have length of around 59. By distinguishing national,
regional, and local loops (capital letters, lower case letters, and integers
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Fig. 9—Network example.

respectively), with a small additional computed cost in routing (several
extra conditional transfers) we can have addresses of length < 11.
For example, let N, R, L denote national, regional, local, respectively.

One possible addressing begins:
N R L

A—(00, 000 --)
B—(01, 000, ---)
C—(10, 000, ---)
D—(11, 000, ---)
a—(00, 001, 000)
b—(00, 010, 000)
¢—(00, 140, 000)
d—(01, 001, 000)
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1—(01, 001, 001)
2—(01, 001, 010)
3—(01, 001, 1d0)

44—(11, 000, 001)

Moreover, to add additional local stations to a regional station it is a
very simple matter to modify just the neighboring local addresses to
obtain a correct addressing for the augmented network.

The restriction on local loops in the above addressing is that each one
must interchange directly with one and only one regional loop. If a local
loop meets no regional loop directly, but only other local loops, then the
addressing must make special provision for routing calls to other regions
properly. If a local loop meets more than one regional loop—really a
violation of the hierarchical concept—then routing becomes more
difficult, and must assure that a call to a different region exits the local
loop properly. As J. R. Pierce has pointed out,' a special trunk loop
connecting a local loop in one region to a local loop in another (i.e., a
preferred alternate route in a special case to the national loop) is no
problem. The exit from the local loop is just before the regional inter-
change, and the entrance to the local loop just after. Exit is made only if
the total loop address matches exactly. Alternate routes more generally
are perhaps most easily provided by duplicating portions of regional or
natural loops.

V. SOME VARIANTS OF THE ADDRESSING PROBLEM

The purpose of this section is to record very briefly some other
alternatives that have been considered.

(7) We have required that in every alternate route between the loops,
Hamming distance decrease by exactly 1 at each transfer. One could
consider the alternate problem in which any exit which decreases
Hamming distance is valid—even if it decreases it by more than 1. Under
special conditions, this can lead to shorter addresses, but we do not
have a solution for this alternate problem.

(77) Since the introduction of d’s causes some complication of the
address codes, it is interesting to consider the possibility of getting rid of
them. They arose originally because of the need for odd cycles, as in the
case of a 3-cycle. One way out of this example would be to double all the
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distances. If these vertices were located at 000, 110, and 101 respectively,
the Hamming distance between any pair is two, and correct routing
would be possible without any d’s in the addresses.

Unfortunately, this technique of doubling all the distances to get rid
of d’s does not generalize. Consider the graph in Fig. 10a. We double all

C D & D E

(a) (b)

A B A B
Fig. 10—Graphs to illustrate one variant of the addressing problem.

distances, so that AB = AC = AD = BC = BD = 2,CD = 4. Then
A=00---,B=11---, where the coordinates are identical from the
third onward. Now C must differ from each of A and B by 2. It therefore
must differ in one of the first two columns, and in one other, say the
third. Thus, we may assume 4 =000 --- ,B =110 --- ,(C =101 -- -,
where the coordinates are identical from the fourth onward. D must also
differ in exactly two places from A and B and in four places from C.
Hence A = 0000 --- ,B = 1100 ---,C = 1010 --- , D = 0101 --- .

So far so good. If we now require yet another point E (Fig. 10b) such
that EA = EB = 2, EC = ED = 4, we have no possible coordinates for
E left. E’s address must begin with 01 or 10 in order to differ from A
and B by equal amounts, say with 10. To differ from C' and D by equal
amounts the first four coordinates must be 1001. But it now differs
from A and B by 2 and from C and D by 2; no additional coordinates can
make EC = ED = 4 without destroying EA = EB = 2. Thus doubling
distances will not get rid of d’s. ¥

Similar arguments show that even if we are allowed to multiply all
distances by a fixed number m > 2, we still cannot get along without d’s.
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Heavy Traffic Characteristics of
a Circular Data Network
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Traffic behavior in the Pierce loop for data transmission is studied
under assumptions of heavy loading. A deterministic mathematical model
for describing traffic flows is developed and analyzed. The mathematical
problem is of a linear complementarity type which has not been dealt
with in the literature of mathematical programming. An effective procedure,
the load-and-shift algorithm, for determining traffic flows is proposed.
The procedure yields all feasible solutions for traffic flows and reveals
the possibility of stations grouping into dominating classes and preventing
other stations from using the system. This property, which can be eliminated
by exercising appropriate control, also may affect the stochastic behavior
of the system when heavy traffic conditions do not prevail and therefore
deserves careful investigation. The paper includes two numerical examples
tllustrating use of the load-and-shift algorithm and numerical results
from a simulation showing some of the effects of dominating classes when
heavy traffic conditions do not prevail.

I. INTRODUCTION

The concept of a loop network for data transmission has been proposed
recently by J. R. Pierce.' In such a network the stations are connected
to a closed loop main line on which one-way traffic is allowed. A message
to be delivered from one station to another is arranged, at the sending
station, into standard packets each carrying the address of the receiving
station. These packets are then delivered onto the main line, one at a
time, where they flow around in the allowed traffic direction. The address
of each packet is checked at each station on the way until it reaches
the receiving station where it is removed from the main line. Traffic
on the main line cannot be delayed; therefore, a station can deliver
a packet onto the main circular line only when permitted by the existence
of a gap in traffic or when receiving a packet from the main line. Principal
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features of the system may be explained with the aid of the four-
station network shown schematically in Fig. 1.

The four-armed structure revolves around the central axis and stops
briefly every time the four packet-carrying compartments at the ends
of the arms are aligned with the four stations. During such a stop
each station is able to check the content of the aligned compartment.
If the compartment is empty, the station can load it with a packet.
If there is a packet in the compartment, it will not be removed unless
it is addressed to the said station, in which case the station is permitted
to load the compartment again after unloading it. A Pierce loop can
be represented by the mechanical analog structure shown in Fig. 1;
however, the number of revolving arms in the structure is not neces-
sarily equal to the number of stations in the loop. Rather, the number
of arms is determined by the “loop time’’ of the system (the time needed
for a bit to complete one round on the loop). Significance of the loop
time is discussed in more detail in Section V.

In the Pierce loop it is currently assumed that no outside control
is applied and each station strives to send its messages at the earliest.
Therefore, a station will never miss the opportunity to load a compart-
ment unless there are no messages waiting for delivery at the station.

This paper presents a study of the flow characteristics of such a
system in heavy traffic, i.e., when the system is not able to deliver all
messages, and infinite queues build up at some stations. In Section II
the notion of “stable solutions” for the traffic flows is introduced and

STATION
3
-~
STATION IB [ STATION
4 ] \y L 2

STATION
1

Fig. 1—A schematic description of a four-station Pierce loop.
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formulated mathematically. The case of a totally saturated system is
analyzed in Section III where the basis is laid for the mathematical
development of the load-and-shift algorithm given in Section IV. A
detailed description of a Pierce loop for data transmission is given in
Section V where the alternating priorities effect due to dominating
classes of stations is studied by simulation. This section also discusses
the important aspect of the order of stations in the loop. Readers not
interested in the mathematical elaborations may skip Section IV.

II. MATHEMATICAL FORMULATION

We assume that the flow direction on the main cireular line is counter-
clockwise. There are n stations, connected to the main line, numbered
from 1 to n in counterclockwise increasing order. The segment of main
line between the 7th and the (z + 1)th station,z = 1,2, -+, n — 1,
is called the 7th branch. Similarly, the nth branch is the segment be-
tween station n and station 1. Let p,; be the proportion of flow (packets)
emerging from station ¢ and destined for station j.

?:,: pi; = 1. (1
The n X n square matrix P = {p;;} possesses all the properties of a
stochastic matrix. Note, however, that the elements of P are not
necessarily probabilities.

The demand at station 7 is given by \; which is the average amount
of flow (packets per time unit) generated at the station. The capacity
of each branch equals 1, that is, each branch is capable of carrying
a maximum flow of one unit. In the schematic description given in
Fig. 1 assume that one full revolution takes four time units (in general
it will take the number of time units equal to the number of arms)
The capacity of each branch will then be one packet per time unit.

The average flow emerging from station ¢ will be denoted by z;
and the average flow in branch 7 by p; . Clearly

022, =N\, =12, ,1m (2)
and
0p, =1 i1=1,2, - n (3)

Let a;; be the proportion of flow emerging from station j and flowing
through branch 7, then

a;; = Z DPik 4)

keSij
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where

li+tit2 o n1,2 ) if j5i
Note that a;_1;—a.;=p;; = 0 for all j # 7 where 7—1 is defined to equal
nwheni = 1. Forj = 7 we have a;; = 1 and a,_,; = p;; £ 1. In most

reasonable applications p;; = 0.
The average flow in branch ¢ may now be expressed as a linear func-

tiODOfX = (ml,zz, e ,1:,.).
pi = Z Q;;T; é ].. (6)

Every X which is a feasible solution for the average flows must satisfy
relations (2) and (6). The set of all feasible solutions is therefore con-
tained in a convex polyhedral set. A central control could select a
particular solution from this set to suit a given objective.

In the circular network suggested by Pierce, however, there is no
central control. Rather each station is striving to maximize its own
flow onto the main line. For this case we define a stable solution as
a solution from which the system will not depart without outside
intervention. Suppose then that X* is a stable solution. Clearly X*
must satisfy relations (2) and (6) and the additional condition that if
pi = 2., a;x* < 1 then a* = \; . To show that this is a necessary
condition assume that p; < 1 and z* < ), . However, station ¢ strives
to maximize its flow and can increase it as long as 2% < \; and p; < 1.
Therefore, it is not possible that p; < 1 and 2% < X, . This additional
condition is not generally sufficient for assuring that z* is a stable
solution.

Insufficiency is best demonstrated by a simple numerical example.
Suppose n = 4, \; = Ay = Ay = Ay = 2 and

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

It is easy to verify that X° = (0,0, 1, 1) and X = (1, 1, 0, 0) both
satisfy relations (2), (6), and the additional necessary condition as
does X = aX® + (1 — &)X* for 0 = @ < 1. For simplicity we assume
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that the flows generated at the stations are deterministic in nature
and each station generates exactly two packets each time unit.

Suppose now that the system (see Iiig. 1) has one rotating arm only.
In such a case there are only two stable solutions, namely X°, (a = 1)
and X%, (e« = 0). If the system has two rotating arms, an additional
stable solution, « = %, is added. If the system has &k arms, there exist
I + 1 stable solutions, « = m/k, m = 0, 1, --- , k. The system shall
settle for the stable solution « = m/k if at time zero m compartments
contain packets from stations 3 and 4 and £ — m compartments contain
packets from stations 1 and 2. The necessary condition for stability
is also a sufficient condition if the flows generated by the stations
are continuous (as in the case of nonmixable fluids or small particles
such as vehicles and a loop consisting of a pipe or a road). In such a
case the set of feasible solutions is identical to the convex polyhedral
set given by relations (2) and (6).

We wish to find all solutions which satisfy relations (2), (6), and
the necessary stability condition (these will be all the stable solutions
in the case of a system with continuous flows). Our problem can be
redefined as one of finding all feasible solutions to the following set of
equations:

x4+ u = N,
i

Za,«,-.’r,- 4z =1, g = 1090 6 5 B )
1

i=

1\
2
v
£
N
v
=]

wiz; = 0, X

This form resembles a linear complementarity problem,” where u, and
2, are slack variables. A feasible solution to the set of equations (7)
is a basic feasible solution to the set of equations (2) and (6) since at
least n of the variables must equal zero.

III. COMPLETE SATURATION

For sufficiently large values of \; (forexample \; = 1,7 =1,2, - -+, n),
all the branches are saturated and p, = 1,7 = 1, 2, - -+ , n. The set
of equations (7) takes the form

Dayr; =1, 1=1,2, - ,n. (8)
=1

This can be shown to be equivalent to the set of (n 4 1) linear equations.



2526 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1971

x;—Zpi;xi=0, i=1,2,"',n, (Qa)
i=1
Z X; d,' = b. (9b)
i=1

The 7th equation in (9a) is obtainable by subtracting the 7th equation
of set (8) from the (¢ 4+ 1)th equation of set (8). Equation (9b) may
be selected as any linear combination of equations (8). Note that one
equation in (9a) is redundent since Z’;:, p:; = 1 for all 7.

Remark: The physical interpretation of equations (9) is that when
in complete saturation a station is able to deliver only when receiving.
The flow emerging from a given station must equal the flow entering
the station from the main line. This equilibrium relation is expressed
by the n equations of set (92). The (n + 1)th equation, (9b), expresses
the capacity limitation of the branches. If we select d; = D', ai;
we have

; z; d; = n, (10)

where d; is the average number of branches (distance) traveled by a
packet, emerging from station j. Equation (10) states that the average
work (in terms of packets times distance) demanded from the system
per time unit must equal n, since all branches are saturated and each
traverses one packet per time unit. In matrix form we have

X'P = XT,
; x; d; = b, (11)

where X" is the transpose of X, (note that all vectors are defined to
be column vectors).

P is a stochastic matrix and, therefore, the problem represented
by equations (11) strongly resembles one of determining the steady
state probabilities of a finite state space Markov chain. The difference
is that in the Markov chain problem d; = b for all j while in our problem
this is not necessarily so. In the following we shall make use of this
resemblance.

Definitions:

(z) S, shall be used to abbreviate ‘‘station 7.”
(#2) S; is said to be accessible from S; , S; — S; , if there exists a
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sequence of elements of P such that P, Piy, =+ Pi,_ ., Pr,; > 0.
In such a case it is also customary to say that S; leads to S; .

(#11) If S; — S; and S; — S; both stations are said to communicate
(S; & 8,). Clearly if S; <> S; and S, <> S; then S; & S, .

(i) Let C(@) = {8S;:S; & S.}. Clearly if S; & C(?) then C(j) = C(2).

(v) A nonempty class of stations, C, is called a communicating

class if for some station S; ¢ C, C = C(7). It follows that two
communicating classes are either identical or disjoint.

(vi) A communicating class is closed if no station outside the class
is accessible from a station in the class.

(vii) A closed communicating class shall be called a dominating class
or a class of dominating stations. A station not belonging to any
dominating class is a dominated station.

From the theory of Markov chains we know that there exists at
least one class of dominating stations in a given Pierce loop. However,
it is possible that there will be no dominated stations. In such a case
all the stations are dominating and may form into one or more dominat-
ing classes. It may be shown that the number of dominating classes
is one if and only if there exists a station accessible from all other
stations in the loop. In the case that dominated stations exist each
must lead to at least one dominating station.

Each dominating class of stations is represented by a principal sub-
matrix of P (a dominating submatrix). This submatrix is obtainable
by deleting all rows and columns of P corresponding to stations not
belonging to the particular dominating class. Similarly, all dominated
stations may be represented by one submatrix of P.

Theorem 1. Let B be a k X k submatriz of P representing a dominating
class of stations, then all vectors Y satisfying the equation,

Y'B=Y" (11a)

form a linear space of one dimension. Furthermore, all the elements of Y
must have the same sign, 1.e., either all positive, or all negative, or all zero.

Proof. Theory of finite Markov chains (e.g., Kemeny and Snell®).

Corollary. Assume that the dominating class represented by B is C =
{S:,8:, -+, S| then there exists a unique vector Y* = (y*,y*, -+,
y*,) satisfying equation (11a) and the scaling equation

k

2yt d, =b. (12)

i=1
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Clearly Y* > 0 and any solution to equation (11a) may be obtained
by multiplying Y* by some real number. We define a vector X =
(@, %2, -+ ,x,) wherez, = 0if S; ¢ C, and z; = y* if ¢ = 7; . The
vector X is called a dominating solution to equations (11) corresponding
to the matrix B and the class C.

Theorem 2. Let Q be a k X k submairiz of P representing dominated
stations, then the only solution to Y'Q = Y" is ¥ = 0.

Proof. Theory of finite Markov chains.

Theorem 3. Suppose that the matriz P contains exactly m dominating

submatrices B, , By, --+ , B, representing dominating classes C,, C,,
v+, C, and suppose that X, is the dominating solution corresponding
toB;,i=1,2 -+ ,m. X 1is a solution to equations (8) if and only if
X = Z a.-X; )
i=1

and

Doa =1, (13)

i=1
where a; , % = 1, 2, -+ , m are real numbers.

Proof. This is an immediate result of Theorems 1 and 2.

We conclude that in the case of complete saturation, (p; = 1, 7 =
1,2, ---,n), there always exists a nonnegative solution to our problem.
If there exists only one dominating class of stations in the loop, there
exists a unique solution to equations (8). If there is more than one
dominating class in the loop, then there exist infinitely many non-
negative solutions obtainable as convex combinations of the dominating
solutions.

IV. THE LOAD-AND-SHIFT ALGORITHM

Returning to the more general case, we describe in this section the
load-and-shift procedure for solving the set of equations (7) when
p: £1,7=1,2, -, n The algorithm is based on the results obtained
in the foregoing analysis. Assuming that the capacity of the branches,
¢, may be varied between 0 and 1, we start with ¢ = 0 and increase
it until e = 1. While so doing we simultaneously load the system and

obtain the feasible solutions for any given value of 0 < ¢ < 1.

We shall start by outlining the procedure for finding just one solution.
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Start: 12 =0, e = 0, PV = P, A" = ;.

Step 1: Increase r by 1. In P find a square submatrix B’ repre-
senting a dominating class of stations C’, C'” = (8, ,
Sia y T S-‘h}'?

Step 2: Find the unique positive vector Y = {y{” , y{7, -+, yi7

satisfying the set of equations
(Y(r))TB(r) = (Y(r))T

k
Sy d;, = 1.
m=1

To determine the value of d;, we select an 7 such that S; e C”
and let d;,, = a; i, .
Enlarge Y to the form X = (z{” , a7, -+, ai”),
where 2 = 0if S; ¢ C” and &{” = y¥) if j = i, .
Step 8 (Load): Find a number A’ such that

(r) (r)
(r) __ ¥ )‘l' _ )‘)‘
A" = Min {—t(_,,} =20
P £y

where the minimization is over all ¢ such that S; e C*”.
IFA” 21 —¢set A" =1 — ¢ set N = r, and goto ‘“Last
Step.” Otherwise increase e by A’ and continue.
Step 4 (Shift): If r = n, set N = n and go to “Last Step.” Otherwise
construct the (n — r + 1) X (n — r + 1) square matrix P*"
by adding the jth column of P’ to its (j + 1)th column (if j
is the last column, it is added to the first one) and then deleting
the jth column and the jth row. A{*": = A" — ATz{",
i=1,2 ---,n End of rth iteration. Go back to ‘“Step 1.”

Last Step: The solution is
N
X =) a"x", (14)
r=1

STOP.

Theorem 4: The procedure described above will always yield a vector
0 < X £ \in alt most n iterations.

Proof: All possible matrices P’ are stochastic. Therefore there always
exists at least one dominating submatrix of P‘’ denoted by B‘’.
Since X = 0and A” = 0then X = DV, A”X = 0. From the

t A procedure for determining B(" is described in the Appendix.
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algorithm we have A = D%, AVX™ + A" = X 4+ A", The algo-
rithm also ensures that A = 0,7 = 1,2, - -+, N, and therefore X < \.
Since P is n X m the number of iterations cannot exceed n.

Theorem & (Existence): X oblained by the Load-and-Shift procedure
18 a feasible solution to equations (7).

Proof: We enlarge Y by adding zero elements corresponding to
columns of P not included in B'’. The enlarged vector, denoted
by ¥° is a dominating solution to

VP = 17
> oyid =1, (15)

jeRy
where R, is the set of indices of columns included in P‘’. These equa-
tions are equivalent [see equations (8) and (9)] to

2 ey = ieR, . (16)

jeRr
It is easily verified, by the use of equation (4), that
= Qyj . a7

The vector X ‘" is obtained by adding to ¥° zero elements correspond-
ing to columns of P not included in P*’. Therefore

a'”

1

AT Y agx” = AT, forall ieR, . (18)

i=1
From the definition of a,; , equations (4) and (5), we know that
a;_y; = a;; for all jexcept j = 72, (wheret — 1 =nif7=1). If 7 ¢ R,

then z{” = 0. It follows that

AT Y aga” £ AT, forall i¢R, . (19)
i=1
Summing equations (18) and (19) with respect to r and then substitut-
ing equation (14) we obtain (for N < n)

n N
Yayz; = > A" =1, if ieR, forall r=1,2,.--,N,
r=1

i=1

n N
; a;;w; < El A =1, otherwise. (20)

From the algorithm we know that if e R, forall» = 1, 2, --- , N then
z; < \; . Otherwise z; = \; . This completes the proof for N < n.
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In the case N = n it is possible that D¥ A" < 1 (nonheavy traffic).
The theorem still holds since 2; = \;,7 = 1, 2, , n. In the following
we illustrate the use of the algorithm in solvmg for the flows in a 5-
station loop:

Numerical Example 1

[0 1/2 1/2 0 0 (0.5 ]
2/3 0 1/3 0 0 0.4
P=|1/4 3/4 O 0 0 A=105
1/4 1/4 1/4 0 1/4 1.0
|11/4 0 1/2 1/4 0 | 0.8
Table of Results
CM-domi-
r | nating Class | =, Za(" 3" x4(" 5" A €
1] 8y, 8oy Sa. 0.6000 | 0.7000 | 0.5444 0 0 0.5714 | 0.5714
2( 8y, Ss. 0.2500 0 1.0000 0 0 0.1953 | 0.7667
3| 8y, Sy Ss. 0.3123 0 0 1.0000 | 0.2500 | 0.2333 | 1.0000

The procedure terminated in three iterations yielding a solution:

x, = 0.4646
z, = 0.4000 =
x; = 0.5000 =
zy = 0.2333
x; = 0.0508

Actually the algorithm finds the value of one variable in each iteration.
When all variables equal to their respective \,’s have been determined,
the algorithm finds in one iteration the values of all the remaining
variables. It is therefore advisable to test the possible solution X =
beforehand.

We note that in the example there is a single dominating class of
stations in each iteration (i.e., each matrix P’ has only one dominat-
ing submatrix B“”). It will be shown later that if P has only one dominat-
ing submatrix then there exists a unique solution to equations (7).
In the general case, however, P’ may have more than one dominating
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submatrix. This may give rise to the existence of infinitely many solu-
tions. We would now like to improve the algorithm in order to be
able to determine all feasible solutions.

Theorem 6: If P has exactly one dominating submatriz, say B,
then P*" will also have exactly one dominating submatriz.

Proof: Suppose 7 is such that S; ¢ C*”, then S; — S, for all j. We
apply the shift operation from 7 to k, (adding column ¢ to column %
and then deleting row and column %), thus creating P"*". Clearly
now S; — S, for all j. However, if there exists a station accessible
from all other stations there exists exactly one dominating class in
the loop. Furthermore C*" = C(k).

Corollary: If P has one dominating submatrix so will P, » = 1, 2,
-, N
, N.

Theorem 7: If P has m > 1 dominating submatrices, P will have
either (m — 1) or m dominating submatrices.

Proof (outline): Let B{”, B{”, --- , B’ be the m dominating sub-
matrices of P and let C{”, C{”, --- , C” be the corresponding
classes of dominating stations. @’ is the submatrix representing
dominated stations. We apply the shift operation from 7 to & to obtain
PV Without loss of generality we assume that S; ¢ C{”. For S,
one of three alternatives must be true:

(7) S; e C{”. In this case a dominating class will be formed, con-
taining some or all the remaining stations of C{”. Note that S, must
be in the newly formed dominating class since it is accessible from all
remaining stations of C{". Those stations of C{” which are not included
in the newly formed dominating class turn into dominated stations.
The matrix P“"*" will then have m dominating submatrices, namely
B{”, B, --. | B!” and a newly formed one.

() S, e C{”, 1 # 1. In this case every station in C;” is accessible
from any remaining station of C;”. Therefore all remaining stations
of C{” become nondominating, and P“"*" will have m — 1 dominating
matrices, namely B.", B{”, --- , Bi".

(¢47) S, is nondominating. S, must lead to at least one dominating
class. If it leads to any dominating class other than B{" then this
case becomes the same as (¢7). If S, leads to B{” only, then a new
dominating class is formed. This class includes all stations accessible
from S, . Remaining stations of B{”’ which are not accessible from S;
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become nondominating. P”*" will have m dominating submatrices,
namely B, By”, ---, B\, and a newly formed one.

This completes the outline of the proof. It is important to note that
a dominating submatrix of P, say B;”, will be a dominating sub-
matrix of PV if S; ¢ C{7.

An Outline of the Complete Version of the Load-and-Shift Algorithm

In the procedure for finding just one solution, outlined in the pre-
ceding, we apply one load and one shift operation in each iteration.
In the complete version of the algorithm we need to apply several
such operations in each iteration. To eliminate possible confusion the
superseript denoting the iteration number will be placed at the upper
left side. Thus, for example, ‘’P is the stochastic matrix remaining
by the beginning of the rth iteration.

Definitions: Suppose ’P has m, dominating submatrices, B, ,
“B,, .-+, “B,, , representing classes 'C, , Cy, -+, Cp, .
The matrix ‘P was obtained from ’P = P by executing some sequence
of load and shift operations. In order to keep track of these operations
we relate to 'B; a set " E, containing labels. If the label “«; ¢ " E;
we know that “’B; cannot be obtained unless the appropriate shift
operation is applied to *’B; . Thus, when "E; ,7 = 1,2, --- , m,,
are given, the exact sequence of load and shift operations that led us
to P is known.

The n dimensional vector '\ denotes the remaining unutilized
flows at the n stations of the loop. The m, dimensional vector e =
(e, e, -+, "e,,) describes the amount of branch capacity
utilization. Thus “’¢; is the amount of branch capacity utilized by
the sequence of load and shift operations resulting in B, .

For each “'B; it is possible to determine the dominating solution
"X, and the quantity “’A, in the manner described in steps 2 and 3
of the procedure outlined previously.

We say that "B, — “’B, if when applying a shift operation on the
appropriate column of B, all remaining stations of ’C; lead to
stations of ’C; . If “’C, consists of a single station then ’B; — ’B;
if the shift is from this station to a station in “’C; or to a dominated
station leading to “’C; . The submatrices "'B, ,7 = 1,2, --- , m, ,
divide into three types: transient, terminal, and ring members.

Ring: Theset R = {“'B.,, "B, , ---, "'B,} is called a ring if
it satisfies three conditions:
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(1) (')B.', ce (r)B,-, = s e (r)B“ —5 (r)Bi, ,
(@) “'B;,,j = 1,2, ---, k, does not lead to any dominating
submatrix outside of the same ring,

(@) 1 — 25, (e, — AL > 0.
Terminal: (7) If conditions 7z and 7 above are satisfied while con-
dition 777 is violated the matrices ’B,, , ’B,,, ---, “'B,,

are called terminal matrices.

(#1) If A; = 1 — “¢; then B, is terminal.

(#d) If B, is terminal and “’B; — B, then B, is
terminal too.

Transienl: B, is called transient if it does not belong to a ring
and is not terminal.

There is a strong similarity between the notion of a ring and the notion
of a dominating class. To identify rings one may use essentially the
same technique proposed in the Appendix for identification of domi-
nating classes.

It is important to observe that when applying the appropriate shift
operations to all members of B, what remains of R will form one domi-
nating submatrix and possibly some columns and rows corresponding
to dominated stations will be left out. This property follows from
Theorem 7.

The following is an outline of the algorithm:

Start: . =0, "P: =P, "x: =\ Pe =0, VE; : = ¢.

Step 1: r: =r + 1.

Find all the dominating submatrices of “’P denoted by ’B, ,
“B,, -+, "B, . Calculate the numerical values of “’A;
and "X, , corresponding to ’B;, "'\, and V¢, ,i =1,2, - - -,
m, . Find all the rings of “’P denoted by 'R, , “'R,, --- ,
"R, . Identify the terminal and transient dominating sub-
matrices of “’P. If all dominating submatrices of ‘P are
terminal go to LAST STEP. If the number of columns of
P equals the number of its dominating submatrices who
form into one ring, go to LAST STEP 1. Otherwise "A; : = 0
for all “’B; not belonging to a ring.

Step 2: Execute the appropriate shift operations to all ’B; belonging
to rings and obtain “*"P. Note that in “*"P there will be
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one dominating submatrix corresponding to each ring of ’P
and, in addition, all terminal and transient dominating sub-
matrices of P will be dominating in “*" P,

Step 3:
(r+1)>\ s = (r))\ = i (r)Ai (r)X‘_ .
i=1

(r+l)€i . == Z ((')Ei + (”Ai)y i = 1’ 2’ avere ,k' .

(i Bretr IRy
) .
(r+l)e'_ s = (r)ei ‘Vhere (r+1 B.‘ — (r)Bi = kr + 1, kr + 2, e

Myyy

(NI)E; § g U ((r)Ei V)] (r)ai)) 7 = 1, 2, vy @ ,kr .

1i:(Bie( R

(r+l)E‘ .= ("E’,»Where (r+l)B'_ . (r)Bi,?: cam k, + l,k, + 2, cee,
m,,, . GO TO STEP 1.

Last Step 1: The unique solution is X = \. STOP.

Last Step: N: = 7.
All the solutions are given by

N mre
X = Z Z (”a.- (r)Xi ; (21)
r=1 1=1
N  m.
Z Z ("a; - 1’ 0 é (')a; § (r)A'_ , (r)al_ — 0’ r g 2,
r=1 i=1

unless “a; = A, forall “a;e "E,. STOP.
Note that it is advisable to test the possible solution X = X\ beforehand.

Theorem 8: The load-and-shift procedure will yield vectors 0 £ X < \
in at most n iterations. Each such vector, given by equation (21), is a
feasible solution to set of equations (7).

Proof: The proof is practically identical to the proofs of Theorems
4 and 5.

The use of the algorithm is illustrated by a 10-station numerical
example.
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Numerical Example 2

S Se S S Se Sw
0O 0 0 0 0 0
12 0 0 0 0 0
0 0 0 0 0 o0
3/4 0 0 0 0 0
0 0 0 0 0 0
0o 0 O 1 0 o0
0 1/4 0 0 3/4 0
0 1 0 0 0 0
0 0 14 0 0 3/4
o 1/4 1/4 0 1/2 0 ]

We first observe that ‘P has m, = 3 dominating submatrices

S 8 8 S
o o 1 o0
0 0 1/2
1 0 0 0
0 1/4 0 0
p_wp_|0 34 0 1/4
0 0 0 o
0 0 0 O
0 0 0 0
0 0 0 O
L0 0 0 0
[0.10]
0.46
0.20
0.20
Ny _|0.65
0.50
0.45
0.60
0.50
11.00_
8.
S 8 0
(.,Bl=[0 1] v, = |1/4
1 0 3/4

The calculated results for the first
following table.

Sy 8

1/2 1/2 Sy Ss
W 0 1

0 3/4|, "B, = }

1/4 0 i

iteration are summarized in the
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It remains to show that the load-and-shift algorithm will yield all
the feasible solutions to equations (7).

Theorem 9: If X° = (a2}, 23, -+ - , 2°) is a feasible solution to equations (7),
then
N
A\ 2 33? = Min {Z Pi-'x? ) )‘i}' (22)
i=1

Proof: The left-side inequality of (1) is part of equations (7). For the
right-side inequality, suppose first that z] < \;, then

i a.','z? = 1 and t a,'_l,'z? é 1.

i=1 i=1

Taking the difference we obtain

Z (@:;; — a;))z; 2 0. (23)
i=1
From the definition of a;; we have that
@ij — Gi-1; = —Pyi, forall j i,
and
Qos = @iy = 1 — Pig
Therefore

T = D pial . (24)

i=1

It follows then that 2 = X, if D_7_, p;:z} = X, and therefore

)\.~ % x? g Min {Z pi;x? y )\.}-
i=1
Theorem 10: Let X° be a solution to equations (7), and assume that X\ > 0,
then

(@) If 2} = 0, then x} = 0 for all 7 such that S; — S; .

(@) If 2 > 0, then x} > 0 for all 7 such that S; — S, .
Proof: If S; — S; there exists a sequence P; i , Divkas *** 5 Phrs ke s
Px, . whose product is positive. Suppose z° > 0, then min (3_%_, P2,
M) = pir; > 0. From relation (22) it follows that 2}, > 0 and simi-
larly 2y, > 0, --- , 2? > 0. This proves 7. The proof of % is immediate.

Remark: The assumption X > 0 is not restrictive. If \; = 0, we apply
a shift operation to the 7th column of P.
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Theorem 11: Let B be a dominating submatrix of P and assume,
without loss of generality that C'"' = |8, , Sy, -+, S} is the class of
dominating stations represented by B". A" and XV are then uniquely
defined. Suppose X" is a feasible solution to sel of equations (7) then

Either: (@) 20 = ax!", 1 , 2, k02 a gAY,
or: @) 2 = AWz , i = 1, 2 , k, where the inequality
1s strict for at least one value of 1.
(i77) If 7 is the case then x2 = 0 for all S; ¢ C'" and leading
to CV. If there exists such an S; and z > 0, then i is
the case.

Proof: Since B is a dominating submatrix then > %, p;; = 1 for
=12 -,k
(?) We assume that 2} < \; for7 = 1, 2, -+, k and then sum the
first k inequalities (‘24) to obtain

For this relation to hold it is necessary that z? > ¢, p;; = 0 for all
i =k + 1. If C is not accessible from S, then D %, p;; = 0, other-
wise either D %_, p,; > 0 and therefore 2} must equal zero, or S, — S,, ,
m =k + 1, and Z?-. Pai > 0 and therefore z,, must equal zero. From
Theorem 10 we know that in this event 2] = 0. Concluding then that
2? = 0forall {j:8,¢C"} and S; — C'” we obtain [in a manner similar
to the one used in obtaining relation (24)]

k
=Zpii‘t?’ i=1:2)"':kr
i=1
yielding

2l =2, 1=1,2, -,k

Since 0 < 2° < A, we have that 0 < & < A", It also follows that if
there exists S; ¢ C" and leading to C"’ and 2} > 0 then there exists
at least one value of 7, 7 = 1, 2, --- , k, for which 2} = X\..

(77) Suppose there exists a value of 7, ¢ = 1, 2, --- | k, such that
2 = A"2!". From Theorem 10 it follows that 2! > 0 for all ¢ =
1,2, -+, k. We select a number ¢, A" > a > 0, such that

Min {a! — ax’} = 27, — ax{}) = 0.
i=1,2,000.k

Clearly if such an « exists then 27, < A"z} and from relation (24)
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we have

1'?.. = Z Pi-'..x? . (25)

i=1

On the other hand we have

13
2l = axl) = D piisaz®. (26)

i=1

Subtracting equation (26) from (25) yields

k n
0 = Zpl’l'm(x? - aa:;”) + Z pifnx? )
i=1 i=k+1
Since S;, & C* there exists a value of j, j # 7,, and S, e C**, such that
Piin > 0. It follows then that 2! = az{" for7 = 1, 2, --- , m. This
is a contradiction, which completes our proof.

Corollary: Let ‘"B, , ‘"B, , ---, "B, be all the dominating submairices
of P = P, and let VC,, ‘"Cy, ---, "C,, be the corresponding domi-
nating classes. If X° is a solution to equations (?) then either

X = 2 Doy X, i ey = 1, 0= Ve £ MA,, (20)
i=1 1=1
or there exists at least one class of dominating stations, say ‘C, , such
that X° = VAYX; .

Theorem 12: If X° is a feasible solution to equations (?) it s oblainable
by the load-and-shift algorithm.

Proof: 1If X°is given by equation (27), it is obviously obtainable after
one iteration of the algorithm. Otherwise there exists a class of dominat-
ing stations, say ‘’C,, such that X° = “A,”X,. We execute a
shift operation involving the submatrix “’B; and obtain a stochastic
matrix P* (note that P™® = ®P). We let X°® = X° — WA, VX,
and ¥ = A — VA, X, . Clearly X°*® is a feasible solution to equa-
tions (7) when using as parameters P’ and A\'” and replacing the
right side by 1 — ‘A, . It is possible therefore to proceed with a
sequence of load-and-shift operations until X° is obtained. Since the
algorithm takes into account all possible sequences of load-and-shift
operations, X° is contained in the set of solutions given by equation (21).

Corollary (uniqueness): If P has exactly one dominating matriz then
there exists a unique feasible solution to equations (7). Note, however,
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that this is not a necessary condition for uniqueness. It is possible that P
will have several dominating submatrices and the solution will be unique.

V. DISCUSSION

The heavy traffic assumption enables us to regard the system as a
deterministic one. The analysis of the deterministic flows shows that
stations tend to “band” into classes with the ability of dominating
the system and preventing other stations from using it.

This undesirable property, which can be eliminated by exercising
appropriate control, also may affect the stochastic behavior of the
system when heavy traffic conditions do not exist. One can imagine
two classes of stations competing for domination of the system. Since
traffic is not heavy, all the stations in the system are able to deliver
their messages in finite time. Nevertheless, when one dominating class
controls the system, it will prevent other stations from using the belt
line until the queue at one of the stations belonging to this class becomes
empty. At that moment the competing dominating class is able to
take over and prevent other stations from using the belt line. This
may result in a situation of alternating priorities (see Ref. 4) where,
while one class is served, the queues at the competing class build up.
While average queue sizes may not be strongly affected, the strong
fluctuations in queue lengths may be undesirable. This p0551b111ty has
been explored numerically by the use of a digital simulator.® The
operating principles of the simulated system will be explained with
the aid of Fig. 2.

Each of the stations is represented by a B-box. A packet coming
out of a station is first multiplexed on the line by the B-box, provided
the line is free, and then is passed from B-box to B-box until its destina-
tion is reached. At each B-box on the way the address of the packet
is examined. At the particular B-box of destination the pncket is taken
off the line. The main function of the A-box, shown in Fig. 2, is syn-
chronization of the loop.

Assume that the packets are made of L bits each and the address
is given in the first k bits of the packet. A time unit in this system is
the time it takes to multiplex a bit on the main line by a B-box. Assume
also that the traveling time from one B-box to the adjacent one is
zero. Station ¢ is allowed to start sending a packet at times mL + ik,
m = 0,1, 2, -+, providing that the main line is free. The A-box is
a buffer. Bits coming out of the B-box of station n accumulate in the
A-box. Suppose at time k B-box 1 starts sending a packet. At time
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Fig. 2—A schematic description of a loop with n stations.

k + 1 the first bit reaches B-box 2 and is delayed there until time 2k
when the whole address of the packet has been received. If the packet
is addressed to station 2, it will be taken out and at the same time
B-box 2 can start sending out its own packet. If the packet is not ad-
dressed to station 2, it will be sent from B-box 2 to B-box 3 where the
same process will take place starting at time 3k. Bits arriving at the
A-box are buffered. At time L the A-box starts to send bits (at the
same rate as a B-box) until a whole packet has seen sent. If the buffer
is empty the A-box will wait another L time units and will start sending
at time 2L. In general, the 7th B-box checks its buffer at times mL + ik,
m = 0,1, 2, ---, and if the buffer is empty it may start sending its
own packet. If the buffer contains the address of station ¢, the B-box
will remove the arriving packet and may, at the same time, send out
its own packet. If the buffer contains an address different than station
1, the B-box will pass on the arriving packet.

In a similar manner the A-box checks its buffer at times mL, m =
1, 2, -+ ,. If the buffer is not empty, it sends out L bits. If the buffer
is empty, the A-box remains inoperative for the next L time units.

The loop time is the time it takes a bit to complete one round of the
loop, and is measured in multiples of L. In the single A-box loop de-
seribed here the loop time is the smallest integer greater than or equal
to nk/L where n is the number of B-boxes in the loop. Clearly there
is a complete analogy between the loop described here and the one
presented in Fig. 1 if the number of revolving arms is taken as equal
to the loop time.
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It is important to note that the simulated system described here
represents only one conceptual way in which the loop may be operated.
Tt is possible, for example, that the packets will move from one B-box
to another in one block rather than bit by bit. This is equivalent to
placing an A-box between any two B-boxes (n rotating arms).

We have used the digital simulator to examine the queuing char-
acteristics of several small systems. The main purpose of the simula-
tion was to study the effects of dominating classes in nonheavy (non-
saturated) traffic situations. Numerical results are presented for an
8-station loop with two dominating classes C; = (S, Sa, Ss, S
and C, = (S5, Ss, Sz, Ss). The loop time for this system was selected
to equal 1 (one rotating arm) and the system was simulated for three
different expected main line loads (utilization). The P matrix and
average queue sizes (in packets) at the stations are shown below.

Simulated Example: 8-Station Loop (Two Dominating Classes)

S, 8 S S: S5 Se S S

sfo 1313 1310 0 0 0

S,|1/3 0 1/3 1/350 0 0 0
S.|1/3 1/3 0 1/31 0
0

poS\VUB I3 A3 010 0 0 0
S0 0o o0 o . 0 1/3 1/3 1/3
S 0 0 0 0 i1/3 0 1/3 1/3
S0 0 0 o0 ;1/3 1/3 0 1/3
S.0 o0 o0 o0 .1/3 1/3 1/3 0 |

Line and

Source Average Queue Sizes

No.| Utilization | Sy S. S; S: Ss Se S; Ss | Ave. | Max.

1 [A=0.239, [9.710.1 138 6.715.6 14.6 11.2 6.8 | 11.1 33-58
p = 0.956

2 [A=0.22, |56 56 6.1 3.0 5.0 68 5.2 3.2 5.1 |26-45
p = 0.916

3 |A=0.213 {24 26 1.9 1.1 2.4 23 2.1 12| 2.0 16-22
p = 0.852

The alternating priorities effect, due to domination, is demonstrated
in Fig. 3. The total number of packets at the four queues of C, (dotted
line) and C. (solid line) were plotted against time. For the case p =
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Fig. 3—Simulated queue sizes.

0.956 (high utilization) one can clearly see that only one dominating
class is served at one time. When stations of C, take over control
of the system the queues at stations of €, build up while at C, they
are being depleted until the queue at Sg reaches zero and C, can take
over.! The average cycle time (time elapsing between two consecutive
peaks of the dotted or solid lines) for this case was 110 time units.
As the load on the system is decreased, the alternating priorities effect
becomes less and less distinctive. For p = 0.916 (not graphed) the
average cycle time reduces to 23 time units, and for p = 0.852 (see
Fig. 3) alternations are very frequent and cycles are practically un-
noticeable.

Notwithstanding the complete symmetry within classes the average
queue sizes at S, and S; are consistently smaller than the average
queue sizes at the other stations. The explanation of this phenomenon
is as follows: At a moment when C, loses control to C, the queue size at
S, is zero while at S,, S,, and S; it is greater than or equal to zero.
From that moment on the queues of C, build up at equal average rates
until the moment control returns to C, (peak of the dotted line in Fig. 3).
At that moment the queues start being depleted at equal average

t Note that the queue size at Ss being zero is a necessary but not sufficient condition
for losing control.
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rates. Since the expected queue size at S, is smallest, it has a higher
probability of being completely depleted first. This phenomenon tends
to shorten the alternations cycle.

The alternations cycle will be shorter when the number of rotating
arms (loop time) is increased. Therefore large loops (local or regional
loops) will be relatively more stable when high utilization occurs.

The nature of the stochastic process used for generating packets
at the stations of the loop is described in Ref. 5.

An important aspect, not analyzed in this study, is the question
of the order of stations in the loop. Clearly, the amount of traffic the
loop can carry and the resulting congestion are strongly dependent
on the specific order of the stations in the loop. In Example 1 we have
assumed counterclockwise traffic direction. If we reverse the direction
of traffic on the main line we shall get a different solution for the flows.
The two solutions are compared in the following:

Counterclockwise Clockwise Flow
Flow Direction Direction
T, = 0.4646 xr, = 0.5000 = )\1
Ta = 0.4000 = Xg Ty = 0.4000 = Ag
z3 = 0.5000 = )\, x; = 0.5000 = A\,
zy = 0.2333 x, = 0.0917
z; = 0.0508 z; = 0.3667
Total: 1.6487 1.8584

Reversing the flow direction results in an increase of 13 percent in
the amount of satisfied demand.

In a practical situation not all orders are feasible. Still the number
of feasible orders may be overwhelmingly large and an appropriate
algorithm for determining best order is called for. An interesting pos-
sibility is a double loop system where each station is connected to two
loops with opposite traffic directions. This may increase reliability
and enable better utilization by allocating traffic in an efficient manner.
One possible allocation rule is shortest distance allocation where the
loop to be used is the one with the shortest travel distance for each
particular message (this is an example of a possible rule and is not
proposed as an optimal rule).

The bounded linear complementarity problem presented by equa-
tions (7) is of somewhat more general interest, bearing little relation
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to the Pierce loop. In matrix form we have
X+ U =\,
AX + Z =1,
U'Z =0, Uz0, Z=z=0, X =z 0.
Substituting X = A — U we obtain the same set of relations in a slightly
different form.
AU —Z =AN—1=g¢
U'Z =0, Uz0, Z==0, U=\ (28)

It is now possible to compare our problem to the Fundamental Problem?
treated by Lemke,’ and Cottle and Dantzig.”

AU — Z = ¢
U'Z =0, Uz0, Zz=0. (29)

The only basic difference between the two problems is that in our
problem U is bounded from above while in Lemke’s problem U is
unconstrained. In this respect our problem is more general. The shift-
and-load procedure is, however, fundamentally based on the specific
structure of A and ¢ and may not prove useful for a wider class of
parameters.
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APPENDIX

In this appendix we outline a procedure for determining all dominat-
ing submatrices of a given stochastic » X n matrix P.

Step 1: Construct a matrix I = {,;} where
ij = [1 lf pii > O,
0 otherwise.

t The term ‘“Fundamental Problem’ was coined by Cottle and Dantzig. 2
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Step 2: Q = {gi;}: =1L
Doforj=1,2,---,n
Repeat until ¢,; , k = 1, 2, - -+, n, remain unchanged.
Qki:=Qki+l_.Z“qus k=1;2)"'yn'
(Note that all additions are Boolean.)
If S; — S, then in the resulting matrix @ the element ¢;; = 1.
Otherwise ¢;; = 0.
Step 3: Construct a matrix Q' = {g};} such that
¢ = ¢ = g
1] it LR D & R
If S; does not belong to a communicating class then ¢}’ = 0,
j=1,2, ---,n Otherwise ¢ = 1 and S; ¢ C(?) if and only
if ¢ = 1. C(4) is closed (dominating) if and only if the 7th
row of Q'” is identical to the 7th row of Q.
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Bending Losses of the Asymmetric
Slab Waveguide

By D. MARCUSE
(Manuseript received April 30, 1971)

The bending losses of the asymmelric slab waveguide are computed.
The computation is based on the knowledge of the exact form of the solution
of Mazwell’s equations of the bent structure and the additional assumption
that the field near the bent waveguide can be approximated by the field of the
straight waveguide. The result of this theory s in good agreement with an
existing theory. It appears that the bending loss formula can be used to
estimate the bending losses of the round optical fiber if the mode parameters
entering the formula are replaced by the corresponding mode parameters
of the round fiber. We present curves that allow the numerical evaluation
of the bending loss of the lowest order even TE mode of the symmetric slab
waveguide.

I. INTRODUCTION

E. A. J. Marecatili has shown that a bent slab waveguide loses power by
radiation.’ His analysis is based on a solution of the eigenvalue equation
of the bent waveguide. It is possible to derive the expression for the
bending losses from an approximate theory that is much simpler than
the solution of the eigenvalue equation. We use this method to derive the
formula for the bending losses of an asymmetric slab waveguide. The
symmetric slab waveguide is, of course, included in this treatment as a
limiting case. The result of this approximate theory is in very good
agreement with the theory of Mareatili. Furthermore, if the parameters
of the HE,, mode of the round optical fiber are used in the slab wave-
guide formula, loss values are obtained that agree well with experimental
loss values for this mode.”

The bending loss theory presented in this paper is based on the fol-
lowing idea. A bent slab waveguide can conveniently be described in a
ceylindrical coordinate system whose axis coincides with the center of
curvature of the waveguide (Fig. 1). The solution of Maxwell’s equations

2551
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/
CENTER OF
CURVATURE

Fig. 1—Bent slab waveguide with a cylindrical coordinate system centered at the
center of curvature.

in the eylindrical coordinate system is known so that the shape of the
field distribution of the curved waveguide is known except for an un-
determined amplitude factor and for the value of the order number of
the cylinder function of the solution. Both of these unknown parameters
can be obtained if we assume that the field in the vicinity of the wave-
guide must be similar to the field of the straight guide as long as the
radius of curvature is large. The approximate solution is used to calculate
the power that is radiated from the waveguide so that the power loss
per unit length caused by the waveguide curvature can be determined.
This procedure leads to a simple equation for the curvature loss. The
theory breaks down when the curvature is so severe that the field near
the waveguide can no longer be approximated by the field of the straight
guide. The limits of applicability of the curvature loss theory can be
expressed by inequalities for the waveguide parameters.

II. THE FIELD OF THE STRAIGHT ASYMMETRIC SLAB WAVEGUIDE

The field of the straight asymmetric slab waveguide is obtained as the
solution of a straightforward boundary value problem. The geometry of
the structure is shown in Fig. 2. We assume that there is no field variation
in the y direction so that the waves of the structure are simple TE and
TM modes. We limit our discussion to TE modes. The field is then given
by the following equations:®

E, = A¢™""™? d<z< », (1a)

IIA

E,=Acos'<(x—d)—;‘lsinx(:v—d) —d=sz=d, (1b)
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E, = A(cos 2%d + %sin 2xd)e“‘+‘” —o <z = —d. (1e)

The amplitude of the field can be expressed by the power P carried by
the field:

3

P e @

[&M+;+ﬁ@+vﬂ

A factor exp [i(wt — B2)] has been suppressed. The constants and param-
eters appearing in equations (1) and (2) are defined as follows:

» = 2rf, radian frequency,
P = power carried by the mode,
u, = magnetic permeability of free space,
e, = electric permittivity of free space,
B = propagation constant,
2d = slab thickness,

k = (mk’ — B, ®3)
y = (8 — ik}, @
9 = (8° — nikd)?, (5)
0 = wlead), (6)

refractive index in the region d < z,
refractive index in the region —d < z < d,
refractive index in the region — o < z < — d.

n,
Ny
N3

The magnetic field components are obtained from the equations

i 9E,
H, = wyp, 0z @
Z
X
Ny N, Ny
—f 2d |

eF(‘liig. 2—Straight slab waveguide. n,, ns, and na are the refractive indices of the three
media.
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and
& 9E,
Wi, 0T

z = (8)
The boundary conditions (requirement of continuity of the transverse
electric and magnetic field components at the two interfaces) lead to the

eigenvalue equation for the propagation constant 3,

Yo B == Y £0, ©)
(1-2)
k1l — 2

III. THE FIELD OF THE CURVED STRUCTURE

The solution of Maxwell’s equations in the region' (R 4+ d) < r <
can be expressed as follows:

E, = BH® (nkr)e”"". (10)

The Hankel function of the second kind and of order » represents an
exact solution of Maxwell’s equations in the coordinate system shown in
Fig. 1. There is no field variation in the direction of the axis of the
cylindrical polar coordinate system of Fig. 1. (In the coordinate system
used in Fig. 2 the direction of the polar coordinate axis would be y.) The
radial distance r is measured from the center of curvature of the bent
waveguide. The Hankel function of the second kind is required since at
infinite distance, r — o, an outward traveling wave must result. With
our time dependence, exp (iwt), the field of equation (10) satisfies this
requirement.

The order number » need not be an integer in this case since we need
not require periodicity of the field as a function of the polar angle ¢. If
we were interested in an exact solution of the problem of the mode
traveling along a curved waveguide we would obtain the value of » as the
solution of an eigenvalue equation. In our approximate treatment we
assume that the field near the waveguide can still be approximately
described by the field of the straight structure. We can use the coordinate
system of the straight guide (Fig. 2) to describe the curved guide. The 2z
axis of the straight coordinate system becomes bent and we have the
relation

z = R¢. (11)

The function exp (—iv$) is equivalent to the propagation factor exp
(—1B2) of the straight waveguide so that we have the approximate
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relation

B = (12)

T

Since R is much larger than the wavelength of the field, » is a very large
number. Using » as defined by (12) in (10) constitutes the first approx-
imation. It remains to obtain a relation between the amplitude factor B
and the power that is carried by the guided mode. To achieve this we use
an approximation for the Hankel function that is valid for very large
order number » in the region

v > nkr. (13)

The desired approximation can be found in Ref. 4.

ev(a— tanh a)

H®nhr) = —i S (14)
\/% v tanh o

with
v
cosh a = oy (15)
We obtain the hyperbolic tangent of a by the relation
r\ |
2 [ﬂ2 - (nlk _') ]
NN 2.l | RI1. (e

cosh « B

Equation (12) was used to replace » by 8. Near the axis of the waveguide
we can use the approximation r/R & 1 so that we obtain from (4),
(12), and (16)

v tanh o = yR. 17)

This approximation is adequate for the denominator of (14). The ex-
pression in the exponent must be approximated more accurately. We
use the 2 coordinate to deseribe the radial distance from the center of the
waveguide core and write

—1+Z (18)

This x coordinate corresponds directly to the z axis of the straight guide
as shown in Fig. 2. Using (4) and (16) we obtain
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. . o)}
uz&—Z(:l—k)—é)—N%[l - (ank)’E?] (19)

We can express « by a well-known relation between the inverse hyper-
bolic tangent function and the natural logarithm®

« = tanh™ u = 4 1n (1 22). (20
The logarithm can be expanded in an infinite series
a=u+3u + R+ u A+ 1)
From (19) we obtain approximately
= (2Y _ M)z(z)
v (B) p( v/ R\8 (2%

Substitution of (22) into (21) yields
_x 1(1)“ .1_(1)’
a=3 + 3\s + 5 \3 +
n k)z Ty [ 72 (yz)z (72)3 ]
— (2] £ |7 432 Y L4 N
(7 RS +5+I32 +/3 + (23)
The first series can again be expressed by the logarithmic function. The

second part of (23) contains a simple geometric series. We thus obtain
the approximation

1+
a=4%In + B _ (nxk)z 1 . x. (24)
17 W _rE
B 8’
With the help of (4), (19), and (24) we can form the expression
i} % Y Y
— = pe— = Ein [——5] o= & s L2,
a—tanha=a—u=4n 7 8 BE (25)
B

The approximations (12), (14), (17), and (25) allow us to express the E,
component (10) in the following approximate form:

exp %gln B —1hR

Y
B, = —iB 8 e e (26)
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The functional dependence of (26) on the coordinate z coincides with
(1a).

For large values of R the field of the curved structure near the wave-
guide is approximately equal to that of the straight guide. The factor
exp (—1Bz) appearing in (26) was omitted from (1a). Comparison of (1a)
and (26) allows us, with the help of (2), to determine the amplitude
coefficient of the field,

B 2 7dJ gw#a’YRP ;
= 2ike )
1ﬁ(2d ++ (—,)(f + 7))

i Y
1=

1,15 L

-expl— 27]111_1—171%[- 27)
L B

Very far from the waveguide, » > R, the Hankel function can be
expressed by its approximation for large argument* so that (10) assumes

the form
, 2 : ; :
Eu — B ;kre—:n,kre|(2v+l)r/-le—|ﬂx. (28)

Equation (28) is very interesting. It shows that far from the waveguide
the field is very different from the field of the straight structure. Whereas
the field of the curved structure decays exponentially near the wave-
guide it assumes the form of a radiation field far from the guide. This
behavior of the exact field solution (10) of the curved structure explains
why curved dielectric waveguides lose power by radiation.

IV. THE BENDING LOSS FORMULA

Since we know the field far from the waveguide it is now easy to
calculate the power loss caused by the fact that energy is radiated away
from the waveguide. The amplitude of the radiation field is independent
of the z coordinate. The z dependent factor in (28) determines only the
phase of the field. The power loss suffered by the field at a given position z
can thus be calculated by the radial power flow at the same position z,
even though the contribution to this radiation may have come from a
point z, with 2, < z, because each length element of the guide contributes
an equal amount of radiation. An element of unit length on the axis of the
waveguide is projected on an element of arc length

7
— DA
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at a distance r — R from the waveguide. The power loss 2a per unit
length of waveguide is thus

S, is the r component of the Poynting vector,
S, = _%EIIH: = %nl'J;_a IEv lzr (31)

and P is the power carried by the mode. Using (27), (28), and (31) we
obtain from (30)

2 29d —-U
95 = Sike % (32)

(n; — nf)kzﬁ(Zd + % + 10)

with

NER

_ B Bl _ ~ 2

U—l'yln ~y ['yR 3
B

The approximation on the right-hand side of (33) holds for v/8 < 1.
The relation «* + v* = (n2 — n?)k* was used to simplify (32). The range
of validity of the bending loss formula (32) cannot be given precisely.
We have already encountered the inequality (13) that was necessary
for the approximation (14) to hold. A similar inequality can be stated
for the field expressed by Bessel and Neumann functions inside of the
waveguide. In order to be able to express the field inside of the curved
waveguide by approximate expressions that reduce to the sine and cosine
functions appearing in (lb) in the limit of large radius of curvature,
we must require

'y_
7 vR. (33)

everywhere inside of the waveguide. We can express these conditions in
the form

8> nlk(l + 1%) | (35)
and

B < n,k(l - 1%) (36)
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The validity of our theory becomes doubtful if one or both of these
inequalities are violated. However, a comparison with Mareatili’s
theory' shows that our approximation is still quite good even in regions
where (36) no longer holds.

The simple expression (32) for the bending loss of an asymmetric
slab waveguide can be used only if the values of «, v, 8, and 8 are known.
It is, of course, only necessary to determine one of these parameters
from the eigenvalue equation (9) since they are all interconnected by the
equations (3) through (6).

It is useful to point out that the loss equation (32) seems to be ap-
plicable to other types of waveguide than the one for which it was
derived. I have compared experimental values® of bending losses of a
round optical fiber with the loss predicted by (32). For such a comparison
it is necessary to use the parameters «, v, ete., that apply to the wave-
guide to which the formula is to be applied. In case of the round fiber the
parameters of the HE,, mode were used to compute the bending loss
from (32). The reason for this choice of parameters is the fact that the
parameter v determines the decay behavior of the field outside of the
waveguide. It is very important that the proper field decay is used, so
that it is more logical to use the y value of the round fiber instead of the
value computed from (9), if (32) is to be used to compute the bending
loss of the round fiber.

It is a curious fact that the loss formula (32) can also be obtained
without use of the Hankel function appearing in (10) if we use a field of
the form

C o
E, = \—/ﬁ exp {—z _/; () dr} 37)
with

v = [ - e ] 39)

The validity of this claim can easily be checked by performing the
integration. The factor in front of the exponential function is somewhat
arbitrary. However, the exponential function itself admits of a physical
interpretation.

The straight waveguide has a field that, outside of its core, behaves
according to exp (—vz). In the curved system z is naturally replaced
by r. If we consider that the process of bending the waveguide is likely
to lead also to a distortion of the phase fronts we can try to describe
the separation of consecutive wavefronts by an r dependent wavelength



2560 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1971

(\, is the wavelength of the straight guide),

A = N5 (39)

=

The propagation constant is related to the wavelength by the relation
27 R
ﬁ(T‘) = )\(T) = Ba 7,' (4-0)

By replacing the propagation constant in (4) with (40) we obtain (38).
Since v is now no longer a constant it is natural to replace yr by [ v dr
and thus arrive at the form of the exponential function appearing in (37).
By using (37) instead of (10) and proceeding exactly as shown in this
paper we obtain (32) once more. It is interesting that we have thus
obtained an approximation for the Hankel function that holds for the
region where the order number is very nearly equal to the argument as
well as for the region where the argument is much larger than the order
number. Equation (38) shows clearly that v(r) changes from real to
imaginary values as r increases.’

One might hope that a similar procedure would allow us to obtain
approximate expressions for the bending loss of the round optical fiber.
However, such attempts lead to equations that are not in agreement
with experiment. On the other hand, the loss formula (32) agrees well
with experiment® if the parameters of the round fiber are used.

The loss formula (32) holds for all values of the refractive indices n,,
n,, and 7y for which mode guidance is possible. Small index differences
are not required for (32) to be valid.

V. NUMERICAL EXAMPLES

Because of the large number of variables involved it is not possible to
provide graphic displays for all possible applications. The loss formula
(32) is sufficiently simple (except for the need of knowing the waveguide
parameters k, v, ete.) so that loss values for cases of interest can easily be
calculated. We provide curves that aid in computing the bending loss of
the even TE mode of the symmetric slab waveguide.

Figure 3 is a comparison of our theory with the results of Ref. 1.
The ordinate is the function (2A)}aR while (8A)*2dn,/\ is plotted on
the abscissa. The parameter A is defined as n, — =, (we are using
n, = n,). The expression 36n,RA*/\ assumes the constant value 60
for the curve of Fig. 3. The agreement with Mareatili’s theory' is re-

t A discussion of bending losses based on a similar argument is presented in Ref. 5.
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Fig. 3—Comparison between this theory and the theory of Ref. 1. A = n, — ny,
n = ny, 36n.RAY/N = 60.

markably good. The inequality (36) is violated for values of the abscissa
that are larger than 1.7. This may explain the departure between the
solid curve representing equation (32) and the dash-dotted curve
representing Marcatili’s theory. The fact that the solid curve actually
touches the asymptotic value shown as a dotted line in Fig. 3 (this
value is assumed for infinite values of the abscissa, its location as shown
in the figure has no meaning) is probably an accident since the solid
line increases again for larger values of the abscissa outside of the range
shown in the figure.

We restrict ourselves to the case of the symmetric slab waveguide

with n, = n,. It is possible to express x and vy (which equals 8 in this
special ease) as functions of
V = (i — nd)kid. (41)

The propagation constant 8 depends not only on V but also on the value
of n,k so that it is not possible to express the bending loss only in terms
of V. However, in the special case that n, and n, are very nearly equal we
have 8 = n,k so that we need not actually solve the eigenvalue equation
to obtain the propagation constant. To aid in the evaluation of the
bending loss formula we provide curves for 2e8d°e” and for d°8°U/R in
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Fig. 4 as functions of V. The approximate expression given in (33) was
used to express U. If 8 can be approximated by 7,k these two curves
enable us to calculate the bending loss without any difficulty. For
symmetrie slab waveguides with a large value of n, — n; we can calculate
B with the help of (4) from known values of vy and n,k. A plot of vd as a
function of V is provided in Fig. 5. The parameter v is interesting in
itself since it determines the exponential decay of the guided mode out-
side of the waveguide core.

VI. CONCLUSIONS

The bending loss of an asymmetric slab waveguide has been calculated
using an approximation that is based on the assumption that the field
near the bent guide is still almost identical to the field of the straight
guide. The results of this approximate theory are in good agreement
with the bending loss theory of Mareatili' in the range of applicability
of our theory. It is hard to apply a similar analysis to the bent round
fiber because the exact form of the solutions of Maxwell’s equations for
the curved structure is not known. However, the bending loss formula
obtained for the slab waveguide model yields good agreement with

] P!

T
Iny/ds
4
L/

0 0.5 1.0 1.5 20 25 3.0 3.5
\%

Fig. 4—The functions 2afd%V and d’g2U/R are plotted versus V = (ny — m)¥kd.
(m = ng.)
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Fig. 5—Plot of vd as a function of V. (my = ny.)

experiment” if the mode parameters of the fiber mode are used in the loss
formula instead of the mode parameters of the slab waveguide.

For the case of small index differences, curves that allow the deter-
mination of the bending loss of the lowest order symmetric TE mode of
the symmetric slab waveguide are provided.
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Attenuation of Unwanted Cladding Modes

By D. MARCUSE
(Manuscript received April 5, 1971)

This paper contains design crileria for the suppression of cladding
modes in optical fibers by means of a lossy jacket. The calculations are
actually based on the slab waveguide model. However, it is believed that the
results are representative, at least to order of magnitude, for the round
optical fiber. It is found that the cladding modes are absorbed most effectively
if the real part of the refractive index of the lossy jacket equals the refractive
index of the cladding material. However, slight deviations from this optimum
design are not eritical.

The loss of the cladding modes depends on many parameters so that
general statements as to the order of magnitude of the expected loss are hard
to make. However, a loss of 1 dB/m should be easily obtainable.

I. INTRODUCTION

Losses in dielectric optical waveguides have been discussed by several
authors.”'? In two earlier papers®'* we explored the problem of crosstalk
between two parallel optical waveguides. Two types of crosstalk were
considered. The directional coupler mechanism couples two dielectric
waveguides even if they have no imperfections of any kind. The coupling,
in this case, is caused by the exponentially decaying field tail of one
guide reaching to the region of the second guide. The second mechanism
causing crosstalk involves light scattering from waveguide imperfections.
The light that is scattered out of the guided mode of one guide can be
scattered back into the guided mode of a neighboring waveguide. Both
types of crosstalk can, in principle, be reduced by placing a lossy
material between the two guides. However, it was concluded that
isolation of the waveguides by means of a lossy surrounding medium is
really not necessary to avoid crosstalk. The waveguides must be de-
signed in such a way that their mode losses are low. The same mech-
anism that influences crosstalk also influences the mode loss. Ior
example, if two guides couple appreciably by means of the directional
coupler mechanism their mode fields penetrate each other to a con-

2565
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siderable extent. Adding loss to the surrounding medium thus also
causes added loss to the mode field. In fact, if the loss in the surrounding
medium is needed to reduce crosstalk it simultaneously adds so much
loss to the guided mode as to defeat its purpose. The cladding of the
fiber must thus be made sufficiently thick to protect the guided mode
from losses of its environment. But a sufficiently thick cladding also
provides adequate protection against crosstalk. The scattering cross-
talk problem, on the other hand, does not benefit from a lossy sur-
rounding medium for different reasons. Even if the cladding is made
sufficiently thick to protect the guided mode from losses of the sur-
rounding medium it is still possible to obtain substantial scattering cross-
talk. However, the same mechanism that produces scattering crosstalk
also causes scattering loss to the guided modes. Except for the unlikely
case of a systematic periodic distortion that persists throughout the
entire length of both waveguides, the scattering mode loss is more
critical than the scattering crosstalk so that it is necessary to build a
guide with sufficient accuracy to hold scattering losses down. Once this is
achieved scattering crosstalk is no longer a problem.

It thus appears as though it were not necessary to surround the
members of a bundle of waveguides with a lossy medium in order to
prevent crosstalk provided that the waveguides are built with low
scattering losses and with a sufficiently thick cladding. However, there
is one more reason why losses in the surrounding medium may be de-
sirable. We have so far ignored the possibility that power which is
scattered out of the core of the waveguide is trapped in the cladding.
These cladding modes are undesirable for two reasons. They couple some
of their power back into the core causing problems of delay distortion of
the guided core modes. In addition, these modes may reach the end of
the waveguide and there enter the detector giving further rise to un-
wanted, delayed signals. It is thus important to suppress cladding modes
by providing each waveguide with a lossy jacket.

We must keep in mind that the loss requirements for the cladding
modes are more stringent than the loss requirements for the core modes.
A loss factor that is prohibitively high for a core mode may be far too
low for a cladding mode. The cladding mode can be harmful even if it is
too lossy to propagate through the entire length of the waveguide by
itself. Cladding modes are continuously excited and reconvert to core
modes throughout the entire length of the waveguide so that their
presence is undesirable not only at the end of the waveguide but through-
out the entire length of the guide. It is thus desirable to ensure cladding
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mode losses far higher than the losses that appear excessive if they
should oceur for core modes.

A very effective way of suppressing cladding modes would be to
provide the waveguides of the cable with a surrounding medium whose
index is higher than that of the cladding. In this case the light can no
longer be trapped in the cladding but would rapidly escape into the
surrounding medium. However, if it were not attenuated there it would
still be harmful since some of it can scatter back into guided modes and
some of it may reach the detectors at the end of the guide giving rise to
crosstalk and delay distortion.

The next best thing, therefore, is designing a surrounding medium or
jacket with a refractive index whose real part nearly equals the index of
the cladding but which is sufficiently lossy to attenuate power that tries
to travel in it. This paper tries to provide the design criteria necessary to
build effective lossy jackets for the suppression of cladding modes.

II. CLADDING MODE LOSS FORMULA

Our interest is, of course, directed toward the cladding modes of
round optical fibers. In fact, the formula for core mode losses in round
optical fibers provided in Ref. 3 can be used to calculate cladding mode
losses in fibers with infinitely thick jacket by letting the refractive
indices of cladding and surrounding medium coincide and by shrinking
the cladding thickness to zero. However, a discussion of the cladding
mode losses for round optical fibers with finite jacket thickness is
complicated due to the complexity of the round fiber equation. As
always, the slab waveguide is much easier to treat than the round
optical fiber. Results obtained for the slab waveguide model are ap-
plicable to the round fiber at least as order of magnitude estimates.
Since order of magnitude estimates are all that we need in the present
situation and since the formulas for the slab waveguide are so much
easier to evaluate we shall base our discussion of cladding mode losses on
the slab waveguide model.

The slab waveguide model to be studied is schematically shown in
Fig. 1. We ignore the core of the waveguide since it does not contribute
appreciably to the propagation behavior of the cladding modes. The
refractive index of the fiber core is so close to the refractive index of the
cladding in most fibers of interest for communications purposes that we
can ignore the core altogether. The cladding mode losses are caused by
the fact that the reflection of the electromagnetic energy at the boundary
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Fig. 1—Sketch of a dielectric waveguide (core not shown) with a lossy jacket.

between cladding and jacket is not 100 percent efficient. It is thus the
plane wave reflection coefficient at the cladding jacket interface that
determines the cladding mode losses. The reflection coefficient is higher
for waves whose electric field vector is polarized parallel to the dielectric
interface (TE modes) compared to waves whose magnetic vector is
parallel to the interface (TM modes). The modes with the higher
reflection coefficient have lower loss. The TE modes have lower loss
than the TM modes. It is thus sufficient to study TE modes since the
TM mode losses must be higher. A design that succeeds in suppressing
TE modes does suppress TM modes even more effectively.

In order to obtain the mode losses for the structure shown in Fig. 1 we
study the reflection coefficient of a plane wave incident on the structure
shown in Fig. 2. The electric field vector is given by the equations:

E,, — Ac—l'(ﬂz+(-!') + Be—i(ﬁz—u) z < 0, (1)
E,= Ce ' 4 Fi® 0 0=z <4, 2

=< oo, 3)

IIA

IIA

E, = Ge'®o A

The time dependent factor exp (iwt) has been suppressed. The param-
eters , o, and p are defined by the equations:

k= Mk — Y)Y, 4)
o = (k™ — [‘32)*, ()
p = (nsk* — B4, (6)

with
k = w(eopo)! = 2r/N, . ™)
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The magnetic field components are obtained from E, with the help of

_ __t 9E, _ 1 9E,
H, = wiy 0z H, = wpy 0% ®)

The boundary conditions at the two dielectric interfaces determine the
relations between the amplitude coefficients:

a(k — p) cos oA + i(kp — o°) sin gA

B= ok + p) cos oA + i(kp + o°) sin oA 4, 9)
_ K(o’ + p)eiqA

s o(k + p) cos oA + i(kp + o°) sin cA A, (10
_ k(o — 1)a A

= o(k + p) cos oA + i(kp + o°) sin oA A, (11)

o) 2KU€'IPA

ok + p) cos oA + i(kp + A®)sin oA

The field that is deseribed by the equations (1) through (12) is the
cladding mode field of the waveguide. The type of mode that actually
results depends on the width 2D of the guide and on the angle at which
the plane wave travels in the slab; that is, it depends on the ratio x/g.
For the calculation of the mode losses we do not need to know this ratio
very accurately. It is clear, however, that lossless modes satisfy the

e—— A ——>

Fig. 2—This diagram shows the interference between an incident wave and the
wave that has penetrated into the jacket.
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requirement | A | = | B |. The transverse field distribution in the slab at
—D = z £ D is thus a standing wave. Since it is very hard to achieve
a large loss coefficient « for the cladding modes we can assume a << 1/\
and have

A|—|B]

| 4]

In order to obtain the mode loss, we calculate the power flow along the
waveguide axis,

< 1. (13)

0

3 0 . }
* o - R = .
s E,H, d.’b} = Re {2 it -/‘_zp 'E,, | dx (14)

P, = Re {—%
Re indicates the real part of the quantity in brackets. The integral is
extended only over the cladding region of the waveguide assuming that
most of the power is contained in this region. For reasonably low loss

this condition is satisfied. Using (1) and (13) we obtain
26D

wi

| A . (15)

P, ~

The amount of power at the cladding boundary that flows per unit area
out of the waveguide is given by

47 - 1)
Sz = Re leth }t=0 20)# 1 A (16)
The power loss coefficient 2« (e is the amplitude loss coefficient) is
2
2a = '},S:- am)

The factor 2 on the right-hand side of (17) takes account of the fact that
equal amounts of power are lost at the cladding jacket interface on either
side of the waveguide. Substitution of (15) and (16) into (17) results in
the desired formula for the loss of the cladding modes:
B 2)

O = —~ — | =) )

20 =5 5D (l i (18)
The coefficient B/A is obtained from (9). We consider only the case that
the medium outside of the waveguide jacket has the lowest refractive
index, ns < | n, | and ng < n,. We thus have

p= —1y (19)

with
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v = (8 — nak®)? (20)
being a real quantity. We set
o=u—1w (21)
with % and » both real and positive. In the limit of an infinitely thick
jacket, A — «, we obtain from (9) and (18)
_ 2k°u .
T BDMF 4 0 + ¥+ 2uk)

It is interesting to consider two different alternatives. First we assume
that

20 (22)

Re(nik®) > B°. (23)

The refractive index of the jacket material is a complex number
N =m, — 1 (24)

a; is the amplitude loss coefficient of a plane wave traveling in the
jacket. We assume

m, (25)
and obtain from (5) and (21)
u = [doi + (i + 4n7k'a)") (26)
and
v = [—1oh + 3oy + 4nikei)']? (27)
with
o = (2K — g (28)

It is apparent from (22) that & vanishes for = 0 and for # = o. This
indicates that 2a must assume a maximum as a function of w. By differ-
entiation of (22) we find that the maximum is located at

Upae = (& + )L, (29)

The maximum value 2a,,,. that corresponds to (29) is given by

20’ = 3 X 3 ‘
™ = BDI( + ")} + «]

In order to express the condition for . in terms of the refractive

(30)
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indices of the waveguide we square (29) and substitute (26) on the
left-hand side and (27) on the right-hand side of the squared equation.
We obtain the solution

a0 = k. (31)

Comparison of (4) and (28) shows that the maximum cladding mode loss
for an infinitely thick jacket is obtained if

N, = Ny, (32)

that is, for the case that the real part of the refractive index of the
jacket is equal to the refractive index of the cladding. The requirement
of an infinite jacket thickness means only that the effect of the boundary
between the jacket and the outside medium must be negligible. As a
practical matter this condition is satisfied if the product «;A is larger
than about 10 dB. For an infinitely wide jacket and as long as the
condition (23) holds we obtain maximum loss for vanishing », that is, in
the case of a lossless jacket. Increasing the loss of the jacket decreases
the loss of the cladding modes slightly as long as » remains smaller than .
For very high losses of the jacket material the cladding mode loss de-
creases with increasing jacket loss. This consideration shows that the
loss of the jacket material must not be made too high.
In the opposite case

Re(n2k®) < B (33)
we obtain
u=[—} 8 + 30" + k')’ (34)
and
v = [} 8"+ 3" + dnik'a)')! (35)
with
8 = (88 — n2k)} (36)

For vanishing loss in the jacket we now obtain » = 0 so that the cladding
modes propagate without loss in this case. The waves are totally in-
ternally reflected at the interface between cladding and jacket. The
condition for %, given by (29) can now not be satisfied. For numerical
calculation we shall always assume that the cladding modes are so
tightly guided that we can use

ﬁ =n lk. (37)
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Far from cutoff the values for x are obtained from®
™
kD =@+ 1)5 (38)

with integer values of ». Even integers of » belong to even modes while
odd integers belong to odd modes. Equations (22) and (30) show that the
lowest order mode (v = 0) propagates with the lowest loss. Since we are
interested in maximizing the losses of all the modes it is thus sufficient to
consider the loss of the lowest order even TE mode and use

™
kD = 2 (39)

For finite thickness of the jacket material and sufficiently low loss the
cladding mode losses vary as a function of cladding thickness A. Figures 3
and 4 show these loss fluctuations for the case kD = 50, n, = 1.6,
n, = 1.65, and ny = 1. The jacket loss was assumed to be 2a;D = 0.1
dB in case of Fig. 3 and 1 dB in case of Fig. 4. These loss variations as a
function of jacket thickness complicate the design of an optimum
jacket. Since we need a certain minimum loss for the effective suppression
of all cladding modes we are interested in the minimum values of the
loss. It is thus necessary to find the position of the loss minima of
equation (18). Since it is difficult to find the minimum values math-
ematically from the loss expression we use a physical argument based on
ray optics for the case n, > n,.

Figure 2 shows the geometry of the problem. Minimum loss is obtained
if the light rays that are reflected from the cladding-jacket boundary
add in phase to the light rays that penetrate into the jacket, are reflected
at its outer boundary, and reenter the cladding. The condition for
minimum cladding mode loss can thus be stated as follows

(nkn + ¢2) — (MEkE + ¢1) = 2vm. (40)

The distance from point A’ to point D’ in Fig. 2 is £, the distance from
point B’ to €’ and on to D’ is 7, and the phase angles ¢, and ¢, are the
additional phase shifts that the wave suffers on reflection from the inter-
face between cladding and jacket and between jacket and the outside
medium. The number » must be an integer. Using simple geometry we
obtain

2A
T sin g

(41)

The angle of the incident ray is shown vastly exaggerated in Fig. 2.
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Fig. 3—Fluctuation of cladding mode loss as a function of jacket thickness A.
(D = cladding thickness; 2«; = power loss coefficient of the jacket material; k =
propagation constant of free space; ni, n,, and n; are resg)ectively the refractive
indices of the cladding, the (real part) of the jacket, and the outside medium).
kD = 50, 2a;D = 0.1 dB, m = 1.6, n, = 1.65, ny = 1.0.

For low-order cladding modes the angle between the incident ray and
the interface is very nearly zero. We thus obtain from Snell’s law

n2 4
sin0=[—77%]- (42)
Because the input ray intercepts the interface at grazing angles we can
approximate ¢ as follows

£ =24 cot § = 2A ﬁ (43)

The additional phase angle on reflection from the optically denser jacket
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¢, = . (44)

The phase angle ¢, is more complicated. From the Fresnel formulas for
the transmission of a plane wave across a dielectric interface we obtain

2 oy
¢, = —2 arctan [H] (45)

Collecting all these equations we obtain from (40) the jacket width that
minimizes the cladding mode loss:

™ n; — n§)‘}
gt arctan {(n———n?

Apin = k(nf _ ‘nfﬁ

: (46)
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Fig. 4—Same as Fig. 3 except that 2«;D = 1 dB.
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Numerical values of (46) agree with the position of the minima appearing
in Figs. 3 and 4.

IIT. NUMERICAL RESULTS

The theory presented on the preceding pages contains the information
for the design of lossy jackets for the purpose of suppressing cladding
modes. Because of the large number of independent parameters entering
equations (9) and (18) it is impossible to draw curves covering all
possible cases of interest. We are thus limiting the discussion of numerical
results to a few cases hoping to show the trend and the order of magni-
tude of the cladding mode losses that may be obtainable.

All curves are calculated for a cladding index n, = 1.6 and an index
of ny = 1 for the surrounding medium. Most curves apply to the case
kD = 50. Those curves are drawn as solid lines. Broken curves are
examples for kD = 100 and dash-dotted curves apply to kD = 500. A
comparison between these three kD values gives some indication of the
dependence of the cladding mode losses on the kD parameter.

The cladding mode loss 2aD for a guide length equal to the half
width D of the cladding is shown in Fig. 5 for n,/n, > 1 as a function of
the jacket loss 2a;A. (D = cladding half width, A = jacket thickness,
both losses are expressed in dB). Figure 5 was computed from (9), (18),
and (46) for the minima of the fluctuating loss curves (compare Figs. 3
and 4). It is important to remember that the first loss minimum occurs
for Ani, of (46) for v = 0. The curves of Fig. 5 do not apply to values of
the jacket thickness A that are much smaller than this minimum thick-
ness. The loss curves shown in Tigs. 3 and 4 drop off very rapidly for A
values that are smaller than the value at the first minimum so that the
mode losses obtained from Fig. 5 would be much higher than the actual
losses if the figure were applied to A values that are smaller than the
first minimum. For jackets that are thicker than the minimum value
(46) with » = 0 the curves of Fig. 5 show the lowest possible cladding
mode loss, The loss curves shown in Fig. 5 are correct for small values
of 2a,;D (note that we have just replaced A with D). As long as it stays
below a certain critical value the curves are independent of 2a;D. For
larger values the cladding mode losses decrease with increasing 2e;D.
The critical value is different for each curve shown in Fig. 5. The depen-
dence of the cladding mode losses on 2a;D is shown in Fig. 6. This
figure presents the values of the cladding mode losses for infinite jacket
thickness A as a function of 2«;D. It is apparent from Fig. 5 that the
cladding mode losses become independent of the jacket thickness for
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Fig. 5—The minimum cladding mode loss as a function of the jacket loss 2a;A
for different values of n./ny > 1.

sufficiently large values of A. Figure 6 shows the mode losses of Fig. 5
after they have leveled off (A — ). It can be seen that the cladding
mode losses become less sensitive to the value of 2«;D for increasing
values of the jacket-to-cladding index ratio n,/n,. However, the loss
curves for n,/n; = 1.001 become dependent on the jacket loss coefficient
a; already for 2a,D = 1 dB. It is important to keep this in mind when

using Fig. 5.

Comparison of the dash-dotted, broken, and solid lines in Figs. 5 and 6
shows that the cladding mode loss depends on the kD parameter as
(kD)™* for A — . It is very hard to see this relation from (18); however
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Fig. 6—Cladding mode losses for infinitely thick jacket, A — =, as functions
of the jacket loss parameter 2«;D for n./n; > 1.

it can be seen from (22) and (26) for small values of ». It is interesting to
observe that the maximum loss (30) depends on kD only as (kD).

In order to obtain a feeling for the absolute loss values that can be
achieved let us assume that the cladding half thickness is D = 10um.
The loss factor 2aD = 107" dB thus corresponds to a cladding mode loss
of 2¢ = 1dB/m. Cladding mode losses well in excess of 1 dB/m are thus
easily obtainable. In fact it appears possible to design jackets that
provide cladding mode losses of 100 to 1000 dB/m.

So far we have considered jackets with a refractive index whose real
part is larger than the index of the cladding material. If the real part of
the jacket index is smaller than the cladding index, n./n, < 1, the
cladding mode losses are no longer even approximately independent of
2a;D. The loss curves can thus not be drawn as functions of 2«;A.
Figures 7, 8, and 9 are representations of the cladding mode losses for
n./n, < 1 as functions of A/D. The parameter 2«,D is used to label the
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different curves in each figure. Comparison shows that for equal values
of kD and 2«;D the loss curves are nearly identical for all three figures
for low values of A/D. The leveling off of the curves for large values of
A/D is, however, quite different for each value of n,/n;. The dependence
of the cladding mode loss for n,/n, < 1 as a function of 2a;D for A — =
is shown in Fig. 10. The loss curves of Fig. 10 show maxima that shift
as a function of n,/n:. The mode loss 2aD is not an oscillating funetion of
the jacket thickness if n,/n; < 1. The curves shown in Figs. 7 through 9
are thus not the loss minima but the actual loss values as functions of
A/D.

The dependence on the kD parameter for n,/n, < 1 can be seen from

A
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Fig. 7—Cladding mode losses as functions of the jacket thickness for n,/n; = 0.999.
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Fig. 8—Cladding mode losses as functions of the jacket thickness for n,/n; = 0.99.

the figures to be as (kD)™® for A — « while the dependence for small
values of A/D is as (kD)™".

Even for jackets with a refractive index whose real part is smaller
than the cladding index, losses well in excess of 1 dB/m are obtainable.
However a comparison of the two cases, n,/n, > 1 and n,/n, < 1,
shows that jackets with a refractive index higher than the cladding
index provide more losses to the cladding modes.

Lossy jackets need not be very thick to be effective. For example, for
kD = 50 and A/D = 0.1 (for D = 10um this would correspond to a
jacket lum thick), we could choose n,/n, = 1.1 and obtain a cladding
mode loss of 2aD = 2 X 10~* dB (or 200 dB/m) with a total jacket loss
of 2a;A = 1dB or 2e;D = 10 dB. Figure 6 shows that the curve with
n./n, = 1.1 is still constant at 2o;D = 10 dB so that Fig. 5 is applicable
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for a jacket loss of that magnitude. Increasing the jacket thickness to
much larger values would triple the cladding mode losses (in dB) in this
case. An increase of kD to kD = 500 reduces the loss to 7.2 X 107° dB
(or 7.2 dB/m).

IV. CONCLUSIONS

Losses for cladding modes have been calculated with the help of a
slab waveguide model with a lossy jacket. It has been found that the
cladding mode losses are maximized if the real part of the refractive
index of the jacket material equals the refractive index of the cladding
material. However, high cladding mode losses can be achieved with
jackets whose real part of the refractive index is either lower or higher
than that of the cladding material. Losses in excess of 1 dB/m are easily
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Fig. 9—Cladding mode losses as functions of the jacket thickness for n,/n; = 0.95.
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Fig. 10—Cladding mode losses for infinitely thick jacket as functions of the jacket
loss parameter 2a;D for n./n < 1.

achieved. A careful design should make it possible to obtain cladding
mode losses between 100 and even up to 1000 dB/m, depending on the
kD value at which the fiber is operated.
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Improved Intersymbol Interference
Error Bounds in Digital Systems

By Y. S. YEH and E. Y. HO
(Manuscript received April 21, 1971)

A thorough solution to the problem of determining the error rate of a
digital communication system with intersymbol inlerference and additive
Gaussian noise is presented in this paper. The solution achieves for the
first time a combination of computational simplicity and a high degree
of accuracy, and is obtained by deriving tight upper and lower bounds
on the error rate. It is shown that, for a system with a normalized peak
distortion less than unity, these bounds can be made to differ by an arbi-
trarily small amount. The numerical evaluation of the bounds takes less
than one second on the GE-Mark II time-sharing system for almost all
the cases.

Examples are given for 2M-ary digital systems to demonstrale the
accuracy and computational efficiency of our method. The resulls show
that our estimales of error rate are generally orders of magnitude better
than the Chernoff bound. For example, in the case of an ideal bandlimited
system [(sin 1)/t pulse shape] with a signal-to-noise ratio of 16 dB and a
sampling instant deviation of 0.05 from the oplimum value, the lower
and upper bounds on the error rate are 1.1 X 1 0% and 1.2 X 107%, respec-
tively.

This method can also be applied to the calculation of the performance
of certain phase-shift-keyed systems and certain systems with co-channel
inlerference.

I. INTRODUCTION

In many cases the transmission efficiency of a digital system is
largely limited by intersymbol interference rather than by additive
noise. Intersymbol interference may result from imperfect design of
the filters, distortion in the transmission channel, nonideal sampling
instant, or nonideal demodulating carrier phase. In analyzing such a
digital data system, it is important to determine the system error rate
due to intersymbol interference and additive noise.

2585
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Various methods'™ to evaluate the error rate have been proposed.
They provide either a loose upper bound of the error rate or the error
rate of a channel with truncated impulse response.

In this paper we present a simple method to evaluate both an upper
and a lower bound of the error rate without invoking the finite pulse-
train approximation. Furthermore, it is shown that for a system with
a normalized peak distortion less than unity, the upper and lower
bounds can be made arbitrarily close thus obtaining an accurate estimate
of the error rate of the system. This method can be applied to 2M-ary
AM and coherent phase-shift-keyed systems.

The data system model will be described briefly in Section II. Various
proposed techniques to evaluate the error probability and their draw-
backs are discussed in Section III. In Section IV, we will present new
upper and lower bounds and the computation of the bounds by a series
expansion. Applications and the convergence properties of the bounds
are described in Section V. Throughout, additive Gaussian noise and
independence of information digits are assumed.

II. BRIEF DESCRIPTION OF THE SYSTEM

A simplified block diagram of a digital AM data system is shown in
Tig. 1. We assume that an impulse §(tf) having amplitude @, is trans-
mitted through the channel every 7' seconds. The system transfer
function is

R(w) = S(w)T(w)E(w). 1)

In the absence of channel noise, a sequence of input signals,

2 a8t — IT), )

l=—00

will generate a corresponding output sequence,

0

> an(t — 1), 3)
l=-—o0
where 7(f) is the Fourier transform of R(w), {a:} is a sequence of in-
dependent random variables, and ¢, = =1, %3, .-+ £ 2M — 1)
with equal probability for all integers, . We also assume that additive
Gaussian noise is present in the system. Thus the corrupted received
sequence at the input to the receiver detector is

o0

y(t) = IZ ar(t — IT) + n(1), @)

==
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Fig. 1—Simplified block diagram of a 2M-ary data system.

where n(f) is additive Gaussian noise with power o° watts. At the
detector, y(t) is sampled every T seconds to determine the amplitude
of the transmitted signal. At sampling time ¢, , the sampled signal is
y(to) = awr(te) + Z ar(te — IT) + n(t). (5)

o
The first term is the desired signal while the second and the third
terms represent the intersymbol interference and the Gaussian noise

respectively.
The set of slicing levels is'

0, £2r(ty), £4r(lo), -+, =2m — 2)r(). (6)

Based on the decision levels given by equation (6), for a particular

transmitted signal level, a, , the conditional error probability is
—@2m —1)

II

Ply(t) 2 —2(m — r(t))},  ao
Ply(ts) = 2(m — Dr(t)}, a, = 2m — 1 )
Plly(ts) Z (as + Dr(t)1U[y(t) = (a0 — Dr(t)l},

ay # £(2m — 1),

P.(e/a,) =

where A UB is the union of the events A and B.
Substituting equation (5) into (7), we obtain
P{Y ar(ty — IT) + n(ty) = r(t)}, @ = —2m — 1)

1#0

P Z alr(to = IT) + n(tu) = _T(to),; ay 2m — 1
{#0 (8)

PUY ar(te — IT) + n(te) = r(te)]U

P.(e/a;) =

A2 ar(ty — IT) + n(t) £ —r(t)]}, @ # =(2m —1).

1#0
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Since Z,,.o ar(t, — IT) and n(t,) are equally likely to be positive or
negative, equation (8) reduces to

P> ar(te — IT) + nlte) 2 r(ta)}, @ = £2m—1)
P.(e/a)) = e 9)
2P( Y ar(te — IT) + n(to) = r(ts)}, a0 #= £(2m — 1).

1#0

The error rate of the system is

P, = Y P.(e/a0)P.(a0)

all ao

= [@m — 1)/m]P{ g ar(te — IT) + n(ts) = 7(t)}.  (10)

We notice that in equation (10) the variables m, a;, , and n(f,) have
already been defined. The sequence r({, — IT') is assumed to be known™*
in the following sense:

r(ty — IT) 1is finite and known Vlie Sy, (11)
where Sy is a set of N + 1 distinet integers (including I = 0) and'
Dty — IT) = 07 < . (12)
1§SN
Define
X = Z azr(to - ZT). (13)

=0
From equation (12) we conclude that the infinite sum X converges
absolutely to a random variable and equation (10) can be alternately
written as

P, @2rd®) ™! f

all X =

0

exp {—[y — r(t) + X1I"/20"} dy dF(X).  (14)

III. REVIEW OF EXISTING METHODS

The existing methods of evaluating equation (10) can be divided
into the following categories.

3.1 Worst Case Estimate

A worst case sequence’ or ‘“‘eye pattern” analysis is frequently used
to analyze a data system. The error probability is estimated by setting

* The sequence r(t; — IT) is either experimentally determined or calculated
through the system transfer function.

t o,2 is obtained through the application of Parseval’s theorem to equivalent
Nyquist pulse (p. 47, Ref. 1).
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D w0 ar(ty — IT) to its worst case value in equation (10). In many
cases, this estimate is exceedingly pessimistic since the occurrence of
such a worst case sequence is extremely rare.

3.2. Chernoff Bound

Recently, Saltzberg® and Lugannani® applied the Chebyshev in-
equality to equation (10) to obtain the upper bound on error prob-
ability. We have shown in Ref. 6 that these upper bounds are in many
cases still too pessimistic by orders of magnitude.

3.3. Finite Truncated Pulse Train Approximation*'®

When r(t) decreases rapidly relative to the sampling period 7', we
may approximate the channel by a finitely truncated pulse train.
The error rate can be calculated by enumerating all the possible com-
binations of intersymbol interference. However, since each calculation
of the conditional error probability takes a great deal of computer
time, the number of m" must be held to several thousand." This limita-
tion leads to a poor approximation of the true channel, and the error
probability so obtained is not very useful. Recently, Hill* has reported
that by computer simulation of the density function of X , the com-
putation time can be reduced.

3.4 Series Expansion Method

Recently, Ho and Yeh® and, independently, Shimbo and Celebiler’
discovered that equation (10) can be calculated in terms of an ab-
solutely convergent series involving moments of the intersymbol
interference.* Furthermore, the moments can be obtained readily
through recurrence relations, and the computation time is greatly
reduced. A better approximation of the real channel ecan be obtained
by increasing the number of terms in the pulse train approximation.
However, the error in the P, estimate introduced by the truncation
of the system impulse response is still unknown.

IV. ERROR BOUNDS AND COMPUTATION TECHNIQUES

In this section we shall derive new upper and lower bounds on the
error rates and define the range of applicability of our method. No
truncation of the intersymbol interference is required. Furthermore,
this method will give an accurate estimate of the error rate with a
negligible amount of computation time.

* Only truneated pulse train approximations are considered.
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4.1 Upper and Lower Bound of P,

Let the intersymbol interference be partitioned into two disjoint
sets where

Xy = Z ar(t, — IT), (15a)
resw
and
Xe= 2 ar(to — IT). (15b)
¢Sy

Equation (14) can be rewritten as

e = 1@m— 1/m] all Xy j:nxn (2‘”02)_’

0

[ exp (—ly = (k) + X + XaF/20") dy dP(Xs) dF(Xa).

(16)
Proposition 1: P, is lower bounded by

P, = [@m — O/m] | C

0

[ e (= 1y — ) + Xa)/20") dy AP, (A7)

provided the truncated system has an “open eye pattern,” i..,

rt) — 2 |t = 1T) | 2 0. (18)
1m0

Proof: The complementary error function is concave upwards for

negative values of its argument and satisfies the following relationship:
lerfe (z 4+ a) + terfc(z —a) Z erfe (2), 2 =0. (19)

Since X, is symmetrically distributed around zero and Xy satisfies
equation (18), we obtain, by applying equation (19), that

_/:“Xn fom exp {—[y — r(t) + Xn + XzI’/20°} dy dF (Xp)

z f_m exp {—[y — r(to) + XxI*/26°} dy. (20)

Substituting equation (20) into equation (16), we obtain the lower
bound of equation (17).
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Proposition 2: P, is upper bounded by

P = l@m—/m [ (re)?

[ e 1=l = ) + XJ/261) dy dF(XY),  (21a)

where
o = o’(1 — az/c”), (21b)
op = (1/3)(2m — 1)(2m + 1)e?, (21¢)
and ¢ is defined in equation (12).
Proof: Applying the following inequality,
exp [—Xpz/2} £ 1, (22)

to equation (16), we obtain
P, £ [(2m — ’ 2ma”) "}
- = [( m 1)/m] ‘/;ll‘\'lv /‘—au */;ll.\’n ( Wa)

cexp {—[y — r(t) + XN]z/zo'zl
rexp {—[y — r(ty) + Xy]Xp/o"} dF(Xp) dy dF(Xy).  (23)
Knowing from equation (15b),

Xr = 2, ar(te — IT),

lySy

the average over X  can be performed, we thus have
fu X exp {—[y — r(t) + X.\']XR/“Q} dF (X )
all Xg

= IT (exp (=ly — r(t)) + Xylaw(te — IT)/a*})a,,  (248)

¢SN

where {(g(z)). means expectation of ¢g(x). It has been shown* that the

following inequality holds.
(exp {ax})., < exp (2°02,/2) = exp {2°(2m — 1)(2m + 1)/6}. (24b)

Substituting equation (24b) into (24a) we obtain
[ e i=ly = ) + XuIXa/o"} dF(Xa)

< exp {[y — r(t) + Xy]'0r/20"}, (24¢)
* Appendix of Ref. 6.
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where o is given by equation (21c). Substituting equation (24c) into
(23) we obtain the upper bound of equation (21a).

Tt is interesting to note that the upper bound differs from the lower
bound only through a modification of the noise power by the truncated
terms. For a system with a peak distortion* less than unity, by taking
the set Sy large enough o2 approaches zero, o7 approaches ¢°, and the
upper bound converges to the lower bound. Therefore, the exact error
probability can be located within a small range. The computation
time involved for large enough N is rather minimal when a digital
computer is used as will be illustrated in Section V.

4.2 Evaluation of Py, and P,

We have already shown in Ref. 6 that equations (17) and (21) can
be expanded into an absolutely convergent series involving moments
of the truncated intersymbol interference.

The series expansion of equation (17) is

Py = [@m — 1)/m] erfe [—r(t)/@0)]
+ [em — 1/m] 3 (@O @™ exp (—r'()/26)

Ha (o) /(280) M oy, (25)
where

H,,_, is the Hermite polynomial,
M, is the 2kth moment of the random variable Xy .

The series expansion of equation (21) is similar to equation (17),

Py = (a./v){[@m — 1)/2m] erfe [—r(t))/(2}o1)]

+ [@m — 1)/m] 3 (2017 2e) @™ exp [—1*(t)/201]

k=1
'sz—l(T(tO)/(2§Ul))M2k}' (26)
The moments (M) can be obtained through the characteristic

* Normalized peak distortion (D,) is defined as

D, = £ Irlto + nT)|/Irtt)].

n+0
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function of X, without the explicit evaluation of the distribution
funetion. The recurrence formula for A7/, is

Mo = =3 (2 7 1 )Maa (D2 M@m — 12} | Ba |

[ ;) r(te — I1)*], (27)

where B,; are the Bernoulli numbers.

4.3 Truncation Error Bound of Series Expansion

The error incurred by truncating the series of equation (25) at
(n — 1) term is given by

R, = [2m — D/m) 3 CRYCe) 7m0 exp [F(0)/20'
“Hyyoy [r(to)/(ng)] M, . (28)

Let
AN=max | Xy|=Cm—1) X |r{te — IT) |. (29)
leSy
1#0

It can be shown that the moments satisfy
Mooy £ MoN”, p=0,1,2, - . (30)
For (2k — 1) > xz, the Hermite polynomials are upper bounded by
| Hoo(z) | < 24742k — 3)1] v/2k — 1 exp [2%/2]. (31)

Substituting equations (30) and (31) into equation (28) we obtain the
following:

IRn | = [(2m - 1)/m](277')_§ exp [_Tz(t())/‘i”?]

Mo, (205)7" 30 ()72 — 17N /260%) "

k=n

< [2m — 1)/m]2m)7F exp [~ (t))/40"]

-]l[z,,-(2a2)""{z ®k)7'(2k — 1)\ /26)0

k=n

+ ®@N7'@p — DTHN/2°)7( — %2/21102)"} , o (32)
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Fig. 2—The convergence of the series expansion method; (sin =t/T')/(wt/T) pulse,
binary AM system, ¢, = 0.05 7, SNR = 16 dB. The set Sy includes the first 12

sampling points around .

where p is an integer which is chosen to satisfy (\*°/2pe®) < 1. Similar
truncation error bounds can be obtained for P, .

V. APPLICATION

The error probability of a 2M-ary digital AM system with an ideal
band-limiting pulse signal operating over an ideal channel is calculated
by equations (25) and (26) to determine the convergence of the method.
The received binary pulse is assumed to be

r(t) = (sin wt/T)/(xt/T). (33)
The system SNR is defined by
SNR = (a2)r*(0)/s". (34)

The convergence of the series expansion method is illustrated in Fig. 2.
The system is binary with the sampling instant deviated by 0.057
from its nominal sampling instant. The SNR is 16 dB. The set Sy
includes 12 elements, ie., I = 1, 42, --- , 46. It is observed that
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Fig. 3—Convergence of Py, as a function of number of terms in the series expansion;
(sin =t/T)/(xt/T) pulse, 4-level digital AM system, ¢, = 0.05 7', SNR = 23 dB.
The set Sy includes the first 12 sampling points around ¢,.

the series converges after 3 or 4 terms. A similar example is given in
Fig. 3 for a 4-level system with SNR = 23 dB.

The convergence of the upper bound to the lower bound with in-
creased size of Sy is illustrated in Figs. 4, 5, and 6 for binary and 4-level
systems respectively.* It is observed that the two bounds indeed
merge together as N is increased. The upper and lower bounds on the
error rate were calculated using a program written for the GE-Mark II
time-sharing system. For the examples given here, computation time
was less than a second. The change of N from 6 to 30 hardly had any
effect on the computation time which indicates that one should start
with Sy sufficiently large such that ¢ is small in comparison with ¢°,
probably of the order of 0.2 ¢ or smaller. Under this condition the
upper and lower bound should be fairly close. As a comparison, the
Chernoff bounds are also presented in Figs. 4, 5, and 6.

The method given here can also be applied to the calculation of the
error rate of a coherent phase-shift-keyed system. The error rate
calculation of a two and four phase system can be reduced to the basic

* The number of terms in the series expansion used to calculate the puints in these
figures are determined so that the truncation error is negligible.
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formula, equation (10)," which then requires the determination of

P{2 ar(te — IT) 4 n(ts) Z r(t)}.

10

(35)

The method described here can then be applied. Similar applications
can also be found in the error calculation of co-channel interference.
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VI. CONCLUSIONS

We have presented a method to calculate the error rate of a coherent
digital system subject to intersymbol interference and additive Gaussian
noise. The error rate for a system with a peak distortion less than unity
can be determined to arbitrary accuracy through the calculation of
an upper bound and a lower bound of the error rate. The computation
time involved (less than one second on the GE-Mark II time-sharing
system) is many orders of magnitude shorter than the time required
by the straightforward calculation of all the possible states. On the
other hand, the results are generally much more accurate than the
results obtained through the application of the Chernoff bound.
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Dual Frequency Measurements of Rain-
Induced Microwave Attenuation on a

2.6-Kilometer Propagation Path

By R. A. SEMPLAK
(Manuscript, received April 9, 1971)

The ratio of attenuations measured stmultaneously at 18.5 and 30.9
GHz on a common 2.6-km path during 1970 in New Jersey show that, with
exceptions for special cases, the Laws and Parsons drop-size distribution
adequately represents the rvain on terrestrial microwave communications
paths. The ratio derived from cumulative distributions of attenuation 1s
also discussed. A rain-induced attenuation of 30 dB 1s found to be exceeded
0.001 and 0.01 percent of the time at 18.5 and 30.9 GHz, respectively.
These results are 1n good agreement with allenuations derived from rain
rates obtained on the Holmdel rain gauge network.

I. INTRODUCTION

Rain-induced attenuation at centimeter and millimeter wavelengths
is a funetion of drop-size; conversely, a measure of drop-size can be
obtained from multi-wavelength measurements over a common propa-
gation path. As shown in Fig. 1, a 2.6-kilometer path, shared by both
18.5 and 30.9 GHz, extends to the southeast of Crawford Hill, Holmdel,
New Jersey. Both of the receivers are located in the same building at
Crawford Hill; the equipment has been reported elsewhere,* it will
not be discussed here. )

In addition to obtaining a measure of the drop-size distributions by
examining the ratio of the 30.9-GHz attenuation to the 18.5-GHz
attenuation during rainstorms, sufficient data are available for a
statistical examination of the rain-induced attenuations for both
frequencies. In the following, the cumulative distributions of attenua-
tion at 18.5 and 30.9 GHz will be discussed individually and then
related one to the other.

2599



2600 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1971

CRAWFORD
§ v HILL

CRAWFORDS
CORNER

Laod AN O ——

!lJIl}lrllJ

1
o 05 1.0 KM

Fig. 1—Map showing the propagation path of 2.6 km used at 30.9 and 18.5 GHz.

II. VARIABILITY IN DROP-SIZE DISTRIBUTION

The variability of drop-size can be assessed by examining the data
from the common propagation path, shown in Fig. 2. In this figure,
the ratios of 30.9-GHz to 18.5-GHz attenuation are plotted versus the
total path attenuation at 18.5 GHz (the upper plot) and versus the
total path attenuation at 30.9 GHz (the lower plot). In both plots,
the dashed line is the theoretical ratio of 30.9/18.5-GHz attenuation
obtained using a Laws and Parsons drop-size distribution,®* assuming
a uniform rainfall over the path. It is apparent from the data in both
plots of Fig. 2 that the theoretical ratios derived from Laws and
Parsons represent the body of the data rather well, especially for path
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attenuations exceeding 10 dB at 30.9 GHz; in fact the least squares
fit to the data is not shown because it lies so close to the theoretical
curve. However, for attenuations less than about 10 dB at 30.9 GHz
there is a large scatter in the measured ratios; much of the scatter
is eaused by two particular storms.

The two specific sets of data are shown in the two plots of Fig. 2
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++ JUN.12, 1970

)

30.9 GHz
18.5 GHz

. -. 4 /
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1##M+ - LAWS AND SONS

0 1 | | | | Il | - |
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Fig. 2—The ratio of attenuation at 30.9 GHz to that at 18.5 GHz plotted, in
the upper graph, versus the 18.5-GHz total path attenuation and, in the lower,
versus the 309-GHz total path attenuation. The dashed curve in each plot is the
theoretical ratio using Laws and Parsons drop-size distribution.
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by distinctive symbols; these data were measured during periods of
the month of February, and on the twelfth day of June, 1970. Suffice
it to say that these are special cases where the large ratios obtained
in February are due to light rains composed of more small drop diam-
eters than accounted for by Laws and Parsons, whereas the lower ratios
obtained in June are the results of drops larger than that given by
the Laws and Parsons drop-size distribution. If these two special
cases are removed, the remaining data are well represented by the line
labeled Laws and Parsons. The spread in the measured data is due
not only to variations in drop-size distributions but also to a lack of
homogeneity in the rainfall intensity along the propagation path.

III. CUMULATIVE DISTRIBUTIONS OF 30.9- AND 18.5-GHZ RAIN-INDUCED
ATTENUATION

A sample of 6432 hours of recording on the dual-frequency experi-
ment was obtained during the period January 1, 1970 through Septem-
ber 25, 1970. During this period a total of thirty-six individual showers
occurred. Of these thirty-six, attenuation measurements were obtained
at both 18.5 and 30.9 GHz for thirty-four. The remaining two storms
were missed; in one instance, there was an equipment failure at 18.5
GHz, in the other, a failure at 30.9 GHz.

Percent-of-time distributions for 18.5- and 30.9-GHz rain-induced
attenuations are shown in Fig. 3 (by the solid curves) for the record-
ing period of 6432 hours, not a full year. However, based on earlier
work,? this period is known to include the months of heaviest rain
rate, therefore the sample contains essentially all of the high attenua-
tions which oceur in a full year.

Examination of the solid curves of Fig. 3 shows that for this 2.6-
kilometer path and a 0.01-percent probability level, the 18.5- and
30.9-GHz rain-induced attenuations exceeded 15 dB and 30 dB, re-
spectively. Thus, these levels of attenuation were exceeded for a total
of 38 minutes of the 6432-hour recording period. Similarly, if one
examines the 0.001-percent probability level, which for this sample is
equivalent to about 4 minutes, one finds that the attenuation at 18.5
GHz exceeded 30 dB whereas at 30.9 GHz, using some extrapolation,*
the attenuation exceeds 57 dB.

As stated earlier, the likelihood that the 18.5- or 30.9-GHz attenua-
tion would have exceeded 30 and 57 dB for the remainder of the year,
beyond the 6432-hour sample, is remote. If the percentage level is

* The measuring range at 30.9 GHz is 48 dB.
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Fig. 3—Percent-of-time distributions of the rain-induced attenuations for both
18.5 and 309 GHz. The solid curves are based on 6432 hours of data, the dashed
curves are projected yearly distributions.

computed on a yearly basis, it is found that the attenuation at 18.5
GHz exceeds 28 dB 0.001 percent of the time, approximately 5 minutes
per year, and the attenuation at 30.9 GHz exceeds 54 dB for 5 minutes
of the year. The yearly attenuation distributions are shown by the
dashed curves of Fig. 3.

An interesting comparison can be made between the data points just
discussed and the attenuation computed® from the rain rates measured
on the Holmdel rain gauge network. Figure 4 is a reproduction from
Ref. 5 of the curves of computed rain attenuations exceeded 0.001
percent of the year (Fig. 4a) and 0.01 percent of the year (Fig. 4b),
as a function of path length. These computed curves are based on
average path rain rates from the 1967 rain gauge network data. The
current 1970 data at the 0.001-percent probability level for both 18.5
and 30.9 GHz are shown as crosses on Fig. 4a;* the agreement is quite

* Figure 4 also shows measurements for the two probability levels at 18.5 and
309 GHz taken on 64- and 1.9-km paths during 1967, 1968, and 1969.2
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Fig. 4—Attenuation as a function of path length at 11, 18.5, and 30 GHz (1967
Holmdel rain gauge network data) for (a) 0.001 percent probability and (b) 0.01
percent probability along with measurements on paths of length 1.9 km (30.9
GHz), 2.6 km (185 and 30.9 GHz), and 64 km (185 GHz).

good at 18.5 GHz but at both frequencies the computed curves predict
a value somewhat larger than the measurements.

A similar comparison at the 0.01-percent probability level can be
made if one is willing to assume that no attenuations exceeding 15
and 30 dB at 18.5 and 30.9 GHz, respectively, occurred for the re-
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mainder of 1970, beyond the 6432-hour recording period. This is not
an overly hazardous assumption since experience has shown that the
tail of the distribution for the measuring period discussed here con-
tains essentially all the high attenuation data for a year. This as-
sumption was made with the 1970 data for both 18.5 and 30.9 GHz
and the results (12.5 and 27 dB) for the 0.01-percent probability level
are shown by crosses on Fig. 4b. Agreement between computations
and measured data is fairly good, the curves computed from the rain
gauge network data again being somewhat conservative,

IV. RELATIONSHIP BETWEEN THE TWO ATTENUATION DISTRIBUTIONS

In view of the fact that the 18.5- and 30.9-GHz attenuations are
measured on a common path, the received signal levels at the two
frequencies are always attenuated by the same volume of rain and
therefore fade together. One is justified in attaching significance to the
ratio of the attenuations at a given percent-of-time level.

Ratios of 30.9- and 18.5-GHz attenuation for various percentage
levels (from Fig. 3) are plotted as solid dots in Fig. 5 versus the total
path attenuation at 18.5 GHz; the theoretical ratio* of 30.9/18.5-GHz
attenuation obtained using a Laws and Parsons drop-size distribution
is plotted as the solid curve on this figure. Again, as in Fig. 2, there is

28

2.4

2.0

30.9 GHz
RATIO OF ATTENUATION ( 65 GHz)

1 ! I |
0 5 10 15 20 25 30
dB (18.5- GHZ ATTENUATION— 2.6 KM PATH)

Fig. 5—The ratio of measured attenuation from the 30.9-GHz and 18.5-GHz
distributions of Fig. 3, plotted as solid dots, versus the measured 18.5-GHz total
path attenuation. The solid curve is the theoretical ratio using Laws and Parsons
drop-size distributions.
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good agreement between the ratios obtained from the measured at-
tenuation and the theoretical distributions based on the Laws and
Parsons drop-size distribution; thus, it appears that the Laws and
Parsons distribution holds on the average. The least squares fit to the
measured ratios has not been plotted in Fig. 5 because of its proximity
to the computed curve.

V. CONCLUSION

Our measurements of the instantaneous ratio of 30.9- to 18.5-GHz
attenuation appear to be consistent (Fig. 2) with computations based
on the Laws and Parsons raindrop-size distribution. The attenuation
ratios have also been derived from the cumulative distributions of
attenuation (Fig. 3) and these are in very good agreement (Fig. 5)
with the theoretical computations. Relative values obtained from
cumulative distributions of attenuation at two frequencies (or more)
on common paths therefore proves to be a valuable technique for
probing the rain environment.
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Optical Modulation at High

Information Rates

By GERARD WHITE
(Manuscript received March 18, 1971)

This paper describes an optical modulation scheme with a demonstrated
information rate of 1 Gb/s. The modulation scheme employs an electronic
multiplexing technique to obtain the high data rate from four 250-Mb/s
channels. Efficient interfacing between the gas laser beam and the high-speed
electronic circuits 1s achieved using a traveling-wave type modulator
structure. General considerations in optical modulation systems are also
included.

I. INTRODUCTION

One of the major problems in engineering is that of interfacing be-
tween two differing technologies: This problem is particularly severe
in laser communications systems where solid state electronics is to
be interfaced with optics. It is, perhaps, at this technological interface
that the early hopes of approaching the Shannon-Weaver information
rates of laser systems have been limited. While electro-optie crystals
have been shown to have modulation mechanisms operating in excess
of 10 GHz' and photodetectors with gain-bandwidth products of
the order of 100 GHz have been produced,® laser communications
systems, so far, have demonstrated information rates significantly less
than the capabilities of these components. Significant in the band-
width limitation of demonstrated laser communications systems have
been the demands on solid state circuit performance® imposed by the
optical system and, in particular, the modulator. In this paper an
optical modulation scheme is described in which system variations
and subsystem configurations have been adopted in an attempt to
relax the severe circuit performance requirements so that system in-
formation rate capabilities approach the bandwidth capabilities of the
opto-electronic transducers. The system deseribed, using an argon
laser, has a demonstrated information rate of 1 Gb/s and some

2607
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techniques for improving upon this rate are proposed. Indicated sys-
tem noise levels are observed to be low so that it may be possible to
transmit a multilevel type code which could at least triple the infor-
mation rate.

The paper, while desecribing state of the art results in wide-
bandwidth optical communications, also provides tutorial matter in
connection with general considerations in the system design and eval-
uation. The paper is divided basically into four sections, namely: (7)
system considerations and optical arrangements, in which it is shown
how variations in somewhat standard optical configurations can result
in a high information rate modulation scheme; (i7) interfacing, which
is mainly concerned with the producing of efficient interaction between
the electronic circuits and the optical signals with traveling-wave type
modulators; (7i7) electronic circuits, which describes how the 1-Gb/s
binary pulse code modulation (PCM) signals are generated by a
gating and multiplexing process; and (1v) system performance, with
general remarks on actual and extrapolated performance data.

II. SYSTEM CONSIDERATIONS

Various mechanisms exist for impressing information onto light
beams including acousto-optic,* magneto-optic,” and electro-optic,® to
mention but a few. Applied to laser beams, electro-optic interactions
have proved most widespread, and in particular, the linear Pockels’
effect which is exhibited by many dielectric crystals. This effect relies
on electric-field-induced perturbations of the natural birefringence of
certain crystals including those in the point group 3m such as lithium
niobate and lithium tantalate.* Lithium niobate’s susceptibility to
optically induced inhomogeneities to the natural birefringence® at
relatively low optical beam powers makes its use as a modulator
restricted and, in this application, lithium tantalate has been used. A
figure of merit for LiTaO; when used as an electro-optic modulator
is the half-wave voltage; this is the voltage required to induce a phase
retardance of 180 degrees between components of the beam in the
ordinary and extraordinary directions. Its value is derived from the
elements 733 and r;3 of the electro-optic tensor;' i.e.,

A c
Ve = 2(nlrss — nﬂ(&) ! )

where n, and n, are the refractive indices experienced by ordinary
and extraordinary components of the beam respectively. The factor c¢/a
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is the inverse aspect ratio of the crystal, ¢ and a being the width and
length of the erystal respectively. For a value of wavelength equal to
496.6 nm, the half-wave voltage for LiTa0O; is 2120 volts for the unity
aspect ratio case. While large aspect ratio modulator rods can be
prepared, so as to reduce the voltage required for a =-radian phase
retardance, the value of voltage is still high enough to create severe
performance demands on modulator driving cireuitry in systems which
rely on an “on-off” type modulator switch. Clearly, a partial modula-
tion scheme will relax these standards but such a system is not easily
implemented. It is pertinent at this point to consider some of the
problems in realizing partial modulation schemes and at the same
time discuss some of the advantages.

Consider the basic optical system shown in Fig. 1. It is easy to show
that the modulated optical power, I, , at the detector, is related to
the applied modulator voltage V' and the relative phase retardance ¢
of the beam components incident at the modulator by

I TV
I,=Z]1-—co = 2
51— cosle+5-+e)], ©)
b
X CRYSTALOGRAPHIC
AXES
a
c
~
2NN 5
\‘“\/ MODULATOR DETECTOR
¥ ANALYZER
(a)
DETECTOR
OUTPUT
z vV
(b) ¢+ 2 V.,r*a

Fig. 1—(a) Basic optical modulation scheme. (b) System modulation char-
acteristics.
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where I; is the total beam power at the modulator (assuming zero
losses) and « is the retardation introduced by the natural birefringence
of the erystal. Clearly, maximum beam modulation per unit modula-
tion voltage is obtained when the x and the y components of the beam
are equal in amplitude and adjusted for =/2 retardance at the ana-
lyzer. At this optimum bias and a crystal aspect ratio of 50 a small
signal beam modulation depth of 8 percent per volt can be obtained.
With such an arrangement satisfactory modulation depths of approxi-
mately 20 to 30 percent can be obtained with just a few volts of
modulation potential.

In an actual system in which the modulated beam is detected via
a photodetector which is coupled into a transmission structure of
characteristic impedance Z, , the system transfer function (defined as
the differential ratio of modulation potential to potential appearing
across the output transmission line) for a quasi small signal mode of
operation is derived from equation (2) as

=it e g (3)

where ¢ is the electronic charge, h is Planck’s constant, and c is the
velocity of light. The above relationship, based on the generation of
one hole-electron pair per photon, assumes zero optical losses and a
100-percent quantum efficiency in the photodetector and works out to
be approximately 0.5 per watt of beam power. Clearly, high beam
powers will enhance the system transfer function coefficient, equation
(3) ; however, a limit is imposed by optically induced inhomogeneities
to the birefringence of the crystal. In an experimental system an
upper limit of approximately 30 mW is realistic which gives a transfer
function coefficient of 0.015 (not allowing for transmission losses)
which for a modulation signal of several volts results in a satisfactory
output amplitude. Satisfactory signal amplitude levels within the
system, of course, depend on the system noise levels; in this respect,
the presence of mode competition in a free-running laser system
results in a very noisy channel. Two solutions to this problem are
available: mode locking'* and etalon tuning.?* Mode locking effec-
tively locks the longitudinal modes of the laser to produce a train of
optical pulses at the frequency separation of the longitudinal modes,
¢/2l, where [ is the length of the laser cavity. Optical communica-
tions systems incorporating mode-locked lasers offer some advantage
and have been successfully demonstrated.’®** Mode-locked laser sys-
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tems offer the availability of a stream of very narrow pulses of width
inversely proportional to the oscillation bandwidth of the laser which
can result in pulses of just a few picoseconds.'?

A disadvantage of the mode-locked system is that optimum modula-
tion depths and satisfactory base line definition are not compatible
with low-voltage modulation since, in general, it is desirable in these
systems to supply a modulation potential which is a substantial frac-
tion of the half-wave retardation potential. One further disadvantage
of mode-locked regime in gas lasers is the relatively low repetition
rates of the optical pulses: This repetition rate is related to the fre-
quency separation of the longitudinal modes, ¢/2l, and at short
resonator spacings (required for high pulse repetition rates) the gain
of gaseous lasers is insufficient to sustain oscillations. While tech-
niques exist for effectively increasing this repetition rate by, for
example, multiplexing'® or harmonic pumping of the mode-locked fre-
quency,'” neither technique is a well established laboratory practice
and the implementation of reasonably high rates (i.e., 1 GHz) is not,
at present, conveniently realizable.

Relative noise immunity can be obtained with an etalon tuner by
effectively selecting one pure optical frequency from the Gaussian
line distribution. This is obtained by deforming the resonant poles of
the laser so that only one conjugate pair lies within the laser gain
curve.’* The consequence of this type of operation is that mode com-
petition is effectively eliminated and beam noise current is observed to
be less than 5 percent of the total beam current. With such low noise
powers, low modulation depths can be quite acceptable and a partial
modulation scheme readily implemented.

There is no clear optimum in the choice of a particular optical
frequency as a system carrier. While advantageous reductions in the
modulator half-wave voltage can be obtained with shorter wavelengths
[equation (1)], the quantum efficiency of the detector is in general
reduced at these wavelengths (i.e., below 800 nm for Si). Focusing
requirements are relaxed somewhat with shorter wavelengths since
narrower diffraction-limited waists are obtained for a given far-field
focusing angle. There is not, as yet, sufficient evidence for an optimum
wavelength from the standpoint of optically induced changes to the
birefringence. The absorption lines in LiTaO;z are spaced such that,
for gaseous laser output frequencies, the crystal is quite transparent
and the choice of frequency is mainly determined by available powers
from the various laser systems. In the system under discussion an ion
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laser (argon) operating at 496 nm has been found convenient. This
wavelength is somewhat below the characteristic peak in quantum
efficiency for silicon photodetectors (800 nm), but nevertheless quan-
tum efficiences of 0.3 A/W can still be obtained.

Coding for optical communications systems has so far received
little attention. In the past the use of mode-locked lasers has given
preference to a binary PCM coding technique. Recent studies!? indi-
cate that polarization multiplexed, phase shift keying, or pulse position
modulation may be more appropriate to optical communications sys-
tems from a transmission standpoint. Problems still remain in imple-
menting these modulation schemes. However, a frequency modulation
scheme for space applications has recently been described*® which
shows promise for potentially wide bandwidths. Because of the ad-
vantages of regeneration, PCM systems appear attractive and in low-
noise channels multilevel systems can be considered. The present
system uses a binary type PCM coding scheme but is readily adapt-
able to multilevel with little increase in complexity.

III. OPTICAL ARRANGEMENTS

The optical arrangement used is of a fairly conventional nature
employing a type of Senarmont compensator®* as shown in Fig. 2.
The argon laser provides a single frequency output of approximately
30 mW, plane polarized in the vertical direction. It is easy to show
that a necessary condition for achieving optimum modulation is that
the beam be circularly polarized at the analyzer plate. The conse-
quence of a left- or right-hand polarization state is merely to induce
a 180-degree phase inversion of the detected electrical signal. The
circularly polarized state can be obtained by ensuring that the ordi-
nary and extraordinary beam component amplitudes are equal with
the necessary relative phase retardance. This is achieved by a 45-
degree setting of the quarter-wave plate with an incident beam plane
polarized at an angle §/2 which is adjusted by the half-wave retarda-

% ANALYZER
AI' LASER
\
| T 7/[
ETALON DETECTOR

Fig. 2—Standard optical system with Senarmont type compensation.
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tion plate. This particular arrangement can be easily checked by
reference to the Poincaré-sphere.2? Under these conditions, the z and y
components of the beam are given by:

. (et [}
E,—\/QASm(;\——§>‘

4)
. (et 0
E, = \/QASm()\ +§)

The exact angle, 6/2, is selected to compensate for the natural
birefringence of the LiTaOjs crystal. The electric-field-induced per-
turbations of the natural birefringence of the modulator rod translate
to perturbations of the relative phase retardation of the z and y com-
ponents of the exiting beam to produce a modulation of the beam
ellipticity state. Collimation of the beam is provided to permit distant
transmission. The analyzer may be placed before or after collimation
depending on whether it is desired to transmit amplitude or polariza-
tion state modulation. At the receiver the beam modulation is con-
verted to an electrical signal via the silicon avalanche photodetector.
The avalanching mechanism provides a signal gain of only 2 or 3 due
to the high optical power levels. In a detector operating at low levels,
resulting from, for example, atmospheric attenuation of the beam,
much higher gains should be possible. This is a desirable feature of
the avalanche detector in that it provides a self-limiting or automatic
gain control on the signal.

Efficient focusing of the beam for low-loss transmission through
the modulator erystal is important. The problem can be dealt with
in a number of ways and one method is given by Kogelnik and Li*
in terms of the confocal parameters for optimum clearance. Another
approach is to consider the percent transmission of power through
the rod. Consider a rod of circular cross section, as shown in Fig. 3a,
with an incident Gaussian beam with field distribution given by

E = Eoe—l(r’+u’)/w’l, . (5)

where w is the width of the beam at the 1/e points. The intensity
distribution, I, is therefore given by

I == 108_2[(21+u’)/w:]. (6)

The total power in the beam, I;, is computed from

+o0 +00
I, = Iof f I g gy )
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Fig. 3—(a) Modulator configurations. (b) Diffraction-limited beam waist.

which reduces to

1, =L ®)

Now, for the case of the circular cross section rod we can compute the
rod dimension for 99-percent power transmission from

2 d/2
0.99(@) =1, [ 2 dr, ©)
which, after a parametric substitution, reduces to
d
5 = 1.5w. (10)

In a similar manner, the more practical case of a square cross section
rod (Fig. 3a) can be dealt with, i.e.,
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2 +a +a
099(I"WTw) - Iof f e—2|(x=+u=)/wl d:l) dy, (11)

which, again after a parametric substitution, reduces to

a = 137w. (12)

Clearly, the cireular structure is more efficient from the standpoint
of power transmission; however, the practical problem of applying
uniform transverse electric field prohibits its use.

In matching the optical beam to the modulator rod, most power
loss, due to dimensional limitations, will take place at the faces of the
modulator due to beam expansion. Kogelnik has analyzed the expan-
sion of focused Gaussian beams in some detail.** Figure 3b shows a
typical beam waist at the focus point. The equations governing the
beam parameters in this diffraction-limited case are:

A
6’
where 6 is the far-field diffraction angle;

we) = wo[l S (ﬁﬂb; (14)

2
TWy

and

-1+ (2]

from which the confocal parameter, b, is obtained as the distance from
the phase front radii minima as
B o (16)
w6
The beam expansion can be completely specified, for a given wave-
length, in terms of far-field diffraction angle, #, which is, of course,
the focusing cone half angle. For the case of a collimated beam? inci-
dent on the lens, f is given by

6 = % radians,
where w is the beam radius at the lens and f is the lens focal length.

t The description “collimated,” within the context of Gaussian optics, here
means a beam wavefront radius much greater than the focal length of the lens.
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CONFOCAL PARAMETER, b, IN INCHES
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Fig. 4—Beam width of a modulator ends as a function of focusing cone angle:
() Ao = 496 nm; (b) Ao = 632.8 nm.

Equation (14) may be used to calculate the beam radius at faces of
a rod of length L for a given . This has been done for the case of
A = 496 nm and A = 632.8 nm and the results are presented in Figs. 4a
and b respectively. For each modulator rod length, a clear optimum
cone angle is indicated. This optimum angle gives the same confocal
parameter (on the upper abscissa) as Kogelnik’s analysis. The ordinate
on the right gives the necessary rod cross section for 99-percent optical
power transmission in accordance with equation (12). Even for the case
of the 1-inch rod with an aspect ratio of 100, a wide range of focusing
cone angles are permitted for a high optical power transmission. In
practical cases, criteria for high-efficiency transmission through the
rod are easily met and other criteria assume importance. It is interest-
ing to note that the curves for clearance in Figs. 4a and b coalesce
for all rod lengths at a cone angle less than 1.5 milliradians. Thus, in
this case, the transmission of optical power becomes relatively inde-
pendent of the rod length.

One other criterion important in beam matching is that of non-
uniqueness in the beam polarization state across the width of the
beam. This arises as a result of the differing path lengths experienced
by the various portions of the beam in the rod. Consider the wavefront
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diagram shown in Fig. 5a. The optical path length of a particular
portion of the beam in the modulator can be determined by a count
of the wavefronts. Clearly, the path lengths are longer for the extrem-
ities of the beam than for the center. This is of no import in an
isotropic media but in a erystal exhibiting birefringence, the result
is a nonunique polarization state across the section of the beam.
The problem of the propagation of Gaussian beams in anisotropic
media has been analyzed in some detail®® but it is sufficient here to
adopt a somewhat simplistic argument to assess the quantitative
effects of the nonuniqueness. The effect is important since it is at its
maximum where the wavefront radius is at its minimum, i.e., when the
length of the rod is equal to the confocal parameter, b. Consider the

~_/

(AL
VAR

(a)

Eofe Eo

N
M

(b)

Fig. 5—(a) Wavefront radii at beam waist point. (b) Gaussian beam at sur-
face of anisotropic media.



2618 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1971

Gaussian beam incident at a flat face modulator crystal of length L
as shown in Fig. 5b. The radius of curvature of the wavefront at the
face of the crystal is given by

_L (.m: )]

R(L/2) = 3 [1 +\3L/2 an
For the important case of the rod length equal to the confocal param-
eter, for optimum clearance, equation (17) reduces to

R/ =L [1 £ (—b)z] y (18)
2 L ’

A quantitative measurement of the nonunique polarization state of
the beam can be obtained by determining the differences in relative
phase retardation between the center and the E,/e points of the beam.
The radius of the beam at the face of the crystal is determined from

Y >\L/2)2:|*
w(Z) = w1+ ()] (19)
which reduces to
W(%) L (20)
m

for the confocal case.

The construction shown in Fig. 6a is useful in determining the non-
uniqueness of polarization state for the above case. The situation
is more complicated than that suggested by this simple construetion in
that the radius, R, is dependent on the beam polarization state as is

(a) (b)

Fig. 6—(a) Evaluation of nonuniqueness in beam polarization state. (b)
Modified modulator cross section to compensate for crystal birefringence.
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also the beam angle in the erystal. Nevertheless, an approximation to
the excess distance experienced by the E;/e points of the beam is
represented by the distance, a. The distance a is given by

a=R[1 - (VI= 7R, (21)

which, for w/R < 1 reduces to

2

w
a=5p (22)
Substituting equations (18) and (22) results in
A
a= > (23)

and the relative differential path length, Aa, resulting from this excess
distance is

Aa = %(n, — ) (24)

(the effect is doubled due to the summation of the input and output
excess distances). For LiTaQOs this amounts to only 0.0004 A, a
negligible phase retardance. For other materials, such as LiNbO; or,
more particularly, deuterated KDP, the effect will be much stronger
due to the increase in the (n, — n,) factor. The effect is analogous, in
effect, to a built-in electric field, and where the polarization non-
uniqueness is degrading, a modified cross section (Fig. 6b) can be
adopted so as to produce a compensating nonlinear electric field across
the modulator rod.

Of more practical significance in matching the beam to the modu-
lator structure is the peak power intensity produced at the diffraction-
limited beam waist which can give rise to optically induced inhomo-
geneities of the natural birefringence.” A field annealing process can
reduce this susceptability?® so that peak power intensities of 500
W/em? are tolerable. The peak power intensity as a function of
focusing cone angle is given in Fig. 7. This power intensity is ob-
tained by combining equations (8) and (13) to give

n’r§®

I, = N W/em?, (25)

where 6 is the internal focusing cone half angle. The strong depend-
ence of power intensity on cone angle dictates a large confocal length,
consistent with satisfactory clearance. A safety factor on clearance
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Fig. 7—Peak power intensity as a function of beam focusing angle.

has been proposed® which, in general, will restrict the minimum cone
angle to some value less than the theoretical optimum indicated in
Figs. 4a and b. For modulator rods of 10 X 10 mils cross section an
internal half cone angle of 1.5 milliradians provides adequate clear-
ance whilst maintaining satisfactory power intensities with beam
powers of approximately 30 mW.

In summary, the matching of the beam to the modulator crystal is
influenced by three criteria, viz.

(z) High-efficiency optical power transmission

(77) Uniqueness of beam polarization state

(777) Limitation of peak optical power intensity at the beam waist.
Separate optimization of items ¢ and # give rise to directly conflicting
matching conditions. Fortunately, the degree of nonuniqueness of
polarization state is not significant, for LiTaOjz, even for the worst
case condition when the confocal parameter b equals the modulator
rod length L. Further, the optimum exhibited for efficient optical
power transmission is weak, and a wide range of focusing cone angles
is allowable for very high efficiencies. Dominant in practical systems
employing LiTaOj3 is the peak power intensity which will compromise
the optimum condition for high power transmission. In cases when it
is not possible to satisfy item 7 and simultaneously maintain high-
efficiency optical clearance, the crystal may be operated at an ele-
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vated temperature (107°C) where the effect of optically induced
birefringence changes is observed to relax at a rate faster than its
creation.’

1IV. INTERFACING—MODULATORS

Efficient interfacing of solid state circuitry with the electro-optic
modulator is vital for high information capacity optical communica-
tions systems. In a practical system, the interfacing problem reduces
to matching a transverse Pockels’ effect crystal (lithium tantalate)
to the impedance environment of the silicon driving circuits to achieve
an efficient transfer of information onto the optical beam. A common
approach in the past has been to regard the modulator as a lumped
parameter structure which presents a reactive driving point im-
pedance.?”2* The major disadvantage of this approach is that not
only must electrical charge be injected into the structure, but it must
also be withdrawn by the driving circuits to restore the modulation
field to its initial state. To accomplish this charging and discharging,
at high data rates, impractically large charging and discharging cur-
rents are necessary. Further, the capacitive load will create a mis-
match in the driver-modulator transmission path resulting in standing
waves with consequent modification of the impressed waveform.

A different approach is to make use of the intrinsic characteristic
impedance of approximately 55 ohms which is exhibited by LiTaOj .
This impedance can be realized by rearranging the modulator strue-
ture to make use of the inherent distributed parameter structure of the
modulator erystal. The resulting modulator will be of the traveling-
wave type,2®3 which presents a real driving point impedance so that
an efficient interface is obtained with the impedance levels of high-
speed silicon transistor circuits (50 ohms). Previously traveling-wave
type interactions have been adopted to increase the modulator band-
width:* however, in this application their primary use is to provide
improved impedance matching. The improved bandwidth appears as
a secondary effect as will be discussed later.

The exact characteristic impedance of the modulator structure can
be determined from the differential capacitance and inductance along
the length of the crystal. The capacitance per unit length is simply

C = ae 2 F/m, (26)

where b and ¢ are the crystal dimensions along the b and c optical
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axes respectively. This, of course, assumes zero fringing of the electric
field outside the erystal which is justifiable since e, >> 1. The inductance
L due to the two parallel erystal electrodes of length £ is*

2
= 4l[logc ) 1og, {4 15— log, e+ log, k — ;- i%] . (27)

where log, e and log, k are functions of b and ¢ given in Ref. 32. For
a modulator crystal of 10 mils square cross section, the inductance
per unit length reduces to

4o
a 6.3 — 7 nH/cm., (28)
So that, combining (26) and (28), the characteristic impedance, as a
function of distance, is
2
(63 - &)

6eb X 107

for ¢® « £, i.e., at some distance from the ends of the modulator. The
exact variation of characteristic impedance along the length of the rod
is given in Fig. 8. The deviations of Z, at the rod ends are in fact ab-
stractions, which will not be exhibited by a practical structure due to
the presence of connections to the electrode end points which results
in a more complex situation. It is assumed in this calculation that there
is no dispersion of the dielectric permittivity. Experimental high-
frequency measurements have indicated that this is the case® and
further experiments have extended this result to 6 GHz.**

The group velocity differences of the electrical and optical signal
velocities in the modulator will give rise to a bandwidth limitation.
This limitation is readily analyzed by consideration of the situation
depicted in Fig. 9. The voltage experienced by an optical wave at a
point z in the modulator rod is

Zy(b) = = 41 ohms (29

V() = V Sin [w(t 4 f{ = z—)] , (30)

Ve

where », and », are the velocities of the light and electrical signals
respectively in the modulator rod. For a rod length, L, the total induced
phase retardation of the optical beam is, therefore,

_ +L/2 7TV . ( z)
¢Tot = j:L/z V,—L t+ VI dz, (31)
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Fig. 8—Modulator characteristic impedance as a function of distance along
crystal.

where
1 i 1
e At (32)
hence,
27 V' L. oL .
Pror = V.L Sin 27 Sin wi (33)

which is of the familiar form shown in Fig. 10a. This amplitude
spectrum results in the Dirac response of Fig. 10b and the electro-
optic transfer function step function response time is, therefore,

t, = L[l - l]- (34)

"
Vs = Vsinowt

Fig. 9—Traveling-wave type modulator structure.
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Fig. 10—~(a) Amplitude spectrum of traveling-wave modulator. (b) Dirac
response. (c)System response to pulse width 7.

Typically, for a 1-em-long modulator crystal a rise time of 150 ps
is indicated.

The modulator bandwidth can be increased with velocity compen-
sation of the light and electrical signals. Kaminow, et al.*»* and
Peters’” have described some techniques for accomplishing this type
of compensation. The proposals suffer from some disadvantages in
practical realizations, including a loss of modulation power, fabrica-
tion problems in achieving high-efficiency power transmission, and, in
particular, the latter proposal®” could result in multimode propagation
of the electrical modulation signal in the modulator structure. In
practice, the modulator bandwidth limitation is not significant, with
respect to system bandwidth, even in high information rate systems
(1 Gb/s) and it is not necessary to resort to velocity compensation
techniques. This is easily shown by considering an input pulse, f,(¢),
of width 7" where 27T is the system information rate interval, i.e.,

fi(t) = A[H(Y) — H(t — T)], (35)
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denoting the unit step function as H(t¢). The system Dirac response,
fa(t), has been shown to be

() = B[H(!) — H(t — R)], (36)
where
Lo _
R = C(er n). 37
The system response, fo(t), to f;(f) is given by the convolution

fo(t) = fi()*f1)
= fo " A[H(r) — H(r — TVBIH(t — 1) — H(t— R — ] dr (38)

from which it is obvious, from the graphical form of the convolution
integral, that f,(¢) is as shown in Fig. 10c. So that, providing R = T'/2
the modulator bandwidth is not limiting; this is clearly so at informa-
tion rates of 1 Gb/s.

It is important to observe from (33) and (34) that a trade off
exists between modulator bandwidth and half-wave voltages so that
it is possible to employ velocity compensation to permit longer
crystals (while maintaining the same bandwidth as the uncompensated
structure) to achieve advantageous reduction in the half-wave voltage.
This trade off is also possible with different modulator materials. In
fact, a gain-bandwidth product can be assigned to a particular modu-
lator material. With this figure of merit, the gain is related to the
inverse half-wave retardation voltage and the bandwidth is related
to the optical refractive index and the microwave dielectric permit-
tivity, i.e.,

_ 1

T -V,
This figure of merit is given for a number of modulator materials
in Table I. The situation is more complex, however, than is suggested
by a numeric value of the gain-bandwidth product: GaAs, for ex-
ample, only exhibits below bandgap transmission for A > 900 nm
and GaP incorporates a dielectric relaxation time which can be as
large as 10 ps.*® Further, the mechanical properties of the materials
dictate the feasibility of fabrication of large aspect ratio erystals to
effect a gain-bandwidth trade off. Other factors, including free carrier
optical absorption and optically induced crystal damage, further
complicate the choice of material.

GB (39)
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TABLE I — F1GURE oF MERIT FOR DIFFERENT MODULATOR MATERIALS

Material Type n(av) € V.t |GB(V-1 X 1075)
LiTa0; Ferroelectric Perovskite | 2.18 43 2130 10.7
LiNbO, Ferroelectric Perovskite | 2.25 30 2340 13.3
KH.PO, KDP# 1.5 21 4350 7.5
GaAs AB-Type Semicondue-

tor 3.5 12.5 | 3870 -
GaP AB-Type Semiconduc-
tor 3.45%9 | 11.138 | 7830 _—

t Extrapolated to A = 496 nm.

LiTaO; represents a compromise of the gain-bandwidth product and
the other factors while still providing significant advantages in re-
sponse time when incorporated in a traveling-wave structure compared
to the lumped parameter configuration. Equation (34) can be used to
compare the performance of the traveling-wave LiTaO3; modulator
with the electro-optic transfer function rise times obtainable with
lumped parameter configurations operating in the normal 50-ohm
environment. The rise times are, of course, a function of modulator
rod length as is seen in Fig. 11. Even for the double-pass-type lumped
parameter structure,® the response times of the uncompensated
traveling-wave structure are significantly superior. Typically, for a
modulator rod length of 500 mils, the rise times are 150 ps, 250 ps, and
500 ps for the traveling-wave, double-pass lumped parameter, and
single-pass lumped parameter structures respectively.

The traveling-wave modulator structure has been realized in micro-
strip thin film form on an alumina (Al,Os) substrate as shown in Fig.
12. The alumina substrate has microstrip transmission lines of 50
ohms characteristic impedance etched in the evaporated chrome-gold
layers with the reverse side metalization removed below the modulator
rod. Connections are brought through the substrate from the reverse
side metalization to make contact with the upper contact lands. The
modulator crystal has evaporated electrodes, typically chrome and
palladium, on opposite faces along the longitudinal axis. Placement
of the modulator crystal, with the b optical axis perpendicular to the
surface of the substrate, is facilitated with low-temperature solder
which also provides acoustic damping.*” The electrical modulation
signal is applied via the coaxial-to-strip-line transition, the strip line,
and the rod, and exits from the substrate to be absorbed in a matching
termination. The possibility exists, however, for reapplying the elec-
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trical modulation signal to further cascaded modulator structures
without the need for any additional electrical power. In this manner,
not only can increased modulation depths be obtained but some degree
of compensation can be obtained for the electrical and optical
velocity differences by adjusting the relative electrical and optical
delays between the two modulators as shown in Fig. 13.

A photograph of an actual modulator structure with a 500-mil-
length rod is shown in Fig. 14. The time domain reflectometry (TDR)
trace of the characteristic impedance throughout the modulator is
presented in Fig. 15a. Small perturbations in characteristic impedance
due to the coaxial-to-strip-line transitions are observed with a much
larger deviation from the 50-ohm impedance level along the length of
the crystal. The ecrystal impedance level (~ 30 ohms) is less than
indicated by equation (29) and is partially attributable to the electric
field deformation due to the close proximity of the high permittivity
(- = 9.7) alumina substrate. The time resolution of the TDR system
is 30 ps and the relative slowness of the drop to the 30-ohm level
indicates the possibility of a dielectric relaxation mechanism in the
crystal. The impedance mismatch results in a reflection coefficient, p,
of 0.25 or a VSWR of only 1.65, and no significant deformations of
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Fig. 11—Rise time as a function of modulator rod length for traveling-wave
and lumped parameter single- and double-pass systems.
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Fig. 12—Traveling-wave modulator embedded in microstrip transmission lines.

Fig. 13—Cascaded traveling-wave modulator structure.
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Fig. 14—Photograph of traveling-wave LiTaOs modulator.

(b)

Fig. 15—(a) TDR characteristies for LiTaOs modulator (100 ps/cm). (b) Elec-
trical pulse transmission through modulator (100 ps/em). (¢) TDR characteristics
for LiNbO; modulator (200 ps/cm).
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the modulation waveforms are observed in the actual system as a
result of the nonunity VSWR. The high-frequency attenuation of
the electrical signal after traversing the modulator structure is illu-
strated in the time domain response of Fig. 15b. The rise time is
significantly less than 100 ps indicating an electrical band pass in
excess of 4 GHz.

Lithium niobate, with a lower permittivity, produces a character-
istic more nearly approximating the desired 50-ohm impedance level
as indicated in the TDR trace of Fig. 15¢. This is for a 360-mil-length
rod with a 10 X 10-mil cross section mounted in a similar traveling-
wave structure.

Modulator rods of 60:1 aspect ratios (10 X 10 X 600 mils) have
been fabricated without any noticeable evidence of stress induced
inhomogeneities to the birefringence and the actual system perform-
ance to be described employs this length of modulator erystal.

No attempt has been made to compensate for the strong tempera-
ture dependence of the electro-optic effect in LiTaOs. Small signal
modulation reduces this problem since RF heating is negligible.
Optical power absorption and ambient temperature changes can be
significant and in a practical system the cascaded, temperature com-
pensated structure of Peters*:** can be employed. This scheme has
recently been realized in a 10 X 10-mil cross section crystal in a
traveling-wave type structure.*®

V. HIGH-SPEED ELECTRONIC DRIVING CIRCUITS

At present, a major factor in restricting the information capacity
of optical communications systems is the speed of operation of the
electronie driving circuits. It is in this area that effort will result in
information rate increases. The present system uses an electronic
multiplexing and gating process to achieve the 1-Gb/s PCM word
patterns necessary to produce the overall system information capacity.
Optical multiplexing'® has been proposed as a means of increasing
system information capacity and it is possible that this multiplexing
technology could complement the electronic multiplexing described
here. Indeed, such a combination may be preferable to a wholly optical
multiplexing scheme since the complexity of the optical arrangements
would be reduced.

The general schema of the electronic PCM system is shown in Fig.
16. Here basic system timing is provided by a master 250-MHz sine-
wave oscillator. After division by a quarter-wave transformer to
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Fig. 16—Schema of electronic PCM system.

achieve impedance matching, the waveform provides system synchro-
nization and drive to four Boff (snap-off) diode subnanosecond spike
generators. Amplification and variable delay units are provided for
adjustment of the phase and amplitude of the four channels. The
amplifiers are standard class C tuned stages providing approximately
8 db of gain and the variable delay units are standard variable-length
coaxial lines. The timing of the four waveforms is arranged so that
the spike pulses fall in sequence into each of four time slots or win-
dows, 1 ns wide. In this manner the pulses can be multiplexed in an
or gate multiplexer to produce a bit rate of 1 Gb/s. Information is
impressed onto the pulse trains in the individual channels in “informa-
tion AND gates.” With this technique the information signals can be
of a relatively slow nature (i.e., rise and fall times of 2 ns) at a bit
rate of 250 Mb/s. Logic processing prior to impressing onto the spike
trains is already available in standard emitter-coupled integrated
circuit form.

The realization of some of the constituent parts of this system repre-
sents some difficult design and fabrication problems and it is pertinent
to discuss in some detail these subsystem elements.

5.1 Boff Diode Spike Generators

The high-speed subnanosecond spikes are generated in a tuned cir-
cuit excited by the abrupt cessation of carrier storage in the Boff diode.
The generator is of a conventional shunt-mode type which is well
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documented.**** The actual circuit form is shown in Fig. 17a. The
width of the pulse is determined by the half period of the resonant
circuit formed by L; and C;. L, and C,, provide matching to the
sine-wave source whilst R, sets the de bias.

Amplitudes of approximately 10 volts are obtained with pulse base
widths of 700 ps. Significantly narrower pulse widths are easily
obtainable with the promise of higher orders of multiplexing and
concomitantly higher bit rates. The prime limiting factor to this type
of extrapolation, however, is the transmission bandwidth of the infor-
mation gate. A typical spike generator output waveform is shown in
Fig. 17b. Figure 17c shows the output waveform of the four channels
with the pulses positioned in their relative 1-ns time slots. The circuit
is realized in conventional strip line construction with lumped param-
eter reactances.

5.2 Information Gales

The function of the information gate is to transmit or inhibit indi-
vidual spike waveforms at a bit rate of 250 Mb/s in response to a
“1” or a “0” on the information signal. High-speed considerations
would normally suggest a passive gate employing Schottky barrier
diodes; however, for the case of equal input and output impedance
it is not possible to obtain a passive gate gain in excess of 0.5. In

Lm Lt
A —— T —g—o

;Fct p i —_ — —

o

(a)

CHANNEL 4

CHANNEL 3 ﬁ/"ﬁ/""\r“‘lj""’/"

CHANNEL 2 { ‘( l{ i/ H
Y
(c)

Fig. 17—(a) Boff diode spike generator. (b) Single-channel output waveform

(1 ns/em, 2 V/em). (¢) Four-channel output in relative time slots (2 ns/cm,
5 V/em).
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contrast, active gates can give gains in excess of unity although a
more limiting bandwidth is imposed. The bandwidth limitation can
be minimized to acceptable levels with the current routing pair con-
figuration which has been used in this system. The simple ecircuit form
is shown in Fig. 18a. The actual circuit incorporates a number of de
restoration networks so that little demand is made on the entropy of
the information signal.

The high-speed spikes with frequency components in excess of 1
GHz are applied to the common emitter node via a terminating
resistance resulting in current pulses with amplitudes of the order
100-200 mA. Current routing between transistors Q, and Q. is con-
trolled by the base potential of Q; which is determined by the ampli-
tude of the information signal. With this configuration Q. operates
in essentially the common-base mode so that the full common-base
current gain cutoff frequency of the device can be realized. In contrast,
the switching action in response to the information pulses takes place

+ h_ +
INFORMATION =
15000
IN IL " I
— ¢ 7 Qs Qa

50N
éson

(b)

Fig. 18—(a) Information gate. (b) Information gate switching: top trace,
output; bottom trace, information input (2 ns/cm, 2 V/cm).
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at the base where switching speed is commensurate with the rise times
of the information signal.

As a result of the large-amplitude currents being switched in the
devices, high-level injection effects occur. The problem then is that
phenomena, such as emitter erowding, transverse voltage drops*® in
the base, and the Kirk effect,*” produce device parameter degradation.
These high-level injection effects are still significant in the nine-stripe
geometry devices used. Device parameter degradation has two effects,
first, a bandwidth limitation which in turn produces a reduction in
output pulse amplitude, and second, emitter-to-base voltages which
become quite large so that complete current switching from one de-
vice to the other is not possible. A consequence of the latter effect is
that it is not feasible to switch off Q; at any time (due to reverse
emitter-base junction breakdown of Q.), and Q. is only switched off
in response to large (5 V) pulses at the base of Q, . This degenerate
switching mode of operation is satisfactory however, since only the
output of Q. is utilized. The overall capabilities of the information
gate are a switching time of less than 2 ns with transmission band-
width in excess of 1 GHz for output pulse amplitudes of 7 volts.
Typical switching action is indicated in Fig. 18b. Here, information
impression on the spike pulse train is shown (upper trace) for a 10101
word pattern, in response to the relatively slow information signal
(lower trace). It is to be noted that the base width of the exiting
word pattern pulses is still significantly less than 1 ns so four-channel
multiplexing is still efficient. The circuit is realized in thin film micro-
strip with thin film chrome resistors and beam leaded transistors. The
actual structure is shown in Fig. 19. The devices used had a cutoff
frequency of approximately 4 GHz and a collector-base capacitance
of approximately 0.3 pF.

5.3 1-Gb/s Multiplexing Gate

Multiplexing of the four information bearing pulse trains can be
accomplished with a four-input “or” gate. “or” gates, unlike “anD”
gates, can have unity gain with passive components. The use of pas-
sive components relaxes somewhat the high-speed circuit requirements
for the multiplexer. In particular, Schottky barrier diodes can be used
to advantage for the multiplexer. The low carrier storage time of
these devices permits the high-speed circuit performance required.
The actual circuit used is a simple four-diode structure in microstrip
as shown in Figs. 20a and b. This particular hybrid construction used
leadless inverted device (LID) packaging of the devices.



OPTICAL MODULATION 2635

Fig. 19—Information gate realization in thin film microstrip with beam lead
devices.

A typical set of input waveforms to the multiplexing gate is shown
in Fig. 21a. Here, the four channels are positioned in their relative
1-ns-wide time slots with a 10101 word pattern on channel 1. The
multiplexed, 1-Gb/s output is shown in Fig. 21b. Little degradation
in wave form speed is apparent. The speed limiting factors are
Schottky barrier diode storage time and junction capacitance. The
former can be significantly less than 100 ps** and the latter can be a
fraction of a picofarad.*” In cases where a large number of channels
are multiplexed, the junction capacitance can become the dominant
limiting factor since it is a cumulative effect. Diode barrier potential
and differential “on’ resistance result in some amplitude attenuation
which attenuates output pulses to 5 or 6 volts.

The output from the multiplexing gate is applied, via a coaxial line,
to the LiTaOj3 traveling-wave modulator.

VI. OTHER REALIZATIONS

Other electronic realizations of the circuit functions described are
possible which should provide improved performance at higher data
rates with higher modulation depths. An example of an alternative
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Fig. 20—(a) Multiplexing gate “or” circuit. (b) Multiplexing gate realization
in thin film microstrip.
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Fig. 21—(a) Input waveforms to multiplexing gate (2 ns/em, 5 V/em).
b) Upper trace: 1-Gb/s multiplexed output; lower trace: channel 1 input
word pattern (2 ns/em, 2 V/em).
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realization is shown in Fig. 22. In this realization the functions of
the information gates and the multiplexer are combined by taking
advantage of inherent multiplexing capabilities of the collector output
circuits. In this manner, attenuation resulting from the multiplexer
diode barrier potential and differential “on” resistance is eliminated.
High-level injection effects in the information gate devices can be
reduced by cascaded structures so that significantly higher amplitude
modulation waveforms can be obtained. Such realizations could lead
to “on-off” systems with very high data rates (in excess of 1 Gb/s).
The limiting factor in these realizations is the cumulative addition of
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Fig. 22—Alternative realization of information gates and multiplexer functions.
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collector output capacitance but present-day devices are available
with values of capacitance significantly below a picofarad and time
constants of less than 100 ps should easily be obtained.

With the previously described circuit elements, multilevel coding
is readily implemented. This form of coding is achieved merely by
supplying spike waveforms with the necessary quantization in ampli-
tude levels. The system depicted in Fig. 23 is such a realization for a
four-level coding scheme. Not shown is the conversion logic which is
required at the inputs to the information gates but since this is at a
relatively slow data rate (250 Mb/s) it is easily accomplished with
standard integrated circuits. Multilevel PCM coding schemes are
indeed attractive in view of the low system noise as will be discussed
later.

SPIKE LEVEL INFORMATION
GENERATOR  AMPLITUDE GATES

e

rr 1

fy—
3
s

CHANNEL |
4 LEVEL PCM

250Mbaud/s

fr -]

1Gbaud/s
(4 LEVEL)

Fig. 23—Multilevel PCM coding schema.
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VII. SYSTEM PERFORMANCE

The complete system was established in accordance with the basic
schemas of Figs. 2 and 16. Optical loss and beam parameters are
important factors in such systems where efficient use of beam power
and optical component matching are required. Losses through passive
optical components are relatively unimportant (typically 1 percent or
less per surface). However, modulator losses are significant because
of optical absorption and beam blockage due to large aspect ratio
modulators. To achieve efficient optical matching, exact knowledge
of the beam parameters is required; this was obtained by two experi-
mental techniques, viz., slit measurements and edge measurements
similar to those of Arnaud, et al."® Both techniques made possible
reliable estimates of the beam intensity profile. Typical of these
measurements is the experimentally obtained diffraction-limited waist
pattern shown in Fig. 24 which compares well with the calculated
waist pattern [from equation (14)] also presented. Such exact knowl-
edge of beam parameters enabled modulator losses as low as 0.5 dB to
be obtained. In practice, however, low-loss transmission does not co-
incide with high-efficiency modulation depths but, nevertheless, losses
as low as a few decibels are obtainable.

Practically realizable system transfer function coefficients of ap-
proximately 0.17/W were obtained as opposed to 0.5/W predicted
by equation (3). This lower value is accounted for primarily by the
nonlinear modulation mode. Other factors, including reflection from
the exiting face of the modulator crystal and analyzer losses, also
reduce the coefficient. Nevertheless, output voltages of 20 mV result
from applied modulation potentials of 4 V.

The total system performance at a bit rate of 1 Gb/s is illustrated
in Fig. 25a. This output from the photodetector (lower trace) results
from the impression of a 101101 word pattern on channel 1, channels
2 through 4 having all 1's impressed. This particular result is pre-
sented as typical of the many different word patterns that have been
successfully transmitted over the laser beam. The detected electrical
output from the photodetector after transmission via the beam is to
be compared with the electrical modulation waveform exiting from
the modulator structure (upper trace). Two points are to be noted, one
the fidelity, and two, the low noise. The first point is indicative of
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Fig. 24—Experimental and computed beam profiles at diffraction-limited waist.

the exceptionally wide bandwidth of the system while the latter
augurs well for a multilevel type of coding.

The bandwidth of the system is mainly determined by the length
of the modulator erystal and a length of 0.6 inch results in a fre-
quency axis crossing point of approximately 5 GHz. This conse-
quentially produces, in the time domain, a step response rise time of
approximately 200 ps. Figure 25b is an experimentally observed re-
sponse for a 250-ps rise time pulse excitation (upper trace); the de-
tected pulse (lower trace) exhibits a rise time of approximately 400
ps which is commensurate with a system response time of 200 ps.
The system bandwidth, of course, can be made arbitrarily large, up

Fig. 25—(a) Upper trace: electrical modulation signal exiting from modulator
(2 ns/em, 2 V/em); lower trace: detected optical signal after transmission over
laser beam (2 ns/em, 10 mV/em). (b) Upper trace: applied electrical modulation
waveform ; lower trace: detected optical signal after transmission over laser beam
(500 ps/cm).
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to the limit of the photodetector, by reducing the length of the modu-
lator crystal. This increase in bandwidth is paid for at the expense
of smaller depths of modulation.

Some small deviations in waveform shape are observable between
that exiting from the modulator erystal (Fig. 25a upper trace) and
that shown in Fig. 21b for which there is a pure resistive driving point
impedance. This is attributable to the slight impedance mismatch
between the modulator structure and the transmission line structure
in which it is embedded. Its primary cause is reflections in the
traveling-wave modulator rather than coupling paths to the electronic
circuits since no significant reflections are observed in this path for test
waveforms. The effect, however, is not great and the overall result is
that of widening the PCM eye pattern, which is a desirable feature.

The noise level observed in the waveform of Fig. 25a is attributable
to a combination of the noise in the photodetector, that due to the
laser beam, and that due to the sampling noise in the instrument
used to observe the waveform. The latter source, which is intrinsically
unrelated to the actual system, provides the dominant contribution.
Nevertheless, taking the signal-to-noise ratio as the observed 20 dB,
results in a possible system information rate in excess of 3 Gb/s in
accordance with the Shannon-Hartley law. This information rate
would require, of course, a more efficient coding scheme.

Long-term stability of the system is measured in hours. Loss of
stability is due to the onset of mode competition resulting from
etalon adjustment wandering, although it is not difficult to envisage
a correction mechanism via a monitoring and servomechanism scheme
to extend this time to arbitrarily long periods. The modulator crystal
is not temperature controlled and ambient temperature variations will
cause a loss of system bias point. As discussed earlier, this is readily
rectified using a cascaded rod structure to achieve bias stabilization.

Once detected, the received signal may be demultiplexed conveniently
by existing techniques. A suitable optical technique has been described
by Kinsel®* for demultiplexing two channels and a related technique
for an arbitrarily large number of channels has been proposed by
Chen.52 Electronic techniques employing a sampling scheme are also
applicable without placing severe constraints on the demultiplexer
circuit. This relaxation in requirements results from the relatively
small amplitudes of the detected waveform. In repeater applications,
the demultiplexed pulses can be conveniently amplified in relatively
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low-frequency amplifiers (250 Mb/s) in order to provide drive sig-
nals to subsequent information gates.

VIII. CONCLUSIONS

An optical communications system has been described which has a
demonstrated information capacity of 1 Gb/s. The major difficulties
to achieving high information rates have been outlined as lying in
high-speed ecircuit realization and the interfacing of high-speed
electronic circuits and optics. These difficulties have been alleviated by
a system architecture and subsystem design which not only results
in the high information rate described but shows promise for future
systems of even higher rates. These higher rates could be achieved
by a multiplexing of quantized electrical pulse amplitudes, and the
possibility also exists for a further increase in rate with optical multi-
plexing,.

The realization of the high-speed performance of the electronic cir-
cuits relies not only on the design configuration but heavily on the
fabrication technology employed. In the case of the 1-Gb/s system a
beam lead chip on alumina substrate technology has provided suffi-
ciently low parasitic reactance values to achieve the desired speed
performance. In a wholly clectronic communications system, the cir-
cuits evolved in this study could find advantageous application in
achieving data rates which are closer to the most efficient bandwidth
utilization rate for coaxial systems.®

Transmission channels have not been considered in this paper; these
channels could be of an open atmospheric, gas lens guide, or fiber optic
type. Recent advances in low-loss fibers®®® make these look par-
ticularly attractive for optical transmission and efficient utilization
of these fibers could call for wide bandwidth schemes of the type
described.

Practical laser communications systems already are in use'**® and
the exponential growth in bandwidth requirements will undoubtedly
force a greater exploitation of the laser portions of the electromagnetic
spectrum. Even the high information rates described nowhere near
approach the theoretical bandwidth capabilities of optical communi-
cations systems. This ultimate limit will probably only be realized
with improved optiecal processing of logic so that the potential of
the extremely short pulses now available from such lasers as the
neodymium YAG and the solid state GaAs forms can be realized.
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Analysis of Dependence Effects in
Telephone T runking Networks

By J. M. HOLTZMAN
(Manuseript received March 10, 1971)

Since theoretical and compulational difficulties often preclude exact
solution of telephone trunking network problems, approximate methods
are naturally used. A typical approach is to determine link* blocking
probabilities and from them calculate point-to-point blocking probabilities
by tnvoking independence assumptions. Although the link blocking prob-
abilities may be quite accurale, the poini-to-point blocking probability
calculations will, in some cases, suffer from the independence assumptions.
This paper presents a method of taking dependence into account for certain
networks by approximating conditional probabilities which reflect the
dependence. The approzimations avoid the problems of dealing with the
large sums assoctated with this problem.

I. INTRODUCTION

The exact analysis of telephone trunking networks often leads to severe
computational problems due, e.g., to the large number of possible states.
Approximate methods are thus naturally used. There has been much
success in approximately caleulating link blocking probabilities but less
in determining point-to-point blocking probabilities. Errors in the point-
to-point blocking probabilities can be caused by independence as-
sumptions.

The purpose of this paper is to take advantage of existing techniques
for approximating link blocking probabilities (which are quite accurate)
and develop an approach for taking link dependences into account. In
particular, we present a method for approximating the appropriate
conditional probabilities for cases where the traffics are Poisson (or close
to Poisson). The extension of the approach to the case of distinetly non-
Poisson processes, such as arise in overflows, will be reported in Ref. 1.
To obtain point-point blocking probabilities for non-Poisson processes,

* We use link to denote trunk group.
2647
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one must also solve for the blocking seen by individual traffics when
more than one traffic is offered to a link (the equivalent random method
gives the blocking seen by the combined traffic). This is also treated in
Ref. 1.

To clarify the role of independence assumptions, suppose there is
common traffic on links 1 and 2. Let 4, and A, be the events that the
common traffic is blocked on links 1 and 2, respectively. Then the
probability of being blocked on either link 1 or on link 2, P{4,\U 4,} =
P{A,} + P{A,} — P{A, N A,}, is often approximated by P{4,\J 4,}
=~ P{A,} + P{A,} — P{A,}P{A4,} orevenby P{4,\U A,} = P{A,} +
P{A,}. The last approximation is clearly accurate if P{4,} + P{4,} >
P{A, N A,} and the first is accurate if P{A, | A,} = P{A,} or if both
P{A, N A,} and P{A,}P{A,} are relatively small. On the other hand,
it is easy to give examples where the neglect of dependence leads to
non-negligible errors.

The errors due to neglecting dependence naturally depend strongly
on mutual traffic. To see this in a transparent case, let us reconsider
the two-link network mentioned above with each link having the same
number of trunks. P{A4,|A,} could vary from P{A,} (when the
mutual traffic is zero) to unity (when there is no traffic on link 2 not
shared with link 1). In the latter extreme case, assuming independence
would give P{A,} + P{A4,} (1 — P{A,}) for P{A, \U A,} compared
to the correct answer P{A,}. Thus, assuming independence could,
in this case, conceivably overestimate the point-to-point blocking
probabilities by something approaching 100 percent. In fact, it is
possible to overestimate a point-to-point blocking probability on m
tandem links by almost as much as m times by assuming independence.

II. BASIC APPROACH

For simplicity of explanation, first consider the situation shown in
Fig. 1. A\, A\, and ), are the parameters of mutually independent
Poisson processes. Holding times are mutually independent exponential
random variables with unity mean (or the mean is the time unit)
here and throughout this paper. Also, throughout the paper we shall
assume that lost calls are cleared and that the system is in equilibrium.
Links 1 and 2 have N, and N, trunks, respectively. Assume N, = N,.

Let A, and A, denote the events of link 1 and link 2 being blocked,
respectively (i.e., there are N, calls up on link 1 and N, calls up on
link 2).

All of the equilibrium state probabilities may actually be expressed in
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closed form using, e.g., the form of solution given in Ref. 2, Section 7.
For example,

Na )\lu Ni—iis )\ll Na—iia xi-
A1z 2

< | g ' TR T
P{‘4I U Ag} o, TR0 1'12 i1=0 -zl

PN
At (1)
M Az M

tirtrsn, Tl 19! 4!

fa+ti12SN,
where the indices are nonnegative integers (throughout the paper).
However, the use of such exact results very quickly becomes impractical
for all but the smallest problems even for large computers because of the
number of computations required.

The link blocking probabilities can usually be quite well approximated.

For example, the following reduced load equations,

= BN, , M + Mo(1 — PY)), )
P, = B(N2, M + \o(1 — PY), ®)
P{A,} =P, @
P{d,} =P,, (5)

(B(N, \) is the Erlang B formula) are often sufficiently accurate as they
stand.* See Ref. 3 for much more discussion of link blocking probabilities.

Onece the link blocking probabilities are determined (however they
are determined) all that is left to calculate is P{A4, | 4,} in order to
determine P{A,\U A,}. We first write down this probability exactly and
then show a simple practical approximation. (Approximating the sums
becomes even more important when considering more complicated
dependences as in Section IT1.) To this end, note that

Na iz Na—iag AVi—isa
12 2 1
iy5=0 'ilz! (Nz == 7:12)! (Nl = 2.12)!
P{Al | A'—’} = ‘.v, i1a Ni—iia Ni—isg yi1
Z 120 As A
i12=0 212! (Nz = 1.12)! 11=0 7!

=>3(N)<7v——>-
= (G B3

i=0 \ 2 hn!

()

* It may easily be shown that these P, and P. agree exactly with P{4,} and
P|A.) to first-order terms in Apa. Although the P; usually overe.stmmte the P{A4:},
they can underestimate (seriously, in extreme cases) when Ap is very large.
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Fig. 1—Two-link network.

where
_ Mo
P = )\12 + )\z ) (7)
g=1—p. ®

Observe that (6) is the ratio of two sums each of which is essentially
a Bernstein polynomial (see Ref. 4). However, a Bernstein polynomial
is of the form DX_*_, (:)p'¢" 'f(i/n) but our f is actually a function of 7
or of n(¢/n). Each sum is also the expectation of a function of a bi-
nomially distributed random variable. Using the following interpolation
formula (see Ref. 5, p. 178),

f@) =@ + ¢ — DIE+ 1) — fG — 1]
+ @ -G+ 1) — 2/@) + /G- D], (9

and taking expectations yields

n

i n— » n
> (’:)p ¢""'16) = fnp) + "L [fap + 1) — 2f(up) + flup — D). (10)
(10) is the usual expression for the mean and variance approximation to
an expectation of a function of a random variable but with the second
derivative replaced by a central difference. Using (10) on the numerator
and denominator of (6) yields

P{A, | A,} = P.{A, | AJ}

szg[ M _ N, — sz]
R T DA 75 UG VI R
1 +N2pq[ A _ 1]
B(Nl —sz, )\,) 2 N] _ng'l‘l

Interpolation, such as given on page 571 of Ref. 3, may be used to
evaluate the Erlang B formula for a nonintegral number of trunks or an
approximation for Erlang B in integral form can be used.

Note that we use the same type of approximation on the numerator
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and denominator, which are closely related, so that the ratio can be more
accurate than either taken separately.

(11) shows quantitatively what we expect qualitatively, namely, that
the dependence effect gets small as the common traffic gets small. In
particular, when \,, = 0, P{4, | 4,} = B(N,, \)) = P{A,} and when
N =0,P{A,| A,} = B(N, — N, \,)(recall that we assumed N, = N,).

To examine the approximation, we find it convenient to first consider
P,{A;| A,} where superseript ¢ denotes complement. Actually, since
P{A, U A,} = P|A,} + P{A[| A,}P|A,}, P{A7| A,} is really the
crucial quantity. With N, = N, , we have

Pn[A: I Az} =1- Pa{AI |4‘12}

1 _1+sz9|:1_2(N1—N22):|
_ BN, = Nap, ) 2 x,

= 1 +N2pq[ )\1 _9]
B(Nl_N:)p'k]) 2 Nl_sz-I‘l -

(12)
If we let N, = N, = N, then
T A [1 - g]x!g]
P (A | A} = . (13)

1 & Npq [ N 2]

B(Ng, \) 2 |[Ng+1
(12) could have been derived directly using a mean and second central
difference approximation just as (6) was approximated by (11). The
terms multiplied by N,pg/2 in both the numerator and denominator
are then the second central difference terms. If we hold A, and p fixed
and let N get large, it can be shown that the second central difference
terms get small compared to the mean terms suggesting that the ap-
proximation is accurate for large N. However, since P,{A4, | A,} — 0 as
N — « (with X\, and p fixed), investigation of this type of convergence is
of limited practical value.

It is probably of more interest to examine the approximation for
fixed p and to let A\, get large with N. To this end, let A\, = kN with
k > q. For sufficiently large n and a > n, B(n, @) =2 1 — n/a so that

B(Ng, kN) =1 — % (14)

Hence, we obtain for large N,
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et a1
P{A, | 4.} = lg M;_[ ]
= B(Ng, kN) (15)

which has the interesting interpretation that with link 2 full, the number
of trunks on link 1 to handle the \, traffic is reduced by the average
number of calls on link 2 which are common to link 1 (we shall elaborate
on this below). Although (15) is intuitively appealing and obviously
correct for p = 0 or 1, its accuracy should be examined for p ¢ (0, 1).
Observe that for large N, the variance terms dominate.

By elaborating on the interpretation alluded to above, we can see
why B(Ng, \,) should tend to overestimate P{4, | A,}. With D, the
event that 7 calls from the A, traffic are up,

D; = {7 M\ calls up}, (16)

observe that
P4, | A} = 3 PIA4, | A, A DJP(D, | 4} ()
— SSB(V, — i, MP(D, | Au). 18)

i=0

Now, if the A, calls were never blocked on link 1, then P{D, | 4,} =
(Mp'¢"*. With N, = N; = N, \, = kN, it may be shown that

.-DB(NI — 4, \)(Dp'g" = B(N, — Nop, \y) = B(Ng,\) asN — 0.
B(N, — N;p, \,) is the blocking probability on link 1 when the number
of trunks is reduced by the conditional mean of trunks occupied by
M. calls. Hence, under these conditions, B(Ng, \;) approximates
P{A,| A,} by ignoring the blocking of A, calls on link 1. If we take
this blocking into account, we would expect that for large N, P{4, | 4.}
< B(Ng, \;). This will be seen to be the case below.

Another approximation for P{4, | 4.} is

1 4 )"/ /3B,
T;A (¢ + W?)Niexm/(l — 72) V 2mB,

Pb{Al | A2} = (19)

where

\/(qu - NlP + NzP)2 + 4>\1N‘pq = )\19 + NIB_ sz
Ny , (20

"n =
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B = Nl = Nz(q -Ipirlp‘r,) ; (21)
2 2
— _ _pr: T2
f= N, Nz(q + prz) + (1 - rg') ? (22)

and 7, is the solution between 0 and 1 of the cubic
Mpra + (Nap — p — Nap + Mg — Mip)r
+ (=Mg+Nip —Nig—Nop — @)ra + Nig = 0. (23)
This approximation is due to D. L. Jagerman (see the derivation in the

Appendix).
For N, = N, = N, \, = kN, and N large,

VG ¥ dkpg — k
_ Vg Qkppq q. 1)

PJA, | A} =1

Table I shows some numerical values of the exact and approximate
conditional probabilities along with the values of the approximations
for large N. It is seen that, although P,{A, | A,} does not always surpass
the simpler P,{A, | A,}, it is, on the whole, superior and its behavior
with increasing N is clearly better. We dwelled on P,{A, | A,} because
it is useful in many eases and the mean and variance approach is easily

TABLE I—NUMERICAL VALUES

9% error % error
in in
v AN = N Pl."]l_'lal Palxlll.‘iglpblih |AZ|Puf-“ll-‘lzlpbl-"lll .'12'

0.1 5 0.3256 0.3246 0.3404 —-0.3 4.5
0.1 10 0.26087 0.26091 0.2732 0.015 4.7
0.1 15 0.2296 0.2287 0.2402 —0.4 4.6
0.1 20 0.2101 0.2096 0.2197 —-0.2 4.5
0.1 25 0.1966 0.1957 0.2052 —-0.4 4.4
0.1 @ 0.1 0.092
0.5 5 0.5017 0.4926 0.5125 —-1.8 2.15
0.5 10 0.4579 0.4635 0.4645 1.2 1.4
0.5 15 0.4386 0.4587 0.4431 4.6 1.0
0.5 20 0.4274 0.4599 0.4307 7.6 0.8
0.5 25 0.4200 0.4621 0.4226 10.0 0.6
0.5 @ 0.5 0.382
0.9 5 0.7806 0.8161 0.7827 4.5 0.25
0.9 10 0.7521 0.8258 0.7535 9.8 0.19
0.9 15 0.7416 0.8412 0.7421 13.4 0.11
0.9 20 0.7360 0.8525 0.7366 15.8 0.07
0.9 25 0.7326 0.8604 0.7330 17 .4 0.05
0.9 ® 0.9 0.718
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extendable to cases where extreme accuracy is not required (as in
Section III). It can be easily seen that a percentage error in the con-
ditional probability typically causes a smaller percent error in the
point-to-point blocking probability.

I1II. MORE COMPLICATED DEPENDENCES

The extension of the basic idea of Section II is often rather straight-
forward. For example, consider the network in Fig. 2 which is com-
plicated enough to illustrate the ingredients of a general approach.

Assume (for the sake of being concrete) that N, = Ny = N,. All of
the traffics are mutually independent Poisson. Let A,, A, A, represent
the events of links, 1, 2, 3 being blocked, respectively. Then the fol-
lowing are approximations to conditional probabilities:

N, N ; i Ni—i
5 (%t @, =

PlA, | Ao} = EEI = (25)
Z( 2)17;2 AY'" ' Z 3
i=0 \ i=0 J
T INLN i it )\A"'
- .Z.ﬂ:)( :)pnqn (N — 9)!
P{A, | 4,} = Y /N Nazigi 7 (26)
2) i Na—i 3
iz-l:) i )PazQ’sz o :17
N /N . ; ()\_)N"‘
Z( 3) Y
P{Ax I Aa} ~ i;[: 1:; ‘ (}\IYI. 0\;), ’ (27)
(Y piats~ 2
i=0
where
)\12 + )\13(1 x P3) 1 == p12 ) (28)

Pi S T hall — Pg) 25 F Ml — Py’ W=

PSS . FS—— >
P—— < I,
PR I—— -
N1 Na N3
fo > < 0
- M —— L —_——

Fig. 2—Three-link network.
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_ Ao + )\13(1 _ Pl) — -
p32 - )\23 + )\13(1 _ Pl) + xz _|_ )\12(1 _ P]) ] 932 = 1 p32 ' (29)

B Nis(1 — P») -1 _
Pz = )\13(1 — PZ) + X )\23(1 — Pz) ) Gz = 1 Dis (30)

= a4 M(l _ M) ’ 1)

3

and the P; are approximations to the link blocking probabilities. In
(31), the approximation to P{A; | A} is used (and we are obviously
assuming Py > 0).

The rationale behind (25)-(27) is based on (6) at least in the case
where the P; are small so that the carried traffies are not too far from
Poisson. We have already discussed approximating the sums of (25)-
(27) in Section II.

But for the network on Fig. 2 we should also calculate P{A4, \J
A, \J A,}, the blocking probability seen by the \,; traffic. Since

P{A, U 4, 4,}
= P{A\} + P{4,} + P{4,}
— P{A, | A.}P{A.} — P{A, | A.}P{A,)
— P{A, | A,}P{A,} + P{A, M 4, | A:)P{4,},  (32)

we see that we need only discuss the evaluation of P{4, N A, | 4.},
the other quantities already having been treated.
Just as we derived (6), we can show that (exactly)
P{A, N A; | A,)
N2! p;;:p;;:p]l:;:p;a )\gf:—l'n—l'n )\i\'l—‘l'n—l'u
- Tia+iaatisatia=Ng 7:12! i23! 7:13! 22' (N'i = 7:23 == 7:13)! (Nl = 7:|z = 7:13)!

N, pli'pidpia'pit Voot \Jr Vol )0
fra+iaatisatia=N, 7:12! iza! 1:13! ".2! Ta=0 7:3! ia=0 7:1!
(33)
where now
A
P N hs s 64
A
23 (35)

B = Fis F N hs e
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_ Ma
S VS T T -

P2 = % 1 N+ Nis T e

These sums may be approximated by recognizing that they are both
expectations of functions of multinominal random variables. Thus,

Elf(ias , %13 5 $12)] = f(G2s , Taa , %12)
+ H[E(as — %2s)® 835 + E(is — T1s)° 81a + E(f1o — 712)” 612
+ 2E[(2s — 725)(f1s — T1a) InB2at s
+ 2E[(2s — T2) (fr2 — %2) IuBaapda
+ 2E[(f15 — Ta) (12 — Ti2)biapdiz]} f(aa , Taa , o) (38)

@37

where 7,,, here indicates expected value and where 8% is' a second central
difference, e.g.,

82f(Tas » Tas , Taz) = f(as + 1, Tas , 212) — 2f(2as , Tha , T12)
+ fGas — 1, %, T12) (39)
and the operator ué is given, e.g., by
u1sf(@as » Tas , Taa) = 3[f(as , Tus + 1, 102) — f(las , Tus — 1, Tis)] (40)
so that, e.g.,
1023813 (s , Tua 5 1)
= f(s + 1, %5 + 1, Tiz) + flzs — 1, %5 — 1, 7o)
— s — 1, %is + 1, %s) — f(les + 1, %z — 1, 25)]. (41)

The variances and covariances for the multinominal distribution are
given on page 164 of Ref. 6. Thus,

Tie = Nopix jk = 23, 13, 12, (42)
o = B — 7)” = Nopi(l — pis), jk = 23, 13, 12, (43)

Gikam = Bl@x — 1)@m= Um)] = —NaDisPim
ik, Im = 23, 13, 12(jk = Im).  (44)

One obtains
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P[AlmA3|442]E{l+l)o-;1(‘\1 2+._—M_.)

)\; 1\’3 + 1

1, (,\731\7, 5 Ry ) (A. 5 A )
t 3o N + (Ns+ DN+ 1) taon % + N.+1

1 2 (1\73(1\_'3 = 1) A\—"'[ § )\3)\1 )

= 2als 19 - . -
T3 ["“"" % X + (Ns + (Vs + DIV, + 1)

2 N3N1 _ 9 Aa\; )

+ 023"2( Aahy 2% (1\73 + 1)(1V| + 1)

Naﬁl(lvl - 1) -y )\3)\? )]}/
X\ TN+ DN+ N+ D)

{B:'Bi" + 30aa(By'(—1)Bi' — 2B3'By' + By'(1)By)
+ 305:(Bs(— B '(—1) — 2By'Bi" + B3'(1)Bi'(1))
+ 3012(B3'Bi'(—1) — 2B;'BT' + B:'Br'(1)
+ 1ozs.1(Bs ' (—2)B(—=1) — 2By'Bi" + Bi*(2)Br'(1))
+ o%.12(Ba (= 1)Bi'(—1) — 2B;'B7" + B3'(1)Bi'(1))

2
+ Una.n(

+ ola2(B3 ' (—1)B'(—2) — 2B;'Bi' + By'(1)By'(2))]} (45)
where
1-"3 = Na — Ta3 — U3 ) (46)
./\_"| == Nl - ’742 - im 3 (47)
and for j = 3or1,
Bi' = 1/B(N; , \), (48)
B;'(-1) = B}’ (49)
Bi'(—2) =B;' —1-— 1;’— (50)
B;'(l) = Bj' + =—— T + x (51)
B'@) = B + (5

N; + 1 WV, + 20N, + 1)

In many cases, P{4, U 4, U A} may be sufficiently well approxi-
mated by using B(N; , \s)B(N, , \;) for P{A, N A, | A,} since the
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last term in (32) is typically smaller than the preceding three which
are, in turn, typically smaller than the first three.

IV. DISCUSSION

We tried the method out in a number of examples and found the
dependence analyses to improve accuracy considerably when dependence
is indeed important and to be useful in indicating when the dependence
effect can be safely ignored. This investigation was actually motivated
by a study of the use of a satellite to carry telephone traffic. (This study
will be desecribed more fully elsewhere.) One mode of such use, called
“yariable destination,” allocates up-channels (each channel consists
of a number of trunks) from ground stations to the satellite while all
ground stations can receive all that is transmitted downward from
the satellite. An equivalent network for five ground stations (the outer
nodes) is shown in Fig. 3. Between each pair of ground stations there
is an offered traffic; thus, there are 10 (2-way) traffics. For various
choices of the traffics and allocations, the dependence effect becomes
significant and it was important to know when it needed to be taken
into account and when it could safely be ignored (which leads to sim-
plification in the study, particularly the optimization algorithms—an
aspect of the study was to optimize the channel allocations to minimize
the traffic blocked). The method of this paper was found quite useful
in this regard. It should be noted that, although the N; are very large
and results of the form of (1) lead to huge sums, the method was com-
putationally simple.

The approach to dependence given here is one of approximations
motivated by exact results in simple contexts. The results obtained
thus far are promising and encourage further work in investigating
the approximations and in extending the approach. Further experience
is needed to determine the best way to apply the results to large net-

N2 N3

Ny Ny

Fig. 3—Equivalent network for satellite variable destination mode.
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works (see the last comment in Section III). Observe that improved
accuracy (and, possibly, satisfactory accuracy from a practical view-
point) in large networks can be achieved by considering only two-link
or only two- and three-link dependences (already discussed in this paper).
An inherent assumption that has been used is that the traffics are
Poisson (or close to Poisson). As mentioned in Section I, the analysis of
point-point blocking probabilities in conjunction with the use of the
equivalent random method will be reported in Ref. 1.
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APPENDIX

In Section II, two approximations for P{A, | A,} were given. This
Appendix derives the sum approximations for P,{A, | 4.}. In particular,
approximations for the following sums will be obtained:*

= Z (Z)”iq"_‘ (N)‘N—_iz')! = E[(NXN—_EE) !] ! (53)

The random variable ¢ is distributed according to the binomial law.
One has

Xv_i _ 1 ~NHi=1 A g 55
I G \ap)

N=i ! 1 eiea @”
< F = % 2 '—_1 =g dz (56)

in which the integration is on a circle around the origin as center.

Let z = re, then

_L = l T e“am_(‘v_“‘"’r—w—i) is
N —p! 2r ;

57

o A 1 T areifo(N=i)if P S (57)

Z l_ =5 ] ¢ 1——1'6'9 dé. (58)

* The derivations to follow are due to D. L. Jagerman who prepared this Appendix.
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Computing the required expectations from (57) and (58), one obtains

Jo= e [T omneeriy(s — i) do, (59)
7, = 51; _’ Jreit-Nio- ,n,(qb(fi = zrelr; r)) s (60)
in which the characteristic function ¢(r) is given by
¢(r) = Ele™] = (¢ + pe™)". (61)
Thus
Jo= 2 [ @ a, (62)
2r J_.
Jo= o [ an, (63)
20 J_,
in which
h(8) = Me® — Ni§ — N Inr + n In (g + pre”), (64)

ha(8) = Me'® — Ni§ — N Inr +n In (¢ + pre’’) — In (1 — re”®). (65)
The expansions of ,(#) and hy(6) in powers of 4 are

() =N — NInr +nln (g + pr)

_ npr .
-+ ()\r N + 7 +pr)w

1 _pr ( pr )2}2
d{)\r—l—n ¥ pr nq+m 0 + ; (66)

ho(6) =N — NInr+nln(g+p) — In(l —7)

— B :
+()\r N+q+p7‘+1—r)0

_1 pr _(pr ) r (r)}
2{)\T+nq+pr nq+pr +l—r+ 1—r o+ '
(67)

Using the method of Hayman (see Ref. 7) the functions h,(6), h(6)
will be made stationary at # = 0 by defining r, , . as follows:

_mpn
¥+ q + pn =0 (68)
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_ npra T2 _
by = N 4 ZE- 4 2P0, (69)

Thus the values of r satisfy
Mpri + (\¢ — Np + np)r, — Ng = 0, (70)
Nprz + (np — p — Np + g — )73
+ (—=\¢+ Np — Ng—np — @ + N¢ = 0. (71)
For r, , the following explicit formula is obtained:

_ V(g — Np +np)° + 4Npg — \g + Np — np,

Tl 2xp (72)
For r, , the root between zero and one must be used. Let
_ npri_ _ (_21_)
= by o T 73
2 2
—_ pTZ e prz Ta T2
By = )‘r2+nq+prz n(q+pr2) 1 —r2+(1 —rz)’ (74)
then
h( =Ny — NInr, +nIn (g + pr) — 8.6 + -+, (75)
ho(0) = Mo — NInra+nln(g+pr) — In (1 — 1) — 58:6° + -+ .
(76)
Since
LI T TR |
o) ¢ do = onp 77

in which the approximation becomes the more accurate the larger g is,
one now obtains

Ary

Ji =1%g + pr)” \jz—w- , (78)
e)\r;
(79)

J. =Yg+ pr) ———"
. P 1 — )V 2nB,
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Transmission performance of the telephone message metwork has im-
proved steadily over the years. Coincidental with this tmprovement has
been the evolution of rating plans which provide the basts for transmission
planning, design, and evaluation. Loudness of telephone speech was an
important consideration in this evolution.

Telephone speech loudness continues to be one of the major factors which
need to be taken into account in telephone transmission engineering. This
paper covers a laboratory system, called EARS (Electro-Acoustic Rating
System), devised to make objective measurements of partial and overall
telephone connections (including electro-acoustic transducer efficiencies) in a
manner which reflects subjective loudness loss. Topics covered include a
historical review of rating plans, computation of speech loudness, evolution
of the EARS, and description of the system and its capabilities.

The EARS essentially comprises a sound source and a meter for meas-
uring either acoustical pressure or electrical voltage. Design of the source
and meter are based on telephone speech loudness considerations, and
measurements made with the system approrimate subjective loudness
judgments with an accuracy which is sufficient for telephone engineering
purposes.

The EARS may be used in implementing any telephone transmission
rating plan incorporating speech loudness loss as an element. In such
application, the system can be used for specifying connection losses, thus
eliminating the need for exiensive subjective tests of loudness. However,
subjective tests will still be required to evaluate effects of other elements,
e.g., noise, important in any given plan, and to evaluate the range of loud-
ness losses acceptable for that plan.

I. INTRODUCTION

A basic Bell System objective—to provide our customers with the
best possible telephone message transmission consistent with the
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state of the art and the economic climate—has remained essentially
unchanged since the early days of telephony. However, continuing
review of the telephone system in terms of this objective has resulted
in steady improvement in transmission performance of the system
over the years. Such improvement has been made possible by growth
in our technical skills; it has been made necessary by evolving
customer needs for improved transmission. Indeed, it has been postu-
lated that as our customers use the telephone, they become ac-
customed to current performance and come to expect further im-
provement.!?

What do we mean by telephone message transmission performance?
In the broadest sense, this refers to the effect of the system on speech
signals when these signals are transmitted over telephone connections.
Customers conversing over telephone connections want to hear reason-
ably faithful, undistorted reproductions of each others’ voices with
a minimum of effort. Connections for which these conditions pertain
can be thought of as providing satisfactory transmission performance.
Connections exhibiting severe distortion would thus provide some-
thing less than satisfactory performance; customers might be able to
converse but only with extreme difficulty.

Speech transmission capabilities of the telephone network are often
considered in terms of individual transmission parameters, the com-
bination of which determines overall transmission performance. Some
of the more important parameters are loss, amplitude distortion, and
unwanted interferences such as noise, crosstalk, and echo. Improve-
ment in performance over the years has been achieved by design to
control these parameters, singly and in combination, as dictated by
the technology, economics, and needs of the times.

Coincidental with this improvement in transmission performance
has been the evolution of telephone transmission rating. The problem
of rating, that is evaluation and measurement, has been the subject of
much thought and work over many years, and a number of different
rating plans evolved to meet the transmission design needs for an
improving and expanding telephone message network.

For present purposes, a transmission rating plan comprises (i) a
rating criterion which represents the basis for rating telephone con-
nections, (77) a reference system (may be a physical simulation of an
overall telephone connection, a set of definitions, or both) with some
adjustable feature in terms of which connection ratings are estab-
lished based on the selected criterion, and (7iz) a rating scale which
is essentially represented by the variable feature of the reference
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system. Thus, a rating plan provides a framework for the design and
evaluation of telephone connections.

Historically, the rating criterion was subjective in nature, and ex-
tensive subjective testing was required to evaluate telephone connec-
tions in terms of the reference. Moreover, application of the various
rating plans required subjective testing to evaluate scale values, i.e.,
determine what scale values (and connections) represented acceptable
performance.

Transmission performance of the telephone message network has
improved to a point that loudness loss is a major variable which has
to be taken into account in transmission planning. This paper de-
seribes a laboratory rating system, called the EARS (Electro-Acoustic
Rating System), which can be used to objectively measure loudness
loss of telephone connections in a manner which closely approximates
subjective loudness judgments. Thus, the system supplants subjective
tests which would ordinarily be required to determine loudness ratings
of connections. However, tests will still be needed both to determine
subjective reaction to various amounts of loudness loss, and to deter-
mine interrelationships between loudness loss and other transmission
parameters important in any given rating plan.

The EARS was devised to measure acoustic pressures and electric
voltage as required by loudness rating definitions for partial and
overall telephone connections.* The EARS has been used extensively
over the past several years to characterize the loudness performance
of telephone sets and connections, and to evaluate design plans such
as unigauge design of the customer loop plant.* Moreover, loudness
loss as measured with the EARS is an important element in current
studies of transmission planning based on a multiparameter approach
in which other transmission factors, e.g., noise and echo, are included
with loudness loss.” Also, the EARS concept is one of several candi-
dates for adoption as a standard method of specifying loudness loss.*

The EARS essentially comprises a sound source which is used to
energize the talking end of a telephone connection and an indicating
meter which is used to measure acoustic pressure or electrical voltage,
and provides a simple means of measuring input and output signal
levels for partial and overall telephone connections. Loudness losses

* Methods of measuring the loudness loss of telephone connections are cur-
rently being studied by (i) Study Group XII of the CCITT (Comite Con-
sultatif International Telegraphique et Telephonique—International Telegraph
and Telephone Consultative Committee) as outlined in Question 15/XII of Ref.
6 and (#) the Task Force on Telephone Instrument Testing of the Institute of
Electrical and Electronics Engineers.
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of connections and connection components, including electro-acoustic
transducers, i.e., telephone transmitters and receivers, are then the
differences between input and output signal levels expressed in dB-like
terms relative to appropriate reference signal levels.

The approach followed in this paper is first to consider the history
of transmission rating plans and, second, to discuss the evolution of
the EARS. Discussion of rating plans in Section II demonstrates the
interrelationships of rating plans, rating systems, and network trans-
mission performance improvements. Concluding remarks outline the
relation between loudness rating definitions and the rating system,
the EARS, which is used to determine parameter values as required
by the rating definitions. Also mentioned are current studies con-
cerned with multiparameter network design and evaluation.

Discussion of the evolution of the EARS involves several steps. We
begin in Section III by addressing ourselves to a review of various
techniques for computing the loudness of tones, noise, and speech, then
discuss in some detail the derivation of a particular speech loudness
computation method. This discussion indicates the manner in which
frequency response characteristics of partial and overall connections
can be measured and shows how, from the measured response for a
given connection, we can compute a number which we will call loud-
ness. Also included is a comparison of computed and experimental
results.

Section IV covers derivation of the EARS from the speech loudness
computation method referred to above and describes the EARS in its
present form. Also described is a graphical computation method based
on the design concepts leading to the EARS.

In Section V, we discuss the accuracy of the EARS in predicting
subjective test results and consider the effects of simplifying assump-
tions employed in deriving the EARS. The vehicle for this is the
graphical method referred to above. Results computed using this
method are compared to observed results for the subjective tests used
in validating the speech loudness computation method. This approach
is necessary since the subjective test systems are no longer available,
and hence could not be measured directly using the EARS. Therefore,
the comparison of computed and observed results reflects the accuracy
of the concepts on which the EARS is based, and not of the EARS
itself.

As will become evident, the EARS in its present form is only one
of several ways in which the computational method could be imple-
mented as a laboratory measuring system, and is not an exact realiza-
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tion of the computational method. This form was selected because it
provides a satisfactory combination of simple equipment arrange-
ments and suitable calibration and measurement procedures.

II. EVOLUTION OF TRANSMISSION RATING PLANS

Historically, transmission rating plans depended on (i) the use of
reference circuits with which commercial circuits could be compared
and (#) systems of units for expressing the relative ratings thus
determined. A great deal of subjective testing was necessary to deter-
mine ratings of commercial telephone equipments and facilities, and
to correlate these ratings with measurable transmission properties.
These ratings, in terms of the appropriate prevalent unit for express-
ing them, were used in design and evaluation of the telephone message
network.

Considerable work was also necessary to determine transmission
objectives for the network. That is, the reference system and related
units provided the means of expressing transmission performance; it
was then necessary to determine the rating, or range of ratings, to
which the plant should be designed.

2.1 Transmission Equivalent Plan

For a time following the turn of the century, telephone circuits in
commercial use had quite similar characteristics, and conditions were
such that essentially only loudness, or volume, capability was under
control of the transmission engineer. The performance of circuits was
determined by comparing them, on a loudness basis, with a reference
circuit which was adjustable in attenuation, but whose other trans-
mission characteristics were typical of commercial circuits.

The reference circuit in use at that time was known as the Standard
Cable Reference System (SCRS).® It consisted of telephone sets
(including transmitters and receivers), cord circuits (for supplying the
telephone set carbon transmitters with operating current), and an
adjustable artificial line for interconnecting the cord circuits. These
connection components were representative of types then used com-
mercially.

The rating of telephone circuits by comparing them to the reference
circuit involved a talker speaking alternately over the test circuit and
the reference circuit, and a listener switching similarly at the receiving
ends. The reference circuit artificial line, calibrated in terms of “miles
of standard cable,” was adjusted until the listener judged the volume
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or loudness of the speech sounds reproduced by the two circuits to be
equal. The number of miles of artificial line in the reference circuit
was then used as the “transmission equivalent” of the circuit under
test.” The effect of any change in a test circuit on the efficiency of
that circuit could then be measured by determining the “transmission
equivalent” before and after the change; the number of miles of
artificial line required to compensate for the change was used as an
index of this effect.

Performance ratings assigned in terms of loss of speech volume or
loudness bhased on the comparison procedure outlined above consti-
tuted a practicable and effective means of assessing transmission per-
formance. The adverse effects of sidetone, distortion, and noise on
transmission quality were recognized, but no way was known of
incorporating them, together with loudness loss, into a single figure
of merit for rating transmission performance.? Moreover, the simi-
larity between the reference circuit and commerecial circuits at that
time rendered such incorporation unnecessary.

As the state of the telephone art developed, modifications in the
reference circuit became desirable in order for the circuit to more
satisfactorily fulfill its purpose. Three factors leading to the modifi-
cations were (z) improved designs of telephone instruments and cir-
cuits, (#2) improved measuring techniques and instruments, and (%)
the need for a more suitable unit than the “miles of standard cable.”

The effect of improved design was to introduce into the plant
telephone instruments and ecircuits which had less distortion than
corresponding parts of the Standard Cable Reference System. For
this reason, it became desirable to have a new reference system with
which transmission over the most perfect telephone circuit, or over
circuits less perfect, could be simulated at will.®®

Secondly, the performance of the Standard Cable Reference System
was specified by stating the kinds of apparatus and circuits used. The
electrical portion of the system could be checked by voltage, current,
and impedance measurements. However, for the transmitters and
receivers, reliance for constancy of performance was placed primarily
upon the careful maintenance and frequent cross comparisons (sub-
jective) of a group of transmitters and receivers which were specially
constructed to reduce some of the sources of variation in the regular
product instruments.®® Improvements in measuring techniques and
instruments made it possible to measure objectively characteristics
of electro-acoustic transducers. This, in turn, permitted selection and
maintenance of transducers to provide long-term stability.
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Finally, a change in rating units became desirable for two reasons.
First, circuits were being designed which had less distortion than the
artificial cable of the Standard Cable Reference System. Since a mile
of cable with this system corresponded not only to a certain volume
change, but also to a distortion change, characterizing new circuits
in terms of miles of standard cable implied a distortion degradation
not necessarily attributable to the circuit under test. Secondly, two
different reference systems were in common use, one in the United
States, the other in some other countries.!® These systems used
artificial cable with different characteristics. That used in the United
States had a loop resistance of 88 ohms and a capacitance of 0.054
microfarad per mile; the other used artificial cable having the same
resistance and capacitance but had, in addition, an inductance of 1
millihenry and a conductance of 1 micromho per mile. Thus, a test
circuit compared with each of these references would have two dif-
ferent ratings assigned to it. The first of the above reasons suggested
the need for a distortionless unit, the second for a common unit,

A new unit, called the Transmission Unit (TU), was devised by
the Bell System.** This was a distortionless, logarithmic unit so
chosen as to make use of common logarithms convenient in transmis-
sion computations. Its magnitude was very nearly the same as the loss
of a mile of standard cable and, thus, existing experience learned in
terms of miles of standard cable could be transferred to the new
system with a minimum of difficulty. The Transmission Unit later
became the decibel (dB)."

The three factors discussed in preceding paragraphs resulted in
design of the Master Reference System (MRS).*? This system utilized
transducers with very low distortion, amplifiers to compensate for the
lower efficiency of these transducers as compared to commerecial in-
struments, and an artificial line (consisting essentially of a 600-ohm
attenuator) for interconnecting the transmitting and receiving ele-
ments. The system included provision for inserting distorting networks
into the transmitting and receiving elements so that performance of

* An intervening step between the “Mile of Standard Cable” and the “Trans-
mission Unit” was the “800 Cycle Mile.” This also was a distortionless logarithmic
unit, equal in magnitude to the loss of a mile of standard cable at 800 Hz
(actually, the loss at 796 Hz was used). There were thus two “800 Cycle Mile”
units because of the two different standard cable specifications. The “800 Cycle
Mile” and its successor, the “Transmission Unit,” differed in that (¢) the former
represented a current ratio while the latter represented a power ratio and (i)
although both were logarithmie, the former was in units of log 1.115 (one 800
Cycle Mile corresponded to a current ratio of 1.115) while the latter was in units
of 0.1 log 10 (one Transmission Unit corresponded to a power ratio of 100.1).
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commercial transducers, characterized by amplitude response curves
with pronounced resonances, could be simulated.

Transmission engineering was still done on a loudness basis, and
the MRS was used to obtain ratings in the same manner as that
previously described for the SCRS. That is, (i) speakers talked
alternately over the reference and test systems, (i) observers listened
over the systems, switching with the talkers, and (22) the line (600-
ohm attenuator) of the MRS was adjusted to obtain equal loudness.
The average setting of the attenuator (in dB) at balance was then
the rating of the system under test.

- Adoption of the MRS by the Bell System had important long-term
effects on international standardization of telephone reference sys-
tems. In 1926, the CCI* invited representatives of the Bell System
to meet with a committee appointed by the CCI to consider adoption
of a transmission reference system.® At the recommendation of this
committee, the CCI adopted the MRS. Two of these systems were
built by the Bell System. One was retained at Bell Telephone Lab-
oratories in New York, the other was sent to the laboratory of the
CCI in Paris in 1928. The CCI System was designated the SFERT.t

In the late 1950s, the SFERT was replaced by a new reference
system, the NOSFER.* The NOSFER is so constructed and calibrated
that it is essentially equivalent to the SFERT. Telephone connection
ratings obtained with either the SFERT or the NOSFER are desig-
nated as Reference Equivalents (RE) in dB, and are numerically
equal to the setting (in dB) of the reference system line attenuator
required for loudness balance.

2.2 Effective Loss Plan

In the early 1930s, the Bell System adopted a new transmission
plan. The change became necessary because of technological advances.
Telephone sets incorporating antisidetone circuitry and improved
transducers began to be used in quantity in the Bell System. These
sets had poorer loudness performance than their predecessors, but

*CCI = Comité Consultatif International des Communications Telephoniques
a Grande Distance (International Consultative Committee for Long Distance
Telephone Communication). This organization later became the CCIF and is
now the CCITT.

t SFERT = Systeme Foudamental European de Reference pour la Trans-
mission Telephonique (European Fundamental Reference System for Telephone
Transmission). See Ref. 12.

$ NOSFER = Nouveau Systeme Foudamental pour la Determination des
Equivalents de Reference (New Fundamental System for the Determination of
Reference Equivalents). See Ref. 6.
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provided marked improvement in such characteristics as sidetone,
amplitude distortion, and nonlinear distortion, all of which have a
marked effect on transmission. Evaluation of these telephone sets in
terms of the old system tended to emphasize loudness differences at
the expense of these other factors. Thus, there was need for a rating
plan which properly recognized the improvements and, at the same
time, retained applicability for the older telephone set types. The
effective loss plan was devised to meet this need.'®14

Ratings under the new plan were in terms of dB of “effective” loss
to distinguish them from “loudness” or “volume” losses of the old
plan. Effective loss represented a figure of merit for evaluating the
effectiveness of the transmission over telephone circuits and, as such,
was a measure of the ability of telephone listeners to understand as
well as to hear transmitted telephone speech.

Effective transmission data were determined in terms of the Work-
ing Reference System (WRS).'* This system consisted of representa-
tive customer loops and telephone sets and a variable, distortionless
trunk, i.e., an attenuator. Ratings for commercial connections were
obtained in effect by comparing these, using live talkers and listeners,
with the reference system, adjusting the distortionless trunk until the
reference system and test connection were judged to provide equivalent
transmission. (Basic data for the plan were obtained from two-way
conversation tests, in contrast to the earlier plan for which tests
were on a listening-only basis.) The criterion for such equality was
repetition rate, that is, the rate of occurrence of repetitions requested
by test subjects.’®'* Thus, balance was achieved when the WRS (with
a particular trunk setting) and the test connection provided the same
repetition rate. The WRS trunk setting, in dB, was then a measure
of the effectiveness of the circuit under test. The reference trunk
setting for the Working Reference System was selected to provide
numerical equivalence of ratings obtained with the new plan and its
predecessor. With reference trunk setting, the Working Reference
System had an effective loss of 18 dB which was also its transmission
equivalent in terms of the earlier plan.

During the early 1930s when the effective loss plan was under
development, in-plant telephone set transducers were predominantly
of the resonant type, characterized by large amounts of amplitude
and nonlinear distortion, telephone sets were largely of the sidetone
variety, and a number of low cutoff cable loading systems were in
use. However, improved transducers and antisidetone sets were being
introduced into the plant, and additional improvements were under
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development. (The transitional nature of the telephone set plant
at that time and additional planned improvements were important
considerations leading to adoption of the effective loss plan.) This
resulted in introduction of the 300-type telephone set into the plant
in 1937.1%17 Subsequent study similarly resulted in introduction of the
500-type telephone set into plant in 1950.1%'® The effective loss plan
encouraged these improvements and, also, the adoption of higher
cutoff cable loading systems.

By the mid 1950s, telephone sets provided sufficient antisidetone
and freedom from amplitude and nonlinear distortion that little could
be gained by further improvements. Thus, loudness appeared to be
once again a major variable factor in plant design, likely to be the
most important consideration in subsequent telephone set design.

The uniformly high level of transmission performance characteriz-
ing the plant suggested revision of telephone transmission planning
to reflect more emphasis of loudness effects. Impetus for such revision
was provided by (7) the availability of a speech loudness computation
technique and a laboratory measuring system based on this technique
and (77) the need for planning in simpler terms than was possible
with the effective loss plan which suffered from a number of practical
disadvantages.”

2.3 Loudness Rating Plan’

For present purposes, the loudness rating plan comprises definitions
for loudness ratings of partial and overall telephone connections.”
Loudness is a subjective quantity and, therefore, loudness rating is
defined as the ratio of the loudness of the speech into the listener’s
ear to the loudness of the speech out of the talker’s mouth. As used
here, however, loudness rating is considered to be determined by
objective measurements.

The rating definitions involve both acoustic pressures and electric
voltages. The EARS provides a means of measuring these quantities.
The EARS consists of a source of acoustic energy, comprising a com-
plex voice-frequency test tone which simulates certain properties of
human speech and an artificial mouth, and an indicating meter for
measuring voltages or sound pressures in a manner which simulates
the loudness perception of an average listener.

Ratings obtained using the EARS do not precisely equal ratings
* Loudness ratings as specified by the definitions are expressed in decibels.

Such usage does not strictly conform to the definition of the decibel, but this
should have no effect on general use of the term “decibel.”
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obtained using human beings, in part because the artificial mouth and
the 6-em” coupler do not precisely duplicate the characteristics of their
human counterparts. However, EARS ratings are sufficiently accurate
to be highly useful in telephone transmission engineering although some
problems associated with using the EARS to measure nonlinear trans-
ducers, e.g., carbon microphones, remain to be solved. Continuing
research aimed at characterizing human mouths and ears may result in
artificial counterparts the use of which in the EARS will render the
differentiation between EARS and subjectively determined loudness
ratings unnecessary.

The EARS is thus an instrument used to measure the loudness
performance of telephone instruments and facilities in much the same
manner that the 3A Noise Measuring Set is used to measure the
subjective magnitude of telephone message circuit noise.?* Loudness
performance is expressed as constants and/or families of curves which
are used in transmission planning. Examples of such use are the
unigauge plan already cited* and current studies which are con-
templating transmission design based on (2) noise and loss and on (i)
noise, loss, and echo.®

Earlier rating plans utilized physical reference systems which
simulated overall telephone connections. Loudness rating as considered
here is based on measurement of physical quantities, and does not
require specification of a standard simulated connection.

III. COMPUTATION OF LOUDNESS OF SPEECH

A number of tests have been conducted to determine the loudness
of telephone speech signals. Study of these test results, and of various
methods devised for computing the loudness of speech and tones,
resulted in a particular speech loudness computational procedure. This
procedure, developed some time ago but not previously reported in
the literature, is discussed in some detail in the present section.

We begin with a summary of the essential attributes of the pro-
cedure with appropriate reference to functions required in the com-
putation of loudness ratings. Following this, several methods for
computing the loudness of continuous spectrum sounds are referred
to, and the background for the specific computation method of con-
cern herein is reviewed. We then derive the functions required for
the computational procedure. Finally, the procedure is used to com-
pute the loudness performance of several laboratory test systems, and
the computed values are compared to experimental results.
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The computational method is not based on fundamental properties
of speech sounds and of the hearing mechanism and, therefore, is
probably not generally applicable in determining the loudness of
other types of sounds. Rather, the method is based on a “black box"
approach in which a defined “speech” signal is applied at the input,
and the signal so processed that the output of the black box cor-
relates with subjective experience of speech loudness. Internal opera-
tion of the black box is specified, but such is not intended to reflect
exactly the specific manner in which the human being processes speech
stimuli to obtain loudness although similarities are noted. This ap-
proach is used because, although there are a number of theories
covering loudness perception, the specific operation of the hearing
mechanism in determining loudness is not known.

3.1 Description of Speech Loudness Computational Method

The method, depicted on Fig. 1, is based on performing certain
operations on the pressure spectrum delivered by a telephone con-
nection to the ear of a listener. In essence, these operations comprise
(?) dividing the received speech spectrum into a number of different
frequency bands, (i7) determining the loudness due to each band,
and (i) summing across all bands to obtain the total loudness.

The received pressure spectrum consists of (i) a reference speech
spectrum applied at the transmitting end of a connection modified
by (i) the amplitude transfer characteristic of the connection. The
compromise spectrum and system response definitions are given on
Figs. 2 and 3 respectively.*

Not all of the received spectrum contributes to loudness, i.e., that
portion of the spectrum lower in level than the threshold of hearing
does not contribute. Account is taken of this by defining a quantity
termed effective spectrum which is the received spectrum minus X,
the threshold of audibility for continuous spectrum sounds. The X
function is shown on Fig. 4.

The effective spectrum is divided into 50 frequency bands selected
such that each contributes equally to the total loudness produced by
a flat effective spectrum. The frequency limits for the “2 percent”
loudness bands can be derived from the function of Fig. 5.

The effective level in each band is then converted to loudness, in
loudness units (LU), using the function of Fig. 6, and the loudness

* The ordinate of Fig. 2 is in terms of dBt. For purposes of this paper, dBt
— dB relative to 2 X 105 newton/meter?; 0 dBt = 20 logn(2 X 1075).
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Fig. 1—Computation of speech loudness.

units summed for the 50 bands. The resulting sum, N, , represents
the total loudness contained in the particular received spectrum.

Once the total loudness, N, , is obtained, the problem of its inter-
pretation arises. One useful way of expressing the loudness is in terms
of loudness level.* Functions which may be used to convert N, to
loudness level are shown on Fig. 7.

A more significant way of expressing loudness for speech com-
munication problems is in terms of the level of a reference speech
spectrum. The function relating total loudness to the level of the
selected reference speech spectrum is given on Fig. 8.

3.2 Survey of Loudness Studies

Loudness has been studied extensively as demonstrated by the
numerous publications relating to this subject. Studies reported have
been largely concerned with single-frequency tones, tone complexes,
and continuous spectrum steady sounds. Several different methods
for computing the loudness of these different sounds have evolved.!
Some of the methods, specifically those covering continuous spectrum

* The loudness level of a sound, in phons, is numerically equal to the median
sound pressure level, in dBt, of a free progressive wave of frequency 1000 Hz
presented to listeners facing the source, which in a number of trials is judged by
the listeners to be equally loud. The unit of loudness is the sone. By definition,
a 1000-Hz tone 40 dB above a listener’s threshold produces a loudness of 1 sone;
the loudness of any sound that is judged by the listener to be n times that of
the 1-sone tone is n sones.?! In this paper, we will use the term loudness units
(LU) when considering loudness of speech, and the term sones in discussing other
?\(r)unds. However, speech of N LU is equal in loudness to any other sound of

sones.

t References 22 through 27 describe some of these computational methods.
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Fig. 2—Sound pressure spectrum of continuous speech at 2 inches from the lips
of a talker.

steady sounds, are sufficiently general that with appropriate specifica-
tion of the speech signal they may be suitable for computing the
loudness of speech.* Such suitability has not, to the author’s knowl-
edge, been demonstrated and these methods are not considered in this
report.

The study of speech loudness has received somewhat less attention
than the general subject of loudness. Publications covering the study
of speech loudness are limited in number, and of these, only a few
consider speech loudness computational methods.

In 1924, H. Fletcher and J. C. Steinberg devised a method for
computing the loudness loss, due to changing the transmission system
response, of a sound being transmitted to the ear.>® Results obtained
using the method were in close agreement with experimental results
for the specific sounds—speech and a complex test tone—considered
in the study.

* See, for example, Ref. 26.

t References 28, 30, 31, 32, and 33 report results of some speech loudness tests.
Relferegces 28, 29, and 31 describe speech loudness computation methods de-
veloped.
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In 1925, Steinberg developed a more general method of computing
the loudness of any complex sound.?® (The method referred to in the
preceding paragraph was a special case.) Results computed using this
method agreed with experimental results then available, including the
data reported in the 1924 paper.

In 1938, W. A. Munson developed a method for computing the

(A) ORTHOTELEPHONIC RESPONSE DEFINITIONS

TRANSMITTING LINE RECEIVING

RESPONSE = RESPONSE = _ RESPONSE =
20 LOG V1/Py 20LOG Va/Vy 20 LOG P2/V2
Vi Va

Py = PRESSURE AT 2 IN. IN FRONT OF REAL VOICE, TRANSMITTING ELEMENT ABSENT.
Vi = OPEN CIRCUIT VOLTAGE OF TRANSMITTING ELEMENT, WHEN SPOKEN INTO BY A REAL VOICE.

P, = PRESSURE IN FREE FIELD AT CENTER OF LINE BETWEEN OBSERVER'S RIGHT AND LEFT EARS,
OBSERVER ABSENT.

V2= VOLTAGE ACROSS RECEIVING ELEMENT WHEN SOUND FROM RECEIVING ELEMENT IS AS LOUD
AS THE SOUND FROM THE FIELD.

NOTE: PRESSURE AND VOLTAGE REFERENCE LEVELS MUST BE STATED.

(B) ORTHOTELEPHONIC SYSTEM

ORTHOTELEPHONIC TRANSMITTING ELEMENT, RESPONSE = K
" RECEIVING ELEMENT, RESPONSE = —K s ASDEFINED
" LINE, RESPONSE = —25 IN SECTION A

OVERALL, 00S = =25

NOTE: K = A CONSTANT AS A FUNCTION OF FREQUENCY. LINE RESPONSE REFLECTS
DIFFERENCE BETWEEEN THE POSITION AT WHICH PRESSURE, Py,IS MEASURED AND
100 ¢cm POSITION OF LISTENER'S HEAD PER SECTION C.

(C) ACOUSTIC PATH SIMULATED BY ORTHOTELEPHONIC SYSTEM
TALKER LISTENER

NON-REVERBERENT,
QUIET ROOM ONE EAR SEALED

(D) GENERAL TELEPHONE SYSTEM

Tot = ORTHOTELEPHONIC RESPONSE OF GIVEN TRANSMITTING

ELEMENT
Ror = ORTHOTELEPHONIC RESPONSE OF GIVEN RECEIVING  feep  AS DEFINED
o7 ELEMENT INSECTION A

L = RESPONSE OF GIVEN LINE

OVERALL;OTS = Tor + Rot + L
DEPARTURE FROM ORTHOTELEPHONIC SYSTEM, D=0TS-00S=Tor+Ror+L+25

Fig. 3—Orthotelephonic transmission.
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spectrum.
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Fig. 6—Loudness (n,) in a band of unit importance vs effective level (Z,) in
that band.

loudness of speech. The method was based on speech loudness tests
conducted in 1935 and 1936.*

Thus, there were available at least two methods, those of Steinberg
and Munson, for computing the effects of changes in the response
characteristics of telephone circuits on speech loudness. These methods
had been found to provide computed results which were reasonably
consistent with observed results from experiments on which the
methods were based. A review of these experiments revealed sub-
stantial inconsistencies between the different sets of data, leading to
doubt concerning the generality of the procedures. Moreover, a sub-
stantial amount of additional speech loudness data became available
- 1n 1939 and 1940. These considerations led to a review of the available
speech loudness computation procedures and the various sets of sub-
jective test data for purposes of arriving at a simple procedure, suitable
for telephone engineering purposes, which would be reasonably con-
sistent with all of the data.

* Neither the computational procedure nor the tests were reported in the
literature.
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Fig. 7—Relation between loudness and loudness level.

The speech loudness computation procedure resulting from the
review referred to above is described in subsequent paragraphs. This
procedure, developed in 1941, and the 1939-40 speech loudness data
have not been previously reported, primarily for two reasons. First,
the group concerned with the speech loudness project was essentially
disbanded in late 1941 and assigned other work in support of the war
effort. This group was not re-established so that its accomplishments
could be reduced to a form suitable for publication in the literature.
Secondly, there was no pressing need for the procedure until the loud-
ness rating plan was proposed.? Review initiated at that time has
verified applicability of the procedure to telephone speech loudness
problems.

3.3 Development of the Speech Loudness Computation Method

The speech loudness computation method evolved from a specific
method devised by Fletcher and Munson for treatment of continuous
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spectrum sounds, and uses as many of the steady-state definitions as
are applicable.** Review of the Fletcher-Munson method therefore
serves as a convenient introduction.

3.3.1 Steady-State Sounds—Definitions and Formulae

Loudness, N, is defined as the intensive attribute of an auditory
sensation.?* Loudness can be expressed in terms of a scale whose units
have been found to agree with the common experience of observers
estimating the intensive attribute of sounds. Ordinarily, the loudness
of a sound is not specified in terms of units of a loudness scale, but,
rather, in terms of its loudness level. (See Section 3.1 footnote.)

Results of some experiments to determine the relation between
loudness and loudness level are shown on Fig. 7. The solid curve, due
to Fletcher and Munson, was first proposed in 1933.%*

This curve was later adopted in an American Standard.?® Further
study by Fletcher and Munson resulted in & slightly different relation
shown by the long dashed line. This curve, first reported in 19372
was later modified slightly.®* The short-dashed curve, due to S. S.
Stevens, resulted from effort directed at obtaining the best fit for all
available data with the simplest possible relation.*®#¢3" This relation
is included in a USA Standard.*

The loudness, N, for steady-state sounds can be computed from the
masking spectrum, M, of the sound. The loudness equation may be
written as

N = fl"(.Vl) dx. (1)

F (M), expressed in loudness units, is a function of the masking, and
may be interpreted as expressing the intensity of the nerve stimulation
at a particular position, x, along the basilar membrane. The quantity,
x, is expressed in terms of the percent of total nerve endings that the
maximum stimulation passes over as a stimulating tone is changed
from lowest audible frequency to a frequency f, corresponding to .
The product F(M) and dx represents the loudness contributed by a
sound within the differential length dx and, consequently, the integra-
tion represents the total nerve stimulation, or loudness, over the length
of the basilar membrane.

For continuous spectrum sounds, the masking, M} at any fre-

* Figure 137, Ref. 27.

t See Ref. 23 and 39 for more detailed discussion of the concepts considered
in this and subsequent paragraphs.

tM = 8 — Bo where g = the level of a single frequency tone which is just
audible in the presence of a specified noise and go = the level of the same tone
which is just audible when the noise is absent. (See Ref. 39.)
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Fig. 8—Loudness of reference speech.

quency is related to the effective level, Z, of the masking sound at
the same frequency. Thus, the loudness formula (1) can also be
expressed as follows:

N = f Q(Z) du. (2)

Interpretation of this formula is the same as that for (1) in that it
represents the integrated nerve stimulation over the length of the
basilar membrane. However, the intensity of the stimulation at any
frequency is determined from the effective level of the continuous
spectrum sound, Z, defined as follows:

where

Z
B
X

Z=B-X 3)

effective spectrum level (dB)
pressure spectrum level (dBt)
a function (dBt), empirically determined from listening tests,
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which reflects the fact that not all of the objectively measurable
spectrum (B) is effective in produecing loudness.

The X function plotted on Fig. 4 may be considered to be the thresh-
old of audibility for continuous spectrum sounds. Although this is
not strictly correct, it lends physical interpretation to the function
and, as such, facilitates understanding of the loudness computation
technique.”

The loudness, N, of a continuous spectrum sound can be computed
by (7) dividing the audible frequency range into a number of sue-
cessive frequency bands conveniently selected for computational pur-
poses, (1) determining from the effective level and the importance
of each band the number of loudness units contributed by the band,
and (777) summing the loudness units over the audible range. This
procedure, replacing the integration of (2), may be written as

N =Y n Az 4)
where
N = total number of loudness units,
n, = loudness, Q(Z) from equation (2), integrated over a unit length

of the basilar membrane, and
Ar = the number of unit lengths along the basilar membrane in-
cluded in the computation band."

The quantity, n,, is a function of the effective level, Z, of that portion
of the sound lying in the computation band.

3.3.2 Speech Sounds—Definitions and Formulae'

Development of the speech loudness formula was based on the
assumption that a formula of the same general type as (4) could be
used, that is, the loudness of speech can be computed by dividing
the speech spectrum into a number of successive bands selected for

* Consider the case in which no masking occurs, ie., M = 0. Assuming M
= Z,then Z = B — X =0, and X = B, the pressure spectrum level of a noise
which produces zero masking, hence zero loudness. X can thus be defined as the
threshold of audibility for continuous spectrum sounds, useful for the purpose
indicated, but not strictly correct since it has been found that at low values of
M (eg., M = 0), the relationship M = Z is not valid. (See equation (10-5) of

length.

* Many of the steady-state definitions of Section 3.3.1 apply also for speech.
However, since some of the functions differ, the subseript s is used where
appropriate to denote those specifically applicable to the speech case.
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convenience of computation, determining the loudness contributed by
each band, and summing the loudness over the audible range. This
can be expressed as follows:

N, =D n, AS (5)
where
n, = total loudness produced by speech in a frequency band of unit
importance
AS = the number of bands of unit importance included in a com-

putation band.

The quantity, », , is a function of Z, , the effective level of the received
speech. Following the definition used in the formulation for continuous
spectrum steady sounds, Z, is defined as follows:

Z., =B, — X (6)
where

B, = sound pressure spectrum level of received speech (dBt)*
and X is defined in equation (3).

The bands of unit importance for equation (5) are so chosen that
no matter where they are located on the basilar membrane, each
contributes an equal amount to the total loudness when the effective
level of the speech is independent of frequency, ie., Z; = k (a con-
stant) across the audible range.t When the speech band is divided into
a number of bands suitable for computational purposes, each of these
may contain several bands of unit importance. Thus, the loudness, n,,
contributed by a band of unit importance must be multiplied by the
number of such bands, AS, in the computation band. The value of
AS used for any particular computation band depends on the width
of that band (in Hz) and its location on the frequency scale.

The summation of AS along the frequency scale represents the
cumulative number of bands of unit importance. The rate of change

*Speech varies rapidly in level with time. Accounting for this variability
would have entailed development of complex formulae from the limited amount
of applicable data available on speech. The approach followed was to develop
the simplest possible method of computing speech loudness from the long-term
average sound pressure spectrum of speech where long term is understood to
comprise a time interval which is long compared to the average syllabic interval.

t Selection of the bands is based on a flat effective spectrum for purposes of
simplicity. Any other shape, ie., Z, 5 k, would require a different loudness
versus Z, function for each band of unit importance.
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of S with frequency may, therefore, be interpreted as showing the
relative importance to loudness of equal effective levels of speech in
different frequency regions. This interpretation of AS and the inter-
pretation of n, as the loudness of a band of unit importance, based
on the similarity of the quantities n, and Ax in equation (4) and n,
and AS in equation (5), are probably not exact because of the radically
different nature of speech and steady-state sounds. These interpreta-
tions should, therefore, be applied with caution, and regarded pri-
marily as a point of view helpful in systematizing the basic data and
in understanding the loudness formulations.

3.3.3 Received Speech Spectrum

For any given telephone connection, the sound pressure level of the
received speech [B, of equation (6)] and, hence, the loudness of the
speech depends on (i) the speech spectrum applied at the talking end
of the connection and (i7) the loss of the connection as a function of
frequency. These factors are taken into account in the speech loud-
ness computation method by assuming a compromise speech spectrum
and expressing the connection loss in orthotelephonic terms.

3.3.3.1 Compromise Speech Spectrum. The compromise spectrum
adopted is shown on Fig. 2 and is designated By, because the area under
the curve integrates to a total sound pressure level of 90 dBt.* This
spectrum was obtained by averaging and smoothing long average power
measurements of continuous speech (including pauses between words)
from 13 males and 12 females.! Although some differences in spectral
content were found between individual voices, the shapes of the spectrum
curves were sufficiently alike to justify averaging across all voices.
Moreover, measured spectra from other studies exhibit similar
shapes.*'™**

Several experimenters have reported measurements of the long-
term average sound pressure level of speech. Results of these experi-
ments, referred to a point 2 inches in front of a talker’s lips, are given
in Table I. (Selection of the 2-inch reference point is discussed in the
next section.)

The values are in fair agreement excepting the last row. Benson and
Hirsh considered the apparent discrepancies at some length, con-
cluding that values reported by Dunn and White and by Rudmose,

* This spectrum is the same as that used in computing articulation index. See
Fig. 2 of Ref. 39.

T Spectrum curves reported in Ref. 40 provided some of the data used in
deriving this compromise spectrum.
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TaBLE I—LoNG-TERM AVERAGE SoUND PRESSURE LEVEL OF SPEECH
AT 2 IncHES FROM TALKERS' Liprs

Males Females
Pressure Pressure
Source No. (dBt) No. (dBt)
Sivian—Ref. 45 5 91.8 3 90.0
Dunn and Farnsworth—Ref. 44 1 90 .4 — —
Dunn and White—Ref. 40 6 90 .8* 5 88.0*
Rudmose, et al.—Ref. 42 7 92 .6* - —
Benson and Hirsh—Ref. 43 5 81.7* 5 79.7*

* Values reported were converted to apply at 2 inches by assuming an equivalent
point source 0.6 ¢cm behind the talker’s lips. See Ref. 44.

et al., “approximate more nearly monitoring levels (peaks of energy
probably corresponding to vowel sounds) than to an actual average.”*?

There is thus some uncertainty regarding the sound pressure level
at 2 inches from a real voice. For present purposes, the level is as-
sumed to be 90 dBt, an approximate average for the majority of the
data (specifically excludes the Benson-Hirsh data). As will become
evident, the exact value assumed for the level at 2 inches does not
significantly affect the speech loudness computational procedure as
long as the spectrum shape (see Fig. 2) is not changed.

3.3.3.2 Orthotelephonic Transmission. The concept of orthotelephonic
transmission is based on relating telephone and face-to-face conver-
sation.’® Specifically, orthotelephonic transmission for present purposes
implies reproduction by a telephone system of speech sounds which are
indistinguishable from those received with an air transmission system.
Conditions applicable for the latter case are negligible noise and acoustic
reflections when listening monaurally at a distance 1 meter from the lips
of the talker, the listener facing the talker. An orthotelephonic system
is thus one that provides the required orthotelephonic reproduction of
the speech sounds.

Application of the orthotelephonic concept to telephone connec-
tions is detailed in Fig. 3. The definitions are given here as a matter
of convenience, and will be considered where appropriate in later
discussion. Typical orthotelephonic amplitude responses of overall
telephone connections employing specific telephone set types are given
in Ref. 16. Such responses vary widely depending on the telephone
set and transducer types used.

One point worth noting is that the orthotelephonic transmitting
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response definition of Fig. 3 is in terms of the sound pressure level at
2 inches from a talker's lips whereby strict conformance with the
orthotelephonic definition would require expression in terms of the
1-meter sound pressure level. This change was made for two reasons:
() the 1-meter reference involves a long acoustic path which is
aseribed to the transmitter; (i7) measurements at 2 inches are more
reproducible since they are less likely to be affected by characteristics
of the surrounding environment, e.g., reverberation. However, studies
show that under free-field conditions the sound pressure spectra at
2 inches (approximately 5 em) and at greater distances have about
the same shape,**® but differ in absolute level by about 25 dB for
the 1-meter and 2-inch positions.*

3.3.4 Derwation of n, and S Functions

The speech loudness formula [equation (5)] involves the two
quantities n, and S. As noted earlier, n, is a function of Z, and is the
loudness due to that portion of speech contained in a frequency band
of unit importance; S is a function of frequency which shows the
relative importance to total loudness of equal effective levels of speech
in different frequency regions. These functions, though somewhat
interrelated, may be thought of as providing level weighting and fre-
quency weighting respectively.

Data from three tests were used in deriving these functions. The n,
function was based on tests by -Munson the results of which show
how loudness varies as a function of received speech level. Data
obtained by Steinberg and by Van Wynen were used to derive the S
function. These data show the manner in which loudness depends on
frequency content of the received speech signal. Other data were
available, but were not used because (7) there were gross inconsisten-
cies between the data and data from other tests and/or (ii) the test
system and conditions were not reported in sufficient detail to permit
utilization of the test results.

An important factor in deriving the n, and S functions is Z,, the
effective level of the received speech. [See equation (6).] Effective
levels for the test results used in the derivation are shown on Fig. 9.
The reference effective spectrum curve, consisting of the compromise
speech spectrum, By, , of Fig. 2 minus the threshold function, X, of
Fig. 4, is also plotted on Fig. 9. This function, utilized in the speech
loudness computation technique later, is assumed to represent the
average case for a large number of talker-listener pairs conversing
over a telephone system with (i) orthotelephonic response and (i7) 25
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Fig. 9—Effective spectrum level curves.

dB of flat gain relative to a true orthotelephonic system. The function
is given here to illustrate the difference between the effective spectrum
level curve for a system providing orthotelephonic response and the
effective spectrum level curves for the Steinberg and Van Wynen test
systems.

Because n, and S functions were interrelated, their derivations were
carried out concurrently by means of a series of successive approxima-
tions. For simplicity, the two functions are treated separately in suc-
ceeding sections, and the derivation is deseribed in greatly simplified
terms. The actual derivation involved obtaining a first estimate of
the S function, using the Steinberg and the Van Wynen data (includ-
ing the respective loudness law exponents—see later discussion), for
correcting the actual Z, to a constant Z,. This S function was then
applied to the Munson data in order to obtain a curve of total loud-
ness versus speech sound pressure level for a 100-5000 Hz band, the
band of interest in the speech loudness computation method. The
ordinate and abscissa of this curve were then corrected to reflect
respectively the loudness in a band of unit importance and the Z,
in a band of unit importance.
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These first estimates of the S and n, functions were used to compute
the loudness for a number of conditions. Computed results were com-
pared to experimental results, and the functions modified as indicated
by this comparison. This process was continued until computed values
reflected adequate accuracy for engineering purposes.

3.3.4.1 The S Function. The S function was derived from results of
tests by Steinberg (see Section 3.5.1) and by Van Wynen* (see Section
3.5.2). In these tests, speech received through high- and low-pass filters
was balanced against undistorted speech. Test results important in
the derivation are given in Iig. 10. The intersection of smooth curves
drawn through the test results provides two items of information:
(7) fa0 , the frequency above and below which the loudness contributions
are equal;" (i7) LL;,, the number of dB by which undistorted speech
must be reduced for a 50-percent reduction in loudness.

By assuming a logarithmic relationship between loudness and effec-
tive level (see Section 3.3.4.2), we can determine the percentage of
loudness contribution as a function of frequency. Thus,

Zw—Z, =k log N 7)

where Z,; and Z,, are effective levels before and after a flat change
in undistorted speech level, N; and N: are corresponding loudness
numerics, and k is a constant. For the Steinberg tests, we find, sub-
stituting —9.1 dB for Z» — Z,, and 1/2 for N./N; (50-percent loud-
ness reduction), that

while for the Van Wynen tests, k = 41.2 dB.

We can express the relationship of equation (7) in the power fune-
tion form frequently encountered in current literature***® by letting P
represent the stimulus magnitude and setting it equal to Antilog Z/20.
Then

N=P (8)

* Steinberg reports results for sensation levels = 100 dB and 39 dB.2? (Sensa-
tion level is the level above threshold. See Ref. 21.) Only the 100-dB results
were used in the derivation. Results for the 39-dB level were near the knee
of the loudness curve (see Fig. 8 for example) and their inclusion would have
substantially complicated the derivation.

t This assumes ideal filters. The filters used in the tests appear, for speech
signals, to be sufficiently close to ideal to warrant making this assumption.
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Tig. 10—TFilter test results.

where N and P are as defined above and n = 20/k. The values of n
are then 0.662 and 0.486 for the Steinberg and Van Wynen tests
respectively.

By applying equation (7) to the curves of Fig. 10, we can determine
the loudness reduction corresponding to various values of loudness
loss. For example, the Van Wynen tests show that for a high-pass
filter with cutoff frequency = 550 Hz, Z,» — Zun = —10.3 dB. Using
the equation, we find that the 550-Hz high-pass filter passes 56.2
percent of the loudness, suppressing 43.8 percent. Proceeding in a
similar manner for all of the data, the points shown on Fig. 11 were
obtained. It is of interest to note that there appear to be no systematic
differences between the Steinberg and Van Wynen test results even
though the exponents referred to in the preceding paragraph are
somewhat different.

Because the effective spectrum level curves for tests were almost
identical (see Fig. 9), the smooth curve of Fig. 11 was drawn to
represent all of the data points. This curve shows the percent of total
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loudness contributed by frequencies below the frequency of the
abscissa for the effective spectrum level used in these tests.

The S function required, showing the cumulative contribution to
loudness when the effective spectrum level is flat with frequency, is
plotted on Fig. 5. The function was obtained from the curve of Fig.
11 by successive approximations as outlined in the introductory
paragraphs of Section 3.3.4.

3.3.4.2 The n, Function. The n, function, relating loudness and effec-
tive speech level in a band of unit importance, was derived using test
results obtained by Munson in 1935-1936. The test system and general
methodology are described in Ref. 46. However, the test results have
not previously been reported in the literature.

In the Munson tests, undistorted speech was loudness balanced
against a 1000-Hz test tone. Also, thresholds were determined for the
1000-Hz and speech signals. Detailed results of the tests are given in
Tables IT and III. Average results are plotted on Fig. 12.

The ordinate of Fig. 12 was converted to a loudness scale using the
solid curve of Fig. 7. The resulting relation between loudness and
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Fig. 11—Cumulative contribution to loudness of speech for the Steinberg and
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TaBLe III—REsuLts oF Munson (1935-1936) THrESHOLD TESTS

Speech 1000-Hz Tone
Subject: — -

Designation (-dBt a-dB N X-dBt a-dB N
St 12.7 0.8 4 2.2 0 1
Sa 10.3 1.9 4 7.9 0 1
S3 16.0 3.1 4 5.6 0 1
Sy 16.9 2.0 4 5.9 0 1
Ss 12 .4 0.6 3 — - —
Ss 12.7 1.2 3 4.3 0 1
Sq 10.4 1.3 2 4.5 0 1
Ss 8.0 2.5 4 2.6 0 1
S 12.7 0.3 4 5.7 0 1
Sto 11.9 3.6 4 1.2 0 1
Su 11.9 0.9 3 1.6 0 1

X-dBt  S-dB X-.dBt S-dB
12.4 2.5 5.1 3.2

speech sound pressure level is shown on Fig. 13. (The ordinate of Fig.
13 is in terms of Loudness Units—LU rather than sones. See footnote
of Section 3.1.)

In terms of equation (8), the curve of Fig. 13 at higher sound
pressure levels represents an exponent of 0.455. This is in close agree-
ment with the Van Wynen test results with exponent = 0.486 (see

100

80—
70—
60—

50—

O DATA POINTS (SEE
TABLES IT AND III)

SOUND PRESSURE LEVEL OF 1000 Hz TONE IN dBt

0 ] | ] | Il | | ] |
0 10 20 30 40 50 60 70 8 9 100

SOUND PRESSURE LEVEL OF SPEECH IN dBt

Fig. 12—Loudness balance test results for a 1000-Hz tone and speech (Munson,
1935-1936).
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Fig. 13—Loudness (N,) vs speech sound pressure level for Munson (1935-1936)
tests.

previous section), with the “Derived” (from balancing speech against
a 1-kHz tone) and “Direct” (from adjusting a speech signal to sound
“half as loud” and “twice as loud” as a standard speech signal) from
Ref. 32 with approximate exponents of 0.50 and 0.46 respectively, and
with the derived curve of Fig. 52, Ref. 31, with an exponent of about
0.51. The exponent does not agree with that from the Steinberg tests
which was 0.662 (see previous section), with the exponent of about
0.65 determined from the monaural versus binaural loudness matches
of Ref. 32, with the exponent of 0.7 determined from the single
phoneme magnitude estimation study of Ref. 33, and with the ex-
ponent of 0.6 determined from the limited magnitude estimation work
reported in Ref. 47.

The relation of Fig. 13, applicable for wideband speech having the
effective spectrum shown by the long-dashed curve of Fig. 9, was then
modified to apply for narrow bands of speech, (bands of unit im-
portance) and a flat effective spectrum. To do this, effective spectra
were plotted for several of the loudness balance tests, e.g., see Fig. 9.
For each of these, the frequency scale was divided into various num-
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bers of bands of equal importance as determined from Fig. 5. It was
then assumed that Z, was constant across each band of unit im-
portance, and was equal in magnitude to the Z, at the center frequency
of the unit band. This resulted in several “staircase” approximations
to the smooth curve, each exhibiting a granularity depending on the
number of bands selected. Study of the various spectra indicated that
using 50 bands of unit importance, referred to as 2-percent loudness
bands, represented a reasonable compromise between the conflicting
requirements of (i) accuracy, improved by increasing the number of
bands and thus obtaining a closer mateh between the ‘‘staircase” ap-
proximations and the smooth curves, and (%) simplicity, obtained by
reducing the number of bands.

The required function of n, versus Z,, shown on Fig. 6, was ob-
tained from Fig. 13 by a series of successive approximations as out-
lined in the introductory paragraphs of Section 3.3.4. Specific steps
involved included (i) adjusting the ordinate and abscissa scales of
Fig. 13 to represent a band of 100-5000 Hz (required making allow-
ance for the fact that the effective level of the speech spectrum used
in the Munson tests was not flat with frequency) and (?7) dividing
the ordinate by 50 (to reflect contribution by each 2-percent band)
and by 2 (since the Munson test results and the solid curve of Fig. 7
are both in terms of binaural listening while the case of usual interest
in telephony is monaural listening).

3.4 Compulational Procedure

Mechanics of the computation for any given telephone connection
consists of two parts, (i) the computation of the loudness, N, , of the
received speech, and (ii) interpretation of the computed loudness
numbers. The former is carried out utilizing a computational form
based on Figs. 5 and 9.

The computational method to be deseribed applies specifically to
the monaural case, of primary interest in telephone problems. If
speech is received binaurally, we assume that the “average” listener
is symmetrical and compute the loudness separately for each ear,
adding the resulting loudness numbers to obtain the total loudness.
[See equation (5).] Thus, in cases where the speech signals delivered
to the two ears are identical, the resulting loudness is twice that
obtained with one ear alone.

3.4.1 Compulation of Speech Loudness, N,
The procedure followed in computing speech loudness is most read-
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ily deseribed in terms of the computation form shown in Fig. 14. The
computation involves four steps:

(1) Calculation of the received speech signal effective level, Z, , at
a number of selected frequencies;

(2) Determination of n, , the loudness in a band of unit importance,
from Z, ;

(3) Determination of the loudness in a computation band, the
product of n, and AS;

(4) Summation of the loudness numerics across the band of interest.

Column 1 of Fig. 14 lists the frequencies at which the computations
are made and columns 2 through 7 are used for determining Z, . The
values entered in column 2, obtained from Fig. 9 (reference effective
spectrum), apply for an acoustic talking level of 90 dBt.

Columns 3, 4, and 6 are respectively: T, , the orthotelephonic re-
sponse of the transmitting element; R,;, the orthotelephonic response
of the receiving element; and L, the response of the circuit inter-
connecting the transmitting and receiving elements. (Refer to Fig.
3 for appropriate orthotelephonic definitions.) In many cases of
interest in telephony, the same transmitting and receiving elements
are likely to be used in many computations. Column 5 of the form
provides for combining responses of these elements with By, — X.

The effective level of the received speech spectrum, Z,, resulting
from combining entries of columns 5 and 6, is entered in column 7.
The effective level in each computation band is converted to a loud-
ness number for a band of unit importance using the curve of Fig. 6.
The loudness numbers, entered in column 8, apply for frequency
bands having 2-percent importance. The bands of Fig. 14 with mid-
frequencies of 600 Hz and above have been selected to give 2-percent
importance. Below this frequency, however, the 2-percent bands be-
come very narrow (see Fig. 5), and circuit measurements at the re-
quired frequencies provide a fineness in the response curves not re-
quired for telephone rating purposes. Thus, wider bands are used
and the greater importance of these bands allowed for by means of
column 9 which shows the number of 2-percent bands in each compu-
tation band. The loudness for a computation band is thus the product
of column 8 and column 9 entries, and is entered in column 10. The
total loudness, N,, is obtained by summing column 10.

In some cases, the computation frequency is not the midfrequency
of the computation band according to Fig. 5. The midfrequencies
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COMPUTATION NO.

2697

DATE

COMPUTED BY

TRANSMITTER
RECEIVER
CIRCUIT
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
f Bgo-X Tor Rot 2+3+4 L Zg ng As ngAs
. (5) + (6)
50 | 465 13
200 53 7
00 62.5 4
400 | 68 _ 3
500 715
600 73
700 725
800 7
900 | 715
1000 | 70
1200 | 69
1400 | 675
| 1600 | 66.5
800 67
| 2000 67.5
200 68
| 2400 | 68
67
330( 66
64.5
3000 | 635
4200 62
4500 60.5
4800 59
* APPLIES ONLY FOR A LONG-TERM SPEECH SOUND Ng= ZngAs =

PRESSURE LEVEL OF 90 dBt AT 2" FROM THE
TALKER'S LIPS. FOR OTHER TALKING LEVELS,

CHANGE ENTRIES OF COLUMN 2 BY THE DIFFER-
ENCE BETWEEN 90 dBt AND THE TALKING LEVEL

OF INTEREST.

Fig. 14—Speech loudness computation form.

were rounded off as shown for purposes of convenience. For the
lowest computation band, this rounding off overemphasizes that band’s
contribution to the loudness, but this generally affects the total loud-
ness number, N, , only slightly.

The computation bands and the computation frequencies of Fig. 14
were selected for convenience. These can be changed, e.g., to consider
1/3-octave bands, by first locating the band limits on Fig. 5, then
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determining (2) the center frequency for, and (:z) the number of
bands of unit importance contained in, the selected computation band.
Appropriate values of Bgy — X can be obtained from Fig. 9.

The procedure described above applies for cases where the loudness
of a band of speech is determined by the effective level of the speech
within that band. Masking experiments have shown that when the
effective level of a continuous spectrum sound changes abruptly with
frequency, e.g., a sharp cutoff filter applied to thermal noise, there
may be masking in the suppressed frequency band due to energy in
the passed frequency band. Since masking has been identified with
loudness, it is reasonable to assume that the loudness of a band-
limited speech signal will depend not only on the passed region but
the suppressed region as well. This effect, termed spread-of-loudness,
is considered in the computation by assuming that Z, does not decrease
by more than 10 dB between adjacent 2-percent loudness bands.” If
Z, (column 7 of Fig. 14) shows a more rapid change, a new Z, is en-
tered which is exactly 10 dB below the Z, of the preceding or succeed-
ing 2-percent band.

3.4.2 Interpretation of Tolal Loudness, N,

Loudness in loudness units (LU), although a ratio scale reflecting
observers assessment of sound magnitude, has little physical signif-
icance. It is thus desirable to express loudness in such a way as to con-
vey a physical interpretation. This can be done by expressing the
loudness of a sound in terms of the level of a reference sound which
has the same number of loudness units. Thus, speech loudness can
be expressed in terms of loudness level, i.e., the level of a 1000-Hz
tone having the same loudness. Loudness level is an appropriate way
to express speech loudness when comparing computed values with
results of tests which involved loudness balancing speech and a 1000-
Hz tone. Speech loudness (N,) can be computed using the form of
Fig. 14, then with Ny = Ny, the loudness level found from Fig. 7.

Often speech through a test circuit is balanced against speech
through some relatively distortionless reference circuit. In these cases,
the loudness of the speech transmitted over the test circuit should
probably be expressed in terms of the setting of the reference circuit.

* The spread-of-loudness effect was determined from masking data obtained
by Fletcher and Munson (Figs. 11 and 12 of Ref. 23 or Figs. 141 and 142 of
Ref. 27) using narrow bands of noise. The masking data were plotted in terms
of number of 2-percent bands below and above the nominal bandlimits of the
noise. A straight line with a slope of 10 dB/band fitted the data with reason-
able accuracy, thus permitting use of a simple rule for taking spread-of-loudness
effects into account.
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Thus, speech loudness ean be expressed in terms of several different
reference sounds. A single reference would be desirable to enable
comparison of results from different tests. Loudness level would be
suitable for such purposes. However, considering the different nature
of speech and a 1000-Hz tone, a speech signal of specified character-
istics might be a more suitable reference, one that would be more
intuitively satisfying.

The reference selected for the speech loudness computation pro-
cedure is that due to transmitting average speech (Fig. 2) having the
reference effective spectrum (Fig. 9) over a circuit that is flat on an
orthotelephonic basis (Fig. 3) except for sharp cutoffs at 250 and
4000 Hz. (These frequency limits, selected somewhat arbitrarily, were
wide enough to include existing and planned commercial telephone
circuits.) The loudness of speech from any telephone circuit can then
be specified by the level of the reference that gives an equivalent N, ;
the level, in turn, can be conveniently specified by its integrated rms
pressure in dBt. The level of the reference speech spectrum, desig-
nated as L, , is related to its loudness, N, , as shown on Fig. 8. This
curve was derived using the form of Fig. 14, successively changing
entries per column 2 thereon, and computing N, for each such change.
It should be noted that (7) L, for the entries of column 2 is 90 dBt for
the band 100-5000 Hz, 89.4 dBt for the band 250-4000 Hz and (i)
spread-of-loudness was taken into account in the computation of N, .

3.5 Comparison of Compuled and Observed Resulls

Observed results from six different subjective tests were compared
to computed results obtained using the computation form of Fig. 14
and the frequency response characteristics of the subjective test sys-
tems. (Observed results from two of these tests were used in develop-
ing the computational method.) Observed results comprised reference
circuit attenuator settings or trunk settings obtained by observers
when they loudness-balanced reference circuits and test circuits.

Computed reference circuit settings were determined by first com-
puting the loudness (N,) for each test condition and its corresponding
reference condition (a reference circuit with its attenuator or trunk
setting at the value to which observers adjusted to obtain loudness
balance) using the test and reference circuit frequency response char-
acteristics.* The computed loudness values (N,) were then converted
to levels of the reference spectrum (L,). By comparing the L, of each

* Frequency response characteristics used for the loudness computations dis-
cussed in this paper are not reported.
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test eireuit with the L, of corresponding reference circuit at observed
balance, computed settings were obtained.

Computed and observed results are discussed and tabulated in Sec-
tions 3.5.1 thru 3.5.6 and are plotted on Fig. 15. (For the latter, the
L, for the reference circuit at balance is considered to be the observed
value, the L, for the test circuit is the computed value.) Comparisons
of computed and observed results are summarized in Table IV in
terms of error distributions. These, together with Fig. 15 and tabu-
lated values of ensuing sections, indicate that the computational
method provides a high degree of accuracy.

110
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=
g2 0
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P [‘ L % LEGEND
= X STEINBERG LINEAR SYSTEM TESTS
g:, (1924) — SEE SECTION 3.5.1
oy A VAN WYNEN LINEAR SYSTEM TESTS
(1940) — SEE SECTION 352
A VAN WYNEN TELEPHONE SET TESTS
& (1940) — SEE SECTION 3.5.3
40— x O VAN WYNEN TIE LINE TESTS
x é {1940) — SEE SECTION 3.5.4
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% * SEE SECTION 3.5.5
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SEE SECTION 3.5.6
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Fig. 15—Comparison of reference (observed) and test (computed) speech

loudness.
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TaBLE IV—SuMMaRY oF CoMPARISON OF COMPUTED AND (OBSERVED

REesuLts
Computed Minus
Observed
Detailed
Test Designation Results In Average-dB o-dB
Steinberg tests (1924)
Sensation level = 100 dB 3.5.1 1.4 1.1
Sensation level = 39 dB 3.5:1 4.0 2.2
Van Wynen linear
system tests (1940) 3.5.2 —0.8 2.1
Van Wynen telephone set
tests (1940) 3.5.3 0.3 1.1
Van Wynen tie line
tests (1940) 3.5.4 —0.4 0.9
Fraser tests (1940) 3.5.5 0.2 0.9
CCIF tests (1939) 3.5.6 0.8 1.1

3.5.1 Steinberg Linear System Tests (1924)

In 1924, J. C. Steinberg conducted loudness balance tests with a
system which utilized linear transducers interconnected by either of
two channels, a test channel into which various filters were inserted
and a reference channel which provided essentially distortionless
transmission.?®2? QObservers adjusted an attenuator in the reference
channel to obtain loudness balance for each of a number of the test
networks.

Computed and observed loudness losses are given in Table V. For
purposes of the table, loudness loss is equal to the amount of flat loss
by which the reference circuit was varied from its reference setting
(for the particular sensation level) so that speech through the
reference channel had the same loudness as speech through the test
channel. Observed values given for the 100-dB sensation level were
used in deriving the S function. (See Section 3.3.4.1.)

For the reference channel, L, with the 100-dB sensation level
reference setting was 107.1 dBt; with the 39-dB sensation level
reference setting, L, = 42.6 dBt. Observed and computed loudness
losses per the table may be converted to L, values for the reference
channel by subtracting entries in the “observed” column from the
above reference values; L, for the test channel may be obtained by
subtracting entries in the ‘“‘computed” column, for the appropriate
test network, from the reference values given above. Thus, the ref-
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erence channel L, = 102.1 dBt and the test channel L, = 100.1 dBt
for a 500-Hz high-pass filter and a 100-dB sensation level.

Agreement between computed and observed values is reasonably
good for the most part. In general, the agreement becomes poorer with
increasing distortion and is poorer at the lower sensation levels.
Neither of these affects is particularly restrictive from a telephone
engineering standpoint since they represent extremes which a well-
engineered telephone plant will seldom approach.

3.5.2 Van Wynen Linear System Tests (1940)
In 1940, K. G. Van Wynen conducted loudness balance tests using
a system equipped with linear transducers. (These tests were not

TaABLE V—CoMPUTED AND OBSERVED LOUDNESS Loss VALUES FOR THE
STEINBERG LINEAR SysTEM Trsts (1924)

Sensation Level = 100 dB Sensation Level = 39 dB
Loudness Loss (dB) c Loudness Loss (dB)
= F =
Test A B B—-A D B E-D
Network* Observed |[Computed | (dB) | Observed [Computed | (dB)
125 Hz HPF 0.6 0.2 —0.4 0 0.2 0.2
250 2.0 2.7 0.7 0.4 1.0 0.6
375 3.6 5.0 1.4 —0.2 1.5
5 5.0 7.0 2.0 1.0 4.8 3.8
625 7.6 9.0 1.4 3.0 5.8 2.8
750 8.5 10.8 2.3 0.6 7.4 6.8
1000 10.5 13.8 3.3 3.2 9.8 6.6
1250 13.2 16.2 3.0 4.5 11.3 6.8
1500 16.6 18.H 1.9 5.3 13.0 7.7
Avg. = 1.7 Avg. = 4.1
c=1.1 cs=2.8
750 Hz LPF 9.9 12.6 2.7 9.7 14 .4 4.7
1000 7.4 9.4 2.0 7.3 11.6 4.3
1250 6.4 8.0 1.6 5.3 10.0 4.7
1500 4.4 6.5 2.1 3.7 8.6 4.9
2000 3.0 4.3 1.3 0.8 6.6 5.8
2500 2.4 2.5 0.1 1.4 4.3 2.9
3000 1.9 1.6 —0.4 0.2 3.0 2.8
4000 0.7 0.4 —-0.3 -0.5 0.4 0.9
Avg. = 1.1 Avg. = 3.9
o =1.1 o=1.5

* HPF = high-pass filter; LPF = low-pass filter. Entries designate nominal
cutoff frequencies of the filters. See Ref. 48 for description of the filters which were
probably used in the Steinberg tests.
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TasLE VI—CoMPUTED AND OBSERVED RESULTS FOR THE VAN WYNEN
LixEar System Tests (1940)

Observed L. — dBt Computed
Reference Reference | Computed
Circuit Reference Cireuit Minus
Distorting Attenuator Test Cireuit (at | Attenuator| Observed-
Network* Setting-dB | Cireuit Balance) |Setting-dB dB
2700 Hz LPT 24 .2 81.4 80.8 23.6 —0.6
1750 Hz LPF 28.3 78.3 76.6 26.6 —-1.7
1000 Hz LPF 31.3 74 .1 73.4 30.6 —-0.7
250 Hz HPF 25.6 79.1 7.2 25.7 0.1
550 Hz HPF 30.8 73.1 74.0 31.7 0.9
1000 Hz HPF 36 .4 67.6 68.1 36.9 0.5
250-2700 Hz BPF 29 .0 75.0 76.0 30.0 1.0
550-1750 Hz BPF 38.9 62.5 65.6 2.0 | 3.1
1000 Hz Peak
15 dB 26.8 R0 .2 78.1 24.7 —-2.1
30 242 | 81.9 808 23.1 —1.1
56 34.5 70.3 70.1 34.3 —-0.2
700 Hz Peak
30 dB 25.8 81.4 7.0 23 .4 —2.4
2000 Hz Peak
30 dB 28.7 82.8 76.2 22.1 —6.6
Falling Loss 25.6 | 79.2 79.2 25.6 0
Rising Loss 26 .4 80.6 78.5 24.3 2.1
Avg. = —=0.8
a= 21

* LPF = low-pass filter, HPF = high-pass filter, BPF = bandpass filter; numbers
denote nominal filter entoff frequencies. “Peak’” denotes a resonant cireuit defined by
the resonant frequency (minimum loss of eireuit occurred at resonance) and o dB
value indicative of the Q, e.g., 56 dB indicates a high Q, 15 dB indicates a low Q.
“Falling Loss” designates a network whose loss decreased monotonically with in-
creasing frequency while for the “Rising Los<’" network, the loss inereases mono-
tonieally with frequency.

reported in the literature.) The transducers were interconnected via
one of two channels, the test channel into which various test networks
were introduced and a reference channel which was essentially dis-
tortionless. Switching between channels was controlled by the ob-
servers who, for each network tested, adjusted an attenuator in the
reference channel to produce equal loudness. Twelve talker-listener
pairs participated in the tests.

Computed and observed attenuator settings are given in Table VL
The computed setting was obtained by noting the difference in L,
for the test circuit and the reference circuit at balance, and modifying
the observed setting by this amount.®

*The high- and low-pass filter results, expressed in different terms, were used

in deriving the speech loudness computational method. See Section 3.34.1 and
Fig. 10.
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The agreement between observed and computed reference cireuit
settings is quite good, the error being less than 2 dB in ten of the
fifteen cases. Those cases showing the larger errors represent severe
distortion conditions which would be approached rarely, if ever, in
a well-engineered telephone plant.

3.5.3 Van Wynen Telephone Set Tests (1940)

In 1940, K. G. Van Wynen conducted tests in which different types
of telephone sets were compared on a loudness basis. (These tests
were not reported in the literature.) The laboratory system used con-
sisted essentially of two separate acoustic-to-acoustic channels. One
of these was equipped with reference transmitting and receiving
telephone sets interconnected by a test network which included an
adjustable attenuator. (The telephone sets were of the type described
in Ref. 16.) The other channel used each of two different types of
telephone sets, designated Test Telephone Sets A and B, with fixed
connecting circuitry. (Test Telephone Sets A were of the type de-
seribed in Ref. 15; Test Telephone Sets B were of a design similar to
the telephone sets used with the Working Reference System described
in Section 2.2 of this paper.) These sets differed from each other and
from the reference telephone set in that they had transducers exhibit-
ing different frequency response characteristics.

Results of the tests are expressed in terms of trunk loss, variable
and controlled by the observer, required in the reference channel to
deliver speech equal in loudness to that from the test channel with
a fixed trunk loss. (Twelve talker-listener pairs participated in the
tests.) Computed and observed trunk losses shown in Table VII are
in close agreement. The computed trunk loss was obtained by noting
the difference in L, for the test channel and the reference channel,
and modifying the observed trunk loss by this difference.

3.5.4 Van Wynen Tie Line Tests (1940)

In 1940, K. G. Van Wynen conducted loudness balance tests with
laboratory systems which simulated selected circuit conditions char-
acteristic of telephone connections between Bell Telephone Labora-
tories and the American Telephone and Telegraph Company. These
connections involved circuits which were called “tie lines,” and thus
the designation “tie line tests.”
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Two test systems, designated “overall” and “sidetone,” were used.”
Each of these permitted comparison between test networks and either
of two reference networks. (The transmitter and receiver used in these
tests were of a design described in Ref. 17.) The observers’ task was
to adjust an attenuator in the reference channel so that speech via
this channel and the test channel were equally loud. Twelve talker-
listener pairs participated in the tests.

Results of the tests expressed in terms of reference circuit settings
are shown in Table VIIIL. Corresponding values of L, (dBt) are given
as parenthetical entries; those in the “Observed” columns apply for
the reference channel while those in the “Computed” columns apply
for the test channel. Computed settings were obtained by noting the
difference between L, for the test channel and L, for the reference
channel, and modifying the observed circuit setting by this difference.
Computed and observed values are in close agreement.

3.5.5 Fraser Tests (1946)

In 1946, J. M. Fraser conducted tests in which two different
acoustic-to-acoustic channels were compared on a loudness basis.
(These tests were not reported in the literature.) The test channel
comprised test telephone sets of the type which were the Bell System
Standard at that time,'*'" and connecting circuitry which simulated
selected telephone connections. These simulations, arbitrarily desig-
nated in column 1 of Table IX, exhibited different amounts of increas-
ing loss with increasing frequency. The reference channel was the
Master Reference System discussed in Section 2.1 of this paper.

Results of the tests are expressed in terms of the Master Reference
System trunk (600-ohm attenuator) setting, variable and controlled
by the observer, required to achieve loudness balance between the
test channel and the reference channel. Twelve talker-listener pairs
participated in the tests. Computed and observed reference trunk
settings shown in Table IX are in close agreement.

3.5.6 CCIF Tests (1939)

In 1939, the CCIF' conducted loudness balance tests on selected
simulated telephone connections sent them by the American Telephone

* These designations reflect the frequency response characteristics simulated
and not testing conditions. Specifically, those with the “sidetone” system were
on a listening only basis, and did not involve a talker listening to himself via
the system. Sidetone is discussed in Refs. 33, 49, and 50.

t See Section 2.1 of this paper.
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TaBLE IX—CompuTED AND OBSERVED LOUDNESS LEVELS FOR THE
TEsT AND REFERENCE CHANNELS OF THE FRASER TEsTS (1946)

Observed Computed

Reference L, — dBt Reference Computed
Trunk Trunk Minus

Test Setting Test, Reference Setting Observed
Network (dB) System System (dB) (dB)
A 33.3 67.5 69.2 35 1.7
B 39.9 63.3 62.8 39.4 —0.5
C 41.5 60.8 61.2 41.9 0.4
D 43.0 58.8 58.9 43.1 0.1
E 40.3 61.6 61.9 40.6 0.3
F 43.8 59.7 58.4 42 .5 —-1.3
G 40.6 60.9 61.6 41.3 0.7
Avg. = 0.2
a=20.9

and Telegraph Company. (These tests were not reported in the litera-
ture.) These simulations were a subset of those discussed in Section
3.5.4 of this paper.

The CCIT tests involved two steps. First, the simulated connection
designated “DL Reference” with 20 dB of added loss and the SFERT*
were loudness balanced. Twenty talker-listener pairs, formed from a
trained test crew of five persons, each provided seven balances. Results
comprised settings (in dB) of the SFERT trunk (600-ohm attenuator)
required to achieve balance; the average value was 30.9 dB.f

The L, for the DL Reference (with 20 dB added loss) was com-
puted using frequency response characteristics for the DL Reference
of Section 3.5.4 while the L, for the SFERT (with an attenuator
setting of 30.9 dB) was computed from response characteristics for
the reference system of Section 3.5.5. The respective values were 74
dBt and 71.6 dBt. That is, the CCIF loudness balance tests showed
these circuits to be equal while the speech loudness computational
method indicates that they differ by 2.4 dB. Probably this difference
is due to the system response characteristics (primarily transducers)
used in the computations, and not to the computational method itself
being in error. In the computations, corrections reflecting differences
in specific transducers of the same type were applied where known,

* See Section 2.1 of this paper.

t As noted in Section 2.1, the SFERT line attenuator setting (in dB) re-
quired for loudness balance with a given system under test is, by definition, the
Reference Equivalent (in dB) of that system. Thus, the Reference Equivalent
of the 20 DL Reference connection is 30.9 dB.
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but these were not known in all cases, and average responses were
necessarily used in these cases. This argument is supported to some
extent by the internal consistency for the tests of Section 3.5.4, the
tests of Section 3.5.5, and the CCIF tests.

The DL Reference was then used as a secondary reference against
which ten simulated telephone connections were loudness balanced.
Computed and observed results given in Table X are in close agree-
ment.

3.5.7 Comparison of Computed Loudness Losses and Reference Equiv-

alents

Reference Equivalents are, by definition, loudness ratings of tele-
phone connections obtained using the SFERT (and, by inference, the
MRS and NOSFER). The speech loudness computational method
provides loudness ratings in orthotelephonic terms. Since both are
based on speech loudness, information from the preceding sections
can be used to derive a correction factor which would permit trans-
lating ratings between the two frames of reference. (Such translation
depends on bandwidth characteristics of telephone connections and
therefore will depend on, among other things, the particular trans-
ducer types involved.) Tables XI and XII summarize the appropriate
information.

The average conversion factor from Table XI is 12.7 dB while that
from Table XII is 15.0 dB, a difference of 2.3 dB. Some possible
reasons for this difference were discussed in Section 3.5.6. In addition,
the observer groups differed for the Fraser and CCIF tests, and there
were probably some minor differences in test procedure.

IV. LABORATORY MEASURING SYSTEM

The speech loudness computational procedure could be realized as
a laboratory measuring system in any one of several forms. The
“jdeal” system would implement exactly the various functions of the
computational procedure. The system sound source would energize
the transmit end of a telephone connection with an acoustic signal
having the amplitude characteristic of Fig. 2 and a time rate-of-
change based on Fig. 5. The signal received at the other end of the
connection would be applied to a measuring subsystem containing a
network with a response according to Fig. 4. System operation so far
corresponds to computing the effective spectrum, Z, . (See column 7
of the computation form on Fig. 14.)
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TasLE XI—REerATION BETWEEN REFERENCE EqQUIVALENTS (RE) AND
LoupnEss Loss (LL) From THE Fraser TEsTs (SEcTION 3.5.5)

Test RE* L.* LLt RE Minus
System (dB) (dBt) (dB) LL (dB)
A 33.3 67.5 21.9 11 .4
B 39.9 63.3 26.1 13.8
C 41.5 60.8 28.6 12.7
D 43.0 58.8 30.6 12 .4
E 40.3 61.6 27 .8 12.5
F 43 .8 59 .7 29.7 14.1
G 40.6 60.9 28.5 12.1
Avg. = 12.7

c= 0.9

* Columns 2 and 3 of Table IX.
t 89.4 minus entries of column 3. See last paragraph of Section 3.4.2.

The remainder of the measuring subsystem would consist of a device
to reflect the spread-of-loudness effect, a device having the law of
Fig. 6, an integrating circuit, and, finally, a display mechanism re-
flecting the law of Fig. 8.

The ‘“ideal” system could be modified, without changing its essen-

TasLe XII—RELATION BETWEEN REFERENCE EQUIVALENTS (RE) AND
Loupness Loss (LL) rrom CCIF Tests (SEcTioN 3.5.6)

Test RE* Lt LL? RE Minus

System (dB) (dBt) (dB) LL (dB)
20-DL REF 30.9 74 15.4 15.5
20-1900 LPF 34 .4 68.3 21.1 13.3
20-2400 LPF 32.6 71.3 18.1 14.5
20-3000 LPF 31.7 73.2 16.2 15.5
20-RL2 33.2 71.1 18.3 14.9
20-RL3 33.1 70.7 18.7 14 .4
REF DL 24 .4 82.8 6.6 17.8
—10 DL 34.6 69.8 19.6 15.0
—20 DL 42 .7 61.5 27.9 14.8
R900 29.9 75.2 14.2 15.7
R3200-A 33.8 69.5 19.9 13.9
Avg. = 15.0
= 1.1

* Derived from column 3 entries of Table X and relation that DL Reference with
20-dB trunk setting had a reference equivalent of 30.9 dB.

t From column 4 of Table X and text of Section 3.5.6.

+ 89.4 minus entries of column 3. See last paragraph of Section 3.4.2.
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tial attributes, by combining the “X” network response with that of
the signal source. The source output would then have an amplitude
characteristic as shown by the dash-dot curve of Fig. 9. (See column
2 of the computation form on Fig. 14.)

Realization of the system design outlined above is limited by a
number of practical considerations. Exact implementation would re-
quire using an artificial mouth and an artificial ear which duplicated
their human counterparts within the context of definitions given in
Fig. 3. Such are not available. However, simpler devices are available
which are probably adequate for purposes of many telephone engi-
neering problems.

Secondly, the source signal does not incorporate the dynamic
properties of speech. This is probably not important as long as the
telephone connection under test is composed of linear elements. How-
ever, measurements on connections incorporating nonlinear elements,
particularly carbon transmitters, may be in error. Carbon transmitters
in real use are activated by real speech; testing such with an applied
signal of the type referred to above might well result in different
device operating characteristics. This matter is under study.

In this paper, we consider a system which is somewhat simpler than
the “4deal” and which probably reflects adequate accuracy for tele-
phone rating purposes. This system, derived from the computational
procedure, is designated the EARS (for Electro-Acoustic  Rating
System), and is dealt with in ensuing sections.* A graphical compu-
tation procedure is also described. Finally, a comparison is made
between ratings based on the EARS and ratings obtained from sub-
jective tests.

The EARS utilizes an artificial voice and a 6-cm® coupler while the
computational procedure utilizes the eoncept of orthotelephonic trans-
mission. Response definitions appropriate to artificial mouth and 6-cm®
coupler measurements are shown on Fig. 16 in terms similar to the
orthotelephonic response definitions of Fig. 3.

Typical artificial voice/6-cm® coupler amplitude responses of con-
nections employing specific telephone set types are given in Ref. 18.
As with orthotelephonic responses, artificial voice/6-cm® coupler re-
sponses vary widely depending on telephone set and transducer types
used. Conversion curves for translating between orthotelephonic and
artificial voice/6-cm® coupler responses are not as variable, but are still
highly dependent on telephone set and transducer type.

* Reference 51 describes derivation of a measuring system which is similar
to the EARS.
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TELEPHONE LINE TELEPHONE
TRANSMITTER RECEIVER
TRANSMITTER LINE RECEIVER
RESPONSE = Tay RESPONSE = L Vs RESPONSE = Rgem? P
- 1 = L . 4
=20 LOG_FT 20 LOG 2 20 LOG——V2

Pis= PRESSURE AT LIP RING OF ARTIFICIAL MOUTH, TRANSMITTER ABSENT GENERAL NOTE:
SEE TEXT FOR

Vq = OPEN CIRCUIT VOLTAGE, IN VOLTS, OF TRANSMITTER LOCATED AT DISCUSSION OF
GAUGED POSITION RELATIVE TO THE ARTIFICIAL MOUTH LIP RING ARTIFICIAL MOUTH,
= LEPHONE RECEIVER IN A 6cm® COUPLER INCLUDING
P,,= PRESSURE DEVELOPED BY TE INCLUDING - oF

Vz=VOLTAGE ACROSS THE RECEIVER LIP RING PRESSURE.

Tig. 16—Telephone circuit responses in artificial voice — 6-cm3 coupler terms.

4.1 Derivation of FARS

We begin by considering the computation form of Fig. 14. For the
reference effective spectrum (column 2), we compute the cumulative
contribution to loudness as a function of computation band, i.e., we
assume an orthotelephonically flat transmission system with 0 dB
of gain for the sum of columns 3, 4, and 6, and compute the entries
for column 10. Cumulating these and dividing each cumulative entry
by the total loudness (N,) results in a relation between cumulative
percentage contribution to loudness and frequency. This relation is
shown by the small circles plotted on Fig. 17; the ordinate is cumula-
tive and the abscissa is upper frequency limit of the computation
band, obtained from Fig. 5. The relation of Fig. 17 differs from that
of Fig. 5 because the latter is for a flat effective spectrum (Z, = a
constant) whereas the former is for the effective spectrum of speech
(Zy; = Byy — X) shown by the dot-dash curve of Fig. 9.

The points plotted on Fig. 17 can be reasonably approximated by
a straight line drawn from 100 Hz to 5000 Hz on the logarithmic
frequency scale. Thus, 2-percent loudness bands, or any bands of
equal loudness derived from this curve, have a logarithmic relation
to frequency and may be found by laying off equal lengths along the
logarithmic frequency scale.

In terms of a measuring system, the above suggests using a source
signal which has a flat amplitude versus frequency characteristic but
which sweeps across the band at a logarithmie rate. Such a signal
would cover equal loudness bands of the effective spectrum (Bgy — X)
in equal time divisions, corresponding to equal length divisions along
the abscissa of Fig. 17. Integration of the sweep on a time basis
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_Fig. 17—Cumulative contribution to loudness of speech for the reference effec-
tive spectrum (see Figs. 9 and 14).

would result in a value proportional to the total loudness of the effec-
tive spectrum since the signal amplitude is constant with frequency.

In essence, the operation described above translates the amplitude
weighting of Z, = By, — X to frequency weighting. The computation
form of Fig. 14 could be modified to reflect this by changing columns
1 and 9 to conform with the straight line of Fig. 17 and entering a
constant value of Z, in column 2. The value of Z, can be determined
by dividing the computed N, for By, — X by the number of computa-
tion bands (e.g., 50) to find n, (the loudness per band of unit im-
portance), then entering the curve of Fig. 6 at that value of n,.

The source signal described above, in combination with the acoustic-
to-acoustic response of a telephone connection, provides the effective
spectrum of the received speech for that connection. The next step,
then, is to apply the loudness scale of Fig. 6 in order to convert to
loudness units.

The loudness scale of Fig. 6 is linear on logarithmic coordinates,
ie., Zs = k log n,, above the knee of the curve, and the number of
loudness units increases tenfold for a 44-dB change in effective level,
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or doubles for a 13.2-dB change in effective level. (This is reasonably
checked by subjective loudness tests with filters as plotted on Fig. 10.
In the Steinberg tests, a 9.1-dB reduetion in effective level corresponded
to a 50-percent reduction in loudness, while in Van Wynen tests the
level reduction required to produce half loudness was 12.4 dB). This
relation is assumed to hold over the entire range of effective levels.
The effect of this assumption on accuracy will be considered in a
later section.

At the receiving end of a telephone connection activated by the
logarithmic signal source at the transmitting end, the received acoustic
signal is applied to a measuring circuit and ultimately appears as a
voltage across a resistance. At any instant, this voltage is proportional
to 10°7*° where C is the response, in dB, of the telephone connection at a
particular frequency. However, because of the sweep rate of the signal
source, voltage elements appearing across the resistance in time sequence
are proportional to 10%7*, where Z, is the effective level of the received
speech spectrum. We have already postulated that loudness doubles for
a 13.2-dB change in Z, : the voltage elements we would like to see
across the resistance should therefore be proportional to 10%/**.* Thus,
the desired voltage elements, V,, are proportional to the 2.2 root of
the voltage elements, V,, , which actually appear, i.e.,

V, « 22 V7V, 9)
or

V)« V,,. (10)
The above relationship suggests that voltage elements proportional
to 10%/* be applied to the input of a 2.2-to-1 compressor. With such

a device, changes at the input proportional to

10(2.|—Z.zv'20)

appear at the output proportional to

(Zer—=Z42/49)
10 i—Zaa ;

* If loudness V. is twice as large as loudness N,

N.
N2 0 Za—Zaln) = 2
g 10 1 .
Zwo — Zag =1xlogie2 =132,
and
r = 44
Thus

N o« 1044734,
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which is the 2.2 root of the input change. Thus, the action of the com-
pressor approximates the loudness scale of Fig. 6 in converting elements
of the received effective spectrum to loudness units.

Integration of the voltage with respeet to time may be either on a
square-law or linear basis. Without the compressor, square-law integra-
tion adds voltage elements proportional to 10/"" while linear integra-
tion adds voltage elements proportional to 10”/*". By including the
compressor with linear integration, elements proportional to 10%/** are
added, these in turn being proportional to loudness units. The com-
bination of the two gives, in effect, 2.2 root law addition.

System operation to this point corresponds to use of the computa-
tion form of Fig. 14 in that the integrated voltage, Vs, is proportional
to N,. A means of expressing this voltage in dB is needed for the
same reasons that the curve of Fig. 13 was derived to permit inter-
pretation of N,. This ean be accomplished using an indicating meter
with a dB scale. By making the meter circuit an “averaging” one
with a time constant long compared to the sweep time of the source
signal, deflections of the needle will be approximately proportional to
the total number of loudness units. A dB scale corresponding to the
conversion specified by the curve of Fig. 13 could be provided. This
might be difficult since the constant of proportionality of the needle
deflections to total number of loudness units is not readily obtainable.
Instead, advantage was taken of another approximation.

Comparison of the curves of Figs. 6 and 13 shows that above their
respective knees the shapes of these curves are the same. If we assume
a straight-line relationship between L, and N, as was done earlier for
the relation between n, and Z,, the addition of distortionless attenu-
ation in any speech spectrum will produce a dB loudness level change
equal to the change in attenuation. Thus, the meter scale can be so
calibrated that it obeys the same law of addition as that provided
by the compressor and linear integrator in converting elements of
effective level to loudness, namely a 13.2-dB change in effective level
would correspond to doubling the total number of loudness units. The
scale on the meter would show a difference of 13.2 dB between half-
scale and full-scale deflection of the needle, or between any two de-
flection points, the greater of which is twice the smaller. Conse-
quently, the meter reading would reflect a change in distortionless
loss in the telephone connection under test, dB for dB.
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4.2 Description of EARS

A block diagram of EARS is shown on Fig. 18. The system con-
sists of two parts: a signal source and a measuring subsystem. The
latter includes provision for measuring both voltage and pressure.’

4.2.1 Signal Source

The logarithmic oscillator provides at its output terminals a signal
which sweeps logarithmically with time from 300 Hz to 3300 Hz to
300 Hz and has a flat amplitude versus frequency characteristic. The
reason for limiting the measuring band of the EARS to 300-3300 Hz
is a practical one. The use of partial connection ratings as an engi-
neering tool implicitly requires that, for any given connection, the
sum of the partial ratings should approximately equal the overall
rating. Thus, the bandwidth used to obtain these ratings should ap-
proximate the bandwidth of the most restrictive element(s) in the
connection in order to avoid cumulating bandwidth penalties when
summing partial ratings. The specific limits of 300 Hz and 3300 Hz
were selected by reviewing bandwidth characteristics of various
telephone equipments and facilities.

The oscillator sweep rate is 6 times per second where a sweep is
defined in terms of the 300-3300-Hz band. Criteria leading to selec-

ARTIFICAL
M
LOG ARTIFICIAL e
—~~RING
OSCILLATOR RO TN MOUTH I>
300-3300 Hz EQUALIZER i
(A) SIGNAL SOURCE
CONDENSER
/" TRANSMITTER
PRESSURE
| | Peesy __ PRESSURE
{ 3 .~ MEASUREMENT
Zwer| | ADus /
~~6cm? COUPLER RATING VACUUM
CONTROL (— —comrnsssun}— TUBE
ATTENUATOR pL VOLTMETER
HIGH~ N
VOLTAGE |
JUPEDANGE ZERO N VOLTAGE
CONNECTION ADJUST MEASUREMENT

(8) MEASURING SUBSYSTEM

Fig. 18—Block diagram of the EARS.
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tion of this sweep rate were (i) the sweep interval (1/sweep rate)
should be small as compared to an easily realizable integrating time
constant for the indicating meter and (i) the rate should approximate
the syllabic rate of speech. The latter characteristic appears desir-
able when measuring carbon transmitters in order to ensure that
these operated at an efficiency comparable to that obtained under
actual use conditions, i.e., with real speech applied. (Recent measure-
ments indicate that the sweep rate can be changed over the range
2 to 10 sweeps per second without significantly changing the ratings
of many telephone sets of modern design.)

The conditioning network (a 6-dB attenuator) is momentarily
switched out of the source circuit prior to measuring carbon trans-
mitters thus increasing the source signal level by 6 dB. The higher
level is intended to condition the transmitters to operate at the proper
level. Conditioning is not required when measuring linear transmitters.

The artificial mouth equalizer comprises a passive network whose
frequency response is the inverse of the electric-to-acoustic response
of the artificial mouth. The loss of this network is compensated for
by the amplifier.

The artificial mouth used is a permanent magnet, moving coil loud-
speaking unit, and is, for all practical purposes, the equivalent of an
earlier proposal.”? The mouth includes, as an integral part, a lip ring
which is used as a reference for obtaining the proper spatial relation-
ship between the artificial mouth and telephone instruments under
test. The location of the lip ring has been empirically determined so
as to correspond approximately to the plane of the lips of a human
mouth.?

Ideally, the source arrangement should, with an oscillator output
which is flat with frequency over the band of interest, provide an
output pressure at the artificial mouth lip ring which is also flat with
frequency.* Practically, control of the overall response to within
+1 dB of the 1000-Hz value provides acceptable operation, intro-
ducing less than about 0.2 dB error in ratings.

4.2.2 Measuring Subsystem
The measuring subsystem is arranged to permit both voltage and
pressure measurements. For voltage measurements, the input is a

* The pressure is measured with a Type L microphone.’3 The microphone is
located in a carefully gauged position so selected that the pressure measured at
that point corresponds closely to the pressure at the center of the lip ring
opening.54
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high-impedance transformer, and is bridged across the selected im-
pedance (usually a 900-ohm resistor) terminating the telephone con-
nection at the point where voltage measurement is desired. The trans-
former is connected to an attenuator, used in system calibration to
compensate for gain drift of amplifiers, thence to a switch node.

The pressure measuring circuit consists of a 6-cm® test coupler
equipped with a Type L pressure microphone.* The microphone is con-
nected to a condenser microphone amplifier which provides bias voltage
to the microphone and which produces at its output a voltage propor-
tional to the pressure developed in the 6-cm® cavity by the telephone
receiver under test. The amplifier is connected through a calibrating
attenuator to a switch node.

The measurement mode is selected by operating the switch to
“pressure measurement” or ‘“voltage measurement.” The switch swinger
connects to an attenuator (designated Rating Control), amplifier,
compressor, and vacuum tube voltmeter. The compressor design em-
ployed provides a 2.2-to-1 characteristic over a limited range. Opera-
tion is confined to this range by holding the compressor output voltage
at a constant value, indicated on the vacuum tube voltmeter as the
“reference” or “zero” point, and adjusting for rating changes using
the Rating Control. This takes advantage of the fact that, as pre-
viously noted, flat attenuation changes ahead of the compressor equate,
on a dB-for-dB basis, to loudness level changes.

4.2.3 System Calibration

System calibration consists of first removing the condenser micro-
phone from the coupler and locating it at gauged position relative to
the artificial mouth lip ring, then adjusting the source to deliver
reference test pressure at that point. This adjustment is based on the
condenser microphone calibration, and does not involve the EARS
measuring subsystem. When the proper test pressure has been ob-
tained, the EARS measuring system is switched to the pressure mea-
suring mode, Rating Control is set at the “0” dB, and the “Pressure
Adjust Attenuator” set to obtain reference reading on the vacuum
tube voltmeter. Since the pressure spectrum being measured is flat
with frequency, pressure level equates to loudness pressure level.

Calibration of the voltage measuring mode proceeds in a similar

* The simple 6-cm? test coupler used, conforming in design to present standards
(Fig. 3 of Ref. 55), has been found suitable for measurements of the type con-
sidered in this report. However, handsets with ear caps of unusual shape may
require a different coupler configuration.
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manner. A voltage signal, derived from the log oscillator, is applied
to a 900-ohm resistor. The voltage developed is first read directly with
a voltmeter. Then the high-impedance bridging connection of the
EARS measuring subsystem is connected across the resistor, the sys-
tem switched to the voltage measuring mode, and the Rating Control
set to read the voltage measured with the voltmeter above, i.e., if
the latter was —2 dB relative to 1 volt, then the rating control is set
to read —2 dB relative to the “reference” or “zero” setting. The
“Voltage Zero Adjust” is then set to obtain ‘“reference” or “zero”
reading on the measuring subsystem vacuum tube voltmeter. Since
the voltage spectrum being measured is flat with frequency, voltage
level equates to loudness voltage level.

4.2.4 Rating Measurements

Ratings of partial or overall telephone connections are established
by (i) the reading of the Rating Control and (i) the reference pres-
sure and/or voltage levels employed. Examples of rating measure-
ments, including signal levels employed with the present EARS, are
given on Figs. 19, 20, and 21. The transmitting and receiving loops
of Figs. 19 and 20 respectively are the same as those for the overall
connection of Fig. 21. Sum of the component ratings indicates a
loudness loss of 17.3 dB (= —183 + 25.6 + 10) while the overall
rating from Fig. 16 is 17.1, a discrepancy of 0.2 dB. Had the mea-
surement band been increased from 300-3300 Hz to, for example, 100~
5000 Hz, the discrepancy would have been somewhat larger because of
the bandpass response of both the transmitter and receiver.

___ TEST

el PSS URE S BRELATvETD  TRANSMITTING LOOP Vi
SIGNAL _D:U‘ g RATING'! (TLR) = 20 LOG— -
SOURCE T
TELEPHONE (CORRESPONDS =+217-40
— HANDSET T0 94 dBt) 183
IN GAUGED
POSITION
3000
CENTRAL é MEASURING SUBSYSTEM
TELEPHONE CUSTOMER OFFICE (VOLTAGE MEASURING
SET LOOP CORD MODE) RATING
CIRCUIT CONTROL = -21.7 dB!"
NOTES: 4
\

(1) RATING CONTROL SETTING REQUIRED TO RETURN THE INDICATING O T
METER TO “REFERENCE" IS — 21.7dB RELATIVE TO THE REFERENCE Vp==2L AR RELATIVETDNOLT
RATING CONTROL SETTING. THE LOUDNESS VOLTAGE IS THUS - 21.7d8
RELATIVETO 1VOLT.

(2) SEE REF. 3 FOR RATING DEFINITIONS.

Fig. 19—Transmitting loop rating.
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3000
RECEIVING LOOP
90022 MEASURING SUBSYSTEM SL
L] (VOLTAGE MEASURING MODE) RATING ©) (RLR) - ~20 Loe s
SIGNAL RATING CONTROL = -40 dB'*' - (256) -0
SOURCE!! B
=255d8
VZA= 40 dB RELATIVETO 1 VOLT
CENTRAL "\_ MEASURING SUBSYSTEM
OFFICE CUSTOMER TELEPHONE (PRESSURE MEASURING
CORD [ | LooP SET MODE) RATING
CIRCUIT CONTROL = — 256 dB
NOTES:

(1) SIGNAL SOURCE PROVIDES AN OUTPUT SIGNAL WHICH CONSISTS OF THE TEST SPECTRUM
(FLAT WITH FREQUENCY) MODIFIED BY THE FREQUENCY RESPONSE OF COMPONENTS WHICH
NORMALLY PRECEDE THE RECEIVING COMPONENT IN AN OVERALL CONNECTION. THIS IS
NECESSARY IN ORDER TO PRESERVE ADDITIVITY OF COMPONENT RATINGS.

(2) RATING CONTROL SETTING RELATIVE TO REFERENCE SETTING IN ORDER THAT THE INDICATING
METER NEEDLE IS AT REFERENCE FOR THE SELECTED TEST VOLTAGE. THE LOUDNESS TEST
VOLTAGE IS THUS -40 dB RELATIVE TO 1 VOLT.

(3) SEE REF. 3 FOR RATING DEFINITIONS. THE TEST REFERENCE VOLTAGE IS SO SELECTED
THAT IT IS NUMERICALLY EQUAL, IN dBre 1 VOLT, TO THE SELECTED TEST PRESSURE
LEVEL IN dBt (SEE FIG. 19.) FOR ANY OTHER TEST VOLTAGE, THE EQUATION FOR RLR MUST
CONTAIN A CONSTANT.

Fig. 20—Receiving loop rating.

4.3 Graphical Compulation of Loudness

A form for graphical determination of loudness ratings from the
amplitude response characteristics of telephone connections is shown
on Fig. 22. This form is based on the same considerations as those
leading to the EARS, and is discussed in this paper because it is the

_ TEST PRESSURE = §1 ,:'é‘c"gsg
7 =—40dB RELATIVE TO 6cm3 COUPLER
¥ ONE MILLIBAR
SIGNAL (CORRESPONDS TO
SOURCE +94 dB1) _ «7/-[
-~
7
TELEPHONE /
_ HANDSET MEASURING SUBSYSTEM
IN GAUGED (PRESSURE MEASURING MODE)
POSITION RATING CONTROL =—17.1d8""!
CENTRAL TRUNK CENTRAL
TELEPHONE| | CUSTOMER OFFICE (9009 OFFICE CUSTOMER | | TELEPHONE
SET ooP [~ coro [T] 1wde@ [T corp [T] LooP [T]  SET
CIRCUIT 1000 Hz) CIRCUIT
NOTES: OVERALL
(1) RATING CONTROL SETTING REQUIRED TO RETURN THE INDICATING METER TO RATING ! s,
“REFERENCE" 1S 17.1dB BELOW THE REFERENCE SETTING OF THE CONTROL. (OR) =-20L06——
THUS, THE RECEIVED LOUDNESS PRESSURE IS 17.1 dB BELOW THE TEST St
PRESSURE LEVEL APPLIED AT THE TRANSMITTING END OF THE CONNECTION. =—(-17.1)+0
(2) SEE REF.3 FOR RATING DEFINITIONS. NOTE THAT FOR OVERALL MEASUREMENTS, =17.1dB

A POSITIVE RATING REPRESENTS A LOUDNESS LOSS.

Fig. 21—Overall rating.
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EARS LOUDNESS COMPUTATION
TITLE—CIRCUIT DESCRIPTION AREA SQ. IN.
BASE IN.
HEIGHT——IN.
RATING——dB
INCHES
0o 1 2 3 4 5 6 7
9 T T T T T o
B —
) % s
o
—10 3
e z
o of
2 é
Z 4} — 15 <
. —{20
—25
2 — 30
1+ —40
—{50
0 ! I | L1170
0.1 0.2 04 06081 2 345
FREQUENCY IN kHz

Fig. 22—Graph paper for computing loudness ratings.

vehicle used to study the effects of differences between the loudness
computation method and the EARS.

The lower abscissa scale is frequency in Hz, corresponding on a
logarithmic basis to the upper abscissa scale in inches. (Use of inches
is arbitrary; any length units could be used.) Thus, equal increments
on the upper scale correspond to equal increments of log fa/f; where
f» > f1. (This reflects the straight-line approximation shown on Fig.
17). The equal distance inerements closely approximate bands of the
By, — X spectrum which are interpreted to be of equal loudness when
listened to by the human ear.

The right-hand ordinate scale is proportional to the 2.2 root of a
voltage, current, or pressure. This scale and grid are constructed
according to the equation

44 log 2X = 55 — L (11)
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where

X = inches (left-hand ordinate seale)
L = loss of circuit in dB (right-hand ordinate scale).

(Equation (11) assumes that the reference input to the connection
is flat with frequency.) The ordinate is measured in inches from the
bottom line of the graph which corresponds to zero output voltage,
current, or pressure. Correspondence between ordinate scales is dem-
onstrated in Table XTIII. Boxes at the top of the sheet are provided
for recording graph measurements.

In order to use the graph paper, the loss (in dB) of the partial
or overall telephone connection must be known over the band of
interest. This loss data may be in terms of

input pressure input voltage input pressure (millibars)
output pressure’ output voltage’ output voltage (volts)
or

mput voltage (volts)

;)utput pressure (millibars)’

The loss frequency characteristic is plotted on the graph paper.
The right-hand ordinate scale may be adjusted by a constant for
negative losses, i.e., gains. Where large losses are encountered, greater
accuracy can be obtained by similarly applying an adjustment con-
stant. To illustrate, if the lowest loss across the band of interest is
—15 dB, the values along the right-hand ordinate scale should have
15 subtracted from them. If, on the other hand, the lowest loss is +15
dB, the right-hand ordinate values should be inereased by 15.

The average height of the response as plotted on the graph paper
is determined by measuring the area (in square inches) under the
curve and dividing by the base width (in inches). The average height
is then located on the left-hand scale and the corresponding dB value
read from the right-hand scale. This dB value is the rating based on
reference input level.

For cases where the input spectrum is not flat with frequency, the
graphical computation of a circuit rating involves determining two
areas. The first of these is obtained from a plot of the actual input
spectrum on the graph paper, the second from a plot of the input

* See Ref. 3.
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TaBLE XIIT— RevLaTioN BETWEEN ORDINATE DISTANCE AND Loss

SCALES
Left-Hand Ordinate Right-Hand Ordinate
Scale-Distance (Inches) Input/Output Scale-Loss (dB)
0 ® @
0.5 561 Hd
5 3.55 11
8.89 1 0

spectrum modified by the circuit response. The loudness rating is
then the dB difference between the losses computed for these areas.

V. COMPARISON OF GRAPHICALLY DETERMINED RATINGS AND OBSERVED
RESULTS

The speech loudness computation method accurately predicts loud-
ness performance of telephone connections (see Section 3.5). Labora-
tory realization of this method, the EARS, involved a number of
simplifying assumptions. Thus, validation of the EARS approach re-
quires considering (¢) the accuracy of the EARS in predicting loud-
ness performance and (#7) the effects of the various simplifying as-
sumptions. We do this by comparing computed ratings and observed
results for the subjective tests of Section 3.5. (Numerous other tests
have been performed which support the EARS concept, but these are
not considered because either the tests were limited, i.e., incomplete
test designs, small observer groups, ete., or the test system amplitude
response characteristics are not known.)

TaBLE XIV—I'EATURES OF THE SPEECH LOUDNESS COMPUTATION
MerHoD AND THE EARS METHOD

Computation EARS
Feature Method Method
Loudness Law Figs. 6 and 8 Linear Portions of
Figs. 6 and 8
Spread-of-Loudness
Correction Yes No
Analysis Bandwidth 100-5000 Hz 300-3300 Hz
Reference Bandwidth 250-4000 Hz 300-3300 Hz
Rating Definition Orthotelephonic Artificial Voice/6-cm?
Terms Coupler Terms
(Fig. 3) (Fig. 16)
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Validation of the EARS utilized the graphical computation method
described in Section 4.3. This approach was necessary because the
systems used in the tests were not available for direct measurement
using the EARS. However, the frequency response characteristics of
these systems were known and, thus, their loudness ratings could be
computed.

In theory, the graphical form (Fig. 22) and the computation form
(Fig. 14) should provide about the same results. The reference of the
former (the horizontal line at 0 dB of loss) corresponds to that of
the latter (entries of column 2) because of the relation between fre-
quency weightings of the two references. There is, however, one
important difference between the two forms. For the graphical form,
the loudness versus effective level relation has a constant slope
(straight-line portion of Fig. 6) while for the computation form, this
relation has a pronounced change in slope at low effective levels (see
Fig. 6). The effects of this difference should be most apparent at low
received speech levels where the graphical method would indicate a
higher received speech loudness than would the computational method.

With the above in mind, we can now consider the ratings for the
various tests under a number of different conditions. These conditions,
listed in Table XIV, reflect the differences in features of the speech
loudness computation method and the EARS.

Computed and observed ratings are given in Tables XV through
XIX in terms of loudness loss (positive entries) or loudness gain
(negative entries). The arrows and associated numbers below the
tabular entries refer to distributions of differences between the various
conditions considered.

We will consider Table XV in some detail, noting that since the
other tables have an identical arrangement, such discussion will in
general similarly apply to these tables. Referring to Table XV,
column 1 designates the network tested, and is repeated from Table
V. Column 2 designates the setting of the reference network for which
the test observers judged the test and reference networks to provide
equally loud speech. Columns 3 through 9 each contain 3 subcolumns;
“a” and “b” are the loudness ratings of the test and reference chan-
nels respectively and “c” represents the error, equal to “a” entries
minus “b” entries.

Column 3 entries are essentially a repeat of the information con-
tained in Table V, obtained by converting the Table V entries to L,
values, then subtracting these from 89.4 dBt, the level of the refer-
ence speech spectrum of Fig. 2 transmitted over a system that is flat
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on an orthotelephonic basis, is sharply bandlimited to 250-4000 Hz,
and has 0 dB of loss within this band. For example, test network
125 Hz HPF (sensation level = 100 dB) of Table V has an L, =
107.1 — 0.2 = 106.9 dBt. The loudness loss is then 89.4 — 106.9 =
—17.5 dB.

Entries in columns 4 through 9 were computed using the graphical
form of Fig. 22. Column 4 entries are essentially a repeat of the
column 3 entries, the difference being, as noted earlier, that the
former were computed using a linear loudness law while the latter
were computed using the loudness law of Figs. 6 and 8. Column 5
entries were computed without applying spread-of-loudness correc-
tions.

The reference spectrum for computing the values given in columns
3, 4, and 5 was bandlimited to 250-3000 Hz. For example, entries
of column 5 were obtained by plotting each of the responses on the
form of Fig. 22, then measuring the area (square inches) enclosed
by this response curve, the base line (designated 0 inches), and the
left-hand and right-hand boundaries (designated 100 Hz and 5000
Hz respectively). This area was then divided by the base (inches)
corresponding to the 250-4000-Hz bandwidth, and the equivalent
Leight (inches) converted to loudness rating (dB) using the left-hand
and right-hand ordinate seales. Entries of column 6 were obtained in
the same way as those of column 5 except that the area was divided
by the base (inches) corresponding to a 100-5000-Hz bandwidth.
Thus, the change between columns 5 and 6 was simply one of refer-
ence spectrum bandwidth.

Entries of column 7 were obtained in the same manner as those of
column 6 except that the area measured was restricted to the 300-
3300-Hz bandwidth characteristic of EARS, and the reference spectrum
was limited to the 300-3300-Hz band. Entries of columns 8 and 9
were obtained in the same manner as were entries of columns 6 and 7
respectively except that artificial voice/6-em” coupler responses were
used for the former, orthotelephonic responses for the latter.

The entries of columns 9a and 9b were computed in a manner which
reflects the essential features of the EARS and, therefore, these en-
tries closely approximate (within the bounds of computational and
measurement error) what would be measured with the EARS on those
test and reference systems utilizing linear transducers. However,
column 9a and 9b entries of Tables XVII and XVIII and column 9a
entries of Table XIX do not necessarily represent what would be
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measured with the EARS. The reason for this is that the systems for
these cases utilized carbon transmitters which are nonlinear devices.
Transmitter responses used in the computations, based on measure-
ments made with real speech, would probably differ from the re-
sponses pertaining during an EARS measurement because of the
highly different nature of speech and the EARS acoustic test signal.
This matter is now under study.

The error distributions corresponding to each of the seven compu-
tation methods exemplified by the column 3 through 9 entries are
summarized in Table XX. These distributions reflect the accuracy
of the computed ratings in predicting reference channel setting for
equal speech loudness. The entries of column 1 are repeated from
Table IV. These show that the computational method provides an
accurate means of predicting subjective loudness balances for all of
the tests except the Steinberg linear system tests at a sensation level
= 39 dB. As noted earlier, received speech levels in a well-engineered
communications system will seldom be this low, and if they do occur,
are likely to represent trouble conditions.

Comparing the entries of column 2 to those of column 1, we note
that there is little change in the error distributions, indicating that
the graphical method is a close approximation of the computational
method. Exceptions to this are the results for the Steinberg tests, par-
ticularly at the lower sensation level where the average error and
error standard deviation are somewhat greater than when using the
computation form. The reason for this is the change from the loud-
ness law of Figs. 6 and 8 to a linear loudness law.

Column 3 entries indicate a further reduction in accuracy due to
neglecting spread-of-loudness. The greatest change oceurs for the
Steinberg tests which involved numerous filter conditions and the
Van Wynen telephone set tests which involved transducers with pro-
nounced resonances, Both of these represent instances where spread-
of-loudness effects would be important. Somewhat less change occurs
for the Van Wynen linear system tests which also involved filter
conditions.

The remaining columns show errors which might be expected using
the EARS as presently defined (column 7), and the EARS modified to
incorporate a wider measuring band (column 6). For the most part,
extending the band improves the accuracy appreciably with the ex-
ception of the Steinberg tests and the Van Wynen telephone set tests.
As regards the former, examination of Table XV indicates that extend-
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ing the band substantially improves the accuracy for the low-pass
filter conditions but decreases the accuracy for the high-pass filter
conditions.

The entries of columns 4 and 5, in a sense counterparts of columns
6 and 7 respectively, indicate what might happen if an EARS were
built to utilize an artificial voice and an artificial ear which were
accurate simulations of the human voice and ear within the context
of the orthotelephonic definitions (see Fig. 3), and the system were
calibrated in conformance with these definitions. Comparing columns
4 and 6, and 5 and 7, we see that the accuracy improves for the
Van Wynen telephone set tests and the Fraser tests, remaining about
the same for the other tests.

Let us now direct our attention to the difference distributions of
Tables XV through XIX. These are given at the bottom of the tables
together with arrows showing the computational methods compared.
To obtain the difference distributions, differences were obtained be-
tween numerical entries, condition by condition. The first number
associated with an arrow represents the average difference, a positive
number signifying that ratings entered in columns at the right-hand
tip of the arrow are numerically larger than those at the left-hand tip
of the arrow. The second number, if given, represents the standard
deviation of the difference distribution. In many cases, a standard
deviation is not given because it was found to be of the order of 0.1
dB, insignificant for present purposes.

The difference distributions referred to above are summarized in
Table XXI. Note that there is a set of entries for each different
transmitter-receiver combination excepting the Steinberg tests for
which entries are given for each of the two sensation levels.

Column 1 of Table XXT indicates that the graphical method results
and computation method results differ very little except, as was noted
in discussion of Table XX, in the case of the Steinberg tests with the
sensation level = 39 dB. Differences in graphical ratings with and
without spread-of-loudness included are also seen to be relatively
small from entries of column 2. Entries of column 3 show that the
change in ratings due to changing the reference spectrum bandwidth
from 250-4000 Hz to 100-5000 Hz is essentially a constant, although
some slight variation from test to test is apparent.

The remaining columns, 4 through 7, show that (Z) measuring system
bandwidth differences and (77) orthotelephonic versus artificial voice/
6-cm” coupler differences are highly dependent on transmitter-receiver
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combinations. These differences appear to fall into two categories:
(7) the Steinberg and Van Wynen linear system tests and the reference
system of the Fraser tests for all of which linear, but different type,
transducers were used; (27) the Van Wynen telephone set and tie line
tests and the test system of the Fraser tests for all of which nonlinear
transducers were used. The transmitter and receiver types were identical
(although the specific transducers were different) for the reference
telephone set of the Van Wynen telephone set tests, the Van Wynen
tie line tests, and the test system from the Fraser tests.

That the difference distribution standard deviations are relatively
small and there seems to be a strong dependence of average difference
on transmitter-receiver combination, suggests the possihility of apply-
ing correction factors to ratings computed by one method, e.g., the
EARS method, to obtain ratings for some other method, e.g., the
computational method. The average differences summarized in Table
XXI represent these correction factors.

Returning to Table XX, we note rather large errors in some cases
with the EARS method (see column 7) while the errors for the com-
putation method are rather small (see column 1). Obviously, applica-
tion of correction factors to the Steinberg, Van Wynen linear system,
and Van Wynen tie line tests will not improve the EARS method
error distributions since in each of the tests, the particular trans-
mitter-receiver combination was common to the test and reference
channels.

Different transducers were used in the test and reference channels
of the Van Wynen telephone set tests and the Fraser tests. Let us
examine the effect of application of correction factors to column 9
entries of Tables XVII and XIX on error distributions. The correc-
tion factors can be obtained from Table XXI. When the appropriate
entries of column 9 of Tables XVII and XIX are so converted, the
error distribution for the Van Wynen telephone set tests is changed
from one with average = 2.5 dB, ¢ = 1.0 dB to average = 0.3 dB,
¢ = 1.5 dB comparing favorably to the column 3 values (Table
XVII). Similar values for the Fraser tests are average = —6.5 dB,
¢ = 1.2 dB before correction, average = 0 dB, ¢ = 1.3 dB after
correction, comparing favorably to the column 3 values from Table
XIX for which average = 0.2 dB, ¢ = 0.9 dB.

Review of preceding discussion and the information contained in
Tables XV through XXI indicates that the EARS provides a simple
and reasonably accurate method of measuring telephone connection
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loudness loss. Tor a telephone plant utilizing telephone sets of a single
design, or of several similar designs, loudness ratings determined
following the EARS procedure can provide an effective tool in telephone
transmission engineering. In situations where the plant utilizes some-
what different telephone set designs, it appears that reasonably good
design can result from using the EARS method to determine perform-
ance with the individual set designs. Comparisons between designs
may then be made by application of correction factors. Determination
of these correction factors can be a time consuming and difficult task
as is evident from consideration of the orthotelephonic and artificial
voice/6-em® coupler response definitions of Figs. 3 and 16 respectively,
but it is worth noting that such correction factors need be determined
only once for each transmitter-receiver combination mounted in a
particular handset configuration.
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The Transmission Performance of

Bell System Toll Connecting Trunks

By J. E. KESSLER
(Manusecript received April 19, 1971)

A systemwide survey of the performance of Bell System toll connecting
trunks was undertaken in 1966. Various results of this survey have been
used n other studies since that time. This paper collects the main results
in a single writing. The sampling plan and measurement procedures
are discussed briefly. Measurement résulls are presented in distributional
form and as estimates for the transmission parameters relating to loss,
message circuit noise, impulse noise, relative envelope delay, P/AR,
harmonic distortion, and physical characteristics. Some results are pre-
sented separately for major facilities and facility categories.

1. INTRODUCTION

The Bell System telephone network consists of a hierarchy of trans-
mission facilities available for connecting one subscriber to another.
These include the loops from the subscribers to their local telephone
office, toll connecting trunks from the local to the toll office, and inter-
toll trunks between these toll offices. Clearly, the transmission per-
formance of a toll connection is affected by each part of this built-up
connection. Overall measures of performance have been reported in
previous connection surveys'® and there has been a recently completed
1969-70 Connection Survey.’”® There is a concurrent need for detailed
knowledge of the specific parts of toll connections. This information
finds important applications in the setting of trunk objectives for
the. various transmission parameters, and in the effort to simulate, on
a computer, a model of the Bell System transmission network. To this
end, this paper reports various population estimates of the transmission
performance of toll connecting trunks, based on a systemwide survey
undertaken in 1966. Individual portions of this information have been
used separately, and this paper serves to bring all the results together
in a single document. To the author’s knowledge, these data represent
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the only published estimates of toll connecting trunk performance.
Although the mixture of facilities has changed with time, estimates
of parameters for individual types of facility are expected to be rea-
sonably stable.

A toll connecting trunk is defined as any trunk connecting an end
office (class 5) with a toll office (class 4, 3, 2, or 1). For purposes of
this paper each toll connecting trunk consists of the trunk facility
and any office equipment associated with the trunk. The office equip-
ment may be attenuation pads, hybrid transformers, repeating coils,
etc. Figure 1 shows the various types of toll connecting trunks used
in the Bell System.

In general, a toll connecting trunk consists of switching equipment
at both ends and transmission facilities in between. Consistent with
their application to trunk transmission objectives studies, trunks are
measured on a switch-through-switch basis (see Fig. 2). This enables
one to use these data in constructing estimates for overall connections.
In toll offices measurements are made from a toll testboard, master
test frame, or an outgoing trunk (OGT) board. In the end offices the
testing is done from a master test frame or OGT board. Thus, the trunk
includes (besides the actual facility of two-wire or four-wire voice-
frequency cable, or carrier channel) the trunk circuit, repeating coils,
four-wire terminating sets, and switching equipment, etc.

The toll connecting trunks in the survey were measured for the
following transmission parameters:

(7) 1000-Hz loss
(#7) Frequency response

INCOMING OUTGOING
DDD ACCESS TOLL COMPLETING
TOLL
1
TSP (XBT) SWITCHING TRIBUTARY o
SYSTEM
CAMA OPERATOR OFFICE' _

RECORDING - COMPLETING

TOLL SWITCHING
NOTE : : o

1. TOLL CONNECTING TRUNKS ARE ASSOCIATED
1=WAY EXCEPT FOR MANUAL TOLL
TRIBUTARY AND OPERATOR OFFICE. SWITCHBOARD

Fig. 1—Types of toll connecting trunks.
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| NT = o MENT
I T

|

|

| TEST OR TEST

| POINT | CARRIER POINT

L___r __________ _ |V FJ
|<— ————— TOLL CONNECTING TRUNK-AS MEASURED ————— al

Fig. 2—Composition and testing arrangement.

(#77) Relative envelope delay
(iv) Message circuit noise
(v) Impulse noise
(vi) P/AR meter readings
(vi7) Harmonic distortion
(vi12) Level tracking on compandored facilities.

All measurements were made in both directions of transmission with
the exception of impulse noise. It was measured only incoming to the
class 5 office. The frequency response and relative envelope delay were
measured at 17 frequencies from 200 to 3400 Hz. Bell Laboratories
personnel carried out these measurements, with one person at each
end of the toll connecting trunk.

In addition to actual measurements, information about trunk length,
type of switching, and type of facility used for the toll connecting
trunk was obtained from office records, such as circuit layout cards.

There are many different facilities in use as toll connecting trunks
in the Bell System. This survey encountered several separably iden-
tifiable types of facilities and, where there was a significant sample,
results are given for these facility subclasses.

II. SAMPLING PLAN

The sampled population consisted of all the Bell System toll con-
necting trunks in the continental United States and Canada. Although
the exact number was not known, it was estimated that there were
about 800,000 toll connecting trunks in service in 1966.

The sample of toll connecting trunks of this survey consisted of
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150 trunks from 15 end offices, each having less than 400,000 annual
outgoing toll messages (AOTM), and 242 trunks from 25 end offices
each having more than 400,000 AOTM. These 392 trunks were measured
for most parameters in both directions, thus yielding 784 population
elements in the sample.

The sample design consisted of a two-stage plan with first-stage
stratification and with the primary units selected with probabilities
proportional to a measure of size. (See Refs. 6, 7, or 8 for a general
discussion of sampling plans of this type.) The primary units were
Bell System end office (class 5) buildings. These end offices were strat-
ified into two disjoint subpopulations, according to the number of
annual outgoing toll messages originating in the end office. This was
done because a pilot survey in 1965 indicated that large end office
buildings usually have shorter toll connecting trunks than small end
office buildings. The large end offices also tend to use voice-frequency
cable (VF) toll connecting trunks rather than carrier. By stratifying
the population into two groups that tend to internal homogeneity
one can more efficiently procure the necessary estimates with the
desired precision. The confirmation of this rationale will be borne
out in a later section discussing the physical characteristics of toll
connecting trunks.

The frame for the first-stage sample was a list of the 9052 Bell System
end office buildings in service on January 1, 1964. These end office
buildings were divided into two subpopulations, according to whether
they originated 400,000 AOTM or not. From stratum 1 of end office
buildings with less than 400,000 AOTM, 15 end office buildings were
selected. From stratum 2, twenty-five end office buildings were selected.
Bach end office building was assigned a probability of selection propor-
tional to its AOTM. This measure of size had been used for the first-
stage selection of offices in the concurrently conducted toll connection
survey,” and practicality deemed its use again for the toll connecting
trunk survey. There is a strong correlation between the AOTM and
the number of toll connecting trunks in an end office building. The
sampling of end office buildings in each primary stratum was performed
independently.

For the second stage of sampling a listing of all toll connecting trunks
in each primary unit (i.e., the selected end office building) was obtained.
For controlling the complexity of the survey, a three-day visit was
planned for each office. This practical constraint indicated the ability
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to measure 8 to 12 trunks in each office. Therefore, where possible, 12
toll connecting trunks were chosen by simple random sampling, inde-
pendently in each primary unit. The toll connecting trunks thus selected
become the second-stage units of the sample design.

It is possible for an end office to have trunks to more than one toll
office building, requiring the tester at the toll office end of the trunks
to travel to more than one building. The goal of testing 8 to 12 trunks
from each end office was met except in three offices. In one office, only
seven toll connecting trunks existed, and in the other two offices practical
difficulties arose to limit the measurements to seven and five trunks.

The data analysis consisted of using estimation formulas appropriate
for the sample design described previously. These formulas yield esti-
mates of population parameters (i.e., mean, variance, standard devia-
tion, and 90-percent confidence intervals) based on the sample data.
The estimates are weighted to account for the structure of the sampling
plan, with its stratification and selection proportional to a measure of
size. Probability sampling of this type has the distinct advantage of
providing estimates of the important characteristics of the population
from which we sample, and at the same time providing a quantitative
measure of the sampling error.

III. PHYSICAL CHARACTERISTICS

For each of the toll connecting trunks of the sample a record was
obtained of some of its physical characteristics. This included the route
length of the trunk, the type of switching at each end of the trunk,
and the type of facility comprising the trunk. From these data, estimates
were made of trunk length distributions, facility composition of toll
connecting trunks, and percentages of different switching machines
used.

3.1 Trunk Length

The trunk length distribution is shown in Fig. 3. A substantial amount
(21 percent) of the trunks are intrabuilding trunks resulting from the
end office and toll office being in the same building. In these cases
the toll connecting trunk usually consists of a 2-dB pad and switching
equipment in tandem with a short length of cable.

Basically, toll connecting trunks span short distances. About half
the trunks are less than 10 miles long, and only 10 percent of the trunks
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Fig. 3—Trunk length distribution.

are longer than 30 miles. However, there were two trunks in the sample
that were 151 miles long. This resulted from indirect geographic routing
which added about 100 miles to their actual length.

As previously mentioned, the survey sample had a primary stratifica-
tion based on the belief that large and small offices were significantly
different with regard to the types and length of the toll connecting
trunks associated with them. These differences are corroborated in
Table I which shows the estimated length and type of facility in large
and small offices. The metropolitan offices (i.e., large, over 400,000
AOTMs) tend to have toll connecting trunks much shorter than those
in small offices, and they utilize voice-frequency cable to a much
greater degree than the small offices.

A finer relationship between trunk length and type of facility is
shown in Table II, in terms of three specific length intervals, 0-15,
15-30, and over 30 miles. The estimated percentage of each facility
type used within each interval is given.

3.2 Facility Composition

The sample of 392 trunks contained many different facilities. Those
types appearing sufficiently often to be estimated reliably are shown
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in Table II1. The percentages of both categories of facilities and single
types of facilities are estimated in Table ITI.

3.3 Swilching Machines

The toll connecting trunk encounters some type of switching at
both the end office (class 5) and the toll office (class 4 or higher). In
this survey we noted the type of switching machine used at each end
of each toll connecting trunk in the sample. The numbers of the type
of switching machine used are classified by end office, toll office, and
stratum, and are given in Table IV. There were 40 end office buildings
and 66 toll office buildings in the survey, with some office buildings
having more than one type of switching system.

It should be noted that these numbers of switching machines are
only the types of switching that were found with the toll connecting
trunks of this survey. They should not be taken to accurately represent
the distribution of switching machines in the Bell System, since the
basic population element that was sampled in this survey was a toll
connecting trunk and not a switching machine. Also, even though the
end office buildings of the primary strata selections may be related to
switching machines, the same can not be said of the toll offices. In
many cases, all the trunks from an end office home on the same switch-
ing machine in the toll office, thus biasing any estimates at the toll
office.

At the toll offices there is a sizable amount of switching designated
as ‘“‘switechboard.” This category is composed of those trunks for which
the transmission measurements were made at a switchboard. Therefore,
this category includes toll switching, recording-completing, and operator
office trunks (see I'ig. 2). This category does not constitute manual
switching, where all of a customer’s calls to the toll office have to be
handled by an operator at a switchboard. In all the toll offices associated
with this classification there also was a switching machine. This type
of switching machine could have been used as an alternative designa-
tion to the switehboard classification. (In fact, operator office trunks
may have a multipled switching machine appearance, as well as the
switchboard appearance.) However, since the information recorded
was to reflect the type of switching actually used by the sampled toll
connecting trunks of the survey, the switchboard designation was
chosen.

In the class 5 end offices encountered in this survey about 54 percent
of the trunks utilized step-by-step switching systems, and 34 percent
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used No. 5 crossbar. These two types account for the bulk of the switch-
ing machines in use at the class 5 end of the sampled toll connecting
trunks. At the toll office, crossbar tandem systems were used most
frequently, followed by step-by-step systems and switchboards (with
the conditions mentioned above defining switchboards).

1IV. TRANSMISSION LOSS

4.1 Frequency Response

The loss of toll connecting trunks was measured at 17 frequencies,
from 200 to 3400 Hz. The measurements were made switch-through-
switch as shown in Fig. 1. At each frequency a tone at 0 dBm was
transmitted over the trunk and measured at the receiving end with a
25A Gain and Delay Measuring Set. This procedure was repeated for
each direction of transmission over the trunk. Since the design of the
measurement equipment precluded measuring losses greater than 31 dB,
it was not always possible to measure some trunks at the higher fre-
quencies. This was the situation in particular on carrier facilities,
such as N1, ON, and Lenkurt. For losses greater than 31 dB, the value
of 31 dB was used. This provides a conservative estimate of the mean
loss, but is more realistic than simply eliminating these readings. Also,
this effect occurred only at 3300 and 3400 Hz, and only on some carrier
facilities.

The frequency response statistics for all the toll connecting trunks
in the survey are shown in Table V. The results show the mean and its
associated 90-percent confidence interval, and an estimate of the
standard deviation for each distribution that is considered. Table V
also shows the loss estimates for the two types of facilities, carrier
and voice-frequency cable, used by toll connecting trunks. It appears
that the loss responses for both types of facilities are similar throughout
most of the voiceband, with the carrier facilities having a sharper
cutoff at the high and low frequencies.

4.2 Loss Relative to 1000 Hz

For the individual types of facilities it is useful to present the loss
relative to 1000 Hz. This enables one to see the loss characteristics
of the facility itself more readily than examination of the absolute
value of loss does, since different loss design procedures are encountered
among the many trunks. Table VI shows the loss relative to 1000 Hz
for the more commonly used carrier facilities. Table VII shows the
loss relative to 1000 Hz for the major VF facilities.
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V. NOISE

The term noise is applied to a variety of electrical phenomena, all
of which are unwanted additive signals and tend to interfere with the
transmission of information. There are numerous sources of noise, some
man-made and some not. Man-made noise is generated by power
supply hum, faulty contacts, electrical apparatus, quantizing errors,
ete. The noise from non-man-made sources can originate within or
without the systems under measurement. All systems are prone to
thermal noise from the random motion of electrons in conductors,
as well as to atmospheric electrical disturbances.

The effects of these forms of noise depend, in part, on the type of
signal being transmitted over the telephone communication channel.
For analog speech signals the average power of the noise is of primary
concern. Interference from many noise sources contribute to this type
of noise, referred to as “message circuit noise.” However, data signals
suffer more severely from noise voltage peaks (whether of short or
long time duration), which are classified as “impulse noise.” A different
procedure is used to measure these two noise parameters and each is
reported separately in the following sections.

5.1 Message Circuit Noise

The level of background noise was measured using the 3A Noise
Measuring Set (hence, the name 3A noise) with both C-message and
3-kHz flat weighting networks.’ The noise measurements were performed
for both directions of transmission on the trunk. The measurements
were made during the normal business day.

A summary of the noise measured with C-message weighting and
3-kHz flat weighting is shown in Table VIII in terms of the mean and
its 90-percent confidence interval, and standard deviation. Estimates
for specific facilities and groups of facilities are included where there
were sufficient data for useful statistics.

It can be observed that in all categories the 3-kHz flat noise level
is higher than with C-message weighting, since the 3-kHz flat weighting
does not attenuate the low frequencies nearly as much as C-message
weighting. The flat noise on voice-frequency facilities was slightly
higher than on carrier, probably because carrier systems have a higher
cutoff frequency at the low end of the frequency band, below which
nothing is transmitted.

The estimates of flat noise were significantly affected by the direc-
tion of transmission being observed. A subeclass analysis based on this
characteristic showed that average flat noise measured incoming to
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the end office (class 5) was considerably higher than that incoming
to the toll office end of the trunk. Estimated statistics for the parameter,
5, defined as the end office flat noise minus the toll office flat noise,
are given in Table IX. The difference in noise levels is more pronounced
on voice-frequency cable facilities than on carrier facilities because
there is less low-frequency energy transmitted on carrier facilities,
in either direction, due to the action of channel filters.

Since the end office noise level is higher it suggests that its noise
environment is worse than that of the toll offices. This could be due
to extraneous low-frequency components (primarily 60 Hz and its
harmonies) generated by office battery and other power plants. Reason-
ing that larger offices have more noise-producing loads one would expect
the larger end offices (strata 2) to have higher average noise levels
than the small end offices (strata 1). This is borne out in Fig. 4, where
a difference of about 6 dB is observed. There is further support for
these hypotheses in comparing the toll office flat noise of toll connecting
trunks with the toll office flat noise of short intertoll trunks'® (0-62.5
miles). The result, with 90-percent confidence limits, is shown in
Table X. '

The data for 3A noise with C-message weighting were also analyzed
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with respect to trunk length. For this purpose six mileage bands were
chosen, with each succeeding band being a doubling of the previous
interval. The ‘“‘double distance’” ecriterion is chosen since previous
studies'*"'* have shown a linear relationship between noise and double
distance on toll connections. The toll connecting trunks of this survey
are of relatively short length, but a similar linear relationship is evident,
as shown in Table XI. Not only is there the effect of longer trunks
accumulating more noise, but it should be recalled from Section III
that the longer trunks are predominantly on carrier facilities. Both
parameters, the length and facility type, contribute their effect to the
noise level observed. The flat-weighted noise was independent of trunk
length. This is still consistent with the past studies of intertoll trunks
which showed only a very slight increase in flat noise with length for
the shorter trunks.

5.2 Background Noise on Compandored Trunks

Since the syllabic compandor action on carrier facilities introduces
a large loss to the noise in the absence of speech, a background noise
reading with a quiet termination is not characteristic of a compandored
channel in normal use (i.e., with speech present). In order to measure
C-message weighted noise in a simulated speech condition, a holding
tone was sent over the trunk in order to adjust the compandor gains,
and then it was filtered out at the receiving end.

Measurements were made at four different levels of holding tone,
in both directions of transmission on the trunk. The 1850-Hz tone
was supplied by a Western Electric KS-19260 Pushbutton Oscillator,
at levels of 0, —10, —20, and —30 dBm. After the tone was filtered
out, the C-message weighted noise readings were made.

Among the compandored toll connecting trunks there were those
using T1 carrier, a digital system.'"" This system uses instantaneous
compandors which are active whether speech is present or not. The
1850-Hz holding tone introduced distortion products into the measured
signal as the fundamental and harmonics of the 1850-Hz tone interacted
with the sampling frequency of the T1 system. Contrary to analog
systems, the noise on T1 is mostly quantizing noise introduced by the
encoder in the terminal, there being relatively small amounts of line
noise. For these reasons, the T1 data are treated separately from the
analog data.

Table XII shows estimates of the mean, its 90-percent confidence
interval, and the standard deviation of the C-message weighted noise
as a function of input holding tone power level. A majority of the analog
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compandored trunks were on N1 carrier, and their characteristics are
also listed separately. For the analog carrier systems the noise com-
ponents in the terminal equipment ave low compared to the line noise.
Hence, the measurements should reflect the expandor action at the
near end where the measurements are made. Since a compression
and expansion ratio of 2 : 1 is being used we would expect a 5-dB change
in noise level for each 10-dB change in input signal level. For the analog
facilities there is a ratio of about 10 : 7 between the 0- and —10-dBm
level inputs, and a ratio of slightly less than 10 : 5 for the level inputs
between —10 and —30 dBm. This compares to the theoretical 10 : 5
ratio for perfect companding action.

5.3 Impulse Noise

Impulse noise was measured on a switch-through-switch basis,
incoming to the class 5 offices. The measurements were made with the
6I" Voiceband Noise Measuring Set using C-message weighting. The
four counters of the 6F Set were adjusted to cover the range of 4 to 45
counts in the 15-minute recording interval. Then, on each trunk meas-
ured, the recorded impulse counts and associated threshold levels are
used to interpolate the levels that would correspond to 45, 15, and 4.5
counts per 15-minute interval. The difference in the two levels that
yield 4.5 and 45 counts is defined as the slope (in dB per decade) of
the peak amplitude distribution. (See Ref. 12 for a discussion of these
parameters.) On compandored facilities an 1850-Hz tone at a level of
—14 dBm was applied to the trunk in the toll office in order to simulate
data transmission trunk conditions. At the end office the tone was
suppressed by a 90-dB band-reject filter with a 50-Hz bandwidth.

The results presented in Table XIII are estimates of the mean and
standard deviation of the 45- and 15-count level distributions, with a
90-percent confidence interval on the mean estimate. The same esti-
mates are shown for the slope. These data all apply at the switch at
the receive end of the trunk. The compandored carrier trunks have a
higher mean impulse noise level, but lower average slope, than the
voice-frequency cable facilities. A lower slope indicates a narrower
distribution of peak amplitudes, so that a smaller change in the reference
count level is required to produce a change by a factor of ten in the
impulse count. Figure 5 illustrates these points. With the exception
of the estimates for all toll connecting trunks, the data of Table XIII
and Fig. 5 result from trunks of less than 60 miles length. There were
13 trunks longer than 60 miles, all of them on compandored carrier
facilities.
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VI. RELATIVE ENVELOPE DELAY

In the transmission of complex waveforms a nonlinear phase shift
characteristic of the transmission medium results in the distortion of
the signal due to the differing amounts of delay of the different fre-
quencies present in the waveform. This delay distortion can be assessed
by measuring the relative envelope delay, which is the delay of the
envelope of a low-frequency amplitude-modulated voice-freqeuncy
carrier relative to the envelope delay at a reference voice-frequency
carrier. The relative envelope delay is an approximation to the derivative
of the phase characteristic, so linear phase would yield constant en-
velope delay. In this survey all the envelope delay measurements are
relative to 1700 Hz.

The measurements of relative envelope delay were made using the
25A Gain and Delay Measuring Set and KS-19260 Oscillator. A pair
of these was required at each end of the toll connecting trunk, so as
to measure both directions of transmission.

The relative envelope delay data were analyzed both for toll con-
necting trunks in general, and for various subclasses of interest. The
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results show the estimated mean and its associated 90-percent confidence
interval, and an estimate of the standard deviation of each distribu-
tion considered. Figure 6 presents the relative envelope delay char-
acteristics based on the sample of all toll connecting trunks. This
reflects the differing influences of different types of facilities. For
example, the nonloaded voice-frequency cable facilities have essentially
no relative delay at the higher frequencies, so the relative delay derives
from the carrier and loaded voice-frequency cable facilities. Also, in
all cases the office equipment associated with the transmission facility
is a major contributor to the delay at low frequencies.’

The difference in the relative envelope delay between carrier and
voice-frequency cable facilities is shown in Fig. 7. In general, the
carrier facilities exhibit more relative envelope delay at the low and
high frequency band-edges. The estimates for the carrier facilities are
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only given up to 3200 Hz since excessive loss on the connection above
this frequency precluded making the envelope delay measurements on
the N1, ON, and O carrier facilities.

Tables XIV and XV show the estimates of relative envelope delay
for specific facilities. These subclasses were considered since a sufficient
number of trunks of each type was measured, and the trunks were
from a number of different offices. The seven types of facilities tabulated
represent the facilities more commonly used for toll connecting trunks
and they comprised about 85 percent of the total sample for this survey.
Among the carrier facilities the delay on T1 showed the least variability.
The delay on N1 has been reported in the past’ where N1 was being
used as an intertoll trunk, and those findings are comparable to the
values reported here, with N1 now used as a toll connecting trunk.
Although all the voice-frequency cable facilities exhibit similar delay
characteristics at low frequencies, there is a marked difference between
loaded and nonloaded facilities at the higher frequencies. This accounts
for the higher variances of the VF facilities in the higher frequencies,
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with the loaded VT facilities contributing most of this variance. The
estimates of the variance for VF trunks with E6 or E23 repeaters are
larger than other categories due to the correlation between delay and
trunk length—the longer trunks exhibiting more delay. For example,
the E23 measurements came from eight different offices, of which four
offices supplied shorter trunks (5.3, 5.7, 6.2, 6.7 miles) and four offices
had longer trunks (10.2, 11.7, 12.8, 16.3 miles).

In considering toll connecting trunks in general, the correlation
between trunk length and relative envelope delay is neither significant
nor consistent. This is due to having many different facilities in the
total sample and also to measuring the combined effects of office equip-
ment and facility for each toll connecting trunk. Thus, there is only a
slightly discernible relation between delay and trunk length at low
frequencies (below 1700 Hz), since office equipment causes the pre-
dominant effect. Above 1700 Hz the “VI Loaded’ facilities exhibited
a significant length correlation. These facilities were for trunks of
roughly 1 to 18 miles in length. A subclass analysis based on three
mileage bands is shown in Fig. 8. The 90-percent confidence interval for
each estimated mean value of delay (above 1700 Hz) is also shown.

VII. P/AR

The P/AR (Peak-to-Average Ratio) meter'® measures the ratio of
the peak and full-wave rectified average values of a low duty-cycle
pulse train transmitted over a transmission path. Its purpose is to
provide a measure of the overall transmission distortion that is present
from many different causes. The P/AR meter is most sensitive to
envelope delay distortion and is also affected by noise, bandwidth
reduction, gain ripples, nonlinearities such as compression and clipping,
and other impairments. The P/AR reading is a indication of the gen-
eral transmission quality of the voiceband channel. In particular, it
is a measure of the phase linearity of the toll connecting trunk. If
the P/AR signal were received entirely undistorted the P/AR meter
would read 100. Distortion normally causes readings lower than 100.

Four P/AR meter readings were made on each toll connecting trunk
in the survey. Both directions of transmission were measured, using
both polarities of the nonsymmetrical P/AR test signal. However,
since there was no significant difference between readings using the
normal and inverted polarity test signal, the average of the two was
used in deriving estimates. P/AR generators now in production have
eliminated this effect by inverting alternate signals. Table XVI shows
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the estimated values for the P/AR distributions of all toll connecting
trunks and a variety of other subclasses based on types of facility.

It should be noted that different facilities have different distributions
of P/AR readings, so that the same numerical value may indicate a
lower than expected reading on one facility but be a higher than ex-
pected reading for a different facility. Hence, a comparison of subjective
quality between trunks should be made only within a particular facility
category, and not between categories. In general, comparing P/AR
readings indicates the relative amount of intersymbol interference to
be expected in each case.

Since the P/AR meter reading is affected by envelope delay and
frequency response it is not surprising that there is a relationship
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between these parameters and the P/AR readings. In fact, there is a
high degree of correlation between these characteristics, which implies
that a trunk’s relative performance in any of the three measures is a
good indication of its general transmission quality with relation to
other trunks of the same type.

To show the relationship between P/AR, envelope delay distortion,
and loss, consider the performance of the more commonly used facilities
with respect to the three mentioned parameters. Besides the mean
P/AR reading for a category, the mean loss relative to 1000 Hz (dB)
and the relative envelope delay (us) at 3000 Hz will be used. These
values for the major identifiable categories are shown in Table XVII.

Since P/AR, loss, and envelope delay have different underlying
scales of measurement and unknown distributions, one method of
measuring their relationship is by a rank correlation test.'* This measures
the agreement between the performance with respect to the three
parameters. The seven categories of Table XVII can be ranked,* as
follows:

Delay P/AR Loss

no load 1 1 L

no rptr
VF no rptr 2 2 3
T1 3 4 2
N2 4 3 4
VI loaded 5 ] 5
VI repeatered 6 6 6
N1 7 7 7

This yields a coefficient of concordance'* of 0.96, which is significant
beyond the 0.01 point (if one feels that such small probabilities are
significant). There evidently is a very high degree of correlation between
these three transmission characteristics. In other words, if for a given
facility one trunk exhibits a “better’’ P/AR reading than another trunk,
it is also likely that it will have “better” loss and delay characteristics.

VIII. LEVEL TRACKING ON COMPANDORED FACILITIES

Of the 392 toll connecting trunks in the survey, 139 were on carrier
facilities and these were compandored. These 139 trunks terminated
in a total of 40 end offices.

* The number one (1) indicates lowest loss or delay, or highest P/AR reading.
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Compandor tracking was measured by transmitting an 1850-Hz tone
at each of four power levels (0, —10, —20, and —30 dBm) and then
measuring the received level. Measurements were made in both direc-
tions of transmission, using a standard oscillator and the 25A Trans-
mission Measuring Set (or 3A Noise Measuring Set for the —30-dBm
level).

The channel net gain for any given input power level can be taken
as the reference level, and the net gain for other input levels is then
referred relative to the reference level. For example, Table XVIII
shows the deviations from channel net gain, relative to a —10-dBm
input, at the other input levels. So at each input power, the variable
of interest is the net gain of that power level minus the net gain at
—10 dBm. Estimated mean deviations relative to any other power
level can also be obtained from Table XVIII.

IX. HARMONIC DISTORTION

The nonlinearities of the transmission path for the toll connecting
trunks caused harmonic distortion of the signals being carried. The
amount of harmonic distortion was determined by sending a 1000-Hz
tone at each of four power levels (0, —10, —20, and —30 dBm) and
measuring the power level of the received fundamental tone and the
second and third harmonics. The fundamental was measured with a
25A Set if above —25 dBm. Below this level, a 3A Set with C-message
weighting was used. The second and third harmonic measurements
used the 3A Set with a narrow bandpass filter, centered at 2 or 3 kHz,
in place of the C-message weighting network. The measurements were
adjusted to reflect the loss of the bandpass filters. There was also a
“measurement floor’’ to consider due to the sensitivity of the measuring
equipment. This was determined to be 48 dB (i.e., a fundamental-to-
harmonic ratio of 48 dB) so that harmonics more than 48 dB below the
1000-Hz fundamental were measured with increasing inaccuracy as
the level decreased. Measurements were made in both directions of
transmission.

The estimates of harmonic distortion are shown in Table XIX for
all the toll connecting trunks measured in the survey. The results are
presented as signal-to-harmonic distortion power ratios (S/D) showing
means, confidence intervals, and standard deviations. An analysis of
the data showed that the larger values of distortion (lower S/D ratios)
almost always occurred on compandored systems (i.e., all the carrier
facilities). The harmonic distortion on the noncompandored trunks
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(i.e., voice-frequency cable facilities) was usually below the “measure-
ment floor,” resulting in only a few accurate measurements on these
facilities. Hence, they were not analyzed in detail. The results for
compandored toll connecting trunks (carrier facilities) are shown in
Table XX. Among these carrier facilities a subelass analysis of the more
commonly used facilities is shown in Table XXI. The estimates there
are for the signal-to-distortion ratio, i.e., the total harmonie distortion
below the fundamental.

In studying Table XIX and XX one notes that the average distortion
power is roughly the same for the second and third harmonics. However,
the second and third harmonic distortion power distribution are dis-
similar, as can be seen from the plot of their distributions in Fig. 9.
It shows clearly that for the high distortion levels, a greater percentage
of the trunks have second harmonic power exceeding a chosen level
than third harmonic power. About 20 percent of compandored facilities
have a fundamental-to-second harmonic distortion ratio less than 30 dB,
while only one percent have a fundamental-to-third ratio less than

99.99
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99.90

T

99.50-
99.00|-

95.00

90.00—
SECOND

70.00—
50.00—

30.00—

10.00—
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0.50—

PERCENT LESS THAN OR EQUAL TO ABSCISSA

0.10—

0.01 | | | | | | | |
15 20 25 30 35 40 45 50 55 60

DECIBELS

<—— MORE DISTORTION

Fig. 9—Second and third harmonic levels in dB below first harmonic (received
fundamental) for compandored systems—end and toll office data. Input level of
fundamental = —10 dBm.
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30 dB. Hence, when the total harmonic distortion is relatively large
it is usually due to the second harmonic component. This feature is
also evident in a distribution plot of the second and third harmonics
for all toll connecting trunks, and implies a positive skewness' "' of
the population of third harmonic measurements.

X. CONCLUDING REMARKS

The 1966 survey of toll connecting trunks has supplied information
on the transmission characteristics of a key part of the built-up con-
nection between subseribers. In addition, when combined with other
such data, this information has been useful in generating a transmission
model of the Bell System network.

Although carried out as a trunk survey, it was possible through
subelass analysis to derive estimates of the transmission performance
of toll connecting trunks using specific facilities. These included trunks
using voice-frequency cable pairs, loaded and nonloaded, and those
using voice-frequency repeaters, as well as the more commonly used
short-haul carrier systems, N1 and T1. These trunk data reflect the
effects of office equipment as well as those of the facilities.

Another use of the 1966 survey data has been in making comparisons
with data from the 1964 Intertoll Trunk Survey.' Certain subclasses
of each survey are similar enough to warrant investigation. For example,
in both cases the trunks of 0 to 15 miles trunk length use voice-frequency
facilities for about 80 percent of the trunks. Since their makeup is so
similar their respective estimates for loss, noise, and delay can be
compared. The agreement of these estimates is very good, and this
lends mutual confidence to both estimates. The same is true if we con-
sider the collection of trunks 15 to 30 miles long where N1 carrier
was the predominantly used facility.

It should be remembered that although these results accurately
picture the transmission characteristics of toll connecting trunks in
1966, with the passage of time changes can occur in the sampled popula-
tion. Introduction of new facilities and the uneven growth of others
are two obvious occurrences which create the need for continual updating
of transmission data.
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TaBLE [ —EsTiMATED TRUNK LENGTH AND Facinity TYPE IN LARGE
AND SMALL OFFICES

Trunk Length
(Miles) Type of Facility (%)
Voice
Office Size Mean =+ 909 C.I. Carrier Frequency
Small (<400,000 AOTM*)
Stratum 1 25.2 4= 11.2 63 37
Large (=400,000 AOTM)
Stratum 2 6.7+ 2.4 19 81

* AOTM: Annual Outgoing Toll Messages

TasLe II—Trunk LeENGTH vs Faciuity Type

Percent of TCTs in Length Categories
Facility Type 0-15 Miles 15.1-30 Miles Over 30 Miles
N1 Carrier 5.8 42.0 27.0
T1 Carrier 10.2 4.6 —
Other Carrier* 1.0 32.1 73.0
Voice-Frequency Cable 83.0 21.3 —
100.0 100.0 100.0

* The facilities in this category consist of ON, ON/R, 0O, N2, and Lenkurt carrier
types.

TasLe III—Facinity Composition oF TouL CoNNEcTING TRUNKS

Percent of all TCTs

Facility Type Mean + 90% C.L
1. Carrier:* 34
N1 13 £ 8
T 8+8
Othert 10
2. Voice-Frequency Cable: 66
Nonloaded 23 + 11
Loaded: 43 £ 13
Loaded, nonrepeatered 65
Loaded, E6 repeater 26 + 10
Loaded, E23 repeater 7+6

* 30, of these are carrier facilities in tandem with a section of loaded voice-fre-

quency cable. . . .
t The facilities in this category consist of ON, ON/R, O, N2, and Lenkurt carrier
types in quantities individually too small for reliable estimates.
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TasLe IV—Swrircaing UseEp By Torr CoNNECTING TRUNKS OF
SURVEY

Stratum 1 (<400,000 AOTM*)—15 Small End Offices

At End Office At Toll Office Total Both Ends
Type Trunks | Machines | Trunks | Machines | Trunks | Machines

SXS 120 12 34 4 154 16
5XB 20 2 48 6 68 8
SWBD 10 1 24 5 34 6
XBT — - 32 4 32 4
4A = — 12 2 12 2

Total 150 15 150 21 300 36

Stratum 2 (=400,000 AOTM)—25 Large End Offices

At End Office At Toll Office Total Both Ends
Type Trunks Machines | Trunks | Machines | Trunks | Machines
SXS 91 9 36 5 127 14
5XB 115 13 11 2 126 15
XBT — o 119 16 119 16
1XB 25 4 7 2 32 6
SWBD — — 44 13 44 13
4A — — 25 6 25 6
PANEL 11 3 — — 11 3
Total 242 29 242 44 484 73
Grand
Totals 392 44 392 65 784 109
Notes: SXS: Switchboard
5XB: No. 5 Crossbar
1XB: No. 1 Crossbar
SWBD: Switchboard * AOTM: Annual Outgoing
4A: 4A Crossbar Toll Messages

XBT: Crossbar Tandem



TAaBLE V—FREQUENCY REspPoNSE oF ToLnL CoNNEcTING TRUNKS

Switch-to-Switch Loss (dB)
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TasLE VII—Loss ReELaTIvE To 1000 Hz (dB) For VoicE-FREQUENCY CABLE

VF2W Facilities
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TaBLe IX—3A Noise witH 3-kHz Frat WEIGHTING

(6 = End Office Noise—Toll Office Noise)
Mean & 909, C.I. Std. Dev.

Facility Type (dB) (dB) (dB)
Carrier

N1 6.1 +2.9 9.2

N2 9.0 — 10.9

T1 3.5 — 10.1
All Carrier 6.0 +2.7 9.9
Voice-Frequency Cable
Nonloaded, nonre-

peatered 18.7 +3.4 10.8

Loaded, nonrepeatered 19.5 +1.9 4.6
Loaded, E6 repeater 12.0 +2.9 9.2
Loaded, E23 repeater 13.9 +7.8 12.4
All VF 15.2 +2.3 10.4
All TCTs 12.1 +2.2 11.1

TaBLE X—3A Noise witH 3-KHz FLatr WEIGHTING

Mean 909, C.1. Std. Dev.
Survey (dBrn) (dB) (dB)
1964 I'TT Survey
(0-62 .5 miles) 29 .4 +2.0 9.0
1966 TCT Survey
(toll offices) 28.7 +1.4 9.0

TasLe XI—3A Noise WitH C-MEsSAGE WEIGHTING:
TRUNK LENGTH ANALYSIS

Mileage Mean 909, C.1. Std. Dev.
Category (dBrnC) (dB) (dB)
0.0-2.0 5.5 +1.3 4.3
2.1-4.0 9.5 +0.8 7.9
4.1- 8.0 12.3 +1.9 7.3
8.1-16.0 15.6 +2.0 6.6
16.1-32.0 17.3 +3.0 6.8
Over 32.0 19.0 +2.2 7.1
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TaBLe XVI—P/AR ESTIMATES
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Category Mean + 909 C.1. Std. Dev.
1. All toll connecting trunks 03.6 £ 1.3 7.4
2. All carrier facilities: 90.9 + 2.2 6.9
N1 carrier 88.8 1.7 6.9
N2 carrier 96.2 + 2.6 6.4
T1 carrier 96.1 £ 0.7 4.7
3. All voice-frequency cable: 95.0 1.7 7.1
VF-nonloaded 98.6 &+ 0.6 2.6
VF-loaded 93.1 2.5 8.0
VF2W-E23 repeater 92.4 + 3.8 6.2
VF2W-E6 repeater 92.3 + 3.8 9.2
VF2W-loaded, nonrepeatered 97.0 1.8 2.8
VF4W 92.5 4.0

\

TABLE XVII—EsTiMATED MEANS OF RELATED TRANSMISSION

PARAMETERS
Relative Loss* Relative
Mean Envelope To 1000 Hz

Facility Type P/AR Delay (ps) (dB)

VF': no load, no repeater 98.2 —13 0.4
VF': no repeater 98.2 36 2.3
VF': loaded 93.1 475 3.6
VF': repeatered 92.5 522 3.8
Carrier: N1 88.8 615 4.8
2 96.2 170 2.7

T1 96.1 169 1.9

* At 3000 Hz.

TaBLE XVIII—CompaNDOR LEVEL TRACKING
(Estimated Deviations from Net Gain at —10-dBm Input)

Input Power (dBm) Mean + 909, C.I. (dB) Std. Dev. (dB)
0 —-0.3+0.1 0.5
—-10 0 —
—20 0.7+0.1 0.5
—30 1.240.3 1.2
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An Adaptive Echo Canceller in a
Nonideal Environment
(Nonlinear or Time Variant)

By E. J. THOMAS
(Manuscript received October 19, 1970)

In this paper we calculate a lower bound on suppression provided by an
adaptive echo canceller in either a nonlinear or time variant environment.
Specifically, we examine the effects on performance of nonlinear echo paths
described by a Vollerra integral equation [equation (18)] or time variant
echo paths caused by phase jitter on single-sideband suppressed carrier
systems.

I. INTRODUCTION

In a previous paper' we have deseribed the performance of an
adaptive echo canceller in a linear time invariant environment. Qual-
itatively speaking, the environment in which an echo canceller will
operate appears to be mainly linear and time invariant; however,
some echo paths will be nonlinear and/or time variable. Some typical
causes of nonlinearity are the volume dependent gain in compandored
circuits' and harmonic distortion in amplifiers and repeaters. Time
variability, on the other hand, may be caused by spurious modulation
of the carrier of long-haul single-sideband suppressed carrier systems.
This is commonly referred to as incidental FM or phase jitter. In cer-
tain cases these anomalies are of sufficient magnitude to degrade the
performance of an adaptive echo canceller.

In this paper we examine the operation of an adaptive echo can-
celler studied previously in an ideal environment' in a nonideal
environment (nonlinear, time variant). We restrict ourselves to non-
linearities which do not possess infinite memory and to time varia-
bility caused by phase jitter. In both cases we derive a lower bound on
the suppression provided by the echo canceller and empirically verify

t This problem occurs when the compressor portion of the compandor is not
perfectly compensated for by the expandor.
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our results. For the sake of brevity we restrict our discussion to a
digital implementation of the type shown in Fig. 1. However, one can
investigate other implementations of the echo canceller and obtain
similar results.

II. GENERAL CONSIDERATIONS AND NOTATIONAL FORMS

In Fig. 1 we show how an echo canceller would be connected in a
typical connection. The input signal z(¢) produces an echo y(t) cor-
rupted by noise, ¢(t). An approximation of y(t), y4(f), is subtracted
from the actual echo and noise producing a cancelled echo e(t). Ex-
amining the echo canceller in a little more detail we find that it is
composed of M digital filters having the set of orthonormal impulse
responses {A;(k)}, and the set of outputs {w;(k)} to input z(k).t
Every tap has associated with it the adaptive network shown for two
taps in the figure. From Fig. 1 we conclude that the gain of the ith
tap at the k + 1 sampling interval is given by

gk + 1) = g:(k) + |K| e(k)w; (k). (1)
Let us assume that the response of the echo path to z(¢) may be
given in the following form:

y(@) = () * h(t) + ¥(0). 2)

where h(f) is any square integrable function, (*) denotes convolution,
and ¥(f)" is any function which is required to make equation (2) correct.
Qualitatively speaking we see from equation (2) that we are breaking
y(t) into a linear component x({) * h(¢) and a distortion term ¢(f). In
subsequent sections of this paper we will demonstrate that the nonlinear
or time variant echo paths that we choose to study yield y(¢) ’s of the
form of equation (2). We will therefore first examine the effect of a
system described by equation (2) on the performance of an adaptive
echo canceller. We will then calculate ¢(¢) for a nonlinear or a time
variant echo path.

2.1 The Governing Equation

Since we hypothesized that h(f) was a square integrable function we
may represent it by a generalized Fourier series

WO = 3 Cll)

t z(k) denotes the value of z(¢) at the kth sampling interval; also, all sam-
pling is assumed to be at the Nyquist rate. .
1 ¢(¢) may depend on the absolute time when z(¢) is applied.
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z(t) TO _ECHO PATH —
|
coneéi?ren
FAR_END NEAR_END
:(k)l
Ay (k) Ay (k)
w (k)
(k)
X 1 = 3
=%
UNIT 1
DELAY——
IK|—>
e(k) Yalk)
A/D D/A
CONVERTER CONVERTER

RA(U
. FROM ECHO PATH

z
e)=y)-yahr + £(1) 2+ g+ ¢ (t)

e(t)=e'(t)+ ¢ (L) ECHO + NOISE
CANCELLED ECHO + NOISE

Fig. 1—An adaptive echo canceller.

where
¢, = [ hone
Substituting D=, C.\(t) for h(f) in equation (2) we obtain
v = 3 Cani) + 90

where w; (1) = xz(t) * \;(1).
From Tig. 1 we see that

'!/A(t) = Z‘ gf(i)w;(t)-

Therefore,
M o0

e(t) = 2 ribw.(t) + . Zl Cawi(t) + ¥(t) + ¢(t) 3)

=1 - M+
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where
ri(t) = Ci — g:(). (4)
Combining equations (1) and (4) we obtain

rik + 1) = r:(k) — | K | wi(k)e(k).
Squaring the above equation, summing over the M taps of the echo
canceller, and using equation (3) we obtain

20k + 1 —rik) = -2 |K| X r.-(k)w.(k)(zr,-(k)w,-(k)

i=1 j=1

+ 3 cm® + v® + 1)

+ 1K 3wt X e

i=1 i1=1

@0

+ Y Cu® e H®) - ©

i=M+
In order to simplify our notation we make the following three
definitions:

o0

o(k) = ; 1 Ciw;(k) + y(k), (62)
w'(k) = Z wi(k), (6b)
v(k) = 2 ri)w. (k). (6¢)

i=1

As a result we obtain

Z @ik + 1) — 7i(k))

= =2 | K | @'(k) + 6(kwEk) + (koK)
+ | K |*u*(k) (*(k) + 6°(k) + (k) + 26(k)o(k)
+ 2¢(k)o(k) + 2¢0(k)6(k)} . @
The above equation describes the performance of the adaptive echo
canceller shown in Fig. 1 in the environment described by equation (2).

However, before we can apply equation (7) to the problem at hand
one final definition is required. We define the average value of a sam-



ADAPTIVE ECHO CANCELLER 2783

pled function f(k) in the interval Qp + 1 =k = (p + 1)Q as

(p+1)
1 » Q

im=7 > fk »p=01,2 - ®)

k=Qp+1

where Q is the number of samples per interval and is constant. Therefore,
;7(5 may be interpreted as the average value of f(k) averaged over the
pth interval containing @ samples. Note that for all p the p — 1 and
p + 1 intervals are adjacent to and do not overlap the pth interval.

2.2 Choices of | K | Which Allow Best Match to the Echo Path Fourier
Coefficients

Let us now apply our averaging technique defined by equation (8)
to equation (7). We will assume that the circuit noise {(t) is zero mean,
with variance o}. Also, we will assume that the noise is statistically
independent of the other variables in equation (7). This is justified by
virtue of the fact that we are assuming that K is small." Furthermore,
we will assume that the number of samples in the pth interval, Q, is
large enough so that ¢(p) and {*(p) are good estimates of the true mean
and variance of the circuit noise. As a result of the above we obtain

1/Q >E (@ + D + Q] — 7@Qp + 1}
= —2|K [v(p) — 2| K | 6(pp(p)
+ 2 | K |” 6(po(pydi(p)
+ | K [ @p0'p) + | K [ o5u'(p)
+ | K " 6(p)(p). ©)

From (9) it is clear that the sum of the 77 is reduced when the right-hand
side of the equation is negative.' In fact, it is continually reduced until
the right-hand side of (9) can no longer be negative. Therefore a suf-
ficient condition for convergence* can be written as

AR = | K [P [00) + 6@)W®) + ond'(p)]
— 2| K | @°(p) + 6((@) <0 (108)

t This may be more easily seen if =i=,* 72 is considered to be the magnitude
squared of a vector whose components are {r}. In this event the left-hand side
of the equation is proportional to the difference of the magnitude square of a
vector at some instant and @ samples earlier. When the right-hand side is
negative it indicates that the magnitude of the vector is smaller than it was @
samples ago.

tIn this paper convergence is taken to mean the reduction of the sum of the

ri2.
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or equivalently

A'(p) = | K | (@) + 6()%' @) + on’(p)]

— 20"(p) + 6((p)) < 0. (10b)
By defining
B(p) = (V(p) + 6(0)’U*(p) + xU(p),
D(p) = (V(p) + 6(0)V(p)),
we find

Ap) = | K ['B) — 2| K | D(p).

From the above equation it should be clear that

Alp) = 0
for

0<|K|<2(%%

and
D(p) = 0.

Therefore we conclude that the echo canceller converges for D (p) >
0 and 0 = | K| = 2D(p)/B(p). However, since | V(p)| is small in
the neighborhood of equilibrium, D (p) decreases quicker than B(p)
and as a result the upper bound on | K | is reduced while convergence
is taking place. Convergence ceases when

x| =20
: B(p)

On the other hand for D(p) < 0 there is no positive choice of K
which will allow convergence and therefore the canceller diverges until
D (p) becomes positive and 0 < | K | = | 2D(p) /B (p)|. As a result the
best choice of | K | which will allow the most convergence (the smallest
| D(p)| and therefore the best match to the Fourier coefficients C;) is
the smallest | K |. Ideally | K| = 0 will allow the best match to the
echo path Fourier coefficients. However, the smaller | K | is made the
longer it takes for the canceller to converge, and in practice a com-
promise is required between amount and speed of convergence.

2.3 A Lower Bound on Achievable Suppression
We have shown previously (Section 2.2) that choosing | K | very
small will allow the best match of the tap gains g;(k) to the Fourier co-
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efficients ;. Taking the limit of equation (10b) as | K | goes to zero
we obtain

lim A'(p) = —20"(p) + @) < 0

| K|—0

or convergence takes place as long as

@) > —0p) (11a)
and equilibrium is reached when
v'(p) = —6(p)(p). (11b)

A sufficient condition for (11) to be true is

v(p) = | 6(pp() |.

From the definition of [-] [equation (8)] and applying the Schwarz
inequality, we obtain

| 6(py(@) | < | 6() | = @) (6 (D)

From the above two inequalities we see that a looser but still
sufficient condition for (11a) and (11b) to be valid is

P(p) 2 @)D

or
v'(p) Z (D). 12)
Equation (12) is a sufficient condition to insure convergence in the pth

interval. We therefore conclude that when | K | is made infinitesimally
small the echo canceller will reduce ), ™, #*(p) at least until:

(p) < 6(p). (13)
We will now use equations (13) and (11a) and (11b) to determine

a lower bound on the achievable suppression. Referring to Fig. 1 we
define the suppression S as

S = 10 log, v 14
N b

From equations (3) and (6) it may be easily shown that

e'(k)y = v(k) + 0(k)

or

©@)* = v'(p) + 20@)6() + 6°().

Substituting equation (11b) into the above equation we obtain

@®)" =)o) + 6.
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Also, since

€@ = [v@o@) | + @), (15)

we can apply Schwarz’s inequality to the above and obtain

@)’ = C@)NED) + @)
Substituting (13) and the above into (14) we obtain

2N
S > 10 log,y L& — 5, . (16)
26°(p)
On the other hand, if for a given input signal

v(p)6(p) =
we see from (15) and (14) that

e s (17)

Equations (16) and (17) are lower bounds on the achievable
suppression which occurs when | K | is chosen to be infinitesimal. For
any other than infinitesimal | K | the suppression may or may not be
less than the values given by the lower bound [(16) and (17)]. How-
ever, as will be seen in a later section of this paper, for the choices of
| K| which allow reasonable settling times, (16) and (17) do form
lower bounds on suppression.

S = 10 log,

III. NONLINEAR ECHO PATHS

We will now become more specific and consider the effect of a non-
linear echo path. We will restrict our discussion to a class of nonlinear
echo paths which possess the following four properties:*

(#) They are time invariant.

(72) They are deterministic.

(777) They are “smooth.” Qualitatively speaking by smooth we mean
that the echo path cannot introduce any abrupt or switch-like
changes in the output. If such a change is evident in the output
then it must be due to a similar switch-like change in the input.

() They possess noninfinite memory. That is the memory does not
depend on the remote past.

t For example, this occurs when 6 and v are independent and one is zero

mean. As will be seen this is the case for systems exhibiting phase jitter.

 Most echo paths encountered in practice satisfy all the conditions except one
and these are handled separately in Section IV.
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Echo paths which possess the above four properties may be con-
veniently characterized by a Volterra integral equation.*® As a result,
y(t) shown in Fig. 1 is related to x(t) by the equation given below:

v = [ hratt = m) dn,
+ f i f " bl , waele = ralh = o) de @y

f f hal =+ 72) H ot — r)dr; . (18)

We may easily place equatlon (18) in the form of equation (2):

v® =20+ h@ + 3 [ o [ e w) Iatt = ) dn
n=2 J0 i=1

|

n

Comparing the above equation with equation (2) we see that

vt) = f bt oo ) T ate = ) dry

i=1
r 1

As a result we conclude that the bounds given by equations (16)
and (17) are applicable to any nonlinear system possessing the prop-
erties outlined in the beginning of this section. We need only replace
6(k) by

o = 3 Ca)
+ Zf fh(’rn con) Mate—rydn . (9)

n=2

In this case, 6(k) is composed of that part of the linear portion of
the echo path which the echo canceller cannot compensate for due to
its limited number of taps and the nonlinear portion.

IV. TIME VARIABILITY

In this section we are specifically interested in time variability of
the type predominantly found on single-sideband suppressed carrier
systems and commonly referred to as incidental FM or phase jitter.t

t We use incidental FM and phase jitter interchangeably.
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We will show that the effect of incidental FM on suppression can be
calculated directly from' the index of modulation, 8, which is easily
measured.

4.1 Carrier System M odel-Assumptions

In Fig. 2 we show a block diagram of a typical single-sideband
suppressed carrier system whose output will be corrupted by phase

my(t)=cos [w t+B¢ (t)] ma(t)=cos ot

=®) [t b(t)@c(t) he(t) d(t)®f'(t) he (1) 4

Fig 2—Single-sideband suppressed carrier system with phase jitter.

jitter. We will begin by making the following practical assumptions:
() The input signal z(¢) is bandlimited to w,. That is,
X(@) = {X(w) for |o|=<w,
0  otherwise.
(#7) The filter hz(t) is a low-pass filter bandlimited to wg,
Haw) = JHB(w) for |w| < wp where wp > w, + w;
0 otherwise.
(i77) The incidental I"M is narrow-band FM,
| Bo(t) | L m/2 Vi
and
¢(t) = cos w;i w; K w,.

(iv) The filter A (t) is an ideal bandpass filter, at carrier frequencies,
which passes the upper sideband,
, < < .
Bl = {1 for w. = |w|=w +o +o,0 Do

0 otherwise.

T Capital letters are reserved for functions of frequeney, small letters for functions
of time.
.~ 2(¢) has the Fourier Transform X(w) .
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(v) The filter hg.(f) is a low-pass filter bandlimited to wp,
HB,((‘)) — {ng(w) for IOJ | < wpg Whel‘e Wg > W, + wy
0 otherwise.
4.2 Derivation of the Relationship Between x(t) and y(t)

Consider Fig. 3 for a moment. H,(w) is an ideal, not physically
realizable, filter which passes only positive frequencies. That is,

1 =0
H.@) ={ ©= (20)
0 o <O.
cos [w.t+B o (L] e~Joct
. t
=) L) bty )t At H, (@) z(t) Re[z(t)]f‘(t) Hg (t) y(t)

Fig. 3—Mathematically equivalent to Fig. 2.

and Re(-) signifies the real part of (-). It may be verified by the
reader that Fig. 3 is mathematically equivalent to Fig. 2 as far as x(t)
and y(t) are concerned. Therefore, we will use it for our analysis
since it reduces the manipulations required. From Fig. 3,

C(t) = k:()t_) [ei(wrl+-ﬂ¢(t)) _I__ e—l’imgt+3¢(l))] (21)

and

d(t) b(l) lﬁ¢(!) + b(t) —:ﬂut(r) —1”w¢l (22)
Since the second term in equation (22) is a high-frequency term and

its effect will be filtered out by the filter hy (¢) we will disregard it.

Using the assumption |B¢(t)| < 7/2 we expand e/#*") obtaining

a = "2 @ + jss(w). (23)
Continuing, we obtain for z(tb'
Py A~ A~ \
) = Ha() + § a(o) = K0 — 8O0 (b0 | BOND)."

t The reader is referred to Ref. 7 for the proof of equation (24).
t[+] denotes Hilbert transform of [-].
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Therefore,
N
0(t) = 1/4(b(t) — Bo()b(?)) (25)
and
N
y(&) = 1/4(b()*hs- () — BB)D())*hs- (1)) (26)

Comparing equations (2) and (26) we conclude that they are of the
same form:

h(t) = 1/4hs()*hs (£
and
N
() = 1/4B(@(1)b(1))*hs- (D).
As a result the bounds given by equations (16) and (17) are applicable
with 6(t) given by

w S
o(t) = Zl Cowi(t) — 1/4B(@(1)D(D)) * ha (D). 27

However, unlike the nonlinear problem, we may simplify the above
results considerably as shown below.

4.3 Simplification of Bound for Systems Displaying Ficidental FM
If we assume that the basis set {\;(k)} is complete we obtain from
equation (27) that

i
0(t) = — 1/4 B(d(O)b(®))*ha- (1)

For the situation where incidental FM is present we have found experi-

mentally that quantity »(p)6(p) [see equation (6)] may be safely assumed

to be zero. Therefore the bound S, given by equation (17) is applicable.
For bandlimited signals sampled at the Nyquist rate,

7 m [ voa

2 Ta

O i i f 6%(1) dt
0

T30

Since the effect of incidental FM on the circuits that we are dealing
with is a second-order effect and is quite small, it is reasonable to
assume that

PR o
| b(@) * ha-(2) | > | B@(@)b() * k(D) |.
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Therefore,
. i 2 1 . T 2
lim 1/7, f y(t) dt =~ — (le 1/7 f (b(t) * hg (1)) dt)
T1-*0 0 16 T1—0 1]

resulting in

7@ 1 lim 1/7, f " [b() * har (O 1 f_ _ 8, () dw

2 B* . 1 S B wetw;
R R V2 M OO RY RO A IO
(28)
where S,(w) and Sj(w) are proportional to the power spectral density
of y(t) and 6 (t) respectively.

We will now show that the two integral expressions in (28) are
approximately equal. In the frequency domain we have

S, = | B@) [ | Haw) I,
S
| Sl6(ODOHs @) [ (29)
T~
| $leb@®)] [* | Hp() [*.
The Hilbert transform does not affect the magnitude of the Fourier
transform. As a result we obtain

Se(w) = | Fle@®b®] | * | Hp (w) | *. (30)
We will now apply assumption 77 and assume that the phase jitter
function ¢ (t) is a cosine wave,

=~

S '] (w)

¢(t) = cos w;t

where ; is typically either 60 Hz, 80 Hz, or 120 Hz. Equation (30)
then becomes

Sy(w) = 1/4 | Bl — »;) + Blw + ;) |" | Hp:(w) |*. (31)
Since the effect of ¢(¢) is only to shift the speetrum B (w) to the

right and left a very small amount® relative to its bandwidth}? it
should be clear from equations (29) and (31) that

f:; “:i S, () dw ~ ./: :i:' Ss(w) dw. (32)

t F@(1)b(¢)] indicates the Fourier transform of ¢(£)b(t).
t In practice this is a good assumption.
§ Recall w, > w;. Typically w. is 3500 Hz and w; = 120 Hz.
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Using equations (28) and (32) in (17) we obtain

T

S = 20 logu %- (33)

Equation (33) is what we have been striving for; it relates achievable
suppression to the modulation coefficient of the unwanted incidental
FM for an echo canceller with a complete basis set.

V. EMPIRICAL RESULTS

5.1 Time Variant Systems (Incidental FM)

Since it is difficult to accurately create a desired amount of inci-
dental FM on a working L carrier system, an analog simulation
was used. For all practical purposes it is identical to a real system.
The only difference is that it allows a controlled amount of incidental
FM to be inserted.

We chose flatly weighted noise bandlimited to 4 kHz as our input
signal. A digital tape was made of the input and output of the L
terminal simulator and this tape was used as input to a computer
simulation of the adaptive echo canceller shown in Fig. 1. The results
are shown in Fig. 4.

From Fig. 4 we see that there is good agreement between the
empirical results and the analytical results for peak-to-peak phase
jitter angles above 4 degrees. Below 4 degrees the echo canceller per-
formance is limited by the fact that it utilizes a finite number of
taps. Recall in our derivation of equation (33) we assumed that the
echo canceller employed a complete basis set (i.e., infinite number of
taps). This assumption begins to fail in the vicinity of 4 degrees peak-
to-peak phase jitter and the performance of the echo canceller be-
comes limited by the incompleteness rather than by the incidental FM.

5.2 Nonlinear Systems

In order to verify our results we simulated the nonlinear echo path
shown in Fig. 5. We used various combinations of input signals and
feedback gain constants |K| and in all cases the results were com-
parable to those shown in Table I for a white noise input.

A word of explanation is needed to clarify Table I. Suppression was
calculated according to equation (14). The sampling rate was 0.1
ms and the averaging interval, @, consisted of 501 samples, i.e., a
50.1-ms interval.* Forty such averages were computed during the two-

t 8 must be in radians.
t See equation (8).
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35

\— ——EQUATION (33)
30
\‘ \
2
|
z 25 T T \
z SIMULATION WITH
g WHITE NOISE INPUT
o I
& 20 B -~
8 |
8
& \‘:\(
2 INCIDENTAL FM ~—
FREQUENCY=80HZ
15 NUMBER OF TAPS=M=100
|K|=5.1 x10-3
SETTLING TIME =1.0 SECOND
10 | | [ |
0 2 4 6 8 10 12 14 16 18

PEAK-TO-PEAK PHASE JITTER IN DEGREES

Tig. 4—Time variant simulation.

second time period after the settling time had elasped. The minimum
and maximum suppression shown are those of the forty calculated
suppressions, and the average suppression shown is the ensemble
average of the forty calculated suppressions.

For all variation of input signals and feedback gain constants
tested, we found that S, was 3 dB closer to the actual suppression
than S, and within 5 dB of the actual suppression. However, as ex-
pected, the echo canceller always performed better than either bound.

VI. CONCLUDING REMARKS

We have obtained lower bounds on the suppression provided by an
echo canceller in either a nonlinear or time invariant environment.
Although theoretically the bounds are only valid when an infinitesimal
feedback constant is used, we have found empirically that they apply
for any practical choice of feedback gain constant. If one were able

x(t) unear | 2 (1) | & [ e ylt)
FILTER | LINEAR L = -
3 . a, =0.684
oty =Y ap, [zt)] ap = 0.0211
n=i a3 = 0.0361

Fig. 5—Nonlinear simulation.
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TaBLE [—WHITE Noise INPuT S1GNAL

Feedback gain |K| 5.1 X 1073
Settling time 1.0 second
Actual achieved suppression in dB Min. = 18.2, max. = 22.1, ave. = 20.4
Bound 8, [equation (16)] Min. = 10.6, max. = 15.1, ave. = 13.7
Bound S, [equation (17)] Min. = 13.6, max. = 18.1, ave. = 16.7

to measure the time variability of echo paths or to measure echo paths
and then to separate the response into the linear and nonlinear por-
tions [equation (18)], one could predict the minimum achievable
suppression. Measurement of nonlinear echo paths has been the subject
of study of others.®?

For a nonlinear environment we have found that the nonlinear
portion of the response and hence the lower bounds are dependent on
the input signal. As a result, if this method is going to be used to pre-
dict the performance of an echo canceller for a speech input signal,
it will be necessary to design an interrogation signal which possesses
some of the same properties as does speech (syllabic rate, power
level, peak-to-rms ratio, ete.)

The derived equations which relate the effect of incidental FM on
suppression for the single-sideband suppressed carrier systems are
sufficiently general to provide lower suppression bounds for different
or more complex systems which exhibit incidental FM. One must
merely know an effective index of modulation, 8, measured between
the input and the output. The calculations for more complex systems
are rather involved and have been omitted.

Laboratory simulated echo cancellation for a nonlinear echo path
and for an echo path with incidental FM produced cancellations some-
what better than the calculated lower bounds. Knowledge of the type
of nonlinearity or time variability in the echo path environment may
permit one to empirically increase the lower bounds derived in this

paper.
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Some Considerations on the Application
of the Volterra Representation of Nonlinear
Networks to Adaptive Echo Cancellers

By E. J. THOMAS
(Manuseript received October 19,1970)

In this paper we apply the Volterra representation of nonlinear systems
to the echo control problem and propose a generalized adaptive echo canceller
which compensates for nonlinear echo paths. We prove that the proposed
echo canceller converges and reduces the echo lo zero and finally we suggest
other applications for the system.

I. INTRODUCTION

The Volterra functional representation of a nonlinear system is a
generalization of the well known convolution integral used for linear
systems. The validity conditions for the Volterra model are suffici-
ently weak to be satisfied in many practical applications.

In this paper we apply the Volterra representation to the echo con-
trol problem and propose a generalized adaptive echo canceller which
compensates for nonlinear echo paths. We prove that the proposed
echo canceller converges and reduces the echo to zero in the absence
of noise. We also suggest other applications for the adaptive echo
canceller presented.

II. THE VOLTERRA FUNCTIONAL REPRESENTATION OF A NONLINEAR 2-PORT

For linear systems it is well known that the impulse response com-
pletely determines the input-output relationship. The output signal,
y(t), is functionally related to the input, x(t), by the convolution
integral,

v = [ et = ) d, m

where h(t) is the system impulse response. It has been demonstrated
by other investigators'=® that nonlinear systems, whose outputs do

2797
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not depend on the infinite past, obey a more general functional rela-
tionship,

v = ho() + [ (et = 7) dn

# [t et = e =

+2> [ [ htn, o ) Hatt—rydn. @
n=3 : —o0 —:T i=1

This is an extension of the familiar power series representation of
a memoryless nonlinear system and provides for the system to have
memory. It is applicable to all nonlinear systems whose outputs de-
pend on the remote past to a vanishingly small extent. For example,
it is not applicable to hysterisis and/or switching systems. The terms
of (2) were first studied by Volterra* and are called Volterra func-
tionals. The kernels, A,(s1, *+- , m.), are generally called Volterra
kernels.

For the systems that we are concerned with we will assume the
following:

(7) The zero input response, ho(t), is identically zero.
(72) The system is causal so that h,(ry, 72, -+, 7,) = 0 for any =, < 0.
(721) The system is stable so that for all n, ;

f f Py y oo+, m)Pdry ,drsy o0, dra < .
0 0
!

Because of ¢ we may rewrite (2) in the form

v = 3 ), ®)

n=1

where

w® = [ o [Chtn, ) [Tee—maanl. @

III. AN ADAPTIVE ECHO CANCELLER FOR NONLINEAR SYSTEMS

We will now generalize the adaptive echo canceller proposed by
Sondhi® to cancel the echo of a nonlinear echo path for which the
Volterra representation is applicable.
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Since the Volterra kernels are square integrable we may represent
them by an n dimensional generalized Fourier series,*”

hn(rl j Ty N Ry T") = Z Z Z ("i--i-.-."' in

ti=1 12=1
ks F.‘.(Tn)rn("'-z) == I‘in(r")v ('.))
where {T;(t)}* is an orthonormal set complete in the L2 space. The
coefficients of (5) are given by

P o 0 R

T (r)Ti(7s) -+ Ty () dry -+ - dry (6)

We will assume that the highest order nonlinearity is of order N. Then
substituting (5) into (3) we obtain

N 0

)y = 2 > fj fj (6 - f” T, (r)a(t — =) dr

n=1 iy=1 14=1 in=1 0

f’ P el — i) o f T, (r)xlt — ) dre . (7)

Before we proceed it will be convenient to adopt a shorthand nota-
tion. We will define

,Z<->E_ii~§<-), ®)

Cio=Ci\isiniiin s (9)
and
w;, = “m I (r)xt — 7,)dr, . (10)
Thus, (7) becomes
y(t) = Z\:, 2 Crwsw, - wi, (11)

Now consider the system shown in I'ig. 1. It contains N subsystems
designated by the circled numbers. The filters having the set of mutually
orthonormal impulse responses |T', (1)} and the set of outputs jw;,}

*Some typical sets {Tx(t)} are the impulse responses of tapped delay lines or
Laguerre networks.
t Note that w;, is a function of ¢ although it is not explicitly shown.
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due to the input 2(f) are common to all the subsystems. Subsystem 1
produces the output of the filters taken one at a time. Subsystem 2
produces all possible combinations of the product of the filter outputs
taken two at a time (i.e., w;,w;,), and subsystem N produces all possible
combinations of the filter outputs taken N at a time (i.e., w;, w; Wiz ***
w,,). Every output tap of every subsystem has associated with it two
multipliers and an integrator connected in the configuration shown in
Fig. 1 for only three taps. Other quantities pertinent to the discussion
below are also defined in Fig. 1.

We will now show that the tap gains, G;,(t), of the system converge
to the generalized Fourier coefficients C;, of (6) and, consequently,
that 7(f) converges to y(f) so that the residual echo, z(f), vanishes.

We first define

Rli(t) = Cli - Gli(t)' (12)

Then, by inspection, the equation governing the gain of each of the
taps of the pth subsystem is

N
dGét(t) = |K |w.~.w,<, e W, Z Z 1‘3,"(011)'.lwi= ceew; : (13)
n=1 In
From (12) we see that
dRr; () _  dG, ()
dt dt

(14)
Also,

dR;,(1) dRy(1)
dt dt

Applying (14) and (15) to (13) we obtain

= 2R;,(1) (15)

2 N
d—IBéziQ = _'2 l K I R;,,(t)w,—,’w.-, e e ’w;, Z Z R["(t)wi‘wi: LEC w,-n .
n=1 In

(16)

Summing over all the taps within the pth subsystem, and over the
N subsystems, yields

fi% Z ZRi(t) = —2 I K | (Z ZRlp(t)w-‘,wi, ’win) d 17)

p=1 Ip n=1 In

Note that the right-hand side of (17) is always negative or zero.

* Where the set (s *** %) are the components of /.
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Also note that

Y(t) = Z IZR?,(t) = 0. (18)

Thus, we have a nonnegative function, whose derivative is always
nonpositive, and conclude that ¢(t) must be nonincreasing. It is
strictly decreasing whenever

f: 2 B (wiwi, -+ wi, # 0.

n=1 I,

Since, in general

w; Wy, o wy, # 0,
it is clear that
lim () = 0. (19)
Since every term in y(t) is positive, we further conclude that
lim R, () =0 for p=1,2,---,N. (20)

t—o0

Applying (20) to (12) we see that

limit Gjp(t) = C)'p ’ P = 1, 2, R ,N. (21)
=00
Thus we have shown that the tap gains converge to the generalized
Fourier coefficients of h,(ry, ***, ), which is what we set out to
prove.

The reader can no doubt appreciate that solving (17) for anything
but the final value would be difficult and would only be valid for a
specific z(t). The solution for even a very simple input signal may
not, be tractable. We will not attempt such an analysis here. However,
from (17) we see that the larger we make |K| the quicker the echo
vanishes. However, |K| cannot be made arbitrarily large because
doubling talking periods* will cause divergence problems.

IV. EFFECTS OF CIRCUIT NOlst AND OTHER CONSIDERATIONS

The previous analysis assumes a noiseless output signal y (¢). When
circuit noise, n(t), generated in the echo path is present equation (17)
would be written as

* Doubling talking is said to occur when both speakers in a telephone con-
versation are speaking simultaneously.
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|=

; IZ Ri,() = —2|K | (. ZRh(t)w.-,w.-, w)

T

t

N
—2|K [n(l)(Z R, (Hw; w,, --- w)
n=1 1Ia
By choosing |K| small so that the rate of change of the G, is small,
it is reasonable to assume that n(t) is statistically independent of all
other variables in the equation. Then, assuming n(f) has zero mean,
upon taking the ensemble average of both sides of the above equation

we obtain

(£ £r0))
=—2|K| <(Z\: ’Z R, (Dw;w;, +-- w.-,.)o>' (22)

n=1 n
The same argument used before then yields

N

lim { > ZR?,(z)> = 0. (23)

{—c i=1
Of course, before this limit is reached our statistically independent
assumption would no longer be valid, but at least we may conclude
that convergence will take place until the noise power becomes com-
parable to the echo power.

There are several other difficulties associated with the echo can-
celler. Recall that we represented the nth-order Volterra kernel by an
“p” fold infinite summation [equation (5)]. Obviously, if such a sys-
tem is to be implemented it cannot include an infinite number of
elements and (5) can only be approximated by

Jy Ja

NP PN DD JEE Z Givirooee e Da(r)Taa(ra) + -+ T,
(24)

where the J's are finite and as small as possible for an adequate descrip-
tion.

Furthermore, even if the J's are small the system shown in I ig. 1
requires a large number of components. However, one point may not
be obvious. It can be shown that the Volterra kernels are symmetrical.’
As a result it may be verified that all the C,,.,...;, are equal for any
permutation of a specific set of numbers 7,, %2, +++, 1,. For example,

Cios = Ca = Cii12 = Cayy, ete..
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Since the set of gains, G,...;,, for any combination of a specific set of
integers 7, --- 7, are the result of the same physical operations, only
one tap is required to account for all such terms. For example, consider
the w,w, tap and the wyaw, tap. From Fig. 1,

G = f'wlw'l[y(t) - ?)(t)] dt’

G = [ wanly) — 90] de.

It is obvious that
Gy = G
The contribution of ,, and G, taps toward 7(t) is given by
P(@) |12 = Graww, + Guwaw, = (Ghz + Go)wi, = 2G04,

Thus, the G, and G,; taps may be replaced by a single tap. Any set
of taps, G.,....., for any permutation of a specific set of numbers,
%, *++ 1,, can be replaced by a single tap. This considerably reduces
the total number of taps required.

V. OTHER APPLICATIONS

Although we have stressed the echo cancellation application, these
ideas may also be useful in other areas. Two possible uses are described
below.

5.1 Compensator for a Nonlinear System

Assume that we wish to linearize the nonlinear system shown in
Fig. 1, such that the resulting output, z(f), can be expressed by the
linear convolution integral,

alh) = f " bl — ) dn (25)

This can be done by first allowing the adaptive system of Fig. 1 to
converge long enough so that the members of the set {G;,(f)} can be
considered to equal the corresponding members of the set {Cy,} [equa-
tion (21)]. After convergence, the members of the set {G;,} are forced
to zero while the members of the sets {Gy,} , 7 # 1 are fixed at the values
determined previously. As a result the compensated output will satisfy
equation (25).
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5.2 Nonlinear System Synthesizer

Suppose one wishes to study the electrical characteristics of a non-
linear system which cannot be brought into the laboratory. He could
do this by making input/output tape recordings of the system, and use
these as an input to a computer simulation of the adaptive system of
Fig. 1. A good choice of an input signal would be white noise or any
other easily generated broadband signal. By allowing the simulation
to converge and then fixing the tap gains (7;, at their final value, the
nonlinear characteristic can be identified. Then it ean be determined
how the field system will behave for any arbitrary input by applying
this input to the computer simulation with the tap gains fixed at the
values determined previously.

VI. SUMMARY AND CONCLUSIONS

The Volterra representation is a concise method of characterizing
nonlinear systems with memory when the output does not depend on
the infinite past. It is a generalization of the convolution integral
used in linear analysis, and many familiar concepts may be extended.
Using the Volterra representation, we have proposed a generalized
adaptive echo canceller capable of nonlinear compensation. A dis-
advantage of the proposed echo canceller is its complexity. The pursuit
of these ideas would be greatly enhanced if an efficient means of meas-
uring the Volterra kernels of an unknown network could be found.
The author and other researchers are presently working toward this
end and several ideas have been proposed. To date, unfortunately,
they all suffer from the complexity problem.
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Some Comparisons of Load and Loss Data

With Current Teletraffic Theory*

By R. I. WILKINSON
(Manuscript received February 26, 1971)

Data are presented and compared with current traffic loss theory in three
trunking areas: high-usage groups; full (nonalternate routed) groups;
and final groups. Both single hour and average busy season busy hour load-
loss comparisons are made. M ethods of estimating offered loads from carried
loads, and from the proportion of calls blocked, are considered. The blocking
which results from offering nonrandom traffic to overflow groups is dis-
cussed. Modifications in the theory commonly applied are indicated in each
case when necessary to obtain satisfactory agreement with observed values.

I. INTRODUCTION

The ultimate test of theory is comparison with reality. The procure-
ment of reliable and reproducible traffic data is relatively difficult
since little control can be exercised over the character and level of the
input to the load carrying system without invalidating the genuineness
of the input. There is then a continuing need to compare the com-
monly used load-loss relations with observations made under a variety
of trunking configurations and load characteristics. Data are presented
here and compared with loss theory in three trunking areas: high-
usage groups; full (nonalternate routed) groups; and final groups. The
various findings are summarized at the end of the paper.

1I. HIGH-USAGE GROUP STUDIES

2.1 Loads and Losses on High-Usage Groups

It is commonly assumed that the requirements of a “random” or
Poisson input are met until originating traffic has passed through a
restrictive group of paths or switches. It would be difficult and cer-

* Substantially as presented at the Sixth International Teletraffic Congress,
Munich, 1970.
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tainly impractical in most operational situations to check such an
assumption by examining the call arrival instants or to analyze their
interarrival times, as well as make a corresponding study of their
service times. Since in any event exact conformity with the theoretical
assumptions could not be found, the question would remain as to the
relative adequacy with which they were met.

The traffic engineer’s usual wish is to describe the blocking which
will oceur in real-life situations when a given average load is offered
to a group of paths or switches. It will generally suffice then to com-
pare observed load versus loss relationships with those theoretically
derived, rather than attempt an assessment of the agreement of more
basic requirements.

The simplest trunking situation oceurs when a parcel of traffic
arising from an indefinite (but potentially large) number of customers
is offered to a full access high-usage trunk group. A high-usage group
is presumed here to receive calls quite directly from customers without
earlier significant constriction and serves them immediately if paths
are available. If, however, all of the high-usage trunks are busy, ar-
riving calls are alternate routed to other groups in the hierarchy; and
negligibly few calls return to the high-usage group for retrial. Thus the
conditions for the application of Erlang’s loss formula are apparently
well satisfied. How well do observations made in actual exchanges
agree with this theory?

Data of the above character have been obtained on many high-
usage groups, both interlocal and intertoll. For making comparisons,
hourly readings of three recording registers are commonly taken:

(z) Number of calls offered, m
(77) Number of calls blocked, n
(1#7) Average number of calls seen on trunks during the period by
switches-in-use counts taken every 100 seconds, giving an estimate
of the average load carried in erlangs, £.

Observations made by A. Descloux' indicate that a substantially un-
biased estimate a of the hourly offered load is obtained from

oee/(1-2)

Typical results of plotting proportion blocked, n/m, versus load offered
a are shown in Figs. 1, 2, and 3. Figures 1 and 2 are for interlocal groups
studied at an Arlington, Massachusetts, No. 5 crossbar office, and at
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Kildare (Chicago), a No. 1 crossbar office. Figure 3 data are on intertoll
groups at Memphis, Tennessee, a sectional center in the toll hierarchy.

We know that over a long period an equilibrium load of a erlangs will
show a significant hour-to-hour variability in offered loads.” Also, when
such variable loads are offered to a trunk group, we should expect the
individual hour losses to tend to fall on the convex side of an arithmetic
plot of the long-run theoretical load-loss curve, since when aggregated
their average loss should just meet the theory. To examine this phe-

1.0
— — — OBSERVATIONS (NUMBERS ARE GROUP -HOURS OF DATA)
ERLANG E; THEORY q
09 0
a8

GROUP 23 ARLINGTON
GROUPS 6, 43 KILDARE

o
~

o
o

GROUP 12 ARLINGTON
GROUPS 5,88 KILDARE

o o
S 0

PROPORTION OF CALLS OVERFLOWING
°
w

0.2

7 TRUNKS
20 GROUP 18 ARLINGTON
GROUP 38 KILDARE
GROUP 90 KILDARE
o.

A=AVERAGE LOAD OFFERED IN ERLANGS

Fig. 1—Comparison of Erlang's loss theory with observations on interlocal
high-usage trunk groups: busy hour, Arlington, 29 days; and busiest 3 hours,
Kildare, 20 days, 1958.
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Fig. 3—Comparison of Erlang’s loss theory with observations on intertoll high-
usage trunk groups, Memphis, 1957-1958: 5 trunks to Milwaukee, 11 trunks to

Cleveland.
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nomenon under controlled conditions two simulations were run with a
designed offer of 1.50 erlangs comprised of 180-second exponential
holding time calls. The actual average offer observed was @ = 1.485
erlangs to 1 trunk for 400 hours, and 1.409 erlangs to 4 trunks for 100
hours. The results are displayed on Fig. 4. The individual hour losses,
while conforming generally to the shape of the theoretical curve, appear
to be slightly more linearly disposed. As longer summary periods are
used, the observed values would be expected to approach the Erlang
loss curve. This is seen clearly in the simulation results. A slight sem-
blance of this tendency is seen on Figs. 1 thru 3, but it is considerably
obscured by other fluctuations.

0.8
0.7}
a=1.485
E=0.601 "\
0.6}

SIMULATION
400 HOURS N
\57

ERLANG

n 36
0.5 THEORY

0.4 -

03—

PROPORTION OF CALLS BLOCKED

ERLANG
THEORY

o 10 gMULATION

=100 HOURS

S~50 2-HOURS

] ]

0 0.5 1.0 1.5 2.0 2.5 3.0
OFFERED LOAD IN ERLANGS

Fig. 4—Load vs loss simulation, with equilibrium offered loads, results summarized
by 1- and 2-hour periods. (Numbers at points show hours of data averaged; a and E
are mean values for all hours.)
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We are directed to the conclusion that although Erlang’s loss theory
is properly applied only to a system operating in statistical equilibrium
over a long period of time, for engineering purposes it is suitable for
describing conversation type traffic load versus loss results summarized
by periods as short as one hour (summary period =20 average holding
times).

2.2 Kstimation of Hourly Offered Loads from Switch Counts

It is customary to furnish only a switch counting device on high-usage
trunk groups, and to depend on the accuracy of Erlang’s load-loss rela-
tion,

a’ /!
1+a+a*/2!+ -+ +a/a!’
to estimate the corresponding offered load by solving for a in
t = a[l — E,.(a)] 2

where z is the number of trunks in the group. Descloux! has shown
that a certain amount of bias occurs by this method. The reason for
this is made clear by examining Fig. 5.

Figure 5a shows the loads offered, as estimated by equation (1), to
three 1-trunk groups during the 3 busiest hours of the day for 20 busi-
ness days. The load carried (= occupancy here), as determined by
switeh counting, is plotted as the ordinate. The Erlang relation is
drawn as the solid line.

The points comprise a correlation scatter diagram. The classical
regression line of “y on x,” that is, the average value of carried load
for a selected average offer, would be expected to agree with the
Erlang loss relation, since the latter is derived on the basis of offered
load as the “independent variable.” The “y on z” regression line gen-
erated from the data is indeed seen on Fig. 5b (dashed broken line) to
conform nicely with the Erlang theory.

Unless there were perfect correlation, the “x on y” regression line
could not be expected to agree with Erlang’s theory, and this is
corroborated by the observed regression (solid broken) line on Fig. 5b.
At lower than median occupancies (and offered loads) this regression
line lies slightly below the Erlang theory, and for larger than median
occupancies, it lies consistently above. Thus when estimating offered
loads from carried loads by Erlang’s loss formula [equation (2)] we
should expect the values to be smaller than true for lower than aver-
age occupancies, and greater than true for larger than average occu-

E, (a) =
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Fig. 5—Carried vs offered loads, data on three 1-trunk high-usage groups,
Kildare, 1958, 3 hours per day, 20 business days. (a) scatter diagram, (b) observed

regression Jines.
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pancies. For example, for one trunk at an observed load carried
(occupancy) of 0.75 erlang, Erlang theory would predict an offered
load of 3.0 erlangs, while the observed regression line would more
nearly suggest an offer of 2.64 erlangs, a difference of 14 percent.

An appropriate theoretical expression for the “x on y” regression
in this circumstance is difficult to generate, depending partially as it
does on the day-to-day distribution of the offered loads, and this last
becomes a matter of observation of customer characteristics. Since the
regression lines may be decidedly nonlinear, the theoretical approaches
of simple correlation theory are inadequate. In the face of such dif-
ficulties, one reverts to the reduction of data taken in the field for
practical estimating results.

Figure 6 shows the ratio of two estimates of the offered load, as/a; ,
versus observed occupancy of several 1-trunk groups. Here a, is the
assumed unbiased estimate from equation (1), and a. is from equation
(2), the latter making use only of the carried load measurement. In
spite of the rather wide differences in loading among the five groups
shown, the as/a; ratios are quite similar and one would not have too
much difficulty in drawing a central ratio line through the field for
general correction of a, values.

Figure 7 shows a similar chart for three trunks, indicating the ten-

OCCUPANCY

. Fig. 6—Ratio of estimates of single hour loads offered to 1 trunk. Estimate @
1fs fl'Ol{l switch and call counts, estimate a. from switch count and Erlang’s loss
ormula.
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Fig. 7—Ratio of estimates of single hour loads offered to 3 trunks. Estimate a
is from switch and ecall counts, estimate a. from switch count and Erlang’s loss

formula.

dency for the ratios to approach 1.0 with increasing trunk group size.
Figure 8 shows a rough summary of the occupancies at which the
ratios would exceed 1.05 with various-sized trunk groups. Thus one
might conclude, for example, that estimates by Erlang’s loss formula
of hourly offered loads on 12-trunk groups would not be acceptable
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2 0.701~ OF CURVE A
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0.50— HIGH USAGE GROUPS SUP-
2 PORTING EACH POINT
0.40 ! I I 1 ! I
o 4 8 12 16 20 24

= NUMBER OF HIGH USAGE TRUNKS IN GROUP

28

Fig. 8—Median occupancy (load per trunk) beyond which ratio as/a: for

single hours exceeds 1.05 (approx.). Kildare data for 3 morning hours.
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without correction (that is they would over-estimate by more than
5 percent) for occupancies greater than 0.75.

2.3 Estimation of Average Overflow Load from Average Offered Load During
a Busy Season

When an offered load a varies from hour to hour in excess of the
amount expected in 1-hour segments of a longtime load in statistical
equilibrium,” the average overflow @ over a period of time will exceed
that estimated by entering the Erlang loss relation with a, that is,
& > a-E, .(a). This result is caused by the always concave upwards
shape of the offered load, overflow load curves. The amount of such
excess will depend strongly on the magnitude and character of the
offered loads; in any event as a gets larger, the effect decreases for a
given size of trunk group.

Numerous studies have shown that day-to-day busy hour variations
in the busy season tend to follow a Type III Pearson distribution,

0(a) = Ka'e ", (3)

in which the constants are determined from the mean @ and variance
v of the data, as

h=apn—1

c = ak
and K is the normalizing coefficient, ¢"+*/T'(h + 1). Typical is the
example shown in Fig. 9 for a 9-trunk interlocal group in which @ =
5.72, Var(a) = 1.61, yielding A = 19.20, ¢ = 3.55.

Again, there is found a considerable correlation between the day-to-
day variance and the mean of such a distribution. Figure 10 shows on
a log-log plot the field of variances versus means of loads offered
during 3 hours each day for 20 days on 72 high-usage interlocal groups
at Kildare office. Summaries at other exchanges in the United States
confirm a similar association of variances and means. The general
line of regression of variance on mean for the corresponding scatter
diagrams is shown by the solid line, whose equation is approximately

Var (a) = 0.31a. (4)

(A dashed line has also been drawn to approximate the major axis of
the elliptical pattern of points. Its equation is

Var (a) = 0.13a"*. (5)

It will be referred to in a later section.)
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If the Erlang loss formula can be used to estimate the proportion of
calls which overflow a high-usage group during a single hour, the average
load overflowing, &, over a series of hours is then calculable from

a= [ ak (@) da. ©)

Similarly, the day-to-day variance of the overflow loads is determined
from

@

Var (a) = f aE, .()]*0(a) da — &. )
Curves have been calculated by numerical integration, using the regres-
sion relation of Fig. 10, which give the ratio of & to «, , the latter being
the overflow corresponding to an offer of @, found according to

a, = ak .(a). (8)
Values of @/a, are given on Fig. 11. At constant loads on the last

trunk (shown by dashed lines for 100 call seconds per hour, or CCS)
the ratios @/a; are relatively constant; hence a simple table, Table I,

0.98 <

0.85—
_.—OBSERVED 19 HOURS

o
A 0.90 a=5.72, VAR (@)=1.61

H LOADS
°o o
3y
S o
T

- TYPE IIT FITTING CURVE

0.50 |- h=19.20, c=3.55

0.30—
0.20—

0.10 -

0.05

PROPORTION OF HOURS WIT

0.01 1 | 1 | | 1 N |
9

d = OFFERED LOAD IN ERLANGS

Fig. 9—Variations in day-to-day busy hour loads, Kildare group No. 67, 9
trunks, 20 days.
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Fig. 10—Day-to-day variance vs average load in clock hours, 72 interlocal high-
usage groups, 3 hours, Kildare, 1958.

using the last trunk load as the index is adequate for many working
purposes. An example of the need for correcting by the factors of Table
I is shown in Fig. 12. In the left diagram, uncorrected o, values are
plotted against average overflow loads, &, , calculated by the believed
generally unbiased procedure

n,/m;

Z G ©
where s is the number of hours summarized for each group. [Compare
with equation (1).]

After correction the overflow estimates are shown in the right diagram
to be in much better agreement with the &, values.

2.4 Estimation of Average Offered Loads from Average Loads Carried

To obviate the labor of caleulating individual hourly estimates of
the offered loads from observed hourly carried loads on high-usage
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a = AVERAGE OFFERED LOAD IN ERLANGS

Fig. 11—Correction required in «; to estimate &.

groups (which would in turn require a correction as discussed in Section
2.2), the carried loads ¢ are commonly averaged first, and this average
Zis then entered in Erlang loss theory curves or tables to obtain a; from

{ = a1l — E, .(a7)]. (10)

One needs then to compare a; with the true offer a. This is done as

follows. Choosing a value of @ as the offer to z trunks, & is obtained

by correcting a, employing the appropriate factor from Fig. 11. One
then obtains ¢ from

(=a—& (11)

TABLE [—CORRECTIONS IN a; TO ESTIMATE &

Range of Corrections Corrections to ay
Load on the Last Trunk Seen in Fig. 11 for Practical Use
CCs erlangs
8 0.22 1.32-1.37 1.33
10 0.28 1.22-1.28 1.25
12 0.33 1.16-1.21 1.20
14 0.39 1.11-1.16 1.15
18 0.50 1.05-1.09 1.08
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Fig. 12—Effect of corrections by Fig. 11 on estimates of overflows from high-
usage groups of Kildare Tandem No. 1, 9-10 A.M.

since that load which does not overflow must naturally be carried.
Relation (10) then gives a; . A field of values of @/a; have been calculated
and form the curves of I'ig. 13. We see that the ratio is sensitive both
to proportion of overflow and to the number of trunks.

Corresponding data for Kildare groups are shown on Fig. 14. Similar
forms of probability density distributions are observed.

It will be noted that there is a generally maximum ratio on I'ig. 13
which tends to occur roughly at E, .(a) = 0.2, that is, at an expected
overflow of 20 percent. It is interesting that this maximum correction
required on a; occurs squarely in the middle of the most common
economic high-usage group operating levels.

For practical use we have constructed the traces of the 3-dimensional
surface of Iig. 13 which correspond to several values of ‘“‘economic
CCS on the last trunk.” (IYor a discussion of economic CCS, see Ref. 3,
Section 7.6.) The theoretical @/a; ratios for 8, 14, 20, and 25 CCS on
the last trunk are shown on Ilig. 15. Comparison with data taken on
a number of intertoll high-usage groups at Memphis, Tennessee, is
shown in Fig. 16. Although the dispersion among individual groups is
considerable, the grouped average values show reasonable agreement
with theory. Table II shows the values of corrections to a; required
to best approximate the true offer a@ for 20 days of data, for the four
selected last-trunk CCS. A brief study indicates that when the busy
season includes fewer than 20 days, the required correction is somewhat
smaller.
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Fig. 16—Comparison of theory and data in corrections of az to estimate @, intertoll

data at Memphis, 1957-1958.



2824 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1971

TABLE II—AvVERAGE CORRECTIONS TO BE APPLIED TO a; TO OBTAIN
ImPROVED ESTIMATES OF @

(¢ determined as 20-day average)

No. Trunks Correction Factors for y CCS on the Last Trunk
y = y = 14 y =20 y =25
1 1.16 1.14 1.11 1.07
2 1.10 1.09 1.08 1.06
3 1.07 1.07 1.07 1.05
4 1.05 1.06 1.06 1.05
5 1.04 1.05 1.05 1.04
6 1.04 1.04 1.05 1.04
7 1.03 1.04 1.04 1.04
8 1.03 1.04 1.04 1.04
10 1.03 1.03 1.03 1.03
12 1.02 1.03 1.03 1.03
15 1.02 1.03 1.03 1.03
20 1.02 1.02 1.02 1.02
25 and up 1.01 1.02 1.02 1.02

2.6 Estimation of Average Offered Loads from Average Overflow Ratios

To monitor the level of traffic flow in some systems, a pair of
registers which count numbers of calls offered m, and numbers of calls
blocked n, are provided instead of the more common carried load
meters. The value n/m is called the overflow ratio. Descloux® has
shown that, under the condition that the observation period is long,
say 20 holding times, little bias exists in estimates made of individual
hourly offered loads to high-usage groups when a is determined from
the Erlang loss relation

E, .(a) = n/m. (12)

To increase the reliability of such estimates, the overflow ratios for
a number of hours are commonly averaged and entered as for a single
hour in equation (12). We inquire whether the estimate of average
offer, a;;;; , so obtained is unbiased, or requires correction. The expected
loss probability when a load @, varying from hour to hour according
to 8(a), is submitted to r trunks is

B = [ " B, .(@)6(a) da. (13)

When a constant load equal to the average load a is offered to z trunks,
a loss probability E’ will result,
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B = B, .(a). (14)
In general E will be different from E’.

Suppose that actual busy hour overflow ratios are observed over
a period of days, and averaged giving n/m. If @ is estimated as a,
through equating n/m to E in equation (13) we should expect a, to
be unbiased since both n/m and E contemplate the presence of day-
to-day variations, the first in reality, and the second by the inclusion
of 8(a) in equation (13). However estimating @ through substituting
n/m for E’ in equation (14) will yield ;7 , containing a certain amount
of error since it merely determines the single hour load corresponding
to the average loss.

A range of offered loads to trunk groups of size 1-24, covering the
cases of 8 to 18 “CCS on the last trunk,” has been studied and a./a,/;
plotted against the numbers of trunks. This is shown in Fig. 17. For

1.20—1(®—
NUMBERS IN CIRCLES ARE

lier— APPROXIMATE CCS ON THE
LAST H.U. GROUP TRUNK

118
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112
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0.94 ] ] | ] 1 ] | | 1 1 !
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NUMBER OF TRUNKS IN HIGH USAGE GROUP

Fig. 17—Correction required in offered load estimated from averaged n/m
readings.
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one and two trunks the estimation procedure based on equation (14)
considerably underestimates the average offered load; but beyond
four trunks, overestimates of the true average offer are generally made.
The cause of the inversion in the correction required lies in the shapes
of the Erlang load versus loss curves in the ranges of interest. The
one- and two-trunk curves are predominantly concave downwards
(see for example Fig. 1), while for the larger trunk numbers the curves
are concave upwards. Only for the one-trunk case are the corrections
sufficient in most practical situations to warrant their making. Here
a median correction is about 1.18.

Available data for groups having call and overflow counters, while
showing considerable dispersion, confirm the shape and location of
the correction curves of Fig. 17.

III. GROUPS WITHOUT ALTERNATE ROUTES

There has long been interest in the different theoretical formulas
used by American and European administrations for engineering inter-
local trunk groups. The former have relied on the cumulative Poisson
while the latter have favored Erlang’s loss formula. What do data
taken on such groups indicate?

In 1959 data were taken on some 30 direct trunk groups terminating
in the Arlington, Massachusetts, No. 5 crossbar office. Hourly observa-
tions comprised numbers of calls offered to each group, the number
blocked, and, by switch counting, the average load carried. Illustrative
of these is group No. 26 with 32 trunks observed for 4 hours a day for
29 business days. Offered loads were estimated for each hour by equa-
tion (1). The load versus blocking relationship observed for 116 hours
is shown in Fig. 18. Superimposed is the Erlang loss relation. The
agreement is seen to be very good.

On Fig. 19 are shown only the twenty-nine 10-11 a.M. busy hour
loads of Fig. 18. The agreement with Erlang’s theory is again under-
standably excellent. Other group data comparisons were nearly as
satisfactory. We are led to conclude that Erlang’s loss formula de-
scribes quite well the hourly blocking for conversation traffic on direct
groups which do not have alternate routes. Apparently the return of
blocked calls here was of a nature that caused little disturbance of
the Poisson character of the offer—or perhaps they contributed to it!

In the lower section of Fig. 19 is shown a distribution of the busy
hour loads offered to group No. 26 as they varied from day to day
over the 6 weeks busy season. For the average offer of @ = 21.37
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Fig. 18—Comparison of load vs loss data with Erlang’s theory: full group No.
26 of 32 trunks, Arlington, 4 busiest hours of each day for 6 weeks, 1959.

erlangs, a variance Var(a) = 20.3 was observed. Since the probability
of loss curve in this range is concave upwards, the average loss for
all the hours tends to exceed the loss at the average load. Thus the
theoretical single hour loss at 21.37 erlangs offered is 0.0074. However
the observed average loss was found to be 0.0197 when hourly losses
were given equal weight (as in American practice). (If the losses had
been weighted by the corresponding offered loads, the average loss
would be still greater at 0.0267.)

Clearly, if Erlang’s formula describes well the losses for individual
hours, it will not usually give an adequate estimate of the average loss
over a series of busy hours. However, when the more conservative
Poisson summation values,

00 T —a

P(x;d)=zae )

= il

are laid on Fig. 19, they are seen to pass directly through the (un-
weighted) average loss point, indicating that at least for the amount
of day-to-day variation present in this sample of hours, the Poisson
provides just the right amount of “improvement” to Erlang’s loss
formula.
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Fig. 19—Comparison of load vs loss data with Erlang’s theory: full group No.
26 of 32 trunks, Arlington, 10-11 A.M. busy hour each day for 6 weeks, 1959.
(Numbers at points are hours averaged.)

There is then a particular variance of day-to-day busy hour loads
which when applied to Erlang’s loss formula will just produce the
average loss of the Poisson formula. Figure 20 shows a field of curves
indicating the Var (a) required for average loads, @, such that at the
loss levels given, the Poisson summation will closely relate the average
busy season busy hour loss to the average offer. On the same field are
shown the actual variances versus averages observed for the trunk
groups in the Arlington study mentioned above. It is seen that the
variances found in practice are such that at commonly used interlocal
average busy season busy hour grades of service, 0.005 to 0.03, the
Poisson summation provides an excellent means of specifying group
average capacity. It may be noted that in American practice, the
objective grades of service are set to be met by the average (unweighted)
blocking in the busy season busy hours.

The dashed line on Fig. 20 is a centrally located curve which describes
the general relation seen between day-to-day variance and average
load offered. It is interesting — and reasonable — that its equation is



LOAD AND LOSS DATA 2829

1000

500

200

50

20

0.2—

VAR (@) = DAY -TO-DAY BUSY HOUR VARIANCE

0.05—

0.02—

o.01L_91 TR (R (A [
0.1 0.2 0.5 1 2 5 (o] 20 50 100 200 500

3= OFFERED LOAD IN ERLANGS

Fig. 20—Variations in time consistent hourly loads on 32 direct groups of
trunks: Arlington, 4 busiest hours of each day for 6 weeks, 1959, compared with
“Poisson assumption.”

Var (@) = 0.13 @ where r = 1.538, identical with that of the central
axis line drawn through the high-usage group observations on Fig. 10.
The dotted line on Ilig. 20 results from choosing » = 1.50; it corresponds
nicely with Poisson blocking of 0.01 for loads of 10 to 100 erlangs.*

* It may be noted that Bell System traffic capacity tables for nongraded groups
carrying random and nonrandom offers have been generated at several blocking
levels, and contemp]ate the following hour-to-hour load variations: Single hour
blocl\mg “low” hour-to-hour variation (r = 1.50); “medium” hour-to-hour
variation (» = 1.70) ; “high” hour-to-hour variation (r = 1.84). At loads of one
erlang, these several traffic tables contain the same allowance for day-to-day
variations. Below one erlang the theoretical day-to-day variations, while inverted
from their relative posmom at loads above one erlang, are small compared with
the momentary variations inherent in random traffic. 2
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IV. FINAL GROUPS

Much has been written in the past on estimation of the effect of
the nonrandomness (peakedness) of overflow traffic from high-usage
groups upon the trunking requirements in final groups.® Studies have
also been made (as in the previous section) showing the added trunks
required to accommodate the increased demand on groups whose
offered loads show significant day-to-day variations.

The two effects will usually appear simultaneously in the engineer-
ing of final groups. Moreover, loads offered to final groups may be
expected to show generally larger day-to-day busy hour variations
than do loads to high usage and direct groups not having alternate
routes. Figure 21 shows a field of variance versus average loads
offered to 28 interlocal final groups in which negligible first-routed
traffic was present. A central fitting line, having the equation

].Og]u Val‘ (a) = 1.8404 loglo a — 0.8861, (15)
has been drawn through the points, or equivalently,
Var (a) = 0.13a"*". (16)

When this variation is assumed, the carrying capacities of 6 to 15

1000
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LOGyo VAR (3) =1.8404 LOG|p 8 ~0.8861—
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°

Fig. 21—Variations in busy hour loads offered to final groups in 28 interlocal
alternate route systems.
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trunks at an 0.02 average blocking are shown illustratively on Fig. 22.
For 10 trunks, for example, the erlang capacity for random traffic is
reduced from 5.08 to 4.47 erlangs, a drop of 12 percent resulting from
the day-to-day variations.

Similarly, if day-to-day variations are not introduced, but instead
a nonrandomness, characterized by a peakedness factor P.F. =
(variance) /(mean) = 1.5, is assumed, the capacity of 10 trunks is
reduced from 5.08 to 3.96 erlangs, a reduction of 22 percent.

When day-to-day variations and nonrandomness are jointly intro-
duced, the capacity of a group is further reduced; thus the 10 trunks
will now accommodate an offer of only 3.57 erlangs, a reduction of
30 percent from the basic Erlang loss formula value. It is clear that
each cause can produce substantial reductions in trunking capacity.

When the offer to a final group contains a significant fraction of
first-routed traffie, both the peakedness factor and the day-to-day
variations will commonly be lowered; the trunking requirements will
then be correspondingly reduced on both accounts.

An illustration of the importance of using theory which considers
both day-to-day variations and the peakedness of the traffic is given
in Fig. 23. The results are shown of observations on a Kildare final
group of 59 trunks, with 62 subtending high-usage groups plus 4 first-
routed traffic items. From high-usage group load and trunk configura-
tions the estimated peakedness factor of the final group offered load
is 1.93. The load-loss characteristics observed for the 20 days are:

Hour Average Day-to-Day Average
of Offer Variance of Blocking
Day (erlangs) the Offer Observed
9-10 A.M. 26.5 28.5 0.001197

10-11 A 44.0 180.3 0.04570

As seen on the figure, the simple Erlang loss values (dotted lines) are
an order of magnitude below the observed losses. Although allowance
for nonrandomness (dashed lines) makes a marked improvement, it is
still far from describing the actual losses. Nor is the Poisson model
(dots on Fig. 23), which might be expected to compensate partially
for day-to-day variations in the 0.01 to 0.03 loss range, a nearly
sufficient improvement. But employing the typical day-to-day vari-
ance magnitudes of Fig. 21 in conjunction with the estimated peak-
edness of the offer, the solid line load-loss curves for 58 and 60 trunks
exactly bracket the average loss values seen for 20 days for the 9-10
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Fig. 22—Final trunk group engineering with various assumptions as to the
character of offered loads. Average blocking = 0.02.

AM. and the 10-11 a.m. hours on the 59-trunk final group. Construc-
tion of such load-loss relations is described in Ref. 4.

V. SUMMARY

Examples have been given comparing observation, simulation, and
theory in various areas of traffic flow on trunks comprising direct and
alternate routed plans. Particular attention has been drawn to the
need for developing adequate relationships between offered, carried,
and overflow loads, both single hour and average busy season, suitable
to each operating condition. Where possible, a physical understanding
of the principal factors is followed by statistical theory which may re-
quire approximate numerical calculations. Further insight may be
gained from controlled simulations. In order for the relationships de-
veloped to be useful, they must finally be found to agree with the flow
of traffic in real situations.

The following particular results have been determined:

(7) Single hour load-loss relationships on high-usage groups are
found to be well described by Erlang’s E;, . (a) loss formula. Com-
parisons are made with data and simulations (Figs. 1, 2, 3, 4).

(77) Estimating single hour loads offered to high-usage groups from
observed carried loads by use of Erlang’s loss relationship yields too-
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large values at the heavier occupancy levels, and slightly too-small
values at low occupancies. This is explained and illustrated by re-
course to regression theory (Fig. 5). The magnitude of the corrections
needed are indicated in Figs. 6, 7, 8.

(#1) If busy season busy hour carried loads are first averaged and
this value entered in Erlang’s E,-relation the average offer will be
underestimated. Corrections required for a 20-day busy season are
given in Table IT and Figs. 13, 14, 15, 16.

(iv) Estimates of the average offer obtained from averaged hourly
blocking proportions show that both positive and negative corrections
may be required (Fig. 17). Except for the 1-trunk case, however, the
corrections indicated are small.

0.06
005|- o A7 s
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/ /
— 4 7/
0.04 / / s/
/ /
58, / s
0.03— / eo/ /  /
AVG. BUSY SEASON /o s8) _ J
THEORY P.F= 193 <— / // J 5?,
/ / /
0,02 - / /
= / d L 47 ERLANG E
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Tig. 23—Comparison of blocking theories with performance of Kildare final
group No. 1, 62 high-usage groups plus 4 first-routed items, 59 trunks, PF..=
1.93, 20 days. October-November 1958.
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(v) When a series of busy hour loads is submitted to a high-usage
group, the true average overflow load will exceed that estimated by
entering Erlang’s relation with the average offer. Corrections are given
in Table I and Fig. 11.

(vi) For full groups (i.e., those without alternate routes) it is found
that Erlang’s formula describes well the load-loss relation for single
hours (Figs. 18, 19).

(vii) When busy hour loads offered to full groups are averaged for
the busy season, the corresponding average loss will usually be better
estimated by the Poisson summation formula, if the loss values are
in the common range from 0.005 to 0.03 blocking.

(viii) Loads offered to final groups will normally be nonrandom
(peaked) and hence require special procedures for engineering. Ex-
amples are given in which both peakedness and day-to-day busy hour
variations are present. Unless both influences are allowed for, the
average load-average loss estimate may be far from that actually
observed (Fig. 23).
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When Are Transistors Passive?*

By B. GOPINATH' and D. MITRA*
(Manuseript received December 8, 1970)

The paper presents resulls on the stability and dynamic behavior
under large signal conditions of networks consisting of transistors and
sources connecled to a linear, passive, memoryless subnetwork. The tran-
sistors’ model incorporates various nonlinearities. A characteristic common
to the main results of the paper is that they relate to properties of the tran-
sistors alone and, hence, are independent of the passive part of the network.

Sufficient conditions are obtained for asymplotic and bounded input-
bounded output stability. The conditions impose restrictions on some of
the physical constants of the transistors’ model. These conditions have
an inleresting physical interpretation in terms of temperature differentials
in the transistor junctions. In particular, any transistor with the expo-
nential type of static diode characteristic is passive only if the ratio of the
junction temperatures lies inside an interval determined by the o’s.

In the state space of the network there exists a well-defined region R
specified by the transistors’ model with the property that constant terminal
states in R are independent of initial conditions. The region R 1is in a
certain sense maximal.

I. INTRODUCTION AND DERIVATION OF THE DIFFERENTIAL EQUATION

The network considered is shown in Fig. 1 and it consists of & number
of transistors connected to a subnetwork composed of voltage sources,
current sources, and linear, passive, memoryless devices such as resistors
and transformers. Sandberg' has analyzed the dynamic behavior of such
networks and has defined a class which exhibit various features of
stability. The results of this paper are essentially different in that they
relate to properties of the transistors alone and, hence, are independent of
the passive part of the network.

The analysis is concerned with certain network-theoretic properties of

* This paper was presented at the 1970 IEEE International Symposium on Cireuit
Theory, Atlanta, December 1970.
t The sequence of names was chosen by flipping a coin.
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TRANSISTOR 1 |TRANSISTOR 2|evevennans

QO 3

Fig. 1—General network containing transistors, sources, resistors, and transformers.

transistor models that are assumed in extensively used Network-Analysis
Programs, such as NET 1, CIRPAK, CIRCUS, ete., (see Ref. 2). The
intent of the paper is to study the large signal behavior of transistor
networks using this model and certain generalizations of it. Each transis-
tor is represented by a model of the type shown in Fig. 2 which takes into
account the nonlinear de properties as well as the presence of nonlinear
junction capacitances. Six parameters are associated with the model:
@y, e, T1y T2, €1, and Cs, all of which are positive; also a;, @, < 1. The two
nonlinear static diode functions are denoted by f,(-) and f,(-). Initially
it is assumed that f,(-) and f,(-) are monotone, strictly increasing
mappings of the interval (— «, =) into itself; f,(0) = f,(0) = 0, and
71(+) and f,(-) are continuously differentiable on (— e, «). Further
assumptions are made about f,(-) and f,(-) in the course of the paper.

Suppose the network has n transistors and with the polarity indicated
in Fig. 2 let v,;_; and v,; respectively denote the emitter-to-base voltage
and collector-to-base voltage of the 7th transistor. Similarly, let 2,;_,

<—a'i,r. —baz'l.f‘
M)
A\ _/ _/
) —if=fi(v)) | lp="fa(Va)= Lo

Fig. 2—Transistor model.
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and 7,; respectively denote the emitter current and the collector current
of the 7th transistor. An identical scheme of subscripting is used to
define f.(-), ¢;, and 7; for7z = 1,2, --- , 2n. v, 7, and F(-) are 2n-column
vectors formed by arranging {v.}, {7:}, and {f.(-)} respectively. In
applying the current law to the transistors’ model it follows that

1= %C(U) + TF(@) (1)

where
[CW]: = civ; + 7:fi(vy)
and T =T DT, P -+ @ T. the direct sum of n 2 by 2 matrices T'; in

which
—al 1

The subnetwork to which the transistors are connected is assumed to
impose a constraint of the form

i=—Gv+b (2)

forj=1, - ,n

in which G is the conductance matrix and hence G = 0,* and b is an
element of all real bounded continuous 2n-vector-valued functions of ¢
on [0, «).

From (1) and (2),

ditc(”) + TF@) + Gv = b. ®3)

The above equation is also derived in Ref. 1. Since all of the ¢; and ;
are positive and each of the f,(-) is continuous and monotone increasing,
C7'(-) exists; obviously C7'(-) is also strictly monotone increasing
and C"'(0) = 0.

II. ASYMPTOTIC STABILITY FOR THE UNFORCED SYSTEM

In this section we show how to prove an intuitively reasonable result
concerning the asymptotic stability of the system. A Lyapunov function
with a simple energy interpretation is introduced and used to prove

* @ 2 0 indicates that G is a positive semidefinite matrix. Unless otherwise stated,
G will only be assumed to be positive semidefinite.
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stability. Let

L) & Zfo " o de. @)

i=1
Since C;(-) defines the charge-voltage relationship in the nonlinear
junction capacitances, L(v) is the total stored electrical energy in the
network. It is easily verified that (Z) L(v) = 0, equality holding only
when v = 0, and (¢7) L(v) — « as ||o|| = «. Thus L(») is a Lyapunov
function if (d/dt)L(v) < 0. For the unforced network

d%L(v) = —v'TF@) — v'G. (5)

Clearly if »'TF(v) = 0 with equality holding only if » = 0 then L(v) is a
Lyapunov function since (7 has been assumed to be positive semidefinite.
It then follows from a well-known result in stability theory® that
v(t) > 0ast— o,

Note that for constant v the term v'TF(v) expresses the net power
flow into the transistors and if all the transistors are passive then
certainly »' TF(») > 0. However it is shown later that in certain abnormal
conditions the transistors are not all passive and the judicious choice of
the passive network allows one to extract energy from the transistors.
To show this we first prove the following:

Lemma 1: Given two real 2n-vectors x and y such that 'y > 0, there exists a
G > 0 for which the following holds

y = Gux. (6)

Proof. Define a 2n by 2n — 1 matrix Z such that the columns of Z span
the (2n — 1)-dimensional subspace orthogonal to z. Then Z'z = 0.
Since by assumption y is not orthogonal to z, ¥ is not an element of the
range space of Z and, hence, the columns of Z together with y span E*".
For these reasons the following construction of G,

- ‘
G—w(y!/y + 27", (M

suffices to prove the lemma.
When for some v, , v;TF(»;) < 0 then by Lemma 1 there exists a
G > 0 such that

TF (@) + G, = 0. S)

Hence with initial condition »(0) = w», the solution of the network
equation (3) with b = 0 is,
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() = 0 (9)

and the system is not globally asymptotically stable.

The above results may be summarized in the following:
Theorem 1: If v'TF() > 0 Vv # 0 then the network 1s globally asymp-
totically stable. Furthermore, if there exisls a v, such that v;TF(,) < 0
then there exists a G > 0 for which the system is not globally asym plotically
stable.

2.1 Sufficient Conditions for Asymplolic Stability

Consideration is given to the positivity of »'TF(v). Due to the quasi-
diagonal structure of T we need only consider in detail the behavior of

fz.'-l(vz-'—l)] . (10)
fzi(l’z-')
For notational convenience ai, ai, Vai—1, Vai, fai-i(+), and fai(+) are
respectively denoted by a,, as, ¥y, V2, f,(+), and f2(-).

Note that when 2,0, < 0, ¢(») = 0 and ¢(») = 0 only if v, = v, = 0.
Let v, 3 0, v, = pvy, and p = 0. Then

() = vfiv) — a0:f2(v2) + vafa(vs) — az¥afy (v1) (11)

1 i
e@a2io1 ) L 2i-1 Uz;)[ ou]

—ai 1

and

9(p) = 17‘&;((% = (1 — pas) + %‘(g%)l (p — ar). (12)

If p = a, then g(p) > 0 since 1 — ayer > 0. If p # ay, g(p) = 0if and
only if

1 — pas — fz(Pvl)_
w—p ~ h@) (13)

(1 — pas)/(ay — p) is plotted as a function of p in Fig. 3. The salient
features of the function for p = 0 are:

l—pag>l

for 0Sp<a|

a —p o

IIA
IIA
R | —

"~

0 for v <op (14)

< a, for al<p<°°

Now [f2(pv:)/f,(21)] is a monotone, strictly increasing function of p and
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1-pa,
ay=-p

1/a,

a; ——____
P

@y 1/a,

Fig. 3—Plot of (1 — pa)/(e1 — p).

[fz(Pvl)/fl(Ux)”p=o = 0. Clear]y if

JACTED) < 1_
and L) = a Vo #0 (15)
fz(i; Ul)
L) =

then no solution of (13) exists. Since g(p) is continuous in p, g(0) > 0,
and g(p) # 0 V p > 0, it follows that g(p) > 0 V p = 0. Hence sufficient
conditions for the positivity of »'TF(v) are:

fule) _ 1
and f2icad) T e Vo0 and ¢=1,2 ---  n. (16)
f2:(v) i
—=nl >
faima(aw) = ™
Remark:
f]‘z.’(ﬂg))) < 1 —_pm for 0<p= o
2i-1 (231 P V v F 0 (17)
>__1—pgg for l§P<°°
a = p az

is both necessary and sufficient for »'TF(v) > 0. However, the practical
value of such a condition is limited.
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2.2 Necessary and Sufficient Conditions for the Exponential Type of
Nonlinearities
The funetions f,(-) in the conventional Ebers-Moll model and in the
charge-control model® are of the following form:

fi(®) = a; (exp \v — 1). (18)

Such exponential nonlinearities are subsumed in a class of nonlinearities
with the following properties:

G) f.(v) = af(\w), 7 = 1,2, -+, 2n, where a; and \; are positive
constants.
(%) f(-) is a monotone, strictly increasing function.
(i77) f(0) = 0.
(i) lim,._, f(») = —1.
(@) lim,_, [f(ev)/f(2)] = 0 for all p where 0 < p < 1.

When the transistors’ static diode characteristics fall under this class
then the following is true:

necessary and sufficient conditions for »'TF(v) = 0 ('TF() = 0
only when v = 0) are

A=) o= | (19)

fore =1,2,--- ,n.

Sufficiency follows from the definitions and (16). For the necessity
part consider the case when v,,_, — — o with the remaining 2n — 1
variables fixed. It is necessary that the coefficient of v,; -, in the expansion
of »'TF(v) approach a nonpositive value, i.e.,

].U;n {faicat) — a:fm’(”)l <0 (20)
fori =1,2, ---,n.
Similarly,

lim {f2:() — eifeina@)) =0 (21)
fori = 1,2, --- , n. Hence

— Qi1 T 8y = 0

and,

IA

0

—Qz; + oz,
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or
i Qa1 1
< < = 22
- a2 ~ @ ( )
fori=1,2, - -+, n. To obtain the remaining conditions consider equation

(12) in the notation of this section. By property (v),

. fz-‘(Pvz-'—l)
l e e
nilmx-'no fzi—l(vz.'—l) 0
Az"_

forallpsuchthatp<—xr and z2=1,2,--- ,n.

Hence, a necessary condition for the positivity of »'TF(v) is: 1 — paj > 0
is implied by P < Az,‘_l/kg; ’ i.e.,

Aoiy < l
Ao = a; (23)
fori = 1,2, ---, n. Repeating the argument with the roles of v;;, and
v,; interchanged yields
of g B 24)
As;
forz = 1, 2, --- , n. This concludes the proof.

Remark 1: It is clear from the derivation that the conditions stated
in equation (19) with the ratios replaced by the appropriate limits
are necessary for the positivity of »'TF(v) when {f;(-)} are general
monotone, strictly increasing functions.

Remark 2: If condition (19) is violated then there existsa v, , || v, || < =,
such that v»;TF(v,) < 0. The proof is as indicated below.

Consider equation (12) and say A\;/A; > 1/a,; then for p such that
1/a; < p < N/, it follows from property (v) that there exists a V such
that for v, > V, g(p) < 0. Likewise, for a,/a, > 1/a, and p(p > 0) such
that (1 — a,(az/a,)) + plaz/a, — ay) < 0O-it follows from property (7v)
that there exists a V' such that for v, < V, g(p) < 0. For the remaining
possibilities the proof follows by interchanging the roles of v, and v, in
the definition of g(p) and proceeding as above.

III. PASSIVITY

This section is devoted to a discussion on condition (19) which has
been shown to be both necessary and sufficient for the passivity of
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transistors for which the static diode characteristics are of the form
fi(vi) = al(exp )\.'v,' —_ 1) (25)

in which a, and \; are positive constants. When the temperature in the
transistor is uniform, then from the well-known physical model,’ \; =
(¢/KT) where g, K, and T are respectively the electron charge, Boltz-
man’s constant, and temperature. However, when a temperature dif-
ferential exists in the transistor junctions, for instance in a p-n-p
transistor the temperature in the neighborhoods of the p-n and n-p
junctions are respectively T) and T, then the same physical model
holds’ and

_ 9 =
Nio = g and N = g
so that
Noioa _ Ty
Mme T (26)

Hence when the ratio of the temperatures at the base-collector and
emitter-base junctions of at least one transistor, say the 7th, lies outside
the interval [a! , 1/a}] then there exists a 2n-vector v, such that v; TF(v,)
< 0. Furthermore, by Lemma 1, there exists a positive definite matrix
G such that the solution of the network equation (3) with b = 0 and
initial condition v, is v(t) = v, . Then,

power delivered to the]r = 8y, = —iTF@) > 0.

passive subnetwork

The temperature dependence of the a,’s may similarly be exploited to
deliver power. The phenomenon of differential heating of transistors as
described above is the basis of the thermocouple effect and thermo-
electric generators.’

1V. BOUNDED INPUT—BOUNDED OUTPUT STABILITY

Tt is shown in this section that for a positive definite matrix G, bounded
inputs, and passive transistors there exists a bounded neighborhood of
the origin which, loosely speaking, is sure to contain the forced response
of the network. The norm used is the Euclidean norm.

Now

v'TF@) >0 Vo0 (7



2844 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1971

and let
o) || = K. (28)

L(v) is as defined in equation (4). For the forced system, » # 0,

—0'TF@) — v'Gv + v'b

Il

4 16)
< —'Go+ | 0'D |

—v'Gv + K ||v || by Schwarz’s inequality (29)

= Nl |+ K|[2]|

where A, 18 the smallest eigenvalue of G and is positive by assumption.
Hence when |[v]| = K/\uia, (d/dt)L(v) < 0. Thus there exists a 7' such
that fort > T,

IIA

1o 1| < 5

V. A PROPERTY OF TRANSISTOR NETWORKS

Let R = {v'| ' — v)'T[F@') — F(»)] > 0 Vv = v'}. Then: (i) if G
is positive definite, ' and b’ are constant vectors such that TF(') +
Gv' = b/, and ¢’ ¢ R, then for all inputs which approach b’ as t — =,
the state vector approaches »’ independent of initial conditions; (7z) there
exists a passive subnetwork for which the overall network is such that
if the terminal state corresponding to an input approaching a constant
vector is not in R, the closure of R, then there exists another input
approaching the same constant vector for which the terminal state is
different.

Remark: Tt has been pointed out by Sandberg' that the independence of
the steady state from initial conditions is a basic property, and in Ref. 1
it has been proved that if (7', G') belongs to a certain class then the region
R in statement 7 extends to the entire state space of the network. How-
ever, the region R defined here is independent of G.

In switching circuits with “memory” the dependence on initial
conditions is a salient feature. Statement (7) observes that the design of
such circuits be such that the steady states lie outside the region R, i.e.,
the steady state bias voltages violate the conditions which define the
region R. Of course, the fact that the transistors are passive merely
implies that R is non-empty, and their use in switching circuits with
“memory”’ is not precluded. Statement (7z) states that in a certain sense



TRANSISTOR MODEL 2845

the region R is maximal.
Proof: ()

TFQ@') 4+ G’ = b (30)
and

Ed;C(v) + TF@) + Go — b’ =TliillC(v) - C")}

+ T{F@) — FO')} + G — )

= b(t) — bV (31)
from (3) and (30). Define
e — 0, (32a)
C@) = Ce) — CO", (32b)
and
F@) £ F@) — F@'). (33)
From (31),
‘%C'(ﬁ) + TF@®) + Go = b(t) — V. (34)
Note that C,(+) fori = 1, 2, - -+, 2n are monotone, strictly increasing

mappings of the _real interval (— =, «) onto itself and C;(0) = 0;
also there exists C7'(-). Since ' ¢ R, #'TF(#) > 0. Also by assumption
for any ¢ > 0 there exists 7' such that

[[b(t) =V || £ Nnine for ¢t 2T (35)

where \.;, is the smallest eigenvalue of G. On applying the results on
bounded input-bounded output stability, as stated in Section IV, to the
system described by equation (34) it follows that there exists a 7" such
that for t > 7,

)\mine
)‘min

Ha@ |1 = [lo@® — " || < =€ (36)

and the proof is complete. _
(#7) It will be shown that if v, ¢ R then there exists a ¢ > 0 such that
TF(vy) + Gve = by , (37a)
TF(v,) + Gv, = by, (37b)
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and
Vo # 0y . (37¢)

In (37a) v, denotes the terminal vector corresponding to an input
approaching the constant vector b,. The solution of the network equa-
tion (3) with b = b,, and initial condition », is v(f) = »

The proof is by simply observing from the definition of R and Lemma, 1
that there exist »; and G > 0 such that

T{F(vs,) — F(')} + G(v, — v') = 0. (38)

At least when the static diode characteristics are of the conventional
exponential type the region R is easily obtained as shown below:

@ —)'T{F@') — F@v)} = #TD, F(p) (39)
where
1=v —0
and
D,. = diag (exp \o{, exp A\ad} , * - - , €XP Agalhy).

The necessary and sufficient conditions for the positivity of #'TD,.F(#)

7’
Vai

-;r‘ln M}
Azt Azt
R
,lll 4 VEIL-I
N\,

\ a.:
L1 3zt.'-"l Ln{—a‘ L}
Noloi 8511 8zi-123

I~
S =t 1n a2l
Aal Bi-123

Fig. 4—Region R for the 7th transistor (exponential diode characteristics).
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are, from (19),

o < Naia ’ @zi—y €XP (Nai—103i-1) < 1 (40)

R

a,; exp ()\2-‘1);-') [o7]

fori = 1,2, -+, n (40) is equivalent to

ol 2t g
| 2 o (41)
In {ggﬂ} £ Nai-2i-1 — Nots) S In{—a'h"_.
Ao;— Qo103
fori = 1,2, ---, n. The region R is plotted in Fig. 4.
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A Fast Amplitude Approximation
For Quadrature Pairs

By G. H. ROBERTSON
(Manuseript received April 13, 1971)

This paper gives an algorithm from which an approrimation to the
amplitude of a quadrature pair can be obtained simply and without re-
quiring more bits than are needed to represent the largest allowable ampli-
tude, A.

If A cos 6 and A sin 0 are a quadrature pair, the amplitude 1s

A = (A% cos® § + A® sin® 6).

If AX 1is the larger magnitude of the pair and AY the smaller, an ap-
proximation to A 1is

A" = AX + 3AY.

Compulations using this algorithm with random values of 8 showed that
when the true am plitude was A, the mean oblained was 1.087 A, with stand-
ard deviation 0.031A.

When A consists of a signal appreciably contaminated with noise so
that several estimates are required before the signal can be delected reliably,

no significant degradation (<<0.1 dB S/N) in detectability was found using
the algorithm described above.

I. INTRODUCTION

When a discrete Fourier transformation is applied to samples from
a data segment the results are usually desired in the form of phase
and amplitude estimates of the components into which the data is
resolved. When FFT* algorithms are used to perform the transforma-
tion the information from which these estimates are obtained is
usually produced in the form of quadrature pairs of numbers A cos 6,
and A sin 6, where A is the amplitude and 4 the phase of the estimate.
Obviously

A = (A* cos® 6 + A” sin® 6)%. (1)
2849
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The intermediate step in this computation of squaring the com-
ponents of the pair requires in general twice as many bits as are
required to represent A. Computing the squares requires appreciable
time as does the final square root computation. The situation is ag-
gravated by the fact that there are as many pair members as the
original data samples.

This paper describes the use of an algorithm which gives an
approximation that in many if not all cases is adequately accurate
and greatly reduces the computation time as well as promoting effi-
ciency in the use of hardware by not requiring more bits than are
needed to represent the final estimates.

1I. DISCUSSION

Let the larger of cos®d, sin?f, be represented by X? and the smaller
by ¥Y2. Then

Y*\!
A= AX (1 + F)
1y 1 ¥
=AX(1+-2-?—§)—(7+ ), @
where 1 = Y/X.
An approximation to 4 is thus
Y
A" = AX + $AY X/ 3)
which suggests the computationally more attractive form
A’ = AX + 347, 4)

Note that AX and AY are magnitudes and (4) implies that the ampli-
tude of a Fourier component is approximately the sum of the larger
and half the smaller of its quadrature pair magnitudes.

III. EVALUATION

Curve (a) in Fig. 1 shows a plot of (4) as # ranges from zero to
7/4 where the curve is reflected to § = =/2. The pattern is then re-
peated for the remaining three quadrants. The corresponding plot for
(8) is shown in curve (b).

From the samples displayed on this figure the mean and standard
deviations were calculated and found to be:
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For (3), mean = 1.01, standard deviation = 0.0157, and
for (4), mean = 1.087, standard deviation = 0.031.

The algorithm described by (3) thus gives more accurate estimates
(as expected) than that described by (4) which, however, is easier to
implement and requires less computation.

When the Fourier analysis is carried out in an attempt to detect
signal components contaminated by noise it is important to determine
how processing techniques affect the detectability of such signals. In
order to check this a program was prepared to compute performance
estimates when the algorithm based on (4) was used. These estimates
were plotted on standard ROC curves? for a linear detector and no
significant degradation in detectability was observed. Extensive com-
putations using the proposed algorithm have produced spectrograms
of noise-contaminated signals that are undistinguishable from those
obtained conventionally.

Use of the algorithm described in equation (4) results in a phase-
dependent variation of the detector output. However, when the phase
is uniformly distributed in the range (0, 2=) the amplitudes are quite
densely clustered around the mean because of the shape of the modu-
lation characteristic. Eighty-five percent of the amplitudes lie within
a range of about 0.4 dB. The accuracy obtained using the fast ampli-
tude algorithm based on (4) may thus be adequate even when the esti-
mates are not corrupted by noise.

IV. CONCLUSION

An algorithm has been described for computing the approximate
amplitudes of Fourier harmonics from their quadrature pairs. The
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Fig. 1—Algorithm modulation characteristics.
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algorithm is fast and does not require the use of more bits than are
required to represent the largest permissible result. Use of the
algorithm does not significantly degrade the detectability of signals
contaminated by noise, compared with use of a perfect linear detector.
Estimates obtained using the algorithm are amplitude modulated
depending on their phase but the total modulation range is less than
1 dB. Representing the magnitude of the larger component of a quad-
rature pair by AX, and the smaller by AY, the algorithm is

A" = AX 4 $AY.
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