HP/CAI

This computer-assisted-instruction, or CAI, system makes impressive contributions to the state of the art of CAI. It's a combination of field-proven hardware, a standard computer language, and well tested curricula. The first curriculum is an elementary mathematics drill and practice program.

By William G. Ansley and Samuel D. Edwards

That a new product should contribute substantially to the state of the art has long been a philosophical tenet at Hewlett-Packard. It's somewhat paradoxical, therefore, that one of the major contributions of HP's computer-assisted-instruction system is that it is deliberately designed to have as few hardware and software innovations as possible.

At present the HP/CAI system consists of a mathematics drill and practice program running on the HP 2000B general-purpose BASIC-language time-shared computer system. The mathematical concepts covered are those normally encountered in grades one through six. 'Drill and practice' means that the concepts are presented by the teacher in the classroom and the CAI system gives the pupils practice in using the concepts.

The drill and practice program is written in BASIC and runs like any other program on the time-shared system. As it happens, the idea of a CAI program written in a high-level language and running on a general-purpose system is very unusual; before the HP system came along, the trend was toward special hardware and software. In fact, HP's use of standard teleprinters as terminals was also quite unusual at the time the system was introduced.

The advantages of standard general-purpose hardware and software are many. To name a few, reliability is generally much better, spare parts are readily available, and the system can be used for purposes other than CAI. Reliability is, of course, a concern of major importance to the school. The system simply must work and keep working with minimal maintenance.

Even more important than reliability, however, is the question of whether the curriculum is valid—do the students learn? The HP/CAI mathematics curriculum is based on that originally developed by Dr. Patrick Suppes and his associates at the Institute for Mathematical Studies in the Social Sciences at Stanford University. There exists a great deal of field test data which clearly demonstrates that children receiving 5 to 10 minutes a day...
of CAI drill based on the Stanford curriculum show substantially better scores on standardized math tests than control groups not receiving the computer-assisted instruction.

Although based on this well validated curriculum, the HP curriculum has some extensions and is implemented quite differently. Students' placement in the curriculum and their progression through it have been made more flexible and individualized. Reports for teachers' use have been simplified. Problems are generated by the program, rather than stored as they are in other systems; this technique reduces the amount of data storage required to one-fiftieth of what it originally was and makes it possible to implement the Stanford curriculum on a small low-cost computer system that smaller school districts can afford.

Structure of the Curriculum

Mathematical concepts covered by the HP/CAI program are:

- Counting
- Horizontal and Vertical Addition
- Horizontal and Vertical Subtraction
- Units of Measure
- Horizontal and Vertical Multiplication
- Simple and Long Division
- Fractions
- Decimals
- Commutative, Associative, and Distributive Laws
- Negative Numbers

The structure of the curriculum is designed to achieve several objectives:

- to allow individualized student placement
- to provide material that is automatically adjusted to each student's achievement level so that every student can have successful learning experiences
- to allow an individualized rate of progression through the material to match each student's learning rate

*The August 1, 1970 issue of SATURDAY REVIEW has an article by Wallace Stegner which describes Counterpart and Kemp Miller's part in it. The title: 'East Palo Alto'.
The HP/CAI mathematics drill and practice curriculum is divided into six years. In each year are 24 concept blocks, each of which presents students with practice problems in a specific mathematical concept. A block consists of a pretest, five main lessons, and a post-test. Initially any student can be placed in any block by the teacher and thereafter he progresses sequentially from block to block.

Each main lesson is available at five levels of difficulty. Level 5 is the most difficult, level 1 the least difficult. A student moves up or down one difficulty level depending upon his score on the previous main lesson. If he gets 100% on the pretest he skips the entire block. Every student works independently and progresses at his own rate.
to provide individualized review material to fit each student's needs

- to allow automatic skipping of material in which the student demonstrates competence.

The HP structure closely parallels the Stanford structure, but removes certain limitations of the original version. Skipping of material was not allowed in the Stanford system, and student placement and rates of progression were not completely independent as they are in the HP system.

The curriculum structure is illustrated in Figs. 1 and 2. Each year is divided into 24 blocks of material. Each block is one or a few specific types of math problems. Any student may initially be placed in any block chosen by the teacher. Thereafter the student progresses sequentially from block to block.

Each block consists of a pretest, five main lessons, and a post-test. Each main lesson is available at five levels of difficulty. Fig. 2 shows how a student may progress through a block.

The student first receives the pretest. This has problems from all of the five levels of difficulty available in the main lessons. Depending on his score on the pretest, the student takes one of six possible paths.

If he gets 100% on the pretest, he has demonstrated competence in the material contained in this block and he skips to the pretest in the next block. This avoids unnecessary drill.

If he gets a score of less than 100%, the student takes main lesson 1 at an appropriate difficulty level, depending on his pretest score. When he completes main lesson 1, his score on it determines whether his next main lesson will be at the same difficulty level, or one level higher, or one level lower. This branching continues after main lessons 1 through 4.

After main lesson 5, all students are given a post-test very similar to the pretest. The pretest and post-test combination provides a check of whether the students are showing improvement. The post-test scores for each student are also used to determine that student's review lessons.

What about students at level 1 (the easiest) and level 5 (the hardest)? How can they be moved down or up, as appropriate? In the first case, the teacher is notified on her daily report of any student who is performing poorly at level 1, so she may take remedial action. In the second situation, the student who achieves 85% or higher at level 5 is branched immediately to the post-test, skipping any further main lessons in that block. All main lessons contain essentially the same material, so if a student mas-
teacher. Also, the student is assured of having successful experiences because the difficulty level of his problems is adjusted automatically. These qualities are especially important for students who have had past histories of failures in school.

Reports

Three reports inform the teacher of student progress and assist her in her classroom work.

The daily report gives the teacher a concise list of only the unusual cases in her class, and presents this in sentence form rather than cryptic tables. The sample report in Fig. 4 shows some of the situations that are reported including a 'new concept' coming up for Mary Yancy. This alerts the teacher that Mary will be meeting a particular concept for the first time in the course and may require some assistance if it has not already been discussed in class. Thus the reports help the teacher deal in the classroom with the spreads in achievement levels which the CAI system is treating in drill and practice.

Fig. 5 shows a sample class report which is typically furnished weekly to teachers. This shows the positions and rates of progress for all students in the class.

An individual pupil report is also available at the teacher's request. This gives the post-test scores and other data on all blocks completed by that student.

Another report, the curriculum report, gives the number of students in the school who have completed each block to date, along with the means and standard deviations of the pretest scores and post-test scores, and the pre-to-post-test differences. This information is necessary for continuing improvement of the curriculum.

Considerable effort went into making these reports concise, readable, and available on-line, at any terminal, whenever and wherever requested. By contrast, previous systems' reports to school personnel were voluminous tables with cryptic headings. For efficiency, because of their number and size, they were produced on a line printer at a central location and distributed to the teachers and staff, who usually glanced at them with dismay and then quickly deposited them in the circular file. On the other hand, the HP reports have proved to be well suited to the schools' interests and needs, and have played an important role in the acceptance and use of the system.

HP/CAI Hardware

The HP/CAI hardware consists of the HP 2000B Time-Shared Computer System, shown in Fig. 6, along with a maximum of 32 teleprinters, which are the student

<table>
<thead>
<tr>
<th>CLASS REPORT</th>
<th>HILLSDALE SCHOOL</th>
<th>SEPTMBER 30, 1970</th>
</tr>
</thead>
<tbody>
<tr>
<td>MISS JORDAN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CURRENT</td>
<td>CURRENT</td>
<td>NAME</td>
</tr>
<tr>
<td>MAIN LESSON</td>
<td>REVIEW LESSON</td>
<td></td>
</tr>
<tr>
<td>LB BL LEVEL</td>
<td>LB BL LEVEL</td>
<td></td>
</tr>
<tr>
<td>3 3 TEST 2</td>
<td>3 8 5 7</td>
<td>ADAMS, JOHN</td>
</tr>
<tr>
<td>3 10 TEST 9</td>
<td>3 4 4</td>
<td>GEM, TRACY</td>
</tr>
<tr>
<td>3 6 5 5</td>
<td>3 1 1</td>
<td>MORGAN, GEORGE</td>
</tr>
<tr>
<td>3 8 TEST 7</td>
<td></td>
<td>O'TOOL, SALLY</td>
</tr>
<tr>
<td>(yr=year, bl=block, bc=number of blocks completed)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. Weekly class report shows positions and rates of progress for all students in the class. An individual pupil report is available at the teacher's request.

ters one main lesson at the highest level of difficulty he has mastered that concept block.

Review lessons with essentially the same features are automatically intermixed with main lessons when they are needed by a student. The CAI system examines each student's post-test scores for blocks already completed, and schedules reviews. Blocks having the lowest post-test scores are reviewed first. Blocks with post-test scores over 85% are not reviewed. Skipping of material is not allowed in review lessons.

After completing a group of review lessons the student is again given a post-test, and the new post-test score replaces the former post-test score for that block in that student's file. Checks are built in to prevent repetitive review in any one block and to omit reviews on blocks where post-test scores are 85% or higher.

Sample Lesson

Fig. 3 shows a sample lesson as it appears on the teleprinter. The student immediately learns whether his answer is right or wrong. If wrong, he is given another chance to determine the correct answer, but for internal scoring purposes only initially correct answers are considered right. Although not shown in this example, the student is told the correct answer after a second mistake on any problem and is asked to enter that correct answer for reinforcement.

Each student works independently, and all the student's work takes place privately without risking the ridicule of classmates or the possible displeasure of the teacher. Also, the student is assured of having successful experiences because the difficulty level of his problems is adjusted automatically. These qualities are especially important for students who have had past histories of failures in school.

Reports

Three reports inform the teacher of student progress and assist her in her classroom work.

The daily report gives the teacher a concise list of only the unusual cases in her class, and presents this in sentence form rather than cryptic tables. The sample report in Fig. 4 shows some of the situations that are reported including a 'new concept' coming up for Mary Yancy. This alerts the teacher that Mary will be meeting a particular concept for the first time in the course and may require some assistance if it has not already been discussed in class. Thus the reports help the teacher deal in the classroom with the spreads in achievement levels which the CAI system is treating in drill and practice.

Fig. 5 shows a sample class report which is typically furnished weekly to teachers. This shows the positions and rates of progress for all students in the class.

An individual pupil report is also available at the teacher's request. This gives the post-test scores and other data on all blocks completed by that student.

Another report, the curriculum report, gives the number of students in the school who have completed each block to date, along with the means and standard deviations of the pretest scores and post-test scores, and the pre-to-post-test differences. This information is necessary for continuing improvement of the curriculum.

Considerable effort went into making these reports concise, readable, and available on-line, at any terminal, whenever and wherever requested. By contrast, previous systems' reports to school personnel were voluminous tables with cryptic headings. For efficiency, because of their number and size, they were produced on a line printer at a central location and distributed to the teachers and staff, who usually glanced at them with dismay and then quickly deposited them in the circular file. On the other hand, the HP reports have proved to be well suited to the schools' interests and needs, and have played an important role in the acceptance and use of the system.

HP/CAI Hardware

The HP/CAI hardware consists of the HP 2000B Time-Shared Computer System, shown in Fig. 6, along with a maximum of 32 teleprinters, which are the student
The HP/CAI program runs on the HP 2000B Time-Shared Computer System. The system handles 32 students at a time. The central processor, shown here, is small enough to be located right in the elementary school, so telephone charges are minimized.

The central processor consists of standard HP hardware which has proven its reliability. It is a general-purpose system rather than a system dedicated to CAI.

The capacity of the system fits the needs of most schools quite well. Class scheduling considerations indicate that about 16 or about 32 terminals should be available, to allow handling a half class or a full class at one time. The average elementary school with an enrollment of 400 to 500 can get along with 16 terminals for one CAI curriculum. Larger schools would require 32 terminals. The usual rule of thumb is 30 to 40 students per day per terminal.

In a typical installation, the central processor and 32 terminals might be located in one school, or the processor and 16 terminals might be in one school and the other 16 terminals in a nearby school. This means communication costs are either zero or fairly low.

The student terminals are Model 33 Teletypes®. The keyboards are standard with the sole exception that the ampersand (&) has been replaced by an underline. This modification is accomplished by changing the small print wheel on the Teletype, a three-minute job.

HP's use of standard terminals ran counter to a trend toward putting special 'CAI' features on the students' keyboards. These features were generally of little value, and to get them one had to accept many disadvantages, such as:

- lack of several common punctuation marks, a real drawback to language programs
- special characters which were so small that they were unreadable
- the need for relearning keyboards when going from CAI terminals to standard units for problem-solving or vice versa
- problems in the availability of servicing and parts

*Registered trademark, Teletype Corporation.*
inability to use programs developed on standard systems without reprogramming
inability to use newer terminals such as Teletype-compatible CRT's as they become available.

HP/CAI Software
The system software is the same extended BASIC language used by commercial and scientific users. When the 2000B system was developed, several features were added to BASIC primarily for CAI.

The ENTER statement was added to allow timed student entries and certain other features. With this statement the teacher can specify a maximum number of seconds (up to 255) for a student to answer each problem. If the student doesn't enter an answer within the specified time the system proceeds with the lesson. Different times can be specified for each student.

The TIM (time) function is included so the system can read the real-time clock to determine when a student's session at a terminal is completed.

Three other features added for CAI also have use in other fields. The CHAIN statement allows a program to call a following program automatically. This allows, in effect, infinite program size. The COM statement provides an area of common storage between chained programs so data can be transferred quickly between programs. The CSAVE command allows programs to be saved in semi-compiled form; this eliminates about 90% of the compilation time when a new program is brought in with a CHAIN statement.

All the CAI programs are written in BASIC. BASIC has many operational advantages over either assembly language or special purpose 'author languages.' Among these advantages are:

- ease of programming. Program development is expedited because of the interactive nature of time-shared BASIC.
- improved reliability because of extensive debugging in previous applications
- the possibility of using the system for other things, such as solving problems or teaching students to program in BASIC. BASIC is a general-purpose language and it runs on a general-purpose system.
- the possibility of sharing CAI packages among users. BASIC is a more-or-less standard language which will run on many systems, whereas assembly language is

Fig. 7. Students almost universally are enthusiastic about CAI, regardless of what system it is.
specific to a given system. When changing from one manufacturer's BASIC to another's, some reprogramming may be necessary, but it will typically be very little.

Generation Instead of Storage

In the HP/CAI system the Stanford curriculum is implemented quite differently from the original. In the original Stanford version the computer system stored every problem and its answer. This was an aid in gathering research data, but it took an enormous amount of storage.

In the HP system problems and answers are generated as needed, subject to the constraints specified for each lesson in the Stanford curriculum. As a result, the storage needed for the math program has been reduced by a factor of 50, making it feasible to run the program on a small, low-cost system.

What generation means can best be explained by an example. Suppose the lesson deals with horizontal addition problems with sums between 10 and 14. Instead of storing a large number of problems such as 5 + 5 = 10, 5 + 9 = 14, 8 + 3 = 11, and so on, the HP system inserts random integers for A and C into the equation

\[ A + B = C \]

subject to the constraint that C must be between 10 and 14. The system then computes B and presents the problem to the student as

\[ A + B = \_ . \]

The BASIC programming required to do this is as follows:

\[
C = \text{INT}(5 * \text{RND}(X)) + 10 \\
A = \text{INT}((C + 1) * \text{RND}(X)) \\
B = C - A.
\]

The first statement generates a number C between 10 and 14. RND(X) gives a random number between 0 and 0.999999, and the expression \( \text{INT}() \) takes the integer part of the quantity within the parentheses. The second statement generates a new integer A between zero and the sum C. The third statement simply subtracts A from C.

Although in this example the algorithm for generating the required problem is relatively simple, the algorithms for most lessons are considerably more complex. Many more requirements must be satisfied, such as limits on values of addends, carrying or borrowing in specific columns, and avoiding ambiguous problems in units of time (e.g. \( \text{DAYS} = 1 \text{MONTH} \)). Considerable doubt was expressed by several people in the CAI field as to whether it was possible to write suitable algorithms for some types of problems, but the HP/CAI math package has settled that question.

Generation rather than storage of problems provides other advantages, too. The lesson specifications are stored compactly in files, so it's easy to revise and update the curriculum by simply updating those brief specifications. There is no need of manually revising and editing a data base of 4.5 million characters. Generation also means that the lessons are essentially cheatproof, because no two students ever get exactly the same lesson.

Trade-offs

When a different approach to a task is used, there are usually trade-offs involved. In the case of the math package, there were two primary trade-offs. On-line generation of problems is not very attractive for word problems, such as 'If I have two apples and four oranges, how many pieces of fruit do I have?' Although word problems could have been provided, either by storage or by a quasi-random selection among sentence elements, they were not included in the package. After careful study, it was decided that the long printing time for word problems, the common reading difficulties of students, and the need for more human interaction in teaching word problems made it unwise to include them.

The only other major change, compared with some older CAI systems, was the deletion of student response records. Some systems have recorded every student response on every part of every question for possible later analysis. Since this information is primarily of interest.
to research workers and not to the typical school system, the reduction in system cost more than justified eliminat-
ing these records.

Gratifying Response

The prototype HP/CAI system has now been in use by approximately 500 students at Willow School in East Palo Alto, California for more than a year. So far, the response has been gratifying. Students have almost without exception been extremely enthusiastic about the system. HP cannot claim any special credit for this since CAI seems to be a very powerful motivating factor regardless of the details of the system. Teachers and administrators have also been very pleased with the system. Its reliability and the nature of the reports it produces have pleasantly surprised most of the staff involved. In the CAI field, the HP ideas of a higher-level language on a general-purpose system, standard terminals, use of generation techniques, small systems tailored to meet school needs, and others, seem to be gaining acceptance.

Synergistic Development

Worthy of special mention are the procedures that were used in developing the HP/CAI package. The universal practice in CAI had been to have the effort segmented into curriculum, system analysis, programming, coding, and so on. Too often, this procedure led to communications problems between members of the team.

By contrast, the HP/CAI package was developed by a small number of people who were involved across the complete spectrum of the task. In particular, the opportunity for those doing programming in BASIC directly to observe students and teachers using the system, coupled with these programmers' deep involvement in the analysis of the curriculum for developing algorithms, resulted in a powerful synergistic effect. Difficulties that students experienced were directly observed and corrected, often within a few minutes by a programmer working on-line at the site.
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Distortion in Complementary-Pair Class-B Amplifiers

In which the author develops, among other things, a new treatment of crossover distortion

By B. M. Oliver

There are two principal types of distortion in class-B amplifiers using complementary pairs of transistors. One is caused by $\beta$ difference between the two transistors; the other, known as crossover distortion, is caused by differences in the slope of the transfer characteristic near the operating point as compared with the slope at high current levels. We shall consider both types using a general approach applicable to a wide variety of particular circuit configurations and shall study the effectiveness of negative feedback in suppressing the distortion. In all cases we assume a sinusoidal input and take as the measure of distortion the ratio of total harmonic power to fundamental power in the output.

$\beta$-Difference Distortion

Consider the circuit of Fig. 1, in which two transistors having different $\beta$'s are biased by an appropriate means and have their common emitter node connected to a load resistor, $R_2$. The source is assumed to have an internal resistance, $R_s$. There are, of course, little resistances like $R_b$, the base ohmic resistance, and $R_e$, the emitter resistance, but for the moment we shall consider these to be included in $R_1$ and $R_2$. Since we shall be considering large signals here, we shall neglect the junction-law distortion and assume the junction resistance to be zero for forward bias and infinite for reverse bias.

For $e_1$, positive, the transmission is given by

$$k_1 = \frac{e_2}{e_1} = \frac{R_z}{(1 - \alpha_1) R_1 + R_2} = \frac{\beta_1 R_2}{\alpha_1 R_1 + \beta_1 R_2} \quad (1a)$$

where $\alpha_1$ is the $\alpha$ of the upper transistor. Similarly for negative $e_2$,

$$k_2 = \frac{e_2}{e_1} = \frac{R_z}{(1 - \alpha_2) R_1 + R_2} = \frac{\beta_2 R_2}{\alpha_2 R_1 + \beta_2 R_2} \quad (1b)$$

The ratio of these transmissions is

$$\frac{k_1}{k_2} = \frac{\beta_1}{\beta_2} \frac{\alpha_2 R_1 + \beta_2 R_2}{\alpha_1 R_1 + \beta_1 R_2}. \quad (2)$$

If $R_1$ is infinite (current source of magnitude $\frac{e_1}{R_1}$) then

$$k_1 = \frac{\alpha_2 \beta_1}{\beta_1} \approx \frac{\alpha_2}{\beta_2} \quad k_2 \approx \frac{\alpha_1 \beta_2}{\beta_2}$$

while if $R_1$ is much less than $R_2$, then

$$k_1/k_2 \approx 1.$$ The ratio of $R_2/R_1$ determines the amount of local feedback or degeneration and affects the ratio of the transmission for positive signals to that for negative signals. $\beta$-difference distortion thus depends upon the circuit configuration and will in general be low if the pair is voltage driven and high if the pair is current driven. The point is that, for any configuration, one can always find the appropriate $k_1$ and $k_2$ and from these compute two normalized slopes

$$m_1 = \frac{k_1}{(k_1 + k_2)/2} \quad m_2 = \frac{k_2}{(k_1 + k_2)/2} \quad (3a)$$

which have the properties

$$\frac{m_1 + m_2}{2} = 1 \quad \frac{m_1}{m_2} = \frac{k_2}{k_1}. \quad (3b)$$

We are now in a position to represent the actual amplifier, whatever its configuration, by a linear amplifier followed by a non-linear device having the transfer characteristic shown in Fig. 2, where $w$ is the input amplitude and $v$ the output amplitude. We neglect all curvature at the origin, present in actual devices, electing instead to
simplify the analysis and obtain a slightly pessimistic result.

In the feedback amplifier of Fig. 3, which incorporates our non-linear device, we have for positive signals

$$v^+ = \frac{m_1\mu}{1 - m_1\mu\beta} s^+$$

and similarly, for negative signals:

$$v^- = \frac{m_2\mu}{1 - m_2\mu\beta} s^-.$$  

$$\mu\beta$$ is the loop gain if $$v = u$$ (unity slope).  This $$\beta$$ is the traditional feedback ratio.  Nothing to do with transistors!

If $$m$$ were unity and we wished an output

$$y = a \sin \phi,$$

we would need an input

$$w = \frac{1 - \mu \beta}{\mu} a \sin \phi;$$

with this input and the actual transfer characteristic, the output will be

$$y = as_i \sin \phi, \quad y \geq 0 \quad (8)$$

$$y = as_2 \sin \phi, \quad y \leq 0 \quad (9)$$

$$s_i = \frac{1 - \mu \beta}{1 - m_i \mu \beta} m_i, \quad i = 1, 2.$$  

$$s_1$$ and $$s_2$$ are, of course, the transfer characteristic slopes as modified by the feedback.  Both approach unity as $$\mu \beta \to \infty$$ unless $$m_1$$ or $$m_2$$ is zero.

The amplitude of the fundamental component in the output is:

$$a_i = \frac{\int_{-\pi}^{\pi} y \sin \phi \, d\phi}{\int_{-\pi}^{\pi} \sin^2 \phi \, d\phi} = a \frac{s_1 + s_2}{2}. \quad (10)$$

The mean square departure from the fundamental is

$$\delta a^2 = \frac{\int_{-\pi}^{\pi} (y - a_i \sin \phi)^2 \, d\phi}{\int_{-\pi}^{\pi} \, d\phi} = \frac{a^2}{8} (s_1 - s_2)^2. \quad (11)$$

The distortion, $$d$$, is given by

$$d = \frac{\text{rms departure}}{\text{rms fundamental}} \sqrt{\delta a^2} = \frac{|s_1 - s_2|}{s_1 + s_2} \quad (12)$$

$$= \frac{|m_1 - m_2|}{2} \frac{1}{1 - m_1 m_2 \mu \beta}.$$  

The distortion is reduced by feedback but the effective loop gain is not $$\mu \beta$$ but $$m_1 m_2 \mu \beta$$.  Thus, if either $$m_1$$ or $$m_2$$ is zero, the feedback is useless.  On the other hand, if $$m_1 = 1 + \Delta$$ and $$m_2 = 1 - \Delta$$ where $$\Delta << 1$$, then $$m_1 m_2 = 1 - \Delta^2 \approx 1$$, and we can consider the normal feedback as being effective.  We note that, for the sharp-cornered transfer characteristic we have assumed, the $$\beta$$-difference distortion is independent of amplitude.

**Crossover Distortion**

Fig. 4 shows a typical emitter follower class-B output stage.  The transistors are forward biased by a current $$I$$ flowing through two diodes and a resistor.  $$R_s$$ is the total resistance of this diode string.  We include a resistor $$R_b$$ in the base lead of the upper transistor to keep the circuit symmetrical.  Each emitter is coupled to the output through a resistor $$R_e$$.

We will first analyze this circuit exactly to see if there is an optimum value of $$R_e$$ so far as crossover distortion is concerned.  Assuming the transistors to be identical so that there is no $$\beta$$-difference distortion, all distortion will arise from the non-linearity of the emitter-base junction law.  To find an optimum $$R_e$$, we need only minimize the variation in output resistance with signal current.  Accordingly, we ground the input to the stage and apply a voltage to the output as shown in Fig. 5.

Let $$R$$ be one-half the ohmic resistance around the emitter base-bias loop, referred to the emitter:

$$R = (1 - \alpha) (R_s + R_b) + R_a + R_e. \quad (13)$$
If \( I_o \) is the operating current and \( i_1 \) and \( i_2 \) are the signal currents produced by the voltage \( e \), we then have

\[
i = i_2 - i_1
\]  

and

\[
kT \ln \left( 1 + \frac{I_o + i_1}{I_o} \right) + R (I_o + i_1) = V_o - e
\]

and

\[
kT \ln \left( 1 + \frac{I_o + i_2}{I_o} \right) + R (I_o + i_2) = V_o + e
\]

where \( I_s \) is the saturation current of each transistor, \( i \) and \( e \) the output current and voltage. When \( i = 0, i_1 = i_2 = 0 \) and \( e = 0 \), so

\[
V_o = \frac{kT}{q} \ln \left( 1 + \frac{I_o}{I_s} \right) + RI_o.
\]

Substitution of this expression into (15) and (16) gives, after multiplication throughout by \( \frac{kT}{q} \) and neglecting \( I_s \) in the result:

\[
\ln \left( \frac{i_1}{I_o} \right) + g_o R \left( \frac{i_1}{I_o} \right) = -\frac{qe}{kT}
\]

and

\[
\ln \left( \frac{i_2}{I_o} \right) + g_o R \left( \frac{i_2}{I_o} \right) = -\frac{qe}{kT}
\]

where \( g_o = \frac{aI_o}{kT} \) and is the emitter conductance at the operating point.

If we assume a value for \( \frac{i_1}{I_o} \), we can easily compute the corresponding value of \( \frac{qe}{kT} \). But then to find \( \frac{i_2}{I_o} \) from (18) involves the solution of a transcendental equation. No way being known to rewrite (18) explicitly in \( \frac{i_1}{I_o} \), the 9100A Calculator was programmed to find this quantity by successive approximations.

Having found \( \frac{i_1}{I_o} \), it is then a simple matter to compute the output resistance \( R_o \), or rather the normalized quantity \( g_o R_o \), which consists of the two normalized resistances

\[
g_o R_1 = g_o R + \frac{1}{1 + i_1/I_o}
\]

and

\[
g_o R_2 = g_o R + 1 + \frac{1}{1 + i_2/I_o}
\]

in parallel.

As \( \frac{i_2}{I_o} \to \infty, \frac{i_1}{I_o} \to -1 \). Thus \( g_o R_2 \to g_o R_3 \to g_o R \).

The difference, \( \Delta g_o R_o \), between \( g_o R_o \) and its limiting value for large signal currents is therefore

\[
\Delta g_o R_o = g_o (R_o - R).
\]

The 9100A was used not only to solve for \( \frac{i_1}{I_o} \), but to compute and plot the 9125A plotter \( \Delta g_o R_o \) as a function of

\[
\frac{i}{I_o} = \frac{i_2}{I_o} - \frac{i_1}{I_o}.
\]

The results are shown in Fig. 6.

We see that for \( g_o R_o = 0 \), the resistance falls with increasing signal currents, while for \( g_o R > 1 \), the resistance rises. With \( g_o R = \frac{1}{2} \), the resistance falls monotonically as with \( g_o R = 0 \), but by only half as much. With \( g_o R = 1 \), the initial and final values of \( g_o R_o \) are the same but there is a bump in between at \( \frac{i}{I_o} \approx 4 \). Thus a value of \( R \) somewhere between \( \frac{1}{2g_o} \) and \( \frac{1}{g_o} \) is optimum.

However, the drop across this resistance produced by the operating current is only \( \frac{I_o}{2g_o} = \frac{1}{2} \frac{kT}{q} \) to \( \frac{I_o}{kT} \) or from 13 to 26 millivolts. Over the temperature ranges from \( 0{\text{oC}} \) to 100{\text{oC}}, the junction drop of a silicon transistor will change typically by 250 millivolts. Thus, unless the biasing diodes (see Fig. 4) track this change within a few percent, \( I_o \) will be very unstable. If the
biasing diode were integrated on the same chip with the transistor, accurate enough tracking might be achieved, in which case these results would be of practical interest.

At present the most practical solution to the temperature stability problem appears to be to make $R_c$ many times larger than $\frac{1}{g_e}$ and to rely on negative feedback to reduce the resulting distortion. With the diode closed and the opposite transistor not yet open, the resistance of the path through the diode $(1 - \alpha) (R_s + R_b) + R_e$, is paralleled by the resistance of the path through the other transistor $(1 - \alpha) (R_s + R_b + R_e + R_c)$. Since the latter is ordinarily much larger, we will neglect this intermediate condition and assume the opposite transistor is always open when a diode is closed. The transmission is then

$$\mu_2 = \left. \frac{\Delta e_2}{\Delta e_1} \right|_{\text{closed}} = \frac{R_2}{(1 - \alpha) (R_1 + R_s + R_b) + R_e + R_c}.$$  \hspace{1cm} \text{(25)}$$

In all these expressions, we have neglected the diode transistor junction resistances. Dividing (24) by (25), we find

$$m = \frac{(1 - \alpha) (R_1 + R_s + R_b) + R_e + R_c}{(1 - \alpha) \left( R_1 + \frac{R_s + R_b}{2} \right) + \frac{R_e + R_c}{2} + R_e}.$$  \hspace{1cm} \text{(26)}$$

One diode or the other closes when the signal voltage at the emitters has the absolute value

$$e_o = \left( 1 + \frac{2R_s}{R_c} \right) (V_{d} - I_o R_s).$$  \hspace{1cm} \text{(27)}$$

For higher voltages, the conducting emitter and the output voltage differ by $V_d$, the diode drop.

Thus we can represent the entire non-linear stage by a linear amplifier of gain $\mu_2$, followed by a non-linear transfer characteristic of slope $m$ up to the breakpoint and slope 1 thereafter. Further, if we agree to normalize all voltages by dividing by $e_o$, this breakpoint will have the abscissa 1, as shown in Fig. 8.

In Fig. 9, we show this equivalent stage as part of a feedback amplifier whose loop gain (above the breakpoint) is $\mu \beta$. In Figs. 8 and 9

$$w = \frac{e_{in}}{e_o},$$  \hspace{1cm} \text{(28)}$$

$$x = \frac{\mu_2 e_1}{e_o},$$  \hspace{1cm} \text{(29)}$$

$$y = \frac{e_2}{e_o}.$$  \hspace{1cm} \text{(30)}$$

A similar normalization is possible for other circuit configurations, so what follows is generally applicable.

Suppose we wish an output

$$y = a \sin \phi.$$  \hspace{1cm} \text{(31)}$$

If the transfer characteristic had unity slope throughout, this would require an input

$$w = \frac{1 - \mu \beta}{\mu} a \sin \phi.$$  \hspace{1cm} \text{(32)}$$

With the actual characteristic, the output up to the
Using (32) and (33), this may be written
\[ y = \alpha [\sin \phi - (1 - s) \sin \phi_0], \ \phi \geq \phi_0. \]  

The fundamental component of the wave described by (33) and (37) is
\[ a_1 = \frac{\int_{-\pi/2}^{\pi/2} y \sin \phi \, d\phi}{\int_{-\pi/2}^{\pi/2} \sin^2 \phi \, d\phi} = a \left[ 1 - (1 - s)K \right] \]  

where \( K = \frac{2}{\pi} (\phi_0 + \sin \phi_0 \cos \phi_0). \)

The mean square difference between the actual wave and the fundamental is:
\[ \bar{\delta a^2} = \frac{\int_{-\pi/2}^{\pi/2} (y - a_1)^2 \, d\phi}{\int_{-\pi/2}^{\pi/2} d\phi} \]
\[ = (1 - s)a^2 \left\{ \frac{2\phi_0}{\pi} + \left(1 - \frac{2\phi_0}{\pi}\right) \sin^2 \phi_0 - \frac{K(K + 1)}{2} \right\}. \]  

Finally, the distortion is
\[ d = \sqrt{\frac{\bar{\delta a^2}}{a^2}} = \sqrt{\frac{4\phi_0}{\pi} + 2 \left(1 - \frac{2\phi_0}{\pi}\right) \sin^2 \phi_0 - \frac{K(K + 1)}{1 - s - K}}. \]  

Expressions (38) through (41) are valid only if \( \phi_0 \leq \frac{\pi}{2}, \) i.e., if \( a \geq \frac{m}{s} = \frac{1 - m\beta}{1 - \mu \beta}. \) For \( a \leq \frac{m}{s}, \) there is no distortion although the gain is reduced. Of course, if \( m = 0, \) the output is zero for \( a \leq \frac{1}{1 - \mu \beta} \) and in a sense the distortion is large.

We note from (41) that \( d \to 0 \) as \( \phi_0 \to 0 \) (large signals) and as \( \phi_0 \to \frac{\pi}{2} \) (unless \( s = 0, \) in which case \( d \to \infty \)).

There is thus some intermediate value of \( \phi_0 \) at which the distortion is worst. However, it is not convenient to find this maximum by differentiating (41). Instead, the 9100A Calculator was programmed to plot \( d \) as a function of \( y \) for various values of \( m \) and \( \mu \beta. \)

Fig. 10 shows the distortion with no feedback and various values of \( m, \) while Figs. 11, 12 and 13 show the same values of \( m, \) but with 20 dB, 40 dB and 60 dB of feedback, respectively. The importance of having \( m > 0 \) is evident, for with \( m = 0 \) the distortion becomes infinite.
as a \( \frac{E}{V_d} \to 1 \), regardless of the amount of feedback.

Fig. 14 shows the maximum distortion (expressed in dB) as a function of \( m \) for the same values of feedback. Note that for \( m = 0.6 \) the maximum distortion is less than the fundamental by 20 dB + the feedback.

**Fig. 10.** Crossover distortion, 0 dB feedback.

**Fig. 11.** Crossover distortion, 20 dB feedback.

**Fig. 12.** Crossover distortion, 40 dB feedback.

**Fig. 13.** Crossover distortion, 60 dB feedback.

**Fig. 14.** Effect of initial slope on crossover distortion.
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