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NEWS FROM LE N KU RT 

SPECIAL CODE TECHNIQUES 
for Improved Data Transmission 

Although transmission methods and equipment improve steadily, it is 
still necessary to fight the battle for better communications on more than 
one front. The need for error-free data transmission is growing, and the 
practical limitations of existing communications plant indicate that trans¬ 
mission improvements alone will not be adequate to satisfy the need. One 
way of improving the quality and rate of information transfer is to 
organize what is sent, as well as the means by which it is transmitted. 
This article reviews one of the more rewarding "new frontiers” of commu¬ 
nications, the study of improved coding techniques. 

Communication requires that infor¬ 
mation be transported from one place 
to another and, for this purpose, must 
be converted into a form suitable for 
handling. Languages, words, even oral 
speech are actually "codes” which per¬ 
mit ideas and concepts to be transmitted 
between individuals. 

Electrical communication requires ad¬ 
ditional conversions in order to fit the 
words or other symbols for transmis¬ 
sion. Sound waves are converted to a 
variable voltage; electrical pulses, like 
drum beats or smoke signals, provide 
the means for transmitting letters and 
numerical data. 

Regardless of the exact means of 
transmission, some form of symbolic 

language or code must always be used 
for carrying information from its source 
to its destination, and most of these 
codes and languages are inherently 
wasteful. In language, some words are 
used more than others, and letters occur 
in predictable patterns. This predicta¬ 
bility and pattern in sounds, letters, and 
words make it possible to receive the 
meaning of a spoken or written mes¬ 
sage, even when some part of it is al¬ 
tered or deleted in transmission. A read¬ 
er's familiarity with the words and syn¬ 
tax of a language allow him to supply 
missing or incorrect letters and words in 
the text. The prolonged sounds of 
speech, and their inflection and pattern 
preserve the intelligibility of speech ex-



Figure 1. Predictability 
of language is indicated 
by large number of char¬ 
acters correctly guessed 
on first try. Numerals in¬ 
dicate number of guesses 
required to identify each 
character. Only a few 
characters required 
many guesses; the rest 

were obvious. 
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cept in the presence of extreme inter¬ 
ference. 

A simple experiment will confirm 
how predictable language actually is. A 
short passage of written prose is se¬ 
lected, and the subject is asked to guess 
the characters (including spaces and 
punctuation) one at a time. The sub¬ 
ject continues guessing until he names 
each character correctly. As each char¬ 
acter is guessed, it is written down as 
an aid in predicting the next character. 
The results of such an experiment are 
shown in Figure 1. The numerals show 
the number of guesses required for each 
character. Of the 109 symbols in the 

text, the subject guessed correctly on his 
first try 79 times, and was able to iden¬ 
tify all 109 characters in 235 attempts. 
This is an average of only about two 
guesses (or information "bits”) per 
character. Further work along this line 
has indicated that long passages of Eng¬ 
lish text have an actual information 
content of only about one bit per letter. 
This means that, theoretically, it should 
be possible to transmit text by pulses no 
more numerous than the letters them¬ 
selves, thus enabling us to throw away 
24 of the 26 letters, without loss of 
communication! Although this ideal 
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Figure 2. Efficient binary code for English requires average of only 4 bits per 
character by taking advantage of language statistics. 

2 



will not be achieved, it provides a goal 
to be approached as closely as possible. 

Statistical Codes 
Practical codes can be made more ef¬ 

ficient by designing them to fit the statis¬ 
tics of the language. Thus, letters which 
occur most frequently— E, T, and A, 
for instance— are represented by the 
shortest code symbols, while the least 
probable characters have longer sym¬ 
bols. Figure 2 shows such a code which 
has an average information content of 
about 4 bits per character. By contrast, 
the standard teletypewriter code em¬ 
ploys 5 bits per character, not counting 
synchronizing pulses. 

Although the additional, redundant 
symbols and pattern in language may 
help overcome errors, unsystematic re¬ 
dundancy is wasteful, and merely lowers 
the rate of communication. It follows 
logically that the more redundancy re¬ 
moved, the more efficient the communi¬ 
cations channel, but, the greater the 
likelihood of error due to interference. 
Since interference is always present to 
some degree, a very efficient communi¬ 
cations system would use a code in 
which all message redundancy was eli¬ 
minated in order to obtain maximum 
information rate; then, just enough 
redundancy would be re-inserted to 
overcome the interference present in the 
transmission path. 

Error Detection 
One of the fastest growing fields in 

communication is the transmission of 
numerical data. Unlike spoken and 
written languages which are largely 
redundant, data messages have no in¬ 
herent redundancy. The machine-gen¬ 
erated characters occur without pattern, 
and errors cannot be detected by in¬ 
spection, as in the case of text. To 
complicate matters, data errors cannot 

be tolerated to the same extent as errors 
in text, because control operations or 
machine calculations may be completely 
ruined by a single error. Yet the high 
speed with which data are generated 
and transmitted makes the occurrence 
of errors more likely. 

One way of overcoming errors in 
handling and transmitting high-speed 
data is to design codes which, by their 
very construction and organization, are 
able to detect or even correct errors 
automatically. Unfortunately, such codes 
cannot be created without adding re¬ 
dundancy. The problem then becomes 
one of finding a coding method that 
provides maximum error-free transmis¬ 
sion with the least possible redundancy. 

LETTER SYMBOL LETTER SYMBOL 

A O O O O 

B OO 1 1 

C O 1 O 1 

D O1IO 

E Illi 

F 1 1 OO 

G 1 O 1 O 

H 1 OO 1 

Shown above is one type of error¬ 
detecting code. Note that although there 
are only eight characters, four binary 
digits are required for each, instead of 
three. A single error in any symbol will 
transform it into a combination not used 
for any other character in the code. For 
instance, the group Illi (E) could be 
converted to 01 I 1, 1011, 1101, or 1110 
by a single error. Double errors, how¬ 
ever, convert the symbol into another 
valid character, and neither error is de¬ 
tectable. Although this particular code 
can reveal single errors, it cannot cor¬ 
rect them, since certain error combina¬ 
tions could result from errors in any 
one of several code groups. For in-
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stance, the group 1101 could be pro¬ 
duced by a single error in the symbols 
for C, E, F, or H. 

Parity Checks 
A widely used error detection scheme 

is the so-called parity check. An extra 
digit is added to the regular binary 
code so that there will always be an 
even (or odd) number of I ’s in each 
code group. A single error will cause an 
odd number of I ’s to appear at the re¬ 
ceiver, indicating an error. A single par¬ 
ity check will detect all odd numbers of 
errors, but will not detect double errors 
or other even-count errors, since the 
count of I ’s will still provide the re¬ 
quired even number. By adding an ad¬ 
ditional parity check for every other 
digit, all odd numbers of errors and 
about half the even number of errors 

oooioiooooi i o o I 

PARALLEL TRANSMISSION 
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' HORIZONTAL 
PARITY CHECK 

VERTICAL 
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SERIAL TRANSMISSION 

-1 

Figure 3. Typical parity checks for 
serial and parallel transmission. Check 
digit is chosen so that sum of marks 
in each block of data is always even 
(odd, in some codes). Error is revealed 
if wrong count is received. Compen¬ 
sating double errors may go undetected. 

can be detected. A third parity check 
added for the remaining digits will fur¬ 
ther reduce the undetectable errors. 

Parity checks provide some protection 
against errors, but, like all redundancy, 
they slow down the transmission of the 
message. If a single parity check is used 
with each five-digit code group, as 
shown in Figure 3, the message will 
contain about 16% redundancy. This 
can be reduced by increasing the num¬ 
ber of information digits for each check 
digit, but this increases the probability 
of undetectable errors occurring. 

Many types of parity check systems 
exist. Where parallel transmission is 
used (tape-to-tape computer data, for 
instance), parity checks may be used in 
both the horizontal and vertical direc¬ 
tions, in order to reduce the chance of 
data errors going undetected. 

A related approach to error detection 
uses a fixed ratio of marks and spaces 
for all code characters. When designed 
to reduce the likelihood of compensa¬ 
ting errors, this code can be very ef¬ 
fective in detecting most errors. 

Error Correction 
It is not enough merely to identify 

the existence of errors. Some form of 
restoration or correction of the mes¬ 
sage is required in order to complete the 
transmission or control function. One 
basic form of error correction is to trans¬ 
mit the message several times in the 
hope that errors will not destroy identi¬ 
cal portions of each message. A similar 
approach would be to transmit each 
digit several times and count the bits 
received. A majority count would pre¬ 
sumably reveal the correct digit. Ob¬ 
viously, this method fails if more than 
half the digits are in error. 

A more economical way of correcting 
errors requires a two-way channel and 
some form of error detection. The mes-
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sage is divided into blocks or groups 
for transmission. When an error is de¬ 
tected, the receiver signals this fact to 
the transmitter over the return channel, 
and the block of information containing 
the error is transmitted again. 

Retransmission may be a very efficient 
method of error control in channels 
where interference occurs only infre¬ 
quently, but then destroys large numbers 
of symbols at a time. If the transmitted 
data are generated in "real time,” how¬ 
ever, (as in the case of radar warning 
or telemetering and control applica¬ 
tions), the retransmission may impair 
the timeliness of the information, and 
may require too much data storage 
equipment. Similarly, in cases where a 
single transmitter sends to several re¬ 
ceivers over different paths, error cor¬ 
rection by retransmission becomes cum¬ 
bersome and inefficient, because an error 
in any link requires that the message 
be retransmitted to all stations. 

“Minimum Distance” Codes 
Error-correcting codes which do not 

require retransmission have been de¬ 
vised, using principles similar to those 

used in the code of Figure 1. Error cor¬ 
rection is obtained by adding additional 
redundant digits so that an erroneous 
code group still most nearly resembles 
the intended group, despite changes oc¬ 
curring in one (or more) binary digits. 
Obviously, the redundancy is greatly 
increased. 

Mathematicians specializing in in¬ 
formation theory and advanced coding 
techniques find it useful to describe 
codes in terms of geometry, so that 
each character in the code is located at 
a "corner” or vertex of a geometrical 
figure. Thus, a code having 2 digits 
could be described by a square with all 
four combinations located at the four 
corners. A code with three digits would 
require a three-dimensional figure for 
the eight possible combinations, and a 
four-digit code requires a solid having 
four dimensions to adequately describe 
its properties. Although it is difficult or 
impossible to diagram multi-dimen¬ 
sional figures accurately on paper, they 
are relatively easy to handle mathemati¬ 
cally. 

Since each code combination, whether 
an error or a correct symbol, lies at a 

3—DIGIT MINIMUM-DISTANCE 
CODE - 8 CHARACTERS 
NO ERROR SYMBOLS 

SINGLE-ERROR DETECTING 
CODE - 4 CHARACTERS 
4 ERROR SYMBOLS 

SINGLE-ERROR CORRECTING 
CODE - 2 CHARACTERS 
6 ERROR SYMBOLS 

Figure 4. Solid geometry allows mathematicians easy way to analyze effciency 
and other characteristics of complicated codes. Simple 3-digit example shown 
requires three-dimensional figure. Each vertex represents a code combination 

assignable to characters or errors. 



vertex of the solid figure, a change in 
one digit represents the difference be¬ 
tween one vertex and an adjacent one. 
Two changes move it two places, and so 
forth. The ideal code, then, will use the 
least possible number of code combina¬ 
tions, but separates all valid (non-error) 
code groups by as many locations as 
possible. The less the "distance” be¬ 
tween correct symbols, the lower the re¬ 
dundancy. If additional "distance” is 
placed between valid characters, the 
code can either detect multiple errors or 
correct single errors, depending on how 
the code is set up. Figure 4 diagrams 
how a geometric figure can be used 
to express "distance” between symbols, 
and shows how efficiency or information 
capacity can be traded for error correc¬ 
tion or detection capability. 

Burst-Correcting Codes 
Although many error-detecting and 

error-correcting codes have been de¬ 
vised, actual transmission links may 
render them rather useless. Many ob¬ 
servations have shown that errors do not 

these codes may require such elaborate 
equipment as to make them impractical. 
Others are simpler but require large 
amounts of redundancy. 

Figures 5 and 6 diagram a typical 
approach to burst-correction. The mes¬ 
sage is fed continuously into the first 
stage of a so-called "shift register,” a 
chain of identical stages, each of which 
stores one binary digit. When a "shift” 
signal is applied to all stages of the 
register, each stage transfers its stored 
digit to the following stage, and accepts 
the digit from the preceding stage. In 
a seven-stage shift register, therefore, 
seven shifts are required for each digit 
to pass through the register. 

As shown in Figure 5, the digits in 
stages 1 and 4 of the encoder are sam¬ 
pled by a "check digit generator.” The 
check digit generator produces a 0 at 
its output if the two digits sampled 
from the shift register are alike, or a I 
if they differ. The resulting redundant 
check digits are transmitted alternately 
with the message digits from the last 
stage of the register. 

Figure 5. Encoder for 
error-burst correction. 
Check digits are trans¬ 
mitted alternately with 

each message digit. 

MESSAGE 
SHIFT REGISTER 

necessarily occur at random, but often 
come in "bursts.” A code that has the 
ability of correcting two or three errors 
is useless against interference that may 
destroy five or ten consecutive digits. 

A number of special "burst-correct¬ 
ing codes” have been devised which can 
correct many consecutive errors. Some of 

At the decoder, a reverse process is 
used. The alternate message and check 
digits are separated and fed into indiv¬ 
idual shift registers, as shown in Figure 
7. Check digits are again calculated 
from the message digits and compared 
with the check digits actually received. 
Since each message digit was used twice 
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Figure 6. Decoder for 
burst-correcting code. 
Twenty error-free digits 
are required between 
bursts to “recharge” 
check digit register, thus 
imposing severe limita¬ 
tion on this type of code. 

AFTER REF. 3 

at the coder to calculate check digits 
(position 1, then position 4), two sep¬ 
arate parity checks are required to eli¬ 
minate ambiguity in identifying errors. 
If parity fails in both check circuits at 
the same time, the digit in stage 4 of 
the message register is known to be 
wrong, and is corrected as it shifts into 
stage 5. Thus, all digits in stages 5, 6, 
and 7 must be correct unless the burst¬ 
length capacity of the system has been 
exceeded. 

This type of decoder can correct 
bursts having a length one less than the 
number of stages in the message shift 
register. Thus, the system diagrammed 
can correct bursts up to six digits in 
length. Longer bursts could be corrected 
by using larger shift registers. An im¬ 
portant disadvantage of this type of 
error-correcting system is that a 20-digit 
error-free transmission is required fol¬ 
lowing each corrected burst in order 

to clear the erroneous check digits from 
the decoder check digit register. This 
sharply limits the usefulness of this 
system in dial-up circuits or others sub¬ 
ject to frequent error bursts. 

Conclusions 
The field of error detection and cor¬ 

rection by coding is rather new, and 
much remains to be learned about 
achieving the desired performance. 
Some systems, such as those used to read 
and transmit punched cards, are already 
using ingenious error-correcting systems 
but this approach has not yet been 
adapted to circuits which transmit more 
conventional data serially over one-way 
paths. There is great promise of simple 
ways of overcoming all kinds of inter¬ 
ference in existing transmission systems, 
thus leading to much higher informa¬ 
tion rates than are now possible over 
practical circuits. • 
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