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Today, telephone companies are faced with the challenge 
of providing reliable data transmission at higher speeds over 
voice facilities. Because data signals do not possess the built-in 
redundancy of speech signals, data accuracy is very important. 
A single error could render a message incorrect. This article, 
the second of two parts, describes some of the major causes of 
errors and discusses some of the considerations involved in 
transmitting data over telephone lines. 

ONE of the most important con-
siderations in transmitting data 

over communications systems is accu-
racy. Data signals consist of a train of 
pulses arranged in some sort of code. 
In a typical binary system, for example, 
digits 1 and 0 are represented by two 
different pulse amplitudes. If the ampli-
tude of a pulse changes beyond cer-
tain limits during transmission, the de-
tector at the receiving end may produce 
the wrong digit, thus causing an error. 

It is very difficult in most transmis-
sion systems to completely avoid such 
errors. This is especially true when 
transmitting digital signals over an ana-
log transmission system designed for 
speech signals. Many of the inherent 
electrical characteristics of telephone 
circuits have an adverse effect on digital 
signals, often making the circuits un-
satisfactory for data transmission— 
especially at high speeds. Frequently, 
these circuits must be specially treated 
before they can be used to handle data 
at speeds above 2000 bits per second. 

Voice channels on the switched 
(dial-up) telephone network exhibit 
certain characteristics which tend to dis-
tort typical data signal waveforms. Since 
there is random selection of a particular 
route for the data signal with each 
dialed connection, transmission param-
eters will generally change, sometimes 
upsetting the effect of built-in compen-
sation networks. Often data communi-
cations operations require speeds or 
types of signals which cannot be han-
dled by the switched network. In addi-
tion, the switched network cannot be 
used for large multiple address data 
systems using time sharing. Because of 
these considerations, specially treated 
voice bandwidth circuits are made avail-
able for data use ( see Table A). The 
characteristics and costs of these point-
to-point private lines are published in 
documents called tariffs, which are 
merely regulatory agreements reached 
by the FCC, state public utilities com-
missions, and operating telephone com-
panies regarding charges for particular 
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types of telephone circuits. The main 
advantage of private or dedicated facil-
ities is that transmission characteristics 
are fixed and remain so for all data 
communications operations. 

Signal Impairments 
Probably the most critical circuit 

qualities affecting data transmission are 
attenuation- frequency response, phase-
frequency characteristics, and impulse 
noise. In addition, echoes and circuit net 
loss or over-all attenuation tend to de-
grade data pulses and usually have to 
be considered when selecting a voice 
circuit for data transmission. 
The attenuation- frequency response 

limits the bandwidth for transmission. 
This characteristic causes the transmis-
sion loss of a circuit to vary with fre-
quency. Ideally, the attenuation- fre-
quency curve should be " flat" across the 

band required for data transmission. 
Most modern voice transmission circuits 
are sufficiently " flat" between 600 and 
2700 hertz so that low-speed data is not 
seriously affected by this characteristic. 
However, for high-speed data transmis-
sion, it often is necessary to provide 
some sort of compensation in order to 
equalize the attenuation- frequency re-
sponse. 
The phase-frequency characteristics of 

a circuit cause what is known as delay 
dirlortion. (See The Lenkurt Demodu-
lator. June, 1965.) Delay distortion re-
sults from the capacitive and inductive 
reactances common in all communica-
tions circuits, causing the propagation 
rate of signals to vary non- linearly with 
frequency over the desired bandwidth. 
This is not a problem in speech trans-
mission because the human ear is not 
very sensitive to phase- frequency varia-

TABLE A. Specially Treated Voice Bandwidth Circuits for Data Ilse 

Use 
Interstate Tariff 

FCC No. 

Schedule 2 Alternate voice/facsimile 
Telephoto (telephoto) or FAX only 

Schedule 2 Telephoto 
with Special 
Conditioning 

Remote Operation & 
Control (FAA) 

Schedule 4 
Type 4 Data 

Schedule 4 
Type 4A Data 

Schedule 4 
Type 4B Data 

Schedule 4 
Type 4C Data 

Schedule 5 Data 

140 

Alternate voice/facsimile 140 
(telephoto) or FAX only 

Simultaneous voice/remote operation 135 
and control or remote operation 
and control only 

Alternate voice/data or data only 237 

Alternate voice/data or data only 237 

Alternate voice/data or data only 237 

Alternate voice/data or data only 237 

SAGE data circuits 237 
digital data 



tions. But for data, such variations limit 
the speed of transmission and reduce 
the margin for error. 

Delay distortion becomes more criti-
cal •as data speeds increase. Typically, 
higher data speeds are achieved by 
shortening the width ( duration) of 
each pulse. Because of the shorter pulse, 
slight shifts in relative phase between 
frequency components have a greater 
effect in distorting the signal. 
Some type of compensating network 

or delay equalizer must be employed 
when the phase-frequency characteris-
tics of a circuit are unsuitable for data 
transmission ( see Figure 1). Such de-
vices introduce a controlled amount of 
phase shift into the circuit at various 
frequencies. 
The most difficult type of signal im-

pairment to overcome is impulse noise. 
Such noise is extremely unpredictable 
and is commonly caused by electrical 
storms and the operation of switching 
equipment in the telephone plant. Quite 
often impulse noise will raise or lower 
the amplitude of a data pulse above or 
below a fixed detection or slicing level, 
causing the wrong binary symbol to be 
indicated at the receiver. One way of 
overcoming the problem of impulse 
noise would be to raise the signal 
power. However, communications sys-
tems have limited power handling capa-
bilities which cannot be exceeded. 
White noise, on the other hand, has 

a relatively uniform distribution of en-
ergy. Caused by the thermal agitation 
of electrons in resistances, white noise 
is always present in electrical circuits 
and cannot be eliminated. Since this 
type of noise is predictable, its effect 
can usually be overcome in the design 
of a data communications set. 

Signal impairment also may be caused 
by variations in the carrier frequencies 
between the transmit and receive termi-
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Figure I- Both delay and amplitude 
distortion affect the quality of data 
transmission. Top panel shows the 
relative envelope delay of a typical 
voice channel both before and after 
equalization. The result of amplitude 
equalization is shown in bottom panel. 

nais of a single-sideband suppressed-
carrier multiplex communications sys. 
tem. In such systems, carriers removed 
at the transmit terminal must be rein-
serted at the receive terminal. Any 
change in frequency between the trans-
mit and receive carriers will shift the 
various frequency components of the 
data signals. If the frequency difference 
is great enough, the data signals can 
become so distorted that they cannot 
be correctly detected. This problem is 
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overcome by synchronizing the carrier 
generators of the two multiplex termi-
nals, usually with a pilot signal which 
is transmitted through the system. Also, 
the use of a subcarrier in the modula-
tion scheme of a data set helps to mini-
mize the effect of frequency shift when 
data signals are fed through multiplex 
systems. 

Error Detection and Correction 

As data signals leave the business 
machine or computer and enter the data 
transmitter, they are essentially free 
from error. Since telephone systems 
were originally designed for voice trans-
mission, various characteristics of the 
telephone circuit can impair the quality 
of a data message, possibly changing its 
context and rendering it unusable. 
Therefore, from the standpoint of serv-
ice, the actual error rate or probability 
of error, which is determined statistic-

DATA 
IN 

DATA MODEM 

ally, is the most important factor in 
evaluating the overall performance of 
a data set. 

Because of the significance of errors 
in data communications and since it is 
not practical to build error- free trans-
mission circuits, the usual course is to 
equip data sets with some type of error 
control. Typically, error control systems 
in use today are capable of both error 
detection and correction, or error detec-
tion only. 

Techniques which only detect errors 
are generally less complex than those 
which detect and correct errors. The 
simplest and most widely employed 
method of error detection is simple 
parity check coding. This technique uses 
redundant bits of information inserted 
into the digital message so that there 
is always an odd or even number of 
mark or space bits transmitted. Parity 
check coding, though vulnerable to 

LOOP 
BACK 

COMPARATOR —4 COUNTER 

DELAY 

Figure 2. Typi-
cal method for 
measuring error 
performance of a 
data communica-
tions set. Data sig-
nals are looped 
back from trans-
mitter to receiver. 
Delay corres-
ponding to the 
amount in the 
path is added to 
the original data 
signals which are 
then compared 
bit-by-bit with the 
received data sig-
nals. An error 
counter keeps 
track of the num-

ber of errors. 



many kinds of multiple errors which 
overcome the capacity of the coding 
method, has found wide use because the 
data receiver can be arranged to check 
parity without the need for complex 
circuits. 

Error correction techniques use re-
dundancy on a larger scale than the 
parity check method. The amount of 
redundancy determines the maximum 
number of errors that can be corrected. 
Error correction arrangements are ex-
tremely complicated, and the reduction 
in effective transmission speed necessary 
to accommodate redundant bits can be-
come excessive. Furthermore, a substan-
tial percentage of errors tend to come 
in bursts, so the utility of many correc-
tion schemes may be somewhat limited. 

Data transmission systems using the 
Lenkurt - developed Duobinary tech-
nique ( see The Lenkurt Demodulator, 
February, 1963) provide error detection 
without the need for adding redundant 
information. Instead of adding redun-
dant bits to the message which, in effect, 
lowers the transmission rate, Duobinary 
coding follows a systematic pattern that 

provides a more powerful error detec-
tion method than the simple parity check. 

For business purposes, data systems 
normally transmit information in sec-
tions or blocks. When errors in a block 
are detected, the system automatically 
keeps retransmitting the block until 
there are no errors. For real-time sys-
tems, such as high-speed telemetering, 
where data is obsolete almost immedi-
ately after it is received, duplicate or 
diversity transmission techniques are 
about the only practical solution to off-
set the problem of errors. 

Error rate may be determined by com-
paring each and every bit of the received 
message with the transmitted message. 
This can be accomplished by either 
looping-back the received signal to the 
originating transmitter, or by transmit-
ting a predetermined pattern of data 
signals known to the receiver. When 
the data signal is looped back ( see Fig-
ure 2), a variable delay, corresponding 
to the transmission time of the data 
message in both directions, is inserted 
into the original message before it is ap-
plied to a bit-by-bit comparator. By 

A 

BINARY 

SYSTEM 

Dh 

SIGNAL 
LEVEL 

QUATERNARY 

SYSTEM 

-----

A 

Figure 3. Deter-
mining noise pen-
alty compared to 
binary. Because 
multilevel systems 
require more slic-
ing points than bi-
nary systems, 
they are more 
susceptible to er-
rors caused by 

noise. 
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analyzing the transmitted message and 
the received message together, the com-
parator signals an electronic counter 
when errors are present. 

Modulation Methods 
Selecting a suitable type of modula-

tion is extremely important in the de-
sign of data transmission systems to 
provide simplicity and to achieve opti-
mum performance. The three basic 
methods of modulation in data trans-
mission are amplitude modulation 
(AM), frequency modulation ( FM), 
and phase modulation (PM). Fre-
quency modulation of a binary signal 
results in the shift of a two-state or 
binary signal about an FM carrier, and 
thus is usually referred to as frequency 
shift keying ( FSK) rather than FM. 
The most commonly used technique 

is binary FM (or FSK) because this 

18 20 

Figure 4. Compari-
son of error rate ver-
sus signal-to-noise 
ratio. Without nor-
malization synchron-
ous Duobinary has a 
noise penalty of 
about 3.4 dB com-
pared to binary. This 
is a marked increase 
in performance over 
nonsynchronous 
Duobinary and 

quaternary. 

type of signaling offers a good signal-
to-noise ratio, and is not affected by 
changes in amplitude level. However, 
the signaling speeds achieved with bi-
nary modulation are limited and gen-
erally inadequate to meet present-day 
data requirements. 

Vestigial sideband AM and tech-
niques using more than two or multi-
level signal states increase the amount 
of data that can be transmitted over 
communications facilities. Quaternary 
FSK and quaternary phase shift keying 
(PSK) are examples of multilevel sys-
tems which effectively double the data 
rate compared to binary that can be 
transmitted in a given bandwidth. But 
there is a greater sensitivity to noise 
with both vestigial sideband and multi-
level systems, and error performance is 
usually poorer. Furthermore, distortion 
in the absence of noise, termed inter-
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Figure 5. Spectral 
distribution of a bi-
nary FM signal. Dis-
crete components 
present in the binary 
signal represent 
wasted power; these 
are not present in 
the synchronous 
Duobinary signal. 

symbol interference, is increased with 
multilevel signals. This type of distor-
tion is caused by the overlap of positive 
or negative overshoots of the past pulses 
into the time slots of other pulses. Ex-
perimentation on multilevel systems 
continues and new approaches have 
been investigated to improve their per-
formance. 

Correlative Technique 
Correlative data transmission tech-

niques, particularly the Duobinary prin-
ciple, have aroused considerable inter-
est because of the method of 
converting a binary signal into three 
equidistant levels. This correlative 
scheme is accomplished in such a man-
ner that the predetermined level de-
pends on past signal history, forming 
the signal so that it never goes from 
one level extreme to another in one bit 
interval. 
The most significant property of the 

Duobinary process is that it affords a 
two-to-one bandwidth compression rel-
ative to binary signaling, or equiva-
lently twice the speed capability in bits 
per second for a fixed bandwidth. 
The same speed capability for a multi-

level code would normally require four 
levels, each of which would represent 
two binary digits. 

Noise Penalty 
Generating a signal with correlated 

levels permits overall spectrum shaping 
as well as individual pulse shaping, thus 
minimizing intersymbol interference. 
However, there is a noise penalty with 
respect to binary systems, and this ap-
plies to level-coded correlative systems 
as well as other multilevel systems. 
Though exact mathematical calculations 
of such penalties are usually compli-
cated, there is a quick method of find-
ing an approximate value. In Figure 3, 
both binary and multilevel represents-
dons are shown. Assuming an equal 
peak voltage of A volts for both cases, 
the noise penalty is the ratio of the dis-
tances between arty signal level and the 
adjacent slicing level for each of the 
two systems. 

The corresponding distances . are 
Dm=Al2(m - 1). where ni is the num-
ber of levels 

and for binary 

Db.= A/2 

8 
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Figure 6. A typical data set shown here is Lenkurt's 26C which transmits serial 
digital data over standard 3-kHz voice channels at 1200 or 2400 bits per second. 
Other practical applications include telemetry, digitized voice or facsimile data 
transmission, and air-to-ground data communications over UHF or VHF radio 
links. Transmission at 2400 bits per second is achieved through the use of the 
Lenkurt synchronous Duobinary coding technique. Low error rate coupled with 

automatic error detection are added features of the Duobinary technique. 

The approximate noise penalty ( in de-
cibels) for an m-;evel system relative to 
a binary system is then 

20 log Db1Dm 

Substituting the values of Db and Din 
gives 

A/2 
20 log   = 20 log (m - 1) 

Al2(m- 1) 

For a binary system, the noise penalty 
is 0 dB, since binary serves as a refer-

ence. The calculation for a quaternary 
system revea% that the noise penalty is 
approximately 9.4 dB relative to binary. 
The Duobinary signal has three levels 
(m=3). Calculating the noise penalty 
for a Duobinary system from the above 
formula results in a 6-dB value with re-
spect to binary. 

Synchronous Duobinary 
A special situation occurs when data 

transitions are synchronized with the 
carrier phase in FM data transmission 
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at 0°, 180°, or ± 90°, as opposed to 
where the data transitions bear no rela-
tionship to the FM carrier phase. It 
would appear that because there is still 
the same number of slicing levels, the 
synchronized Duobinary signal has a 
6-dB noise penalty. Yet, in practice, it 
is closer to 3 dB. This situation can be 
analyzed mathematically, but is more 
clearly demonstrated by comparative 
testing of actual working systems under 
identical conditions. 

If error rate is measured as a function 
of signal-to-noise ratio, individual noise 
penalties can be determined by subtract-
ing the resultant signal-to-noise ratio of 
nonsynchronous Duobinary, synchro-
nous Duobinary, and quaternary from 
the signal-to-noise ratio of a binary 
system. 

It is easy to establish identical condi-
tions to determine the noise penalty by 
using three systems that have the same 
peak-to-peak FM deviation, namely, 
1200 Hz, which has been proven to be 
optimum for binary transmission. Three 
such systems are the Lenkurt 26A, a 
quaternary system; the Lenkurt 26B, a 
nonsynchronous Duobinary system; and 
the Lenkurt 26C, a synchronous Duo-
binary system. 

The conditions for plotting the 
curves shown in Figure 4 were es-
tablished by supplying a random binary 
data signal to each system, introducing 
white noise with flat weighting over a 
3.4-kHz bandwidth, and retiming and 
sampling the data with a clock derived 
from data transitions. 

For clarity, the signal-to-noise ratio 
values shown are not normalized (put 
on the same speed basis), since the most 
significant factor is the performance of 
Duobinary and quaternary relative to 
binary rather than the absolute signal-
to-noise ratio values. From Figure 4 and 
Table B, it can be seen that the experi-
mental results and calculated values 
from the formula 20 log (m - 1) are 
relatively similar for quaternary and 
nonsynchronous Duobinary when com-
pared at an error rate of 10-5 ( 1 error 
in one hundred thousand bits), with a 
sufficiently long-time error averaging 
period. 

For synchronous Duobinary, there is 
only a 3A-dB noise penalty with re-
spect to binary for random input data. 
This is because the synchronous sys-
tem results in a power spectrum that 
does not have discrete spectral lines as 
does the nonsynchronous system. ( See 

TABLE B. Signal-to-noise ratio and noise penalty coin pansons with respect to 
binary of synchronous Duobinary, nonsynchronous Duobinary, and quaternary 

systems for an error rate of 10. 

System 

Binary 

Synchronous Duobinary (Lenkurt 26C) 

Nonsynchronous Duobinary ( Lenkurt 26B) 

Quaternary (Lenkurt 26A) 

S/N Ratio (dB) 
from Figure 4 

8.5 

11.9 

14.5 

17.0 

Noise Penalty (dB) 
relative to binary 

3.4 

6.0 

8.5 

I() 



Figure 5.) Discrete components are 
two steady tones ( sinusoids) at fre-
quencies of 1200 and 2400 Hz, respec-
tively, and which appear in binary FM. 
If the ratio of frequency difference in 
hertz between mark and space to the 
bit speed in bits per second (or devia-
tion ratio) is unity, the total power is 
equally divided by the continuous com-
ponent and the two discrete compo-
nents. This phenomenon is inherent to 
binary FM transmission and there is 
nothing that can be done about it. Un-
like this situation, the synchronous Duo-
binary signal contains only the contin-
uous information carrying component 
of spectral density, but no discrete com-
ponents. Consequently, the total power 
can be increased by 3 dB compared to 
nonsynchronous Duobinary FM which 
contains discrete components that do 
not carry information. 

The Future 
It is universally recognized that 

communications is essential at every 
level of organization. The United States 
Government utilizes vast communica-
tions networks for voice as well as data 
transmission. Likewise, businesses need 
communications to carry on their daily 
operations. 
The communications industry has 

been hard at work to develop systems 
that will transmit data economically and 
reliably over both private- line and dial-
up telephone circuits. The most ardent 
trend in data transmission today is 
toward higher speeds over voice-grade 
telephone channels. New transmission 
and equalization techniques now being 
investigated will soon permit transmit-
ting digital data over telephone chan-
nels at speeds of 4800 bits per second 
or higher. 
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Correction: In the September, 1966 issue, Figure 1, the lower "Transmit" and "Receive" 
functions within ilte blocks marked "Data Modem" should be reversed. Each data modem 
should have a transmit and a receive section. 
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