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Digital data transmission has grown to 
such an extent that complete networks 

dedicated entirely to its use are begin-
ning to appear. One such system now 

in operation provides twenty-four cities 
with digital data links. 

The transmission of digital data 
over telephone company lines 

began in the 1950's, but its big boom 
followed the Federal Communication 
Commission's 1968 decision to open 
the voice-frequency (vf) network to 
the use of non-Bell data equipment. 
The characteristics of the standard 
4-kIlz vi channels established the para-
meters for the design of all manufac-
turers' data modems and data sets, and 
helped to standardize certain data 
rates. 

Transmitting digital information 
over vf channels requires the use of 
carrier modulation and several meth-
ods have been used to great advantage. 
However, the digital-to-analog conver-
sion process restricts the total amount 
of data that can be transmitted since a 
part of the channel bandwidth is al-
ways occupied with synchronization 
information. This factor, plus the bur-
geoning demands of data transmission, 
has led to the development of a 
network designed to handle data in its 
digital form. 

The Digital Data System (DDS) was 
established in 1974 when five cities— 
New York, Boston, Philadelphia, Chi-
cago and Washington, D.C.—were in-
terconnected and tests conducted to 

prove the viability of the system. 
During 1975, another 19 cities were 
added to the network, and plans call 
for 96 metropolitan areas to be linked 
within a few years. 

System Design 
The Digital Data System provides 

private line, point-to-point, and multi-
point channels operating at 2.4, 4.8, 
9.6 and 56 kb/s with a lower error rate 
than most dedicated lines or the Direct 
Distance Dialing (Di)l)) network. In 
addition, the inclusion of automatic 
protective features in both the trans-
mitting and terminal equipment makes 
the system less susceptible to outages. 

From the beginning, system design 
has focused on two performance as-
pects: the quality of transmission and 
the dependability of the channels. The 
DDS system has been designed with a 
quality objective of 99.5 percent error-
free seconds, while channel availability 
has been set for 99.96 percent, or an 
average annual down-time of less than 
0.04 percent. 

Digital data customers are con-
nected through four-wire loops to lo-
cal central offices where data signals 
from many customers are multiplexed 
onto Tl-type repeatered lines for 
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transmission to a hub office. When the 
multiplexed signal arrives at a hub 
office, individual signals are recovered 
from the bit stream by demultiplexing, 
then remultiplexed with other data 
going in the same long-haul direction. 
Hub offices are interconnected 

mod through the existing network of digital 
carrier systems consisting primarily of 
microwave radio links using the Data 
Under Voice (DU V) technique (see 
Figure 1). Long-haul digital data trans-
mission may also he over Tl-type lines 
up to the maximum range restriction 
of about 100 miles, or over the new 
96-channel, T2-type lines ranging up 
to 500 miles in length. 

Synchronization of the network is 
critical to the proper functioning of 
the Digital Data System. In order to 
maintain synchronization, the data 
links themselves are used to distribute 
synchronizing signals throughout the 
system. Hub offices contain 'nodal' 
timing supplies having highly stable 

'se oscillators with memory circuits that 
permit them to continue operation in 
case the synchronization signal is lost. 
One hub office, the location of which 
may be changed, functions as a master 
timing source and all other hub offices 
are slave units. When the plan is fully 

implemi•nted, a master source located 
at II illsborough, Missouri, will 
synchronize the entire network. Inter-
mediate and local offices also contain 
timing sources but their oscillators are 
not as stable as those in 'nodal' 
supplies. 

Digital Serving Area (DSA) 
In its final configuration, the DDS 

network will contain three levels, or 
classes, of "digital serving areas.” Each 
DSA will consist of the geographical 
area around a hub office and will be 
designated as a Class I, II, or III DSA 
depending on the class of the hub 
office. The highest level regional hub 
offices (Class I) are located along 
major radio and cable routes and are 
characterized by large cross-section 
(high-density) transmission capabili-
ties. Class II sectional hub offices have 
links with only one Class I hub and act 
as the center of Class II DSA's. Metro-
politan hub offices are linked to only 
one sectional (Class II) hub and are 
designated Class III digital serving 
areas (see Figure 2). 

Customer Premises Equipment 
Two new data interfaces, a data 

service unit (DS II) and a channel 
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Figure 1. Point-to-
point DDS service 
provides an efficient 
path for data trans-
mission without the 
need for cumber-
some conversion 
equipment. 
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C = CUSTOMER PREMISES L = LOCAL CENTRAL OFFICE 

I = INTERMEDIATE OFFICE H = HUB OFFICE 

•CUSTOMERS LOCATED NEAR A HUB OFFICE 
CAN BE CONNECTED DIRECTLY TO THE HUB. 

Figure 2. A typical Class Ill digital serving area. Combined geographical serving 
areas need not be contiguous and may overlap state and associated telephone 
company boundaries. 

service unit (ŒU), have replaced the 
data modems and data sets which have 
customarily provided the digital/ 
analog interface at the customer's end 
of a data transmission facility. With 
DDS, the digital-to-analog conversion 
is no longer necessary; consequently, 
DSU's and CSU's are more compact 
and simpler in operation than their 
analog counterparts. The design of 
these devices, as well as digital multi-
plexers, has been constrained by estab-

lished data rates which, as noted ear-
lier, resulted from the characteristics 
of the vf channels. 
A data service unit, such as the 

GTE Lenkurt L500A, has two bask 
parts with separate functions. The 
channel terminator portion of a DSU 
terminates the four-wire loops and 
provides circuit paths for loopback 
tests. The encoder-decoder section 
contains a transmitter, a receiver and 
circuits to recover timing signals. In 
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addition, it provides the familiar EIA 
RS232 interface at 2.4, 4.8 and 9.6 
kb/s and a CCITT V.35 interface at 56 
kb/s. The DSU uses a bipolar format 
to interface the customer's data termi-
nal with the four-wire loop leading to 

. the central office. 
A channel service unit, like GTE 

Lenkurt's L550A, requires that the 
customer's data terminal equipment 
provide encoding/decoding and logic 
functions as well as extraction of 
timing pulses from the bipolar signal. 
The primary functions of the CSU are 
the same as the channel terminator 
portion of a DSU; i.e., line termination 
and provision for loopback tests. Both 
the DSU and CSU provide network 
protection and automatic line build-
out (ALBO) features. 

The maximum length of a four-wire 
loop over which DDS service may be 
provided using DSU's or CSU's is 
determined by the type and gauge of 
the cable, and by the data transmission 

ele rate. 

giaro 

Central Office Equipment 
The four-wire customer loops are 

terminated at the central office by an 
office channel unit (OCU) which 
forms the data signals into "bytes," 
provides timing, replaces any zeros 
that have been removed and detects 
idle codes generated by a DSU or its 
equivalent. 

The signal coming from the custom-
er's equipment is regenerated and or-
ganized into eight-bit bytes with six 
bits of each byte at the three lower 
speeds (2.4, 4.8 and 9.6 kb/s), and 
seven bits of each byte at 56 kb/s, 
representing customer data. At the 
three lower speeds, the first bit of each 
byte is reserved as a framing bit for a 
subrate digital multiplexer (SRDM). 
Since framing bits are not needed at 
56 kb/s, the first seven bits are all 
available for transmitting data. The 

eighth bit of each byte at all speeds is 
used as a status indicator. 

The OCU converts all data rates to 
64 kb/s (by repeating bytes) which 
permits the use of standard test equip-
ment and makes cross-connecting easi-
er. This will also simplify the design of 
switching equipment for switched 
DDS service. The OCU generates bi-
polar violations when a long series of 
zeros is encountered and produces 
appropriate codes when the "idle 
code," "network trouble code," or 
"remote test code" is present. An 
"idle code" indicates that the far end 
terminal is not sending data, and a 
"network trouble code" indicates a 
failure in the DDS network. A "re-
mote test code" is generated by test 
procedures and triggers the automatic 
loopback circuit in the DSU. 

Besides OCU's for all four data 
speeds, each central office may con-
tain timing supplies, multiplexers, mul-
tipoint junction units (MJU's) and test 
equipment. hub offices contain all of 
the above equipment plus additional 
cross-connect facilities (DSX-0, A and 
B), system test facilities, and a means 
to access the long-haul transmission 
facilities. The MJU's, which are lo-
cated at the DSX-0, permit several 
terminals at different locations to 
share a common transmission channel 
in a multipoint private line. 

Multiplex Equipment 
Local and hub offices may be 

equipped with three types of time-
division multiplexers to combine the 
outputs of the °Ctrs. 

The lowest-order multiplexer is the 
subrate digital multiplexer (SRDM), or 
digital submultiplexer, which assem-
bles the eight-bit bytes from the 
OCU's into superframes containing 5 
bytes for 9.6 kb/s, 10 bytes for 4.8 
kb/s and 20 bytes for 2.4 kb/s (see 
Figure 3). The 4.8- and 9.6-kb/s 
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Figure 3. The output 
signal of a subrate 
digital multiplexer 
(SI{ DM) contains 
synchronization in-, - 
formation which 
permits it to operate 
independently of 
second-stage multi-
plexers. 

SRDM's can accept signals from Oars 
operating at either 2.4 or 4.8 kb/s, and 
the 9.6-kb/s multiplexer can accept 
any of the three low-speed OCU sig-
nals, although there is a loss of effi-
ciency when a submultiplexer is used 
at less than its maximum rate. All 
three versions of the digital submulti-
plexer have 64-kb/s outputs which 
connect to one port of a higher-order 
multiplexer. 

The Ti Digital Multiplexer (TIDM) 
is a second-stage multiplexer which 
combines the output of 23 first-stage 
submultiplexers into a 1.544-Mb/s bit 
stream for transmission over Tl-type 
lines (see Figure 4). The standard 
Tl-type PCM line frame length of 193 
bits is retained. Since the output sig-
nals from all three versions of the 
digital subnmltiplexer and all four 
versions of OCU's are identical 64-kb/s 
bit streams, any port of the TIDM can 
accept an input from any one of these 
seven pieces of equipment or a combi-
nation of signals from them. Effi-
ciency drops whenever a port is not 
connected to a 56-kbis ()CU or a fully 
loaded submultiplexer. 

An additional second-stage multi-
plexer, called a Data-Voice Multiplexer 

(TIDVM), allows 64-kb/s data signals 
and digitized voice circuits to share a 
TI -type line when used with a DID- or 
D3-type channel bank (the GTE Len-
kurt 9002B, for example). The 
T1DVM (see Figure 5) was developed 
for situations where the volume of 
data traffic does not justify the full 
capacity of a TIDM operating over a 
dedicated Tl-type line. The TIDVM 
can replace from one to twelve 64-kbis 
digital voice signals from a channel 
bank with a like number of 64-kbis 
data signals. Each 64-kb/s data stream 
derived from the TIDVM can be used 
in the same way as those provided by 
the TIDM digital multiplexer. The 
PCM channel bank used in conjunction 
wi th the TIDVM must operate 
synchronously with the DDS network 
and is, therefore, controlled by the 
office clock. 

The TIDVM frame format is identi-
cal to the DID- and 1)3-type format, 
consisting of 193 bits divided into 24 
eight-bit bytes. The eighth bit in each 
byte is set to logic 1 when the custom-
er's data terminal is transmitting, 
otherwise it is set to O. Any byte in 
which the eighth bit is a 0 is called a 
"control byte." 
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The T1DVM can operate in three 
modes: combined data-voice, indepen-
dent data, or chained operation in 
which data can he added or dropped at 
intermediate offices without back-to-
back terminals. 

All these multiplexers contain not 
only monitors and alarms to indicate 
outages, but also standby spares which 
can automatically restore service when 
the operating unit fails. 

Figure 4. The T1 
Digital Multiplexer 
(T1DM) designed for 
high- density data 
routes. 

Long- Haul Data Links 
Primary use is made of the existing 

microwave radio network employing 
the Data Under Voice (DUV) tech-
nique which encodes a Tl-type signal 
into a seven-level partial response for-
mat at the transmit terminal and de-
codes it at the receive end. Most 
metropolitan areas already have access 
to this network so no major expendi-
tures are involved in providing DDS 
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Figure 5. T 1 Da-
ta- Voice Multiplexer 
(T1DVM) designed 
for low-density data 
routes permits sub-
stitution of 1 to 12 
data streams for digi-
tized voice signals. 
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service. however, the limited number 
of channels available has led to the 
development of several high-capacity 
systems, some of which have not yet 
been put into service. 

For example, the M12 multiplexer 
can combine up to four 24-channel 
signals into a 6.312-Mb/s format for 
transmission over the new T2-type 
digital line, while the M2L multiplexer 
is capable of combining two T2-type 
signals into a 13-Mb/s signal for trans-
mission over L4- or L5-type coaxial 
cable carrier systems. This 13-Mb/s bit 
stream replaces a mastergroup (600 

voice channels) and requires regenera-
tion about every 300 miles. Attempts 
are also being made to put as many as 
4032 one-way voice channels on one 
coaxial cable. Adequately synchro-
nized, such a system could transmit 
200 Mb/s. 

Future systems composed of fiber 
optics, millimeter waveguide, digital 
radio or PCM coaxial cable will be 
ideally suited for DDS, and the econo-
mies of handling digital data in its 
original form will become more evi-
dent as experience is gained with these 
new systems. 
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Introduction to Microprocessors 
Because of its increasing utilization of digital tech-
nology, the telecommunications industry has come 
to rely more than ever on devices and processes 

originally developed for the data processing field. 

Adigital computer is basically a 
stored-program machine that 

automatically performs computations 
and solves problems too lengthy or 
complex to be easily handled by any 
other means. In the years since they 
were first introduced, they have be-
come increasingly efficient, and more 
widely used, with every technological 
improvement. The microcomputer, 
which represents the latest develop-
ments, realizes the capabilities of a 
digital computer in an integrated cir-
cuit form. 

Computer Architecture 
At the very least, a computer must 

contain, or have access to, a memory, 
an input/output (I/O) interface, a de-
vice or circuit for performing arithme-
tic operations, and a control section. 

The memory of a digital computer 
allows storage and retrieval of informa-
tion in the form of binary digits, or 
"bits," that are typically arranged into 
"words." To ease manipulation, each 
word may be subdivided into "bytes"; 
a 16-bit word may thus be treated as 
two eight-bit bytes. The information 
stored is of two types: the data that 
are to be processed and instructions 
that, collectively, constitute a "pro-
gram." 

Each storage location in a memory 
is identified by a particular number, or 
"address." For example, in one type 
of random access memory (RAM) 
structure (see Figure 1), using a solid-
state memory chip and an eight-bit 
word format, an address word provides 
access to any given location. The first 
four, or highest-order, bits are decoded 
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Figure 1. The unique 
address of each cell 
in a random access 
memory (RAM) 
structure allows the 
random recall or 
storage of data bits. 
In a read only mem-
ory (ROM) struc-
ture, data can only 
be recalled, but ad-
dressing is the same. 
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to serve as enabling signals for the 
group of memory cells. Once the chip 
is enabled, the four lower-order bits 
identify the specific cell being ad-
dressed. If the system were in a read 
mode, the contents of the addressed 
cell would be placed on the data lines; 
in a write mode the word appearing on 
the data lines would be stored in the 
addressed cell. When a read only mem-
ory (ROM) structure is employed, 
addressing can be accomplished in the 
same manner, the only difference be-
ing that no write capability is pro-
vided. Program instructions, which 
rarely change, are generally stored in 
ROM's, while RAM's are used for 
storing transient data. 
A program instruction consists of 

an "operator," which details the oper-
ation to be performed, and at least one 
"operand," which may indicate the 
location of the data to be manipu-
lated, or may itself be the data. Pro-
grams are typically written so that 
sequential instructions are contained 
in consecutive cells. For example, the 
contents of program memory cell C, 
identified by address 0010, might 
command the computer to transfer 
(operator) to a temporary storage fa-

cility, or register, the contents (oper-
and) of one particular data memory 
location. The instruction in cell 
address 0011, might then command 
that this data be compared with the 
contents of another location and the 
word in cell E, address 0100, cause the 
result to be stored in yet another data 
memory cell. 

Communication with the external 
world is provided by one or more 
input/output interfaces, or ports. As 
with the memory locations, the I/O 
ports must be addressable, allowing 
the system to select a source of infor-
mation, such as a keyboard, or a 
recipient of the processed data (print-
er, magnetic tape, etc.). 

Typically, those portions of a digi-
tal computer that perform the control 
and arithmetic functions are treated as 
a single "central processing unit" 
(CPU). The microprocessor is essen-
tially a miniaturized CPU which, when 
interconnected with peripheral de-
vices, performs the logical and control 
functions of a microcomputer (see 
Figure 2). Execution of a program 
instruction in such a system is initiated 
by an activity command (I/O port 
read, memory write, etc.) being placed 

CENTRAL 
PROCESSING 
UNIT 
(MICRO-
PROCESSOR) 

PROGRAM 
MEMORY 

ADDRESS 

BUS 

CONTROL 

BUS 

DATA 
MEMORY 

INPUT OUTPUT 
INTERFACE 
I 0 PORT) 

I NPU I () U I PUT 
INTERFACE 
II 0 PORT I 

Figure 2. A microprocessor becomes useful only when ilis associnic(1 with 
peripheral devices to form what is essentially a microcomputer. 
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on the control bus by the CPU. The 
binary-coded address of the required 
memory location or I/O port is then 
placed on the address bus. Data is 
exchanged over the data bus, after 
which the CPU issues the next activity 
command. 

Microprocessor Architecture 
A typical microprocessor (see Fig-

ure 3) consists of an arithmetic/logic 
unit (ALU), control circuitry, and a 
number of registers. Registers are tem-
porary storage units, some of which 
are dedicated to specific functions 
while others serve more general pur-
poses. The "accumulator" of a micro-
processor, for example, is a register 
that interconnects the other elements. 

Data arriving from an input port are 
initially entered into the accumulator, 
from which they are either moved to 
the internal data bus for transfer to 
the data memory, or entered into the 
ALU for processing. Data intended for 
an output port are also loaded into the 

accumulator while awaiting an output 
instruction. The accumulator is thus 
both an operand and a result register; 
that is, it stores an operand until 
needed by the ALU and, after the 
arithmetic/logic operation is per-
formed, temporarily retains the result. 

The simplest arithmetic/logic unit is 
an "adder" that combines two inputs 
to produce an output according to the 
logic of binary arithmetic. With such a 
basic circuit, operating routines can be 
written to produce subtraction, multi-
plication and division capabilities. In-
cluded in the ALU are "flag bits" that 
indicate certain conditions (carry, 
overflow, zero, etc.) that occur during 
arithmetic and logical processing. 
A group of general-purpose registers 

serves as an easily accessible "scratch-
pad" memory within the microproces-
sor, eliminating the need to shuttle 
intermediate data between accumula-
tor and memory. The types of data 
stored in these registers depend upon 
the processor's operating mode and 
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Figure 3. The structure of a microprocessor typically includes an arithmetic/logic 
unit, registers, and control circuitry. 
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may include, in addition to intermedi-
ate processing results, address informa-
tion and instruction bytes. 

Yet another special-purpose register 
is the "program counter," which al-
lows the processor to know in what 
memory location the next instruction 
lies. The program counter at any given 
time contains the memory address of 
the next instruction. Because of the 
way in which programs are normally 
written, the processor can maintain 
this up-to-date status by adding a logic 
1 to the contents of the counter 
immediately after the fetching of an 
instruction. This sequential rule is vio-
lated only when the fetched instruc-
tion commands a "jump," causing the 
next instruction to be read from a 
memory location specified by the pro-
gram rather than from the next se-
quential location. 

The program counter is an essential 
element of the microprocessor's con-
trol section, which also includes an 
"instruction register," an "instruction 
decoder and machine cycle encoder," 
and control circuitry that uses clock 
inputs to maintain the proper se-
quence of events. 

When an instruction word is fetch-
ed from the program memory, its first 
byte is stored in the instruction regis-
ter; if the word contains more than 
one byte, succeeding bytes are placed 
in the general-purpose register array. 
The register's contents are retained 
until the required operation has been 
executed, and are also available to the 
decoder. The decoder logically trans-
lates the binary-coded information to 
selectively activate one of a number of 
output lines, each of which represents 
a series of operations associated with 
the execution of the instruction. The 
output of the decoder is combined 
with timing information to produce 
the signals that control the other 
processor elements. 

Microprocessor Cycles 
The operation of a microprocessor 

is based on the instruction cycle, 
which encompasses the time required 
to fetch an instruction from the pro-
gram and to execute it. The instruc-
tion cycle may be further divided into 
any number of "machine," or "proces-
sor," cycles. Every microprocessor op-
eration requires at least one reference 
to memory, even if it is only to fetch 
the next sequential instruction word; 
one such fetch phase is possible during 
any given machine cycle, while the 
number of machine cycles occupied by 
an execute phase depends upon what 
activity is to be carried out. 

For example, when the one-byte 
instruction word, "add register B," is 
fetched from memory, it requires only 
that the contents of one general-
purpose register, whose address is in-
cluded in the single byte, be added to 
the contents of the accumulator. All 
of the information needed for execu-
tion is contained within the proces-
sor's temporary storage facilities, so no 
further reference to memory is re-
quired and the execute phase can 
begin immediately; the instruction 
cycle thus occupies one machine cycle 
(see Figure 4A). This is a "register" 
mode of address, in that the register 
location of the data to be manipulated 
is specified by the instruction. If, 
however, the instruction word com-
mands that the contents of a particular 
data memory location be added to the 
accumulator, the instruction cycle oc-
cupies three machine cycles (see Fig-
ure 4B). In this "register indirect" 
mode of address, the instruction must 
specify the register containing the ad-
dress of the memory location in which 
the desired data are stored. During the 
first machine cycle, the instruction 
code for the addition operation and 
the register location are fetched from 
the program memory. During the sec-
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Figure 4. The instruction cycle of a microprocessor consists of one or more 
machine cycles, depending on the type of activity to be carried out. 

ond cycle, the address of the data 
memory location is read out of the 
register, completing the instruction. 
The data are read out of the addressed 
location during the fetch phase of the 
third cycle and added to the accumula-
tor contents during the third-cycle 
execute phase. 

Two other address modes are usual-
ly available to the microprocessor. In 
one, the "direct" mode, a multi-byte 
instruction word contains the opera-
tion code and the address of the 
desired data memory location. When 
the address mode is "immediate," the 
data to be manipulated are actually 
contained within the multi-byte in-
struction word (see Figure 5). 

The sequential movement of data — 
including instruction bytes — among 
storage, computing and I/O elements is 
the normal operational mode of the 
microcomputers that are built around 
microprocessors. In another mode, 
however, the microprocessor responds 
to "interrupt request" signals. When 
such a request is received, it replaces 
the next sequential instruction address 
held in the program counter with the 
address of an "interrupt subroutine." 
The instruction being executed is then 
completed and the interrupt subrou-
tine fetched. After execution of this 
subroutine, the normal instruction se-
quence is resumed. In many applica-

tions, more than one interrupt subrou-
tine is available to the processor, de-
pending upon the source of the re-
quest. Such a multiple-interrupt sys-
tem typically accepts inputs from sev-
eral devices and assigns priorities for 
obtaining access to the subroutines. 

Instruction Sets 
As with any computer, a micro-

processor-based system can only do 
what it is "told" to do by its program. 
When it is designed, a microprocessor 
is given the ability to perform a certain 
set of operations that define its "in-
struction set"; every time a particular 
instruction is decoded, the same speci-
fic operation is carried out. This makes 
the microprocessor extremely flexible, 
allowing its entire system application 
to be altered simply by changing the 
program memory contents. 

An instruction set generally in-
cludes data transfer and storage, logic, 
arithmetic, branch and input/output 
instructions. The group of data trans-
fer and storage instructions controls 
the movement of data between the 
various register and memory elements, 
including such functions as moving 
register contents to and from memory, 
loading the accumulator and reading it 
into memory, and exchanging the 
stored data among the general-purpose 
registers. The arithmetic group per-
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Figure 5. A microprocessor program 
may utilize several address modes to 
gain access to operands. 

forms such operations as addition and 
subtraction on data in the registers and 
memory. Boolean algebraic operations 
(OR, AND, compare, rotate, etc.) are 
controlled by the logic instructions, 
while the exchange of data with I/0 
ports and external devices depends 
upon the input/output group of in-
strictions. Branch instructions alter 
the normal sequential program pro-
gression and can be either conditional 
or unconditional. An unconditional 
jump, for example, would simply com-
ply with the operation specified by the 
data fetched from memory; "jump to 
memory location B" would be an 

unconditional branch instruction. The 
command, "if one condition is true, 
transfer program control to the in-
struction whose address is specified," 
would constitute a conditional jump. 

Languages 
A microprocessor can only execute 

instruction set commands that are in a 
binary-coded "machine language." For 
example, the instruction, "transfer the 
contents of data memory location 3 to 
the accumulator," might be identified 
by the binary number 00111010. 
When handling such relatively long 
series of l 's and O's, however, humans 
tend to make errors, so "program 
languages" have been developed to 
make programming more practical. 

Most such languages use "mne-
monic" (memory-aiding) abbrevia-
tions. One of these languages is "as-
sembly language," which assigns a 
unique mnemonic to each instruction. 
Every microprocessor manufacturer 
develops a special assembly language, 
but the principle is the same: the 
data-transfer example given above, 
which is a "loading" type of instruc-
tion, is assigned the mnemonic "LOA 
addr," followed by the binary-coded 
address of memory location 3, by one 
manufacturer, but could be identified 
in a different manlier by another. 
A microprocessor program writer 

can put together a group of instruc-
tions using an assembly language and, 
using an "assembler program," convert 
it to the requisite machine language. 
Higher-level programming languages 
such as ALGOL, PLM arid FORTRAN 
allow several instructions to be com-
bined into a statement which is then 
identified by mnemonics. 

Applications 
While the use of microprocessors 

has spread throughout many indus-
tries, there are some applications that 
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are of particular interest to those in 
the telecommunications field. For ex-
ample, an alarm system using tradi-
tional techniques might compare an 
input at one time with a previously 
received signal; if variations exceed 
pre-determined limits, an alarm mecha-
nism is activated. Such a system 
would, hopefully, never have to per-
form any function other than compari-
son of inputs. This means, howe‘er, 
that until an alarm condition is de-
tected the logic and control circuitry 
dedicated to the system is doing no 
useful work. 

The sanie alarm operation can be 
performed with a microprocessor-
based network that, in many cases, 
affords several advantages. Not only 
would the microprocessor compare in-
puts with previously received data 
stored in its memory, but during the 
inter-alarm periods could perform 
other, useful, work. When associated 
with a pipeline, for example, flow rate 
monitoring and control could be a 
primary responsibility of the network; 
if an alarm condition were detected, 
the I/O device serving that purpose 
would generate an interrupt request 
signal and cause an alarm-activating 

subroutine to be fetched and .•\ t-
ented. 

Telephone switching system control 
applications are also readily adaptable 
to microprocessor implementation. 
There are, in fact, several switching 
facilities now available that rely upon 
microprocessor-based controllers to 
perform line and trunk scanning, as-
sign voice channels and, in general, 
coordinate all of the necessary system 
decision making. 

Embodying as they do many of the 
concepts of larger-scale digital compu-
ters, microcomputers — and the micro-
processors around which they center — 
differ in that their micro-instruction 
format allows control of data trans-
fers, and all other functions, to reside 
in computed results of previously 
processed data. The instruction sets 
designed into specific processors per-
mit "custom tailoring" of systems to 
applications by the simple expedient 
of changing the contents of the pro-
gram memory. The fast, reliable and 
versatile configurations possible with 
microprocessors make them ideal for 
the rapidly changing telecommunica-
tions industry, and their increased 
utilization is forseen. 
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