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An analogue computer = -

A “~ ="

for 81mulat1ng one-dlmensmnal aerlal arrays

A Merjer e T

In various fields of transmitting and receiving technology such as radar, radio astronomy,
telemetry, and space flight, aerial arrays are used rather than single aerials. The mathe-
matical treatment of such systems is rather complex, even when the treatment is confined
to linear systems and the interaction between the elements is neglected. The article presents
two methods by which the array factors of symmetrical, unequally spaced linear aerial
arrays can be simulated and displayed electronically, thus providing a rapzd understanding

of the radiation behavzour of the system.

Introduction

Interest in aerials has increased considerably in the
last ten or twenty years. The aerial is always a vital part
_ of the system: a radar is made or marred by the quality
of ifs aerials, without good aerials space flight would
not have reached its present state of development, and
radio astronomy would have made little progress with-
out the aerial systems specially developed for it.

For many applications an aerial is desired that trans-
mits in just one direction or receives from just one
direction — an ideal that can be achieved only imper-
fectly. It has been found that the application of the
well known interference principle familiar from optics
can give a solution with some attractive aspects, par-
ticularly for radar. For example, the direction of radia-
tion of the aerial can be varied electronically — and
hence rapidly — without the inertia of mechanically
rotating aerials. Another possibility is rapid adaptation
of the radiation characteristics to the often variable
env1ronment in which the radar targets are situated. By

.using the 1nterference pr1nc1p1e more versatlle radar

',aerlals can be des1gned . :

Since an aerial whose operatlon is based on the inter-
_ ference pr1nc1p1e cons1sts of more than one, element we
shall henceforth speak of an aerial array.

-Exact calculatlon of the radiation characteristics of
an aerial ; array is extremely drfﬁcult because the radra-
. tion characterrstrcs of 'a srngle aerial in free space is
- different from that of the same aerial when it is part of
_an array. Here the various elements affect one anobther’s
'performance ina very comphcated way, dependmg on
the type of-aerial and on the geometry of the system. The
problemn is made very muc;h srmpler if this interaction
1s neglected The errors 1ntroduced by neglectmg the
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interaction become far less’ signiﬁcant the farther apart
the elements are located. Although there is usually a
difference between the calculated radiation character-
istics and the measired ones — even with widely spaced
elements — the information obtained can be of value
in designing an derial Array.

When the interaction between the elements is neg-
lected, we may consider the aerial array as a group of
elements each of which has a completely defined radia-
tion pattern. This radiation pattern, which is never
omnidirectional, is known as the'element Jactor. If all
the elements have the same element factor, we can find
the radiation pattern of an aerial array by starting from
a hypothetical array consisting of omnidirectional
elements. This will be explained later. The radiation
pattern of such a system is called the array factor. This
array factor depends only on the feed to the individual
elements and on the geometry of the array. The radia-
tion pattern of the aerial array is then given by the
product of the array factor and the element factor.

In this article we shall only deal with arrays whose
'elements'arevlocated_ on a straight line. They do not
however all have to be at the same spacing. Unequally
spaced linear aerial arrays of this type have become
increasingly important in recent years. They were first
used in radio astronomy, to obtain the same radiation
pattern from’a smaller number of aerials than are
needed whe“n' the spacing between the elements is
equal (11, Unequally spaced aeiial arrays also have
features of interest for radar systems. Some practical

linear arrays can be seen in figs. Ia and Ib.

~ Even with the limitation to linear arrays and with the

.interactipn between the elements neglected, the theor-
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Photo: N.V. Hollandse Signaalapparaten, Hengelo (O), The Netherlands

Fig. la. A linear equally spaced aerial array for radar.

etical treatment of unequally spaced arrays is very
difficult and as yet no satisfactory solution has been
found. Any other method that can provide information
about the relationship between the parameters describ-
ing such an array and its radiation pattern is therefore
very welcome.

In the following it will be shown that the array factor
of an unequally spaced linear array can be simulated
electronically in two ways, making use of diflerent
analogies: the space-time analogy, which displays the
array factor as a time phenomenon, and the space-
frequency analogy, which displays the array factor as
a frequency spectrum,

The space-time analogy has been found particularly
useful for studying aerial systems whose direction of
radiation can be varied electronically. This is not very
easy with the space-frequency analogy. This analogy
does however have the advantage that certain element
factors can also be simulated.

Fig. 1. The radio telescope at
Westerbork (The Netherlands),
which was brought into use in
1969. To give a better view of the
construction, the first element of
the aerial has been turned out
of position.

Of the two simulation methods the one based on the
space-frequency analogy can more easily be made to
work with existing equipment. The space-time analogy,
however, requires an analogue computer specially de-
signed for this purpose. Since there is considerable
interest in electronically steerable aerial systems, we
have built such a computer.

In both methods the effect on the array factor of a
change in the feed or in the arrangement of the aerial
elements can be directly displayed on the screen of
a cathode-ray tube.

In the following we shall deal first with the principles
of simulation. A description of the electronic circuits
of the analogue computer for the space-time simulation
is then given. Finally, to illustrate the principle, some
array factors obtained with the aid of the computer are
presented. To complete the picture, a few results ob-
tained by space-frequency simulation are included for
comparison.
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Theoretical principles of simulation

The array factor

Let us consider a linear array whose aerials are all
fed from a single source by means of power dividers.
Each aerial feed line is assumed to include an attenua-
tor and a phase shifter, so that the feed to each aerial
can easily be controlled in both amplitude and phase
(fig. 2).

We shall now consider the far field of such a system,
that is to say we consider a point far enough away from
the aerial array that the array can be treated as a point
source. This implies that the relative differences in path
length from our point to the aerial elements no longer
have any effect on the relative differences in the field
strength of the individual waves reaching the point.
The differences in path length do however affect the
phase differences between the individual waves. The
improvement in radiation behaviour that can be ob-

-~ .

tained with respect to that of a single-element aerial is

due to these path-related phase differences.

It follows from what we have said that the far field
of an aerial element may be regarded as a scalar quan-
tity and that the total far field is found from a summa-
tion of the fields of the individual aerial elements,
taking account of both amplitude and phase. The total
far field of a system consisting of NV aerial elements is
thus given by the expression:

N

Fioi(0,9) =Z FO,9), . .. (1)

i=1

where F;(©,¢) is the far field of the j-th element; the
angular coordinates @ and ¢ determine the direction
of view (see fig. 3). The field F;(@,p) is determined by
the strength a@; and the phase y; of the signal supplied
to the /~th element, by the element factor e;(®,¢) of
the i-th element and by the path-related phase difference
with respect to a reference source. Assuming that the
reference source is located at the point s =0, as
in fig. 3, and the i-th element at the point s = s,
then this path-related phase difference is equal to
ks sin © rad, where k is the wave number (k = 27/2).
The far field of the i-th element is thus given by:

F{(0,¢) = arexp (j1) (O, p) exp (iks: sin 6), ()

so that the total far field is:
N
Fio(@,p) = Z as exp (jyo) ei(O,9) exp (jksi sin O).
i=1 : N )
If all the elements have the same element factor, we

can put this in front of the summation sign and write
equation (3) as follows:
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Fig. 2. Diagram of a linear aerial system. The elements are
located on a straight line (coordinate of position s) and are fed
via a power divider D from a common source S. Incorporated
in each feed line is a phase shifter P; and an attenuator 4.

Fiot(O,9) = e(@,9) .E(sin @), . ... @
where L

N
E(sin 6) = Z as exp j(kss sin @ + yy). (5)
i=1
This function is the array factor.

It can be seen that the array factor may be regarded
as the far field of a row of omnidirectional aerials;
consequently it does not depend on the nature of the
elements.

The aerial designer now has to find a set of ampli-
tudes a;, phases y; and locations s; that will give an
“acceptable” array factor. Owing to the great number
of variables it is by no means certain whether an array
factor arrived at more or less fortuitously that has
“good” characteristics will also be the best one. What
we mean by “acceptable” or “good” will be seen later
from the discussion of the results obtained.
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Fig. 3. The path-related phase difference, expressed in radians,
of the signal of an element at Q at the position s = s; and a
reference source at the origin, is 27 times the number of wave-
lengths contained in the projection OP of the distance OQ in
the viewing direction (angular coordinates ©® and ¢).
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The space-time analogy

Fig. 4 illustrates schematically the method of simu-
lation based on the space-time analogy. The generators
G (i=1,2,..., N) give voltages that vary with time
as a cosine function and have the frequencies f;. The
initial phases y; of these signals are set by means of
phase-shifting networks. The amplitudes a; of the

(@< —

Fig. 4. Tllustrating the simulation of array factors in the space-
time analogy. G; cosine voltage generators. P; phase-shifting
networks. A; attenuators. X' summation network.

signals can also be freely chosen. The i-th signal thus
has the form:

Vi(t) = ascos Qafit +yi). . . . (6)

All the N signals of this néture are fed to a summa-
tion network 2. The output signal Vgr(f) of this net-
work is thus given by:

N

N
Valt) = Z Vi(t) = Z a; cos Qrafit + wi). . . (7)
=1

i=1

Substituting
t =Tsin O

and
Ji = siJ2T,
we obtain for (7) the expression:

N

VR(T sin @) = Z as cos (ks; sin @ 4 ), (9a)

i=1

which is identical with the real part of (5). If sinusoidal
voltages are generated by the sources G;, we then obtain
the imaginary part of equation (5):

. .

Vi(T'sin @) = Z ay sin (ks; sin © + ;). (9b)

i=1

By adding the squares of Vr and V; we obtain fhe
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square of the array factor, represented as a function
of time. It appears from the substitutions (eq. 8) that
the time has been made equivalent to the space variable
sin ©. This is why we refer to this principle as the
space-time analogy.

The constant T, which may at first sight seem to have
been introduced simply to preserve the correct dimen-
sions, also has a physical significance: the functions
Vr(t) and Vi(t) only have physical significance in the
t-interval [T, T, since a #-value outside this interval *
symbolizes a value of sin @ greater than 1, i.e. an
imaginary angle. For this reason the interval {—T, T
is also referred to as the “visible” region of .

In the manner just described any array factor can be
simulated with the aid of two sets of function genera-
tors. In nearly all aerial systems, however, the elements
are arranged symmetrically about the centre of the
system, and it is therefore sufficient to use only one set
of génerators. Mathematically this symmetry may be
described by the condition: '

St = —SN—i+1.

This also establishes that the origin s =0 of the s-
coordinate coincides with the centre of the aerial
system. The system then consists of M pairs of elements
symmetrically arranged about the centre, possibly with
an extra element at the centre (this will be the case if
N is odd, that is to say if N =2M 4 1). If also each
pair of elements is supplied with a signal of the same
amplitude (2; = any—s+1) but in opposite phase
(ps = —pn—+1), then equation (5) shows that each
such element pair contributes to the function E(sin @)
a real amount 2a; cos (ks; sin @ + ), where i =1,
2, ..., M. The array factor then becomes:

M
E(sin 0) = ao + 2 Z a; cos (ks; sin © + ). . (10)
i=1 :

Here ao is the amplitude of the signal fed to the central
element.

If we compare (10) with (9a) we see that the circuit
shown in fig. 4 is sufficient for generating a function
of time that is an adequate simulation of the array
factor of an aerial system that is unequally spaced but
symmetrically arranged about the centre, with equal
amplitudes and opposite phases for each pair of ele-
ments. The term a@o in equation (10) can easily be
supplied by adding a d.c. source of the appropriate
voltage. ' ' S o

A diagram explaining the simulation principle is
shown in fig. 5 for the case where y; = 0. In fig. 54
the amplitudes and positions of the elements are pre-
sented schematically. The array factor as a function
of sin @ then has a form like that shown in fig. 5b.
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Fig. 5. The space-time analogy.
a) The right-hand part of a sym-
metrical, unequally spaced linear
aerial array represented schema-
tically. The signal amplitude a; is
plotted vertically, the distance s¢
from the aerial elements to the
centre is plotted horizontally.
b) The array factor E(sin ®) for
"the aerial array in (a). The func-
tion is symmetrical with respect
to sin @ = 0. ¢) Amplitudes a;
and frequencies f; of a set of
_ cosine generators with which the
aerial array is simulated. d) The
time function V(r) of which (c) a
is the frequency spectrum. The T
generated function only has a
physical significance (© real)
for t < T.
The space-time analogy con-
sists in the correspondence of
(b) and (d) to each other when
(a) and (c) correspond.
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Since the system is symmetrical, this far field will also
be symmetrical with respect to sin @ = 0; it is there-
fore sufficient to draw this field for values of sin 0
between 0 and 1.

Fig. 5¢ gives the amplitude and the frequency of
each cosine generator. The time function is shown in
fig. 5d. The space-time analogy is found in the fact that
figs. 5a and b are equivalent to figs. 5S¢ and d. If we
change the frequency of the second cosine generator,
for example, then the effect of this on the time function
in fig. 5d is the effect which a corresponding displace-
ment of the second pair of elements would have on the
far field in fig. 5b.

Fig. 6. The space-frequency anal-
ogy. a) An unequally spaced
linear aerial array, represented
schematically. The elements are
line sources of length 24. The
signal amplitude a; is plotted
vertically, the distance s; of the
element from the origin, which |-| I-I

24

_— )

is taken to be at the lefthand

end of the array is plotted hori-
zontally. b) The array factor of
the aerial system as a function .
of sin ®. This diagram is the =
Fourier transformofthe function
shown in (a). ¢) Aseries of pulses
of width 27, with which the aerial
array is simulated. The pulse
amplitudes are plotted vertically,
the times at which the pulses
occur are plotted horizontally.
d) Frequency spectrum of the
time function of (¢). The spec- |-| I'I

—0
N
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trum -has. physical significance
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The space-frequency analogy

The conclusion to be drawn from fig. 5 is that the
configuration of the aerial array (fig. 5@) can be re-
garded as the spectrum of the far field (fig. 5b), since
fig. 5c is of course the spectrum of the time function
of fig. 5d (see also equation 7). Now a time function
and its spectrum are Fourier transforms of one an-
other. This means that the far field of an aerial array
can be described as the Fourier transform of the con-
figuration of the array. This conclusion is the basis for
the space-frequency analogy, whose principle is illus-
trated in fig. 6.

In fig. 6¢ a time function is shown that consists of

E{smT @)\ | | !
/\/\

1—»sin@

+

(O real) only when f < B. If (a)
and (¢) correspond, so do (b)
and ). . C

fN 2B —»
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a series of pulses of peak amplitudes a;, which occur
at the times #;. The width 27 of the pulses is small
compared with the distance between them. The fre-
quency spectrum F(w) (fig. 6d) is the Fourier trans-
form of this time function. Fig. 6a is an accurate re-
production of fig. 6¢ and represents our aerial system,
in which signals of amplitude a; are fed to elements of
finite length 24 located at the points s;; in other words
the elements must now be treated as line sources instead

of omnidirectional point sources. Since the far field of"

this system as a function of sin @ (fig. 6b) is the Fourier
transform of this configuration, this far field must have
exactly the same curve as the frequency spectrum in
fig. 6d. )
The space-frequency analogy thus amounts to the
generation of a signal whose variation with time is a
faithful representation of the configuration of the array
to be studied. In this case the array need not be sym-
metrical. The frequency spectrum of this signal is then
the representation of the far field of the aerial array.

ANALOGUE SIMULATION OF AERITAL ARRAYS

.

consisting of a series of pulses with the form of a half-
cosine function (fig. 7). -

Fig. 8 shows a diagram illustrating the simulation
method just described. Each time the pulse generator
PG delivers a pulse, the pulse shapers PS; generate a
pulse of a particular shape. This pulse is delayed #
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Fig. 7. Example of the way in which the element factor can be
taken into account in the far field by giving the pulse signals a
particular shape. Above: Aerial system consisting of four 4
dipoles. Below: Series of pulses representing the current distri-
bution in the elements and simulating this aerial array via the
space-frequency analogy.
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Fig. 8. Diagram of arrangement for simulating an array factor on the space-frequency

. analogy principle. Every T seconds a pulse generator PG delivers a clock pulse that causes
the pulse shapers PS; to deliver a pulse of a particular shape. This pulse is delayed by the
circuit Dy (#; seconds) and if necessary attenuated to the amplitude a; by A;. The signals are
then added in a summation network 2 and the sum signal goes to a spectrum analyser (not
shown). An example of a sum signal is shown under the diagram.

In certain cases the space-frequency analogy allows
the element factor to be taken directly into account by
giving the pulses a suitable shape. For example, the far
field of a group of half-wavelength dipoles can be
represented by the frequency spectrum of a"pulse train

seconds in a delay network D; and is then attenuated
to the required amount by an attenuator 4;. All the
pulses are then fed to a summation network 2, and
the resulting signal goes to a spectrum analyser.
Since the spectrum analyser must be supplied with
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a periodic signal, the pulse train representing the aerial
‘system must be periodically repeated. The repetition

frequency is 271/Tp, where T is the period of the pulse

train. This means that the screen of the spectrum ana-
lyser shows a line spectrum with lines at the frequencies
that are the harmonics of this repetitioh frequency. The
envelope of this line spectrum then represents the array
factor. .

From the mathematical treatment of this simulation
principle (see the small print below) it appears that the
space-frequency analogy is only suitable for simulating
the far field of an aerial system all of whose elements
are fed in phase. However, the equipment can be modi-
fied in such a way that the simulation method can also
be applied for an array whose elements are fed in dif-
ferent phases, but we shall not go any further into this
here.

The calculation also shows that it is not necessary to
display the whole frequency spectrum. Only frequen-
cies between particular values —B and 4 B (see fig. 6)
represent real @-values. The frequency interval [—B, B]
is thus the visible region of the frequency spectrum,
just as in the space-time analogy a time interval [T, T
represented the visible region.

The space-frequency analogy can be verified mathematically
as follows. Since the signal is periodic with a period Tp (see
fig. 8), it can be expressed in a Fourier series:

+ 0

()= 3 Faoxp(~i 7). ()
— p
The Fourier coefficients F; are found by using the expression:
Tp
Fa=— [ £() e (1 @’—’) dr (12)
Tp

In view of the shape of the signal, this integral can be written
as the 'sum of N integrals:

N 4+t
Fo= Z [ £(1) exp< 2”"’) dr =
i=1 H—T
N
Z 1 ai Et — 1:) exp ( 2%"’-‘), (13)
o Ty P
where ' +T
e (27’%” 1:) = / fi(f) exp (_1 2%:’) dt
. =T .

represents the element factor of the i-th element.
Now the frequency spectrum of the aperiodic signal is propor—
tional to

Flw) = (14

N

2 a1 el(w,m) exp (ot
i=1

so that the_ Fourier coefficient F, has been shown to be no more
than the sampling of the frequency spectrum at the frequency
27n|Tp.
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To establish the analogy of equation (14) with the expression
for the array factor (equation 5) we assume that all the pulses
are equal. In this case e;(w,Ts) is identical for each pulse, and this
factor can be put in front of the summation sign. We then obtain:

F(@) = e(0,7) . E@),

where . N .
Ew = X aexpGot). . . . . .. 15
: =1
Substituting Co-
. w=2Bsin® . . .. .. .... (16a)
and
=gfAB .. ... ... ... (16b)

in this expression, then for the case y; = 0 — i.e. where the
elements are fed with signals of the same phase — equation (5)
is identical with equation (14).

The analogue computer based on the space-time ahalogy

We shall now look a little more closely at the elec-
tronic circuits of-the analogue computer for the space-
time analogy [2). The basic circuit diagram of this.
equipment has already been shown in fig. 4; a photo-
graph of the equipment can be seen in fig. 9.

We saw earlier that the function generators G; in

fig. 4 have to be cosine generators of variable frequen-

cy. If we want fo simulate unequally spaced aerial
arrays, the frequencies of these generators must not be
harmonics of one another, which means that the
generated time function is not periodic. In order never-
theless to obtain a stationary picture on an oscilloscope,
the part of the function in which we are interested is
periodically repeated. This is done by making all the
generators run for T seconds only, starting them again
after T+ AT, stopping them again after 2T + AT,
and so on. The time T is chosen such that only the
right-hand half of the visible region is described (be-
tween sin @ = 0 and sin ® = 1, see fig. 5). The start
and stop signals are derived from the sawtooth genera-
tor of the oscilloscope, as shown in fig. I0. The time
AT is made equal to the flyback time of the oscilloscope
trace.

* At the moment the start pulse appears, all the genera-
tors must immediately start generating a cosine func-
tion of the right phase, frequency and amplitude. There
must be no switching transients; the generated function
must be undistorted during the period 7, and it must
also be accurately reproducible during a very large
number of sawtooth periods. In addition it must be
possible to modify the function in a fast and reliable
way.

This is done by deriving all the frequencies of the
cosine functions from the same train of high-frequency
pulses, which .come from a central pulse generator,
called the master clock. New series of pulses of lower
frequencies are derived from this pulse train by means
of frequency dividers. These pulse trains, whose fre-
quencies correspond to the positions of the elements
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of the aerial array being studied, are fed to function
generators. As we shall see later, each pulse that arrives
at the input of a function generalor initiates a step in
the output voltage, the successive steps being of the
correct heights for the waveform to approximate to a
cosine function. It is clear that the frequency of the
generated function will be lower than that of the pulse
train at the input, and as many times lower as the
number of steps in which the function is approximated.
We have taken this number of steps as 24, which gives
a favourable compromise between rhe time needed for
generating a complete cosine function and the accuracy
of the approximation. The function obtained in this way
can be started and stopped at any time without giving
rise to switching transients, and since all the generators
are driven by a common pulse generator there is no
frequency drift between the signals.

The initial phases of the cosine functions generated
are adjusted in the following way. We arrange that the
first m pulses go straight to the cosine generator, to be
followed by the pulses from the frequency divider of
frequency fi". The cosine generator then starts with the
value cos 2mm/p (p being the number of steps in which
the cosine function is approximated), so that a cosine

ANALOGUE SIMULATION OF AERIAL ARRAYS 9

Fig. 9. The analogue computer for the simulation of array fac-
tors by the space-time analogy (right). The system is capable of
simulating aerial arrays with up to 13 elements. The array factor
can be displayed on the oscillosope screen (left) and also on the
upper panel of the computer. The master clock is a separate unit
at the top. Under the display panel can be seen, from top to
bottom, the modulus shaper, the amplitude controllers, two
panels with phase-selector switches and, on the second panel up,
six frequency-selector switches.

A AT
-— e
start stop start stop start

I\W,-\\J(\
N /AN N AT

Fig. 10. Thesignals from the cosine generators are made periodic
by applying start and stop signals derived from the sawtooth
voltage of the oscilloscope. a) Sawtooth voltage. T is the sweep
time of the oscilloscope, AT the flyback time. ») Start and stop
pulses derived from the sawtooth voltage. ¢) and «) Examples

of the cosine functions of different frequencies generated in the
period 0-7.

(21 An important contribution to the construction of the ana-
logue computer was made by J. Hopstaken, formerly with
this laboratory.

b

¢

d



10 PHILIPS TECHNICAL REVIEW

signal is generated of frequency fi'/p and initial phase
2azm/p rad. There are other well known analogue-com-
puter techniques for generating cosine functions, but
for various reasons they were not so suitable for our
purpose.

A more detailed circuit diagram of the analogue
computer is given in fig. /1. The unit M (on the left)
is the master clock, whose output signal (frequency
about 100 kHz) goes to the control units CD;. These
control units supply the cosine generators CG; at the

stop start

.

stop
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that may be necessary, the signals are summed in the
summation network X and supplied to the oscilloscope
O. Since often only the moduli of the array factor are
required, the signals are passed through a modulus
shaper MS. This is a rectifying circuit which reverses
the polarity of all voltages below a certain level (i.e.
reverses them with respect to that level), so that the
output signal is the modulus of the sum of the input
signals (see equation 5), plus a constant amount which
represents the signal amplitude of the central element

co,

= v

co,

T U Y N
e ——— . o, it

CG,

co,

Fig. 11. Basic diagram of the analogue computer for simulating array factors by the space-
time analogy, with schematic indication of the various signals. M master clock. CD; control
units. CG; cosine generators. St circuit supplying the start and stop signals for the frequency
dividers and the cosine generators. X summation network, in which the incoming signals are
attenuated if necessary. M.S modulus shaper. O oscilloscope.

appropriate instants with the required pulse trains, as
described above. First they supply a pulse train for
setting the initial phases of the cosine generators, and
then pulse trains of lower frequencies corresponding to

the positions of the symmetrically arranged pairs of

elements. The cosine generators CG; transform the
pulse trains from the frequency dividers into step-
approximated cosine functions. After any attenuation

of the aerial system. The unit St is a circuit that derives
the start and stop pulses for the control circuits from
the sawtooth voltage of the oscilloscope.

The circuit arrangement of the control units is shown
in fig. 12. The vital unit is the decimal counter C, which
consists of a number of decade counters of the ring
type 131 The counter C has two functions in the control
unit; it acts as a frequency divider and it counts the
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Fig. 12. Control unit for the cosine generator. The situation before
the appearance of a stop pulse is as follows. The Q2 terminal 4]
of the bistable circuit M is low, so that the AND gate G2 is
closed. The Q) terminal of the bistable circuit M; is high, and
therefore the AND gate G is open. The stop pulse now appears
at St. This causes M) to change its state: @) becomes low and
G closes. At the same time Q2 of M goes high, so that G2 opens.
The result is that the master-clock pulses entering at /, which are
counted by the digital counter C, are now transferred straight to
the output terminal O by means of the OR gate Ga. After the
selector switch S1 has counted m clock pulses, M2 changes state,
causing G2 to close and thus preventing the clock pulses from
reaching O. This state continues until the start pulse arrives at St.
This causes M to change state and G, then opens. (G2 remains
closed because M2 does not respond to a trailing edge.) At the
same time the counter C is reset to zero, as the starting pulse also
appears at the reset terminal Res of the counter via the diode D.
After the transfer of each predetermined number of pulses,
counted off by the selector switch Sa, the ‘digital counter is reset.
(The diode D prevents this reset pulse from making M change
state.) In this way a series of pulses of the required frequency
is obtained at the output terminal O. After the next stop pulse
has appeared at St, the cycle starts again.
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transferred from the one bistable circuit to the next one
on the arrival of a trigger pulse at the trigger gate 7.
The output voltage from each bistable circuit is fed
through a diode to the resistance network. The voltage
Vo appearing at the generator output in any situation
is equal to the fraction of this voltage that is determined -
by R; and Ro. The values of the resistors R; are chosen
to make the output voltage give a stepped approxima-
tion of a cosine function. ' ' ’

The actual circuit is somewhat more complicated
than the one shown in fig. 13. It contains only seven bi-
stable circuits but is nevertheless able to approximate
the cosine function in 24 steps. This is done by means
of a two-way shift register and by using the Q2 termi-
nals of the bistable circuits. We shall not go into the
details here.

Some radiation patterns obtained with the two methods
of simulation

We shall now give as an example some radiation pat-
terns obtained with the analogue computer described
above, and in comparison some patterns obtained with
an arrangement based on the space-frequency analogy.
These were not simulations of the radiation pattern of
aerial arrays designed for any particular applications,
but simulations of arrays that were chosen because they

- give a good illustration of the method. _
Fig. 14 shows the computer-simulated radiation pat-
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Fig. 13. Simplified circuit diagram of the cosine generator. All bistable circuits except one,

e.g. the i-th, are at a low level (Q) terminal at 0 volts). The Q; terminal of the i-th bistable

circuit is at a high (negative) level (—6 volts), so that only the voltage divider consisting of
Ry and Ry is operative. Vo(f) is thus equal at this moment to —6Ro/(Ro - R:) volts.

number of clock pulses 7 corresponding to the required
" initial phase of the cosine function. '

The cosine generator is a combination of a shift
register [3] and a resistance network. The principle is
illustrated in fig. 13. The shift register is composed of
bistable circuits (ﬂip-ﬂ‘dps), arranged in such a way

- that only the Q; terminal of one bistable circuit is at
the high voltage at any given moment. This state is

tern of three aerial arrays, of two, four-and six elements,

and fed with signals of equal amplitude and phase. All

the elements were spaced at 22. ‘ '
Fig. 14a gives the output signal of the summation

31 C. Slofstra, The use of digital circuit blocks in industrial
equipment, Philips tech. Rev. 29, 19-33, 1968. -

4] We use the standardized letter code for the various terminals;
see for example the articlé by Slofstra' (8] and our fig. 13.-- ¢
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Fig. 14. Radiation patterns (space-time analogy) of three acrial
arrays whose elements are identical and have a spacing of 24.
a) Diagram for a two-element system. ») Diagram for a four-
element system. ¢) Diagram for a six-element system. ) The same
system as in (¢) but now showing the modulus of the signal.

circuit as a function of sin @ for an array of two ele-
ments. This signal is produced by a cosine generator of
frequency fo. As the spacing between the elements is
27, a whole period of the cosine function is generated
(see eq. 8b). It can clearly be seen that the cosine func-
tion is approximated in 24 steps per period. Fig. 145
shows how the radiation pattern changes when we go
from two to four elements. This change makes it neces-
sary to include in the computer a second cosine genera-
tor, which supplies a signal of frequency 3fp to the
summation network. Fig. I4c¢ gives the corresponding
diagram of the aerial array withsix elements. In fig. 14
the more usual presentation for the aerial array of
fig. 14c can be seen: the output signal of the modulus
shaper plotted as a function of sin 6.

A similar radiation pattern is presented in fig. /5a,
but here for a system with 13 symmetrically arranged
elements at a spacing of one wavelength. Fig. 155 shows
that it is possible to make the level of the side lobes
very low for this kind of system. This diagram was ob-
tained by feeding the elements with signals of different
amplitude.

The signal amplitudes a; for the elements were chosen on the
basis of a solution given by T. T. Taylor !5} tor a line source.

(31 T. T. Taylor, IRE Trans. AP-3, 16, 1955.
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Fig. 15. Rudiation pattern (space-time analogy) of an equally
spaced linear aerial array with 13 elements at a spacing of one
wavelength. «) All elements are fed in phase with signals of the
same amplitude. ») The elements are fed with signals of different
amplitude; the side lobes are now lower. ¢) The signals fed to the
clements are of the same strength but the phase for each element
is displaced by 277 with respect to that of the previous one.
d) The phase of cuch element is displaced by 162" with respect
to the previous one.
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For a side-lobe level of —35 dB he gives the curve shown in

fig. 16, representing the relative signal amplitude f(s) as a func-
tion of position. The values «; that we have chosen are propor-
tional to the ordinate values of f(s) at the locations s = ni
n = 0-6), for the right-hand aerial elements.
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Fig. 16, Curve showing how the signal amplitude f(s) of a line
source should vary with position to give a side-lobe level of
35 dB.

The patterns shown in figs. 15¢ and 154 show how
the direction of radiation of an aerial array can be
varied by means of the phases of the signals fed to the
elements. Fig. 15¢ relates to a 13-element aerial system
for which the feed for each element was 27° different in
phase from the preceding one over the whole length.
In fig. 154 this relative phase difference is 162°. We see
that the whole pattern remains intact, only the main
beam being displaced. This means in fact that the whole
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aerial pattern has been rotated with respect to the aerial
array. As we noted in the introduction, this can be a
very attractive feature for radar systems.

Figs. 17 and 18 demonstrate what can be achieved

VOLUME 31

Finally, we shall present some patterns obtained by
means of the method of simulation based on the space-
frequency analogy.

Fig. 19a shows the radiation pattern of an equally

Fig. 17. Reduction of the side-lobe level by making the spacing ol the elements unequal. The elements
are fed with signals of the same amplitude and in phase. @) Radiation pattern of an aerial array with
13 elements, all spaced at 1. ») The same system after changing the spacing between the clements
(sce the position diagram).

by varying the positions ol aerial elements radiating
with equal amplitude and phase. If the elements are
spaced at 14, which is often the case in equally spaced
aerial arrays, then the higher-order maxima fall outside
the visible region, and the side-lobe level decreases with
increasing ©. Fig. 17a shows a radiation pattern for
such an aerial array with 13 elements. By spacing the
elements unequally the side-lobe level can be reduced
from —13 dB to —20 dB (see fig. 17h).

Fig. 18 illustrates how maxima of higher order can
be suppressed by suitably arranging the elements of an
acrial array; this is important when one very narrow
main beam is required without the side-lobe level
having to be very low.

spaced aerial array consisting of seven line-source ele-
ments 0.1 long and at a spacing of 24. They are fed
in equal amplitude and in phase. With the bandwidth
of the spectrum analyser set to 100 kHz the system is
represented — as eq. 16b will show — by a series of
seven pulses of width | us and 20 us apart. The oscillo-
gram of fig. 19a was obtained by repeating these pulses
at a repetition frequency of 3.5 ms, so that the picture
consists of 350 lines.

The elements in the array of fig. 19 are so short that
the element factor has no effect. If they are made 10
times longer corresponding (o a pulse width of
10 us then the element factor does have an eflect.
it can be calculated that the first zero of the element
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As can be seen (rom the earlier figures, the radiation
patterns obtained by using the space-time analogy have
the disadvantage that the picture looks as if it has noise

superimposed on it. This “noise™ appears because the

factor e(m,t) = (7/T)) (sin m)/owt then coincides exact-
ly with the third main lobe of the array factor, so that
this lobe is not to be found in the radiation pattern

(lig. 195).
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Fig. 18. Suppression of higher-order maxima by changing the spacing of the elements. ¢) Radiation
pattern of an aerial array with 13 equally spaced clements (spacing 44). b) As a result of chunging the
spacing the three higher-order maxima have been suppressed, though at the expense of a higher side-

lobe level.
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Fig. 19. «) Radiation pattern (space-frequency analogy) of an equally spaced aerial system b
with seven elements. b) The same aerial array, but now the element factor is included in

the simulation.
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cosine functions are generated in a stepped pattern. A
particular example is to be seen in fig. 20a. A com-
parable pattern obtained by making use of the space-
frequency analogy is much clearer (fig. 200).

This disadvantage of the analogue computer can be
removed by not approximating each cosine function to
be generated in an equal number of steps per period,
but by generating the values of these functions sampled
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at the same times. This requires a much more elaborate
circuit, which we shall not describe here. It is worth
noting, incidently, the good agreement between the
patterns in fig. 20a and b.

Although the analogue computer described in this
article should not be considered any more than a proto-
type, still capable of several improvements, it has al-
ready been found a useful aid in designing aerial arrays.

Fig. 20. Comparison between the space-time analogy («¢) and the space-frequency analogy
(h) for an unequally spaced system with seven clements. Features that are not very clear in
(@), e.g. the broad side-lobe, are seen more clearly in (b).

Summary. If it is assumed that there is no interaction between
the elements of an aerial, the array factors of symmetrical, un-
equally spaced lincar aerial arrays can be found in two ways by
means of an electronic analogue system:

I) by using a space-time analogy, in which the array is repre-
sented by a frequency spectrum such that the related time function
is analogous to the array factor (i.e. a space function). An ana-
logue computer has been made for this simulation;

2) by using a space-frequency analogy. Here the aerial elements
are represented by pulse-shaped signals that are generated at times
such that the frequency spectrum ol this time function is analo-
gous to the array factor.

A description is given of the clectronic circuits of the computer
based on the space-time analogy, with particular attention to the
way in which the cosine functions are gencrated. The cosine
curves are approximated in steps by means of pulse trains.
Examples of radiation patterns obtained with this analogue com-
puter are shown, together with some patterns obtained by means
of the space-frequency analogy. The two methods each have their
own advantages and limitations, and are capable of further ex-
tension and improvement. An advantage of the space-time ana-
logy is that this principle can be used to simulate systems in which
the direction of radiation is varied by varying the phases of the
signals fed to the clements.
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Traffic-flow analysis by radar

K. L. Fuller and A. J. Lambell

Since motorway construction’is very expensive, and in many countries there is little space
Jor new roads in or round the towns, it is essential that the existing roads should be used
in the most efficient way. Now that inexpensive solid-state microwave devices are available,

the closed-circuit television equipment at present in use as an aid 10 traﬁ‘ic “control” can’
be supplemented by Doppler radar, which has several advantages. The work described

in the article below suggests tl1at the Doppler radar alone may give adequate information

about traffic flow.

In 1967 there were over 14 million motor vehicles
licensed in the United Kingdom, which represents one
vehicle for every 25 metres of public road. The increase
in traffic since 1945 is illustrated in fig. I, which shows
the number of licensed vehicles in the United Kingdom
for the period 1912-1967. The number of vehicles on
the roads is doubling every ten years. An official
estimate of the number of licensed vehicles in 2010 is
40 million, though this would appear to be a conserva-
tive figure. The road building programme is scarcely
keeping pace with this increase and motorways are
being built that are congested as soon as they are
opened. Similar conditions prevail in many countries.
Clearly it is essential on economic and social grounds
that the existing roads should be used as efficiently as
possible. Methods of increasing the traffic flow in
situations where further road building is not possible
are being used. For example in the West London traffic
control scheme 70 sets of traffic lights in an area of
17 km?2 are controlled by computer to give a minimum
total journey time [X]. The cost of the equipment for
achieving such an increase in the traffic flow can be
offset against the cost of the extra road that would be
necessary to achieve the same result. As motorways
cost £ 600 000 per km or more, it can be seen thata
scheme which produces only a small increase in traffic
flow may well be economically justifiable.

In order to achieve a better use of the available roads
motorists will have to accept more external control over
their actions. For example it is quite reasonable to
impose speed restrictions on motorways in foggy

weather. However, if drivers know that these restric-
" tions are sometimes applied unnecessarily there is a
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Fig. 1. Number of licensed motor vehicles in the United ng-

dom: 1912-1967. This curve indicates the rapid and continuing
increase in traffic in the last 20 years.

danger that the restrictions will be ignored. It is there-
fore essential for the police to have adequate informa-
tion on traffic conditions and weather, and the con-
version of this information into directions to the
motorist must be arranged to achieve maximum effi-
ciency of traffic flow and maximum safety, while not
giving unnecessary warnings and diversions.

Radar as compared with closed-circuit television

One method of checking on traffic conditions which
is in current use is to survey heavily used sections of
motorway with closed-circuit television. The monitor

K. L. Fuller, B.Sc. (Eng.) and A. J. Lambell, M.A., are with
Mullard Research Laboratories, Redhill, Surrey, England

11 B. M. Cobbe, Traffic control for West London, Electronics
and Power 13, 118-121, 1967.
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screens are at a control centre, with the controller
watching for accidents or delays, and taking appro-
priate action. With a long section of motorway the
problem arises that with so many screens to watch the
controller may not notice an incident quickly enough.
There is therefore a need for some device to direct the
controller’s attention to the appropriate screen or to
allow the use.of a single switched display. A suggested
solution is that each television camera should have asso-
ciated with it a Doppler radar (similar in principle
to the police speed-measuring radar). This radar would
produce a signal indicating whether or not there was
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surveillance system an experimental radar with display
equipment was built and trials were carried out on
various sites (bridges, tunnels, etc.) and particularly on
the overhead section of the M4 motorway, which
runs westwards from the outskirts of London towards
London Airport.

Experimental equipment

A block diagram of the system is shown in fig. 2.
The solid-state source S generates a 10 GHz micro-
wave signal which is formed into a beam by the aerial
Ae to illuminate the required section of road. It is

Frg 2. Simplified block diagram of the Doppler radar for traffic-flow analysis. S solid-state
microwave source (10 GHz). C circulator. Ae aerial. D detector. Amp head amplifier. T tele-
phone line. F one of four filters. The output of each filter is amplified and displayed by a
lamp L and a meter M; it can also be heard on.a loudspeaker Sp.

slow-moving traffic in the section of road under sur-
veillance. This would trigger a device (e.g. a lamp) in
the control room to draw the controller’s attention to
the display.

Consideration of this proposal suggests that it would
be possible to dispense with the closed-circuit television
and retain.the.radar. The radar has the advantage that
it works in darkness fog and rain, whereas under these
conditions televrsmn no longer gives a clear indication
of traffic ﬂgw. Tt is at such times, of course, that acci-
dents are most likely to occur and a speedy response
is necessary. Moreover 'the radar measures the impor-
tant parameter speed, directly. The proposal to use
radar has become realistic because of the availability
of low-power solid-state microwave sources and micro-

wave stripline components. A'system based on klystron |

oscillators, with-high* voltage supplies and limited life,
togetherswith relatively experisive or bulky co-axial or
waveguide circuits, and requiring many equipments in
a single stretch of motorway Wwould not bé econoniic.
As only low powet is- required-for the motorway sur-
veillance application, the new devices are ideal for such
a system.

To assess the feasibility of the proposed motorway

mounted at a suitable height above the motorway (say
2-7 m) and the beam directed at a point 400 m distant.
Because the beam makes a small angle with the road,
almost the whole of the carriageway up to 400 m is
“illuminated”. The signals reflected by objects in the
beam are received by the same aerial. The circulator C
separates the transmitted and received signals. The

- frequency of the signal reflected by stationary objects

is the same as the transmitted frequency, but, owing to
the Doppler effect, signals from moving objects are
shifted up in frequency if motion is towards the aerial,
and down if motion is away. The shift in frequency Af
is related to the transmitted frequency f5 by the relation
Af = 2ufofc, where v is the velocity of the target
(taken as positive for motion towards the aerial, and
negative for motion away), and ¢ is the velocity of
light. For a vehicle travelling at 60 km/h the Doppler
shift is 1100 Hz if fo = 10 GHz, i.e. an audio fre-
quency.

With a perfect circulator the transmitted signal
would all appear at port I, and none at port 2, but in
practice a small amount of signal does leak through.
This provides a reference frequency to which the fre-
quency of the received signal is compared. The trans-
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mitted and received signals are mixed by the diode D,
which gives an output signal of frequency equal o Af.
The information about the direction of motion is lost
with this method of detection.

The signals from the detector are amplified and
transmitted by telephone line to the control station.
The frequencies are filtered into four speed ranges:
5-20 km/h, 20-40 km/h. 40-60 km/h, and over 60 km/h.
Afier further amplification the output from each filter
is fed to a loudspeaker Sp, a meter M and a lamp L.

The radar head that we used initially is shown in
fig. 3. The aerial was a paraboloid reflector of 0.7 m

THIS Uit Mys
UF 2y 1HE ¢

Fig. 3. Radar head comprising solid state source S, circulator C.
detector D and an aerial (diameter 70 c¢cm). This is mounted
above the road so as to illuminate about 400 metres of carriage-
way.

diameter with a tront feed, which had a beamwidth of
about 4°. The solid-state source was a varactor multi-
plier chain which produced 15 mW of microwave power
at a frequency ol 10 GHz. At the low frequencies cor-
responding to slow-moving vehicles conventional
point-contact diodes give poor sensitivity as the flicker
noise is high. In this equipment a backward diode was
used which gives lower flicker noise and a consequent
10 dB increase in sensitivity compared to the conven-
tional diode.

2] The circuits in the display were constructed by C. D. McEwen
and J. F. Oakley of Mullard Research Laboratorics.
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-~ 5cm——

Fig. 4. Miniature radar equipment consisting of a Gunn oscilla-
tor, stripline coupler and detector.

A more recently developed head is shown in fig. 4,
which illustrates the rapid advances that have been
made in miniaturizing microwave components. The
solid-state source is a Gunn oscillator, which gives al-
most the same output as the varactor multiplier chain
but is much smaller and cheaper. The circulator and
detector of fig. 3 have been replaced by a component
which combines a 3 dB stripline coupler and detector
in one unit.

The display unit 2] is shown in fig. 5. Because in
this experimental equipment the signals are fed to a
loudspeaker, to meters, and to lamps these three
methods of presentation could be compared. On trials,

Fig. 5. The display unit, which is placed in the control centre,
showing the loudspeaker (above left), meters (on the right) and
lamps (lower left) which indicate the traffic speeds.
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the loudspeaker is very useful for checking that the
equipment is operating correctly, as the ear is a sensi-
tive discriminator of frequency. The lamps are the
most useful indication of the presence and speed of
traffic. The two lamps representing the upper speed
ranges / and 2 show green, while the lower speed ranges
3 and 4 show red. The radar cannot detect stationary
vehicles, as there is no special feature of the signal
reflected from them that distinguishes them from
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these conditions the ultimate Doppler shift may have a
wide range of values which depends on the relative
speed of the vehicles and the angle of the surfaces from
which reflection has occurred. As any particular con-
figuration of surfaces does not last for long the as-
sociated spurious signals are also short-lived. To eli-
minate these signals the circuits associated with the red
lamps were modified so that the lamp only lights when
the signal is present for two seconds. This time was

Fig. 6. The radar surveys the three left-hand lanes from the gantry to the slip-road (lower
left). The positions of the radar and the television camera are marked Ae and TV.

reflections from the road. A vehicle that slows down
and stops will show up as lamps 3 and 4 light briefly,
but when it is stationary there is no further indication.
The controller may not see that lamps 3 and 4 have
lit, so it was arranged that these lamps should remain
on until reset by the operator.

Preliminary trials showed that occasionally the red
lamps lit when only fast-moving traffic was present.
This occurred when a line of closely spaced vehicles
moving with similar speeds was in the beam. The radar
signal may then be reflected from one car to another
before being finally reflected back to the aerial. Under

chosuii to be long enough to eliminate the “false
alarms” but not so long that a slowing vehicle might
be undetected.

Trials

The radar was installed on the overhead section of
the M4 motorway to check its effectiveness in indica-
ting traffic-flow conditions. The radar was mounted on
anexisting gantry about 5 metresabove the carriageway.
The aerial was positioned so that the beam covered
the left-hand three lanes shown in fig. 6. The radar
could detect vehicles as far as the slip-road which can
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be seen on the left-hand side of the photograph. This
section of the motorway is surveyed by a television
camera mounted on the roof of a tall building by the
side of the motorway. The display unit was installed at
the motorway control room close to the television
monitor screen. The traffic conditions indicated by the
radar were compared with the conditions shown on
the monitor.

Vehicles slowing down and stopping on the section
of motorway surveyed showed up immediately. More-
over, stationary vehicles could also be detected indi-
rectly since they slowed the traffic, causing the lamp
representingband 3tolight up. This effect was so striking
that the reset facility for the “slow” bands was not
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A suggested installation

In the experimental system no attempt was made to
distinguish the direction of traffic flow. One method of
doing this is to use a narrow-beam aerial positioned so
as to view one carriageway only. It is probable that this
method would not give perfect isolation between car-
riageways, and slow vehicles in one carriageway might
occasionally trigger the warning lamps corresponding
to the adjacent carriage way. A better method.is to
modify the radar head as shown in fig. 7. A fraction
of the transmitted power is fed to a rotating-field
microwave single-sideband modulator. This is a device
which changes the frequency of the microwave signal
by an amount corresponding to the frequency of an
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Fig. 7. Block diagram ot: a Doppler radar which measures speed and direction. Apér't"' from

the components shown in the arrangement of fig. 2, the system also includes a single-sideband

modulator Mod, a balanced mixer M, and a filter Fthat re_]ects 5 kHz signals. The.modulator
shifts the direct signal to the detector downwards by 5 kHz, i.e. an amount greatenthan the
highest expected Doppler shift. Consequently objects moving towards the radar head . glve ) .

signals above 5 kHz and those moving away give signals below 5 kHz. N

necessary. If the controller failed to notice the signal
given by a vehicle slowing down and stopping, the pres-
ence of the vehicle was still revealed by the changed
pattern of traffic flow.

The trial was not complete in the sense that the
motorway controller only compared the existing closed-
circuit television method with the Doppler radar over
a short length of motorway. Ideally more equipments
would be used with the controller relying on these alone
for information. Nevertheless the limited trials carried
out revealed that the equipment was potentially very
useful, and achieved the expected results.

When the system was first installed the red lamp corresponding
to the slowest speed band was lit almost continuously. This was
caused by vibration of the gantry on which the radar was
mounted, which produced a low-frequency noise output from the
radar head. This spurious signal was eliminated by adding a high-
pass filter to the system, which effectively removed any frequency
corresponding to 5 km/h or lower. Once this modification had
been made, no further “false alarms” were observed during the
period of the trial.

applied electrical signal. For example the frequency of
the transmitted signal could be shifted down in’ fre-
quency by 5 kHz. This signal is now mixed w;th the
reflected signal received by’ the aerial. Signals from
stationary targets give rise to a detected output fre-
quency of 5 kHz. Objects moving towards the radar
give signals above 5 kHz, and those moving away give
signals below 5 kHz. A filter rejects the signals at 5 kHz,
and further filters analyse the other signals into fre;
quency bands of particular speed and direction. An
added advantage of.this system is that a single broad-
beam aerial can be used to cover all carriageways
rather than having separate aerials for each. Slightly
higher microwave power may then be necessary, but
this is a feasible proposition and the cost is more than
offset by the decrease in aerial costs. :
Experience with the existing equipment shows that
only three speed ranges are necessary. Very little traffic
on motorways travels at less than 60 kmj/h. Traffic in
the range 30-60 km/h represents either. heavily-laden
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vehicles, or cars travelling at reduced speed because of
some minor obstruction. Anything travelling at less
than 30 km/h almost always indicates a major obstruc-
tion. These speed ranges would be indicated by green,
yellow and red lights respectively. The lights weuld be
positioned on a mimic diagram of the road with two
sets of three lights corresponding to each radar installa-
tion (one set for each direction). Fig. 8 shows how such
a mimic diagram appears in different traffic-flow con-
ditions. Fig. 84 shows the normal traffic flow with all
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Fig. 8. A mimic diagram of one carriageway with lights to repre-
sent the speed of the traffic. This illustrates a possible method of
displaying the information. ¢) Normal flow: all traffic moving
at more than 60 km/h. 6) Minor obstruction at 4; indicated by
yellow light. ¢) Major obstruction between 4 and 5; red and
yellow lights indicate a major change in traffic flow, all the lights
at 5 are unlit.

30 km/h)

traffic travelling at more than 60 km/h. In fig. 86 there
is either a slow-moving vehicle or a minor obstruction
at point 4. The obstruction might be a vehicle pulled in
at one side of the road and blocking one lane. The nature
of the situation will be clarified in a short time for,

if the lamp represents a slow vehicle, the yellow lamps

will light up in sequence as it moves along the road.
In fig. 8¢ the pattern of lights indicates a major blockage
at point 4. The road is completely obstructed as no
traffic appears at point 5. Traffic is effectively stationary
at point 4, and traffic at 2 and 3 is slowing. With
experience a controller should be able to decide quite
quickly the nature of any delays and take appropriate
action to investigate further and divert traffic where
necessary.

The basic Doppler-radar head shown in fig. 4 can be
used in many ways. For example, used with a suitable
flush-mounted aerial it could be buried in the road to
give a point measurement of traffic speed. It can also
be used as a very sensitive burglar alarm, and the use
of asimilar device for the speed control of an automatic-
ally driven tractor has been reported. The traffic-con-
trol aid described above is just one example of the
possible applications of low-power, low-cost radar
systems.

The experimental equipment was built under con-
tract to the United Kingdom Ministry of Transport
and their permission to publish this article is acknow-
ledged.

Summary. The introduction of solid-stute microwave sources and
stripline microwave components has made low-power radar
systems economic for civilian applications. An experimental
solid-state Doppler radur system has been used to investigate the
possibilitics of using radar to measure traffic speed as an aid to
traffic control. A 15 mW solid-state 10 GHz source feeds a 0.7
metre diameter paraboloidal reflector which beams the signal so
as to illuminate a 400 metre length of carriageway. The signals
reflected from moving vehicles are shifted in frequency by an
amount which is proportional to the velocity. These signals are
mixed with the transmitted signal and give signals that are
separated into frequency bands corresponding to four speed
ranges. The signals in the four bands are displayed with the aid
of lamps and meters and can also be heard on loudspeakers.
The radar has been used on the overhead section of the M4
motorway in West London. Comparison of the speed indications
of the radar with the television coveruge of the same stretch of
motorway shows that the radar gives a reliable indication of ob-
structions and delays with a negligible number of “false alarms”.




1970, No. 1

28

“Gems’’ of lithium niobate

Lithium niobate (LiNbOgz) has for some years at-
tracted much attention because of its remarkable
ferroelectric and optical properties. It has a high
refractive index (1, = 2.30 and n, — 2.21 for sodium
light) and a high dispersive power (0.13 for the visible
region of the spectrum). With properties such as
these, lithium niobate would appear to be of interest
as a gem material. Its hardness, however, (Mohs 5)
leaves something to be desired. Lithium niobate can
be given a variety of colours by adding oxides of the
transition metals, in particular CrsOs (green), Fez03
(red) and Co203 (blue), in concentrations of about
0.1 wt. 9. In the Philips laboratories at Aachen many
single crystals have been made by the Czochralski

QY

method, with and without doping[ll. The crystals
were pulled from an inductively heated platinum
crucible, which had a cross-section of 40 mm and a
height of 45 mm. The pulling rate was between 10 and
20 mm/h, and the rate of rotation about 30 rev/min.
The crystals obtained in this way were of good quality
with diameters up to 25 mm and lengths up to 80 mm
(mass up to 120 g). The photograph shows an uncut
single crystal of LiINbO3s doped with FesOs, and a
number of gems cut by the firm Gebr. Bank of Idar-
Oberstein from variously doped crystals.

[11See also J. Licbertz, Z. Dtsch. Gemmolog. Ges. 64, 15-16, 1968.
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Thermogravimetric analysis applied to ferrites

P.J. L. Reijnen

Thermogravimetric analysis is a relatively simple but highly effective method of studying
chemical reactions in which both solids and gases are involved at the same time. The
accuracy of the method is high, and in the analysis described in this article as an example
it was even possible to obtain information about the defect structure. This information is
of great use in the control of sintering processes.

A solid in equilibrium with an ambient gas will take .

up or give off gas upon a change in the temperature or
- gas pressure, and its mass therefore changes until a new
state of equilibrium is reached. The determination of
these changes in mass as a function of the temperature
and partial pressure of the gas with which the solid
reacts therefore yields information on the solid-gas
equilibrium and on the reaction producing that equi-
librium. This is the principle of thermogravimetric
analysis (11,

We have used this method to investigate ferrites in
the temperature range from 1000-1400 °C, with such
accuracy that it was even possible to obtain informa-
tion about the defect structure which the material ex-
hibits in this temperature range.

One indication will be sufficient to make it clear why
this information is important. In the last few years great
advances have been made in the control of sintering
processes. Sintering reactions take place at high tem-
peratures, often higher than 1000 °C. In the material
transport that occurs at these temperatures, lattice
defects play an important part, particularly vacancies.
The proper control of sintering behaviour therefore
requires knowledge of the defect structure of the
material at the temperatures at which the sintering
processes take place. :

As an example of how ferrites, and other solids, can
be 1nvest1gated with the aid of a thermobalance, we shall
describe in this article a thermogravimetric investiga-
tion of the.ternary system MgO-FeO-FeOj3 [2],

The thermobalance

In its simplest form a thermobalance consists of a

balance and an open furnace of cylmdrlcal shape, as
illustrated schematically in fig. I. The sample holder
is attached by a refractory wire to one end of a balance

Dr. P. J. L. Reijnen, formerly with Philips Research Laboratories,
Eindhoven, - is now with La Radiotechnique Compelec, Evreux,
France.

BC
B |
4g
| T
C
F 10 FC Rec
Th

Fig. 1. Diagram of a thermobalance arrangement. B balance.
C sample holder. F furnace. Th thermocouple. BC circuit that
keeps the balance automatically in equilibrium. FC furnace-tem-
perature stabilizer. The temperature T and the change in mass
Ag are both registered by the recorder Rec.

arm, and is suspended in the middle of the furnace.
The temperature of the furnace is measured and con-
trolled by means of a thermocouple and a coiled heat-
ing element. As the interior of the furnace is in free
communication with the outside air, the pressure is
constant.

In investigating equilibria, the temperature should
be raised in steps and kept constant for a time after
each step. In our investigation we raised the temper-
ature in steps of 20°C and kept it constant for
20 minutes between steps. '

During the analysis apparent changes in mass also
occur as a result of changes in the density of the air in
the furnace and of air currents in the furnace. Although
these apparent changes in mass are not large, it is often
necessary to make a correction for them. The amount
of the .correction can for example be determined by
applying the same thermogravimetric analysis to a
“baked-out” sample of AlpOs, which should theor-
etically remain constant in mass. |

The accuracy of the thermobalance which we used
was 0.1 mg. The samples had a mass of about 5 g.

v
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Fig. 2. Example of a thermogram for the system MgO-FeO-Fez03
with composition-x = 0.683. The release of oxygen starts at
about 550 °C. As the temperature rises, oxygen is initially given
off in accordance with the reaction 3 FesO3 %5 2 Fe3O4 + + O2
(see also fig. 4). The horizontal part of the curve corresponds
to the composition of stoichiometric spinel. With a further
increase of temperature the curve rises much more steeply. The
oxygen is then given off in accordance with the reaction:
Fe304% 3 FeO -4 Os, during which the wiistite phase is formed.

MgO

ya
3T1Fe3,04

Fig. 3. The result of a thermogravimetric analysis carried out in

atmospheric air on MgO-FeO-Fex03 for different values of the

composition parameter x, presented in the form of isotherms in
a phase diagram.

2‘1F9203
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For further analysis a more advanced type of thermo-
balance has been developed, whose accuracy is about

" 10 times greater. It is also possible to vary the gas

pressure in this more accurate instrument.

Determination of the phase diagram

To determine the phase diagram [3] of the system
MgO-FeO-Fe203, samples consisting of MgO and
Fe203 are prepared, each in a different mass ratio.
The compounds MgO and FezO3 do not react with
each other at low temperatures, so that their state of
equilibrium as required for determining phase diagrams -
is not reached. For this reason the samples have to be
subjected to a pretreatment, which mainly consists in
grinding the starting material to a very fine powder and
keeping it for some time at about 1000 °C. This treat-
ment also ensures that the starting material is com-
pletely oxidized. The samples thus treated are subjected
to a stepped increase in temperature in the thermo-
balance and the resultant decrease in mass is meastired.
These decreases in mass indicate the amount of oxygen
which is released as a result of the reduction of tri-
valent to divalent iron: '

7
Fed* + 102~ —>Fe** + 405 . . (I)

From the measured decrease in mass we can cal-
culate the proportionate amourits of divalent and tri-
valent iron in the sample. It is usual to express this
proportionality in the ratio of the quantity of Fe2+ to
the total quantity of iron (Fe2+ 4 Fé3+). We call this
composition variable s; it can assume all values be-
tween 0 and 1. Correspondingly, x indicates the
ratio of the quantity of iron to the quantity of magne-
sium and iron together, also expressed in gramme-
equivalents. The value of x can be calculated from
the weighed quantities of MgO and FesOg, but since
we must make allowance for the fact that the starting
materials may have been contaminated with iron during
the grinding, x must again be accurately determined by
chemical analysis. Fig. 2 shows an example of a ther-
mogram, obtained from a material with the comp051-
tion x = 0.683.

The information given by the thermogravimetric
analysis is collected in a diagram as shown in fig. 3.
The composition variables x and s are plotted along
two sides of an equilateral triangle, as is usual for

»

(11 A detailed treatment is given in: P. D. Garn, Thermoanalytic-
al methods of investigation, Academic Press, New York 1965,

' chaptersIXandX, and C. Duval, Inorganic thermogravimetric
analysis, 2nd edn., Elsevier, Amsterdam 1963, chapters 1, 2
and 3.

(21 See also P. J. L. Reijnen, Philips Res. Repts 23, 151, 1968.

(31 The phase diagram of ternary systems is treated by J. L.
Meijering in: Phase theory, II1. Ternary systems, Philips téch.
Rev. 27, 213-227, 1966.
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ternary phase diagrams. The curves in the diagram are
isotherms. The diagram applies for a partial oxygen
pressure of air of I atmosphere.

The shape of the isotherms in the diagram provides
valuable indications. It can be seen that the isotherms
consist partly of linear sections. From the phase rule
it can be shown that in the regions of compaosition where
the isotherms are straight lines there are two solid phases
in equilibrium with each other.

The phase rule gives the relation between the number of
phases P, the number of components C and the number of
independent variables F of a system in thermodynamic equi-
librium: F C — P + 2. The number of components of the
system we are considering is three. If in addition to the gas phase
there is only one solid phase in the system, then the number of
independent variables is three, if there are two solid phases then
there are two independent variables, and so on. When the partial
oxygen pressure is kept constant, there is only one independent
variable if two solid phases are present. This means that at a given
temperature the composition of each of the two phases is fixed.
These constant compositions are indicated by the points mark-
ing the transition between the straight parts of the isotherms and
the curved parts. The straight parts of the isotherms indicate the
amounls in which the two phases with their constant composition
occur. In other words, they correspond to the connodes of two-
phase regions. The composition regions in which the curved
parts of the isotherms occur are regions with only one solid
phase.

By connecting up the points at which the straight
parts and the curved parts of the isotherms join we can
mark out the boundaries of the regions with a single
solid phase (fig. 4). We find that there are two com-
position regions in which two solid phases are in equi-
librium with one another, and three composition re-
gions in which a single solid phase occurs. The three
separate solid phases are: 1) the wiistite phase Wi,
which is a solid solution of MgO, FeO and FeOs,
2) the spinel phase Sp, which is a solid solution of
MgFe»!0y, Fel'FeolIO4 and Fe:0s3, and 3) the
haematite phase He, which consists mainly of Fe2Os.

One or two other points should be noted in con-
nection with our interest in the defect structure of the
system under investigation. We call the compositions
on the line PQ, which consist exclusively of mixed
crystals of MgO and FeO, stoichiometric wistite. In
this stoichiometric composition the ratio of cations to
anions is exactly 1. In the composition region outside
the line PQ we find that FesOs is also dissolved in the
wiistite phase. This gives rise to cation vacancies, for
reasons which will be explained later.

The compositions on the line RS, which consist of
pure mixed crystals of MgFe!"'0q and Fel'Fes'0y,
are called sroichiometric spinel. The ratio of the number
of cations to the number of anions here is 3:4. In
this case also there is a composition region where
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FesOs occurs in solution in the spinel phase, and here
again we may assume that this phase is characterized
by the presence of cation vacancies. We shall see below,
incidentally, that FeO and MgO also dissolve in the
spinel phase, though to a much smaller extent, so that
the left-hand boundary of the spinel region does not
exactly coincide with the line RS. In that region anion
vacancies will occur.

The defect structure of the spinel phase

We have assumed above that in thermogravimetric
analysis oxygen is released or taken up in accordance
with the reaction:

Fe3* - § 0%~ <5 Fe¥* + ] Os. )

Whether or not this assumption is correct may be
checked as follows. An equilibrium constant K always
has the form A exp (—AG/RT), where AG is the
Gibbs free energy of the equilibrium reaction, 4 a
proportionality constant, R the gas constant and 7 the
absolute temperature. This means that the logarithm
of K must depend linearly on [/T. In the following we
shall be concerned most particularly with the spinel
phase.

Putting the concentration of the oxygen ions equal
to |, we can write for the equilibrium constant:

[Fe2+] p(O2) 5
[Fe*][02 F  x- sp(Oz)i. )

MgO
IDI

) Wu+Sp
Q / /Sp+He
3/ S‘/ / He—
FeO IFe,0, F1 1Fey05

Fig. 4. From the shape of the isothermsin fig. 3 the phase bound-
aries can be constructed. The straight parts of the isotherms lie
in regions with two solid phases, the curved parts in single solid-
phase regions. One of these, the haematite phase He, is situated
at the right-hand corner and has no significant extent. The shaded
triangle Sp is the composition region of the spinel phase. The
line RS indicates the compositions of stoichiometric spinel : mixed
crystals of Fe'!Fez!'!O4 and MgFe2!"10q. The other part of the
triangle corresponds to the spinel phase in which Fe2O3 also
occurs in solution. The region Wii at the top of the diagram is
the wiistite phase (only partially indicated), where the line PQ
corresponds to the stoichiometric compositions.
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In the analysis that we performed the partial oxygen.
pressure was constant. In fig. 5 logio K, calculated
from equation (2) with data obtained from a sample
with the composition parameter x = 0.702, is plotted
against 1/T. As can be seen, the curve is not straight.
This indicates that the above equilibrium (1) does not
properly describe the reaction.

-0.5r
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fogK

-15

=20

-2.54— L
9 8

Yre—m:_

7x 10

Fig. 5. Logarithm of the equilibrium constant X, calculated from
equation (2), plotted as a function of the reciprocal of the abso-
lute temperature 7. The relation is not linear, indicating that the
reaction equation (1), from which equation (2) was derived, can-
not be correct. (In this and some later figures “log” indicates
logarithm to the base 10.)

The main reason for this is that point defects, such
as vacancies and interstitial ions, are concerned in the
equilibrium. Vacancies can occur in various ways, for
example as a result of the diffusion inwards of a vacant
lattice site at the surface (Schottky disorder), or owing
to the formation of interstitial ions (Frenkel disorder).
In addition we must take account of the fact that the
spinel phase contains two sub-lattices for the cations:
the A sub-lattice, in which the cations are surrounded
by four oxygen ions (tetrahedral sites), and the B sub-
lattice, in which the cations are surrounded by eight
oxygen ions (octahedral sites). A third of the cations
are located on A sites and two-thirds on B sites. The

distribution of the various types of cations over the

available A and B sites depends on the temperature,
and has a contributory effect on the equilibrium be-
tween solid and oxygen. _ .

We shall now give some examples of the symbols

used for the point defects; complex defects, formed by
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association of point defects and ions, will be discussed
later. ;
Mga?+ = Mg?* ion on A site,
Mgg?*+ = Mg2+ ion on B site,
Mgi?+ = Mg2* ion on interstitial site,

Va = empty A site (vacancy),

Vat = empty A site which has lost an electron,
Vo ='0Xygen vacancy,

Vo~ =oxygen vacancy which has gained an

electron [4],
Thus, the formation of Schottky vacancies is described
by: ' '

vacuum <_—> Va+2Vs+4Vo.

The formation of interstitial cations proceeds in accord-
ance with the Frenkel equilibria:

Mga2+ i Mg+ -+ Vyu
and
FCB3+ i Fei3+ + VB.

The distribution of a type of ion over A and B sites
is represented by reaction equations such as:

Mga2t 4 Fegd+ $ Fea3+ + Mgg?t, etc.

All these and the following reaction equations satisfy
the following conditions:

a) The electrical charge is preserved.

b) The ratio of the number of cation sites to the num-
ber of anion sites remains equal to 3 : 4 (this ap-
plies particularly to the spinel phase) and the ratio
of the number of A sites to B sites remains equal
tol:2 - :

c) The number of atoms and ions of a particular ele-
ment remains unchanged.

In an ionic lattice, point defects also occur if an ionic -
compound dissolves with a different cation-anion ratio.
For example, if AlsOj3 is dissolved in MgAl»O4, then
for every twelve O%-ions only eight A13+ ions are added
to the spinel lattice. However, for every twelve oxygen
sites in the spinel lattice there are nine cation sites
available. If we assume that the oxygen is not inter-
stitially dissolved, an assumption which is justified on
energy grounds, then for every four AloO3; molecules
in the spinel lattice, one cation site will remain vacant.
The solution of Al:O3 in MgAl»O4 thus gives rise to
cation vacancies. This also affects the concentrations

41 In semiconductor theory it is usual to call an atomic vacancy
an zmclzarged vacancy and an ionic vacancy a charged vacancy.
A notation is therefore used in which, for example, the symbol
for a cation located at its normal lattice site gives no indica-
tion of charge. This semtconductor notation is not so suitable
for chemical reactions, since it’is not compatible with the -
notation for ionic reactions in aqueous solutions. The nota- -
tion used in the text is similar to the ionic notation used by
Kroger and Vink; see F. A. Kroger, F. H. Stieltjes and H. J.
Vink, Phlhps Res Repts. 14, 557, 1959.
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of other point defects, since the equilibria between point
defects and ions given earlier remain valid. -

The number of defects is also affected by oxidation
and reduction processes.. Thus, the reduction of ferric
ions leads in the first place to the formation of oxygen
vacancies:

Fegdt 4% 02~ <__'; Fep2t +302+1Vo. . (3)

Since we know that FeqOg is dissolved in the spinel
phase, we must therefore also take into account the
presence of cation vacancies, on the same grounds
as with Al2Os. The cation vacancies participate in the
Schottky equilibrium:

vacuum ¥ Va4 + 2 Vg + 4 Vo,

with the equilibrium constant Ks = [Va] [Vs]? [Vo]“

From this it may be shown that even where the
amount of dissolved FesOs is low the number of anion
vacancies is very small. Moreover, since we know that
cation vacancies are mainly found in the B sub-lattice,
our obvious course is to combine the above reaction (3)
with the following equilibria:

%VB—F%VA—F%Voi‘;vaquum R ()]

and
3 Ve + $ Fead* <__'; FFeg3* 4+ 4 Va. . (5
The result is then: )
3 Fea3t + Fep3t 4+ 3 Vs + 4 02— <__> Fegp?t 4 4 Oo.
O
The ions and defects taking part in this equilibrium all
occur in appreciable amounts in the spinel considered
here. The reaction equation (6) is more suitable for de-
scribing the equilibrium between solid and oxygen than
reaction equation (1): it describes the take-up or release
of oxygen, taking into account the defect structure of
the solid.
To calculate the equilibrium constant K for this
equation from the observed losses in mass we must also

know the equilibrium constants of the distribution equi-
libria:

. K _
Fea3+ + Mgg2+ <_——> Fegd+ + Mga2t,
. K>
Fes3+ + Feg2+ <_——> Feg3+ + Fea2+,
and K3
Feadt + Vs : Fep3t 4+ Va.

The equilibrium is also affected by any complex defects
and charged vacancies and ions that may be present.
A quantitative calculation of the equilibrium constant
from the experimental data is therefore only possible if
we make additional assumptions regarding the other
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equilibria, that is if we idealize the system.

The special case where the ions and vacancies have
no preference for either A or B sites (K1 = Ka = K3
= 1), so that in fact the distinction between an A and
B sub-lattice ceases to exist, will now be worked out in
more detail. The redox equilibrium can be simplified
to:

Fe3+ + 3 Vi + £ 02~ 55 Fe?+ + 30, .. (D

where Vi is a vacant cation site.

To calculate the concentrations of the ions taking
part in the reaction we take as a starting point a spinel
phase with the composition

(1 —x)MgO + (x —s)FeO;.5 + s FeO.

We assume that only two types of point defects are
present, i.e. cation vacancies Vi and oxygen vacancies
Vo, in other words we assume that the concentrations
of interstitial cations, charged defects and complex "
defects are negligibly small. The number of ions of each
type per mole amounts to:

n(Mg?*) = (1 — %N,

n(Fe3t) = (x—s)N,

n(Fe?+) =sN,

n(0%) =(1+%1x—1s5N,

where N is Avogadro’s number. Let the number of
vacant oxygen sites be 6N. The total number of cation
sites is 3 of the number of anion sites, and is thus
3(1 + 3 x— 1 s)N + 30N. For the number of vacant
cation sites we thus find: 3 x— $s— 3N 4 30N.

We have already noted that when a small quantity
of Fe20s is dissolved in the spinel phase the number of
cation vacancies is much greater than the number of
anion vacancies. In the cation-deficient region we may
therefore write (3 x —3s—3PN for the number of
cation vacancies. The concentrations of- the cations
are now expressed as follows:

number of ions M

M)

" total number of cations

The concentration of the oxygen ions is set equal to 1
because nearly all the oxygen sites are occupied. We
then obtain: ‘

_ [Fe**] p(O2)t
~ [Fe3+] [Vi]} [0
sG+3x—39)t

= 9 G@r—zs_pt (PO¥
5(6 + 3x — 3s)t
i er Serara LV COLNMRINNC

If we now plot logio K against 1/T for the composi-
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Fig. 6. Logio K, calculated from equation (8), plotted against
1/T. Within the error of measurement the relationship is linear.
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tion with x = 0.8036, we do in fact find a linear rela-
tionship (fig. 6).

We have attempted to gain further understanding of
the defect structure by testing the correctness of more
complicated models in the manner described. Since a
cation vacancy is surrounded by four or six oxygen
ions, and there is thus a surplus negative charge present
at the site of the vacancy, one might assume that the
vacancies have a positive charge. Taking this as a
starting assumption, and taking the equilibrium
Fed+ 4 Vi = Vi* 4+ Fe?+ into account in the calcu-
lations, we obtain the following expression for the
equilibrium constant:

(3x+5s—2)5 <3x—3s+6
Sx—554+2/ X \3x—3s —2

#
) x p(Og)t.
©)

In this case, however, the relation between logio K
and 1/T is not linear, from which it follows that our as-
sumption that the vacancies aie charged is not correct.
From a similar investigation of the wiistite phase we
have been able to establish that the charge compensa-
tion in this phase is due to the neighbouring lattice sites
of the vacancy being occupied by ferric ions: associates
of vacancies and ions, i.e. complex point defects, are
. therefore formed. Assuming that something similar
takes place in the spinel phase, we then obtain for the
equilibrium constant:

_ 4s .
(x—s+2)f x Bx—3s5—2)F

X p(O2R. . (10)
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Here too the-graph of logio K against 1/T appears
to be a straight line within the measurement error.

To distinguish between the model of equation (8)
and that of equation (10) we need a thermobalance
even more accurate than the balance with which the
results used above were obtained. In the meantime we
have developed a balance that is ten times more accur-
ate and makes an automatic correction for the appar-
ent changes in mass of the sample (5. With this
thermobalance it should certainly be possible to deter-
mine further detailed information about the defect
structure.

The new balance is a highly sensitive microtorsion balance.
The automatic correction for apparent changes in mass is effected
by providing the balance with two identical furnaces, one beneath
each balance arm. The total gas pressure can be varied between
1076 bar and 1 bar, and the partial oxygen pressure between
10720 bar and 1 bar. The partial oxygen pressure is measured
and regulated with the aid of a ZrOz cell [6],

More accurate determination of the phase diagram of the
spinel phase

The expressions for K used above are only valid for
the composition range in which one solid phase occurs.
At the temperature at which a second phase appears
the curve of logio K as a function of 1/T therefore
shows a discontinuity, as can be seen in fig. 7; on

0 -
logK| Ksfs(33es oto
|
|
-0.5- !
|
|
| =0802
|
|
-10F !
| |
I
| l
f 1 : 1 ! 1
3 7 6x107*
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Fig. 7. As fig. 6, but now for a case where a second solid phase
appears at a particular temperature. At this temperature the curve
shows a discontinui;y and is not straight in the two-phase region.
On cooling, the discontinuity appears at a considerably lower
temperature than on heating up, which indicates that in addition
to the stable spinel phase Sp there is also a metastable spinel
phase Sp’. .

(51 See P. J. L. Reijnen and P. Roksnoer, A thermo-microbalance
with automatic compensation for apparent weight changes
and control of oxygen partial pressure, in: Thermal Analysis,
Proc. 2nd Int. Conf., Worcester, Mass., 1968, Vol. 1, pp.
289-294.

(61 L. Heijne, Philips tech. Rev., to be published.
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cooling this discontinuity is obtained at a lower tem-
perature indicating that there is a metastable spinel

region. If we determine a series of curves for various

values of x, we can then establish the boundaries of the
two-phase region with great accuracy from the location

of these discontinuities ( fig.8). The boundary of the spinel -

region on the anion-deficient side cannot be determined
with sufficient precision, but it appears from the curva-
ture of the isotherms that FeO and MgO also dissolve
.in the spinel phase, though only to a limited extent.
In the related composition range anion vacancies will
occur.

As we noted in the introduction, knowledge of the
defect structure of the material is of great importance

Fig. 8. Detail of the phase dia-
gram of the system MgO-FeO-
Fe203 in the spinel region. The
isotherms have been derived
from thermograms like those of
fig. 2. The boundaries of the
stable and metastable spinel
phase (regions Sp and Sp’) have
been derived from the discon-
tinuities in curves of the type
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in the control of sintering processes. In these processes,
where mass transport takes place by diffusion, there
must be a movement of both cations and anions. The
rate of reaction is determined by the rate of diffusion
of the slowest ion, which is the oxygen ion in the system
discussed above. In the presence of anion vacancies
oxygen ions can move much faster and therefore the
material transport during sintering takes place more
quickly. The prediction that this will result in a less
porous sintered product has been largely confirmed by
experiment 7.

(71 P. J. L. Reijnen, Science of Ceramics 4, 169, 1968, and Reac-
tivity of Solids, Proc. 6th Int. Symp., Schenectady 1968,
p. 99.

1000°C
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Summary. Reactions and equilibria between solids and gases can
be investigated with a thermobalance, which is used to determine
the release or take-up of the gas as a function of temperature
(and pressure). Great accuracy can be achieved with a thermo-
balance even at high temperature. As an example a thermogravi-
metric investigation of the system MgO-FeO-Fez03 is described,
carried out between 1000 and 1400 °C at atmospheric pressure
on samples of mass about 5 g; the change in mass could be
determined with an accuracy of 0.1 mg. After a discussion of the
" determination of the phase diagram, it is explained how a know-

ledge of the defect structure of the spinel phase can be obtained
by testing models of the equilibrium between the spinel phase
and oxygen against experiment. It is shown that the equi-
librium equation should-include cation vacancies, which are not
charged. It is likely that neighbouring ferric ions compensate
the negative charge of the oxygen ions surrounding the cation
vacancies. In addition a small composition region containing
anion vacancies has been brought to light. An improved micro-
torsion balance has been developed, whose accuracy is ten times
better. )
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Photomagnetic effects

U. Enz and R. W. Teale‘

In recent years some interesting effects have been found, in a number of magnetic substances,
that can be considered as a counterpart to the magneto-optical phenomena discovered by
Faraday in the 19th century. Until recently research on these photomagnetic effects has
been mainly concerned with their basic physics. The article below gives a survey of this
work. The applications envisaged for photomagnetics are mainly in the field of information

storage.

For some years substances have been known whose
magnetic properties can be influenced by infra-red or
visible light irradiation. These photomagnetic effects,

in which photons bring about changes in the magnetic

properties of the material, must be distinguished from
magneto-optical effects (such as Faraday rotation),
where the material’s optical properties depend on its
state of magnetization. In the cases investigated so far,
the photomagnetic effects have only been found at
temperature below ambient. At a sufficiently low
temperature the change is permanent but at somewhat
higher temperatures the initial state returns after the
irradation has stopped.

The first observation of a photomagnetic effect was
the discovery that the extra magnetic anisotropy of
silicon-doped yttrium iron garnet, caused by cooling
in a magnetic field, could be changed by illumination
with an incandescent lamp [ (“photomagnetic
anneal™). Soon afterwards we observed associated
effects, such as changes of initial permeability and
coercive force induced by illumination, in, experiments
both on yttrium iron garnet [21 [4) and on gallium-
doped CdCraSeq [31 [4],

All these phenomena may be explained in terms of
an internal photoeffect; an electron bound to a
particular lattice site at low temperature is ‘able to
move under illumination. This electron movement is
equivalent to the displacement of a polyvalent ion.

If the structure of the lattice is such that ions of a -

Dr. U. Enz is with Philips Research Laboratories, Eindhoven.
Dr. R. W. Teale is a Senior Lecturer in Physics at the Univer-
sity of Sheffield.

.

particular valency influence the magnetic properties
of the substance differently depending on their site
in the lattice, then the direct consequence of the
apparent displacement of the ijons as a result of
illumination is a change in the value of the magnetic
quantities.

We shall first give some observations of the photo-
magnetic anneal in yttrium iron garnet, and then
describe measurements of the effect of illumination on
the initial permeability and coercive force, both for
yttrium iron garnet and CdCraSes. In both cases the
observations will be followed by an explanation given
in terms of a model. A comparison of these two models
gives an understanding of the conditions under which
the effects occur.

In conclusion some possible applications of the
photomagnetic effects are mentioned. ,

Photomagnetic anneal

Yttrium iron garnet (usually abbreviated to YIG), the
first substance whose magnetic anisotropy was found to
be modified by light [11, owes its name to the correspon-
dence in structure with the semi-precious stone garnet.
The pure substance has the formula YsFes012 and is
known only in synthetic form. The silicon-doped
material used for our experiments had the nominal
chemical composition YsFe3*,, (Fe2+Sit+);012 where

01 R. W. Teale and D. W. Temple, Phys. Rev. Letters 19,
904, 1967.
(21 U. Enzand H. van der Heide, Solid State Comm. 6, 347, 1968.
(31 W. Lems, P. J. Rijnierse, P. F. Bongers and U. Enz, Phys.
Rev. Letters 21, 1643, 1968.
.41 U. Enz, W. Lems, R. Metselaar, P. J. Rijnierse and R. W.
Teale, IEEE Trans. MAG-5, 467, 1969 (No. 3).
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0.1 < x < 0.3 at synthesis. Subsequent analysis of the
material yielded lower values. So tetravalent silicon has
been substituted for part of the trivalent iron. To
compensate the resultant surplus charge an equal
number of ferric ions has been reduced to ferrous ions.

The photomagnetic-anneal effect has been observed
in single-crystal samples, of the given composition,
by magnetic resonance experiments. In a single crystal
of magnetic material, the magnetization shows- a
preference for one or more directions in the crystal
structure, and the magnitude of this preference can be
expressed in terms of an anisotropy field. In YIG, the
preferred directions are the body diagonals of the cubic
unit cell, the crystallographic {111 directions. Our
experiments were magnetic resonance experiments,
but we shall not describe them in detail here. In the
experiments the sum of the applied external field and the
anisotropy field in the same direction is kept constant,
at a known value. Hence the anisotropy field may be
derived by measuring the required value of the applied
field strength. - '

A single-crystal sphere of this material with a dia-
meter of 0.4 mm is cooled to 20 °K in a strong
magnetic field in the dark. The magnetic field is
applied parallel to one of the body diagonals of the
cubic unit cell of the substance (the crystallographic
[111] direction). If we keep the sample in the dark
but now re-apply the external field in the direction of
one of the other body diagonals of the unit cell (in
this case the [111] direction), we find that a stronger
magnetic field is now needed to produce resonance.
This means that the anisotropy field, which assists the
applied field, is weaker in the [111] than in the [111]
direction. This implies that there is now a frozen-in
preference for magnetization in the [111] direction,
the original direction of the applied field.

In contrast to other materials which can be observed
to have a frozen-in state of magnetization, the direc-
tion of the frozen-in anisotropy of silicon-doped YIG
can be changed by illuminating the sample with an
incandescent lamp (fig. 7). This is the effect we have
called the photomagnetié anneal. As can be seen
in the figure, some relaxation of the frozen-in anis-
6tropy occurs in the dark as well. The change in the
anisotropy which is caused by the illumination depends
on the temperature to which the sample has been
cooled. Thus, in fig. 1 the difference 4H between the
final levels of the curves @ and b is 140 Oe for a sample
temperature of 20 °K. The same sample gives AH =
200 Oe at 4.2 °K; AH only reaches 21 Oe at 66 °K.

The structure of yttrium iron garnet

 Before outlining the model used to explafn the
observed effects, we shall describe the structure of
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YIG. The undoped material has a cubic structure in -
which all Fe ions are trivalent. These ions, however,
occupy two different types of sites in the lattice: .
sites surrounded tetrahedrally and sites surrounded
octahedrally by oxygen ions. The octahedrally sur-
rounded Fe3+ jons form a body-centred cubic struc-
ture. A three-dimensional representation of the struc-
ture is shown in fig. 2. ' A

In the immediate environment of an octahedral Fe3+
ion the Y3+ ions, which can be distinguished in two

. groups of three, define a local threefold axis. This

local threefold axis coincides with one of the body
diagonals of the cubes of the body-centred lattice,
the crystallographic (111) directions. Neighbouring
Fe3+ ions in octahedral coordination always have a
different one of the four possible (111) directions
as local threefold axis. ' '

If part of the Fe3+ in Y3Fe50iz2 is replaced by Sidt,
these silicon ions will always occupy sites tetrahedrally
surrounded by oxygen. ‘

Explanation of the observations

The observations may be explained as follows.
There are four possible types of sites for the Fe?* ion
needed for charge compensation, that is to say there

N
7
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24 1
100 min
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Fig. 1. Photomagnetic anneal of single crystal YsFea.98i0.1012.
The strength Hz of the external field needed to keep the ferro-
magnetic resonance frequency constant with magnetization in
the [11T] direction gives a measure of the anisotropy. The
material is cooled in the dark to 20 °K in an external field in the
[111] direction. The magnetic anisotropy then corresponds
to the level of applied field indicated as Hi. At the time t = 0
the field is rotated to the [111] direction.

Curve a relates to a sample that was not illuminated; some
relaxation of the anisotropy is observed. Curve b relates to a
sample that was illuminated with an incandescent lamp from
the time t = fo. In this case.there is complete relaxation of the
anisotropy, i.e. after exposure to light there is an anisotropy
field in the [111] direction of approximately the same magnitude
as the original anisotropy field in the [111] direction.
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Fig. 2. Crystal structure of Y3FesO12 13) (yttrium iron garnet or Y1G). The right-hand picture
gives the complete unit cell; the left-hand picture shows the details of one octant of this cell.
The positions of the ions in the complete cell are obtained when the octant given is brought
into line with the octants of the complete cell in such a way that the diagonals indicated in red

coincide.

The Fe?* ions shown as full dots are surrounded octahedrally by six oxygen ions on octa-
hedral sites and form a body-centred cubic lattice. The Fe3* ions shown as black rings are
surrounded by four oxygen ions on tetrahedral sites. Two Fe3+ ions, (4 and B in the diagram)
are shown surrounded by six and four oxygen ions respectively as full blue dots. The other
oxygen ions are indicated by blue rings. The two groups of three Y3+ ions that define a local
threefold axis at the site of the Fe3* ion A are connected by red triangles. The local three-
fold axis coincides with the diagonal given in red.

are four types of sites where the extra electron sup-
plied by Si** can be localized. These are the octa-
hedral sites, with the four different directions for the
local threefold axis. When an external field is applied,
that position whose local threefold axis makes the
smallest angle with the direction of the field is energet-
ically somewhat more favourable than the sites
with the axis along the other three {I11) directions.
The energy difference is small compared with thermal
energy at room temperature. However, at 20 °K it is
sufficient to cause an observable over-occupation of
the energetically more favourable positions, and thus
make the anisotropy field stronger in the direction
of this particular threefold axis.

At 20 °K the electrons are not sufficiently mobile to
allow the occupation of the available sites to adjust
spontaneously to the change in the potential-well
topography caused by a change in direction of the mag-
netic field. It is only when energy is supplied by the
photons injected upon illumination that the electrons
are able to move, as a result of which the electron
distribution, and hence the magnetic anisotropy, can
adjust to the new direction of magnetization.

The changes are certainly not due to the heating of
the crystal by the light source; in our experiments the
power radiated into the crystal was too low to cause

any appreciable rise in the temperature of the sample.

What we have said above implies that the light is
unpolarized. In experiments (6] in which the sample
was illuminated with polarized light, it was found
that the final state reached did show a small variation,
which was dependent on the position of the plane of
polarization relative 1o the crystal axes.

The effect of illumination on initial permeability and
coercive force

At much smaller silicon concentrations than those
for which the photomagnetic anneal is observable,
the illumination can affect the initial permeability
and the coercive force of yttrium iron garnet. We
observed this effect for garnets having the composition
Y3Fes5 2512052, with x < 0.05 (21141 a1 synthesis; at
this composition the photomagnetic-anneal effect is
very weak.

For the measurement of permeability and coercive
force, we used small frames cut from single crystals and
rings of polycrystalline material made from pressed
and sintered powder (fig. 3).

51 Adapted from P. P. Ewald and C. Hermann, Strukturbericht
1913-1926, page 364.

(6] R. W. Teale, D. W. Temple, U. Enz and R. F. Pearson
J. appl. Phys. 40, 1435, 1969 (No. 3).
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Fig. 3. Measurement of initial permeability and coercive force
(schematic). The primary winding carries a sinusoidal current
of 10 KHz frequency. The relation between B and H, the hystere-~
sis loop (except for a phase shift equal to the relation between
Vsee and iprim) is displayed on a cathode-ray oscilloscope. When
the magnitude of iprim is small the B-H curve is a line whose
slope is equal to the initial permeability; when the amplitude
of iprim is sufficiently large, an open hysteresis loop is displayed.
In measurements on single-crystal material diamond-shaped
frames are used whose sides coincide with the (111} directions
of the crystal; for polycrystalline material small rings are used.

The sample is cooled in the dark to 77 °K and de-
magnetized by means of a monotonically decreasing
alternating magnetic field. When the sample is illumin-
ated with light from an incandescent lamp, the initial
permeability decreases. This decrease is larger, and
occurs in a much shorter time, in the polycrystal-
line rings than in the single-crystal frames (fig. 4).

By using intermittent light we found that the change
in the initial permeability depends on the quantity of
absorbed radiation. When the same average power as
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Fig. 4. Variation of initial permeability g, of yttrium iron garnet
as a function of the time ¢ elapsed since the beginning of the
illumination ol the sample, at a temperature of 77 K. Curve a
relates to polycrystalline matcrial of composition Y3Fes 28i;012
with x = 0.006, curve b to single-crystal material of composition
Y3Fes 2SizOi2 with x = 0.05.

In order to present the widely different behaviour of both
samples in one figure, a logarithmic time scale is used. The
permeability values at the moment ¢+ = 0 are indicated for both
samples with horizontal arrows, denoted «o and he.
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in the continuous illumination experiments is supplied
in a rapid succession of flashes, the decrease of
permeability follows exactly the same course as under
continuous irradiation. When a sample is illuminated
with flashes at such a slow rate that the effect of each
individual flash can be seen, a stepwise decrease of
permeability is observed (fig. 5).

The maximum permeability change A, that can be
brought about by illumination depends on the tem-
perature to which the material has been cooled. At
about 120 °K the value of Aur decreases sharply as
the temperature increases, and above 200 K the
effect has entirely disappeared.

o} ] l | |
b b t 4
b | |
00 7 2L é lim/'n.
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Fig. 5. Decrease of the initial permeability str of single-crystal
yttrium iron garnet of composition YsFes zSizO12 (v = 0.025)
as a result of illumination at 77 °K. The dashed curve relates to
continuous irradiation with an intensity of 102 W/cm?, the
full curve to illumination in flashes (with the same average inten-
sity) at the times f1, t2, t3 and t4. In the latter case the decrease
always takes place within 102 seconds; the subsequent slight
increase following each decrease of the permeability is presum-
ably due to temperature effects. The integrating character of the
effect can clearly be seen here.

As long as the temperature of the illuminated sample
is kept below 150 °K, the permeability remains low.
After the illumination is removed the permeability
only returns to its original value when the temperature
has risen to a value at which the electrons have become
sufficiently mobile. This change in the initial permea-
bility of yttrium iron garnet is only caused by radia-
tion with a wavelength less than 1.3 pm.

The coercive force of yttrium iron garnet is also
affected by electromagnetic radiation at low temper-
ature. Fig. 6 shows there is a marked change in the form
of the hysteresis loop when the sample is illuminated.
Again, this effect is much stronger in polycrystalline
than in single-crystal samples (Table I). An interesting
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Table I. Coercive force of yttrium iron garnet of the composition
Y3Fes_;Siz012 at 77 °K.

x unilluminated | illuminated
Single crystal 0.025 0.5 Oe 0.8 Oe
Polycrystalline
material 0.006 0.6 Oe 2.0 Oe

demonstration can be given with the set-up shown
in fig. 3. The amplitude of the primary alternating
current is set at a value such that the maximum pri-
mary field strength is only just higher than the coercive
force of the unilluminated material. The hysteresis loop
of the material is then described once in each current
cycle. When the ring is illuminated, the coercive force
of the material increases and the primary field cannot
reverse the direction of magnetization. The hysteresis
loop is then no longer described. Only when the ampli-
tude of the primary alternating field is increased does
the hysteresis loop reappear, but in a considerably
different shape.

Explanation of the observed effects

Previously in our explanation of the photomagnetic
anneal effect, we characterized the octahedral sites in
the YIG lattice by the different orientations of the
local threefold axes. We now need to make a second
distinction: between sites in the immediate environ-
ment of an Si4+ ion and sites at a greater distance
from it. The octahedral sites near an Si¢*+ ion are
referred to as type I sites, those at a greater distance
are called type II sites. Owing to Coulomb forces be-
tween Si‘+ and Fe2+ jons, the Fe2+ ions at type I sites
have a smaller potential energy than those at the type
IT sites.

When the material has been cooled, the Fe2+ ions
will be localized at type I sites. Upon irradiation, elec-

?
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Fig. 6. The hysteresis loop of polycrystalline yttrium iron garnet,
of composition Y3FeszSiz012, with x = 0.006, measured at
77 °K. Loop a was measured on unilluminated material, loop b
on illuminated material. The irregularities in curve a are due
to the Barkhausen effect, i.e. the discontinuous displacement of
domain walls in a continuously changing external field.
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trons, and therefore effective Fe2+ ions, can move to
type II sites (dissociation of the Si4+-Fe2* npair).
Now if the temperature is low enough, the electrons
will be r"ellatively immobile and will remain localized
at the type II sites. At a somewhat higher temperature
a spontaneous return to type I sites will occur. We
must now assume that a magnetic domain wall is
more strongly bound to Fe2*t ions which occupy
type II sites than to those in type I sites. This stronger
binding results in a greater resistance of the material
to changes in magnetization [?, which is reflected in a
lower initial permeability and a higher coercive force.

Observations on CdCraSeq

As well as the photomagnetic changes in silicon- -
doped YIG, we also found that illumination affects
the initial permeability of CdCrsSes in which trivalent
gallium is substituted for part of the divalent cad-
mium 3], At temperatures below 130 °K this material is
ferromagnetic. The samples investigated had the
composition Cdi-yGa,CraSes with y = 0.015.

At 4.2 °K, illumination causes a virtually permanent
change in the initial permeability, whereas at 77 °K
the original state returns when the illumination is -
removed (fig. 7). As in the case of YIG, the effect
can be explained by assuming two types of site.
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Fig. 7. Change of initial permeability upon the illumination of
Cdi-4Ga,CraSes, with y = 0,015, as a function of time, at two
temperatures. The permeability - values in the unilluminated
state (a) and the saturation value of the permeability during
illumination (us) are indicated. Three stages are clearly distin-
guishable: I, the permeability decreases at the beginning of
illumination; II, the permeability reaches a stable final value (1s)
whose level is determined by the illumination intensity; II1,
the permeability recovers after the illumination has stopped
(virtually no recovery at 4.2 °K owing to the very low mobility
of the electrons at that temperatiire).

71 With this type of material the permeability is mainly gov-
. erned by the motion of domain walls, which separate homoge-

. neously magnetized domains with different directions of

magnetization. . . '
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Again illumination converts a type I site into a type II
site and hence the domain walls are more strongly
bound to their instantaneous position in the crystal
lattice. )

For a particular- material, at a fixed temperature,
the value us, to which the initial permeability decreases
upon illumination, is solely a function of the intensity
of illumination. From the experimentally determined
shape of this function and the measured behaviour
of ur during the recovery following the illumination
(phase III in fig. 7) we can calculate the time dependence
of the permeability at the beginning of the illumination
(phase I). Good agreement is found between the
calculated curve for the change in the magnetic stiffness
“-1/ur and the experimental data (fig. 8).

The assumptions underlying the calculation are the following.
1) The change in the magnetic stiffness (the reciprocal of the
permeability) as a consequence of the occupation of type II sites
caused by illumination is at every instant proportional to the
number of occupied type II sites 1 [81:

4 urt=Cn, . . . ... .. 6))

where 7 is a function of the time ¢ and intensity I of the illumin-
ation. (u is written without subscript in the text below.)
2) Both during and after illumination, recombination of the
Cr2+.Ga’+ pairs occurs at a rate which is proportional both
to the number of occupied typell sites and to the number of
vacant type I sites. The number of vacant type I sites is also
equal to /1, and so the rate of recombination is proportional to n2.
3) The dissociation rate of the Cr2+-Ga3* pairs (occupation rate
of type II sites) is proportional to the illumination intensity I
and to the number of type I sites occupied at any given instant.
This number amounts to no—, where no is the number of Ga3+
jons and hence also the maximum available number of type Isites.
The net rate of occupation of the type II sites, that is, the
difference between the dissociation rate and the recombination
rate of Cr2+-Ga3+ pairs, may be obtained from the results of
assumptions 2) and 3). Thus,

dnf/dt = BI(no—m)—an®,

where « and § are proportionality constants.

With the boundary condition » = 0 for ¢t = 0, i.e. all type II
sites are vacant before the beginning of illumination, the solution
of the differential equation (2) is:

n(e) = 2no

T 1 4 zcoth 3flzs)’
where z2 = 1 + 4oano/BL. Aftér a sufficient time of illumination,
1 reaches the stationary value ns:

ng=2mf(l +2 -~ .. ... “@

and consequently the change in the magnetic stiffness reaches a
stationary value which is a function of the illumination intensity:

,(A # s =Cns.

Equation (4) and (5) give a relation between the saturation
value of the change of stiffness (4 #)s and the illumination
intensity. By fitting this curve to the experimentally determined
curves we can obtain numerical values for /8 and C.

The recovery of the magnetic stiffness after the illumination

...... ).
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has been switched off at the moment ¢ = 0 is found from the
differential equation (2) with I = 0 and taking as the boundary
condition #» = ns for ¢+ = 0. The solution in this case is:

1

.I—l_(f_) = lTs Foat, .. ... .. (6)
which, after being divided by C, becomes
1 1 o
it T TCh

The experiments have confirmed that the reciprocal of the
change in magnetic stiffness after illumination has ended is
indeed a linear function of time. The slope of the straight line
found by experiment yields «/C and hence ¢, so that all para-
meters are now established and the time dependence of the
magnetic stiffness after switching on the illumination can be
calculated.
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Fig. 8. Change of magnetic stiffness 4 ut (the change of the
reciprocal of permeability) of Cd1—,Ga,CrzSeq (y = 0.015), as a
function of the time after the beginning of illumination with
an incandescent lamp (illumination intensity 9Xx10-> W/cm?,
temperature of sample 77 °K). The points give the experimental
results. The solid line indicates the expected behaviour as .
calculated from relation (3).

Compatibility of the two models

We have described two photomagnetic effects and
explained them in terms of two different models. The
question is, do these two models give rise to contra-
dictions? We can get some insight into this by count-
ing the number of sites available for the ferrous ions
in both cases. Such a count also indicates the limits
of the dope concentration regions in which the two
effects occur.

The formula for yttrium iron garnet can be written
as YsQsR3012, where Q are the metal ions that are
surrounded octahedrally by oxygen and R metal
jons surrounded tetrahedrally. For material doped
with x atoms of silicon per molecule this results in
Ya(Felt Fe2*) (Feit, Sit*)O12. We see that a fraction
x/3 of the tetrahedral sites is occupied by silicon,
and further that there are 2/3 octahedral sites per
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tetrahedral site. The number of octahedral sites /
available per Si ion for the associated Fe2+ ion is / =
(2/3) (3/x) = 2/x. The photomagnetic anneal has been
observed for 0.1 < x < 0.3, in which case 6.6 < [ < 20.
For an Si ion the number of nearest-neighbour sites
surrounded octahedrally is four and the number of
next-nearest-neighbour octahedral sites is eight.
With a maximum of twenty available sites for an
Fe?* ion there can therefore be no question of the
existence of type II sites at a considerable distance
from an Si ion, which we used to explain the permea-
bility effect. It is also plausible that for x > 0.3 the
photomagnetic anneal will get smaller because in
this case many Si ions will have less than four sites
available for the Fe2+* ion.

For x <0.05—the condition for the occurence of the
permeability effect—we have /> 40, so that the type IT
sites necessary for this effect will be numerous. The
concentration of Si ions, and hence of Fe2+ ions,
has now become so small however, that the photo-
magnetic anneal is no longer observable. Thus it is
apparent that the two models do not exclude one
another but they are, in fact, complementary.

Unfortunately, there are not sufficient experimental
data available to allow us to construct a single model
which explains all the observed effects.

At present no practical applications of the photo-
magnetic effects are known to exist. One difficulty is
that the effects have, so far, only been found at very
low temperatures. The search for applications can be
usefully complemented by a search for materials
that show these effects at higher temperatures [9.

Conceivable applications are photomagnetic radia-
tion detectors, whether or not of the integrating type,
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and optically controlled inductors. Other possibilities
are magnetic xerography and the photomagnetic
storage of information. For this application a slice of
garnet is uniformly magnetized and then made magnet-
ically hard at appropriate places by illumination. An
external field is now applied of such orientation and
magnitude as to reverse the direction of magnetization
of the unexposed parts but not that of the exposed
parts, so that the light pattern projected on to the slice
is converted into a.pattern of different directions of
magnetization. In a ferrite-core memory certain
cores could be illuminated in order to prevent reversal
of their magnetization upon the arrival of the next
control pulse.

(8] The basic physics of this relationship has been discussed by
W. Lems, R. Metselaar, P. J. Rijnierse and U. Enz in Z.
angew. Phys. 29, 87, 1970 (No. 1) and in J. appl. Phys. 41,
1248, 1970 (No. 3).

81 Recently materials have been found that show the phenom-
ena reported here up to temperatures of 200 °K : Th. Holtwijk,
W. Lems; A. G. H. Verhulst and U. Enz, IEEE Trans. on
Magnetics (to be published).

Summary. The direct influence of electromagnetic radiation on
magnetic properties has been detected at low temperatures
(T<150 °K) in Si-doped YIG (Y3sFes_5Siz012) and in Ga-doped
CdCr28e4 (Cdi—yGa,CraSeq). Its manifestations are 1) a change
in magnetocrystalline anisotropy observed in ferromagnetic
resonance experiments at high doping levels (0.1 <x<0.3) and
2) a reduction in initial permeability and an increase in coercive
force occurring for low doping levels (x < 0.05, y = 0.015).
These changes are produced by irradiation with light of wave-
length < 1.3 um and are attributed to light-induced electron
transfer resulting in a redistribution of Fe2+ (or Cr2+) ions.
At low temperature the redistribution and its manifestations are
permanent; at higher temperature there is a relaxation due to
thermal electron motion. The magnitude of the effects depends
upon the product of light intensity and irradiation time. Quanti-
tative results of a simple two-centre model are shown to agree well
with experiment. Potential applications are in the field of infor-
mation storage and processing. '
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- A vibrating-reed magnetometer for microscopic par.ticlé's

H. Zijlstra

The search for still better materials for permanent magnets has long been hampered by a
succession of problems. A new and highly sensitive magnetometer has now been developed
that eases many of the difficulties and opens the way to many new studies. The high sen-
sitivity, achieved by ingenious use of a mechanical resonance, is sufficient to enable the
hysteresis loops of individual microscopic particles to be determined with ease. Changes in
magnetic moment of less than 5 X108 Wb m have been measured. The results achieved
with these new measurements have already had a considerable impact on the theoretical
approach to magnetic processes involving only a few domains.

Investigation of microscopic particles

To improve powder materials for permanent mag-
nets it is necessary to determine the hysteresis loops of
particles whose dimensions lie between 0.1 and 5 pm.
This is the size of the crystallites in the familiar ferrox-
dure material and in the new magnetic material SmCos,
an intermetallic compound of samarium and cobalt 1],
The magnetic moments [21 of such microscopic par-
ticles are about 10-1¢ Wb m. The magnetic processes
in particles of this size extend over only a few domains.
The main object of the research into these materials
is to establish the influence of the crystal structure —
with any defects — and of the impurities on the coer-
civity. The new magnetometer [3] that we shall de-
scribe here plays auseful part in this research. Measure-
ments with this instrument have already confirmed
that the present idea behind the choice of grain size
in magnetic powders — that there is a critical size —is
not very relevant and should make way for the idea of
critical fields (4. The results prove, moreover, that
theoretical considerations limited to only one domain
have little practical significance. We shall return to the
critical fields in the last section of this article, in which we

. discuss a measurement made with the new instrument.

Most magnetometers are inadequate for such
investigations. Even for magnetic moments of about
10-15 Wb m — which could be typical for particles
100 pwm across — the output signal is too small to be
usable. The new instrument meets all the requirements
imposed by the investigation of magnetic powders.
It is about a hundred times more sensitive than other
magnetometers, yet is no more susceptible to inter-
fering signals.

Dr. Ir. H. Zijistra is with Philips Research Laboratories, Eind-
hoven.

The new magnetometer

The new magnetometer is a simple instrument which
is easy to use and works by the method due to Curie
(and Faraday). This method is based on the force
experienced by a sample particle in a non-uniform
magnetic field. This force is equal to m dH/dz, the
product of the magnetic moment m to be determined
and the known gradient of the magnetic field strength
H. The instrument measures the effect of the force,
the displacement of the particle in the z-direction.

We have achieved the high sensitivity by using a
periodic displacing force whose frequency is equal to
the mechanical resonance frequency of a short wire
which carries the sample particle at one end [51,
Instead of a single very small deflection (the static case)
there is a periodic deflection which is about a hundred
times larger because of the resonance and therefore
readily observable. The arrangement is shown in
fig. 1. The test particle is attached by adhesive [0 to
the free end of a thin gold wire (the “reed”), which is
horizontal when not in vibration. The other end of
the wire is clamped in a supporting block. The wire is
made short enough for the resonant frequency to be .

(1] K. H. J. Buschow, W. Luiten, P. A. Naastepad and F. F.
Westendorp, Philips tech. Rev. 29, 336, 1968.

2] The SI unit of magnetic moment is the weber m; the electro-

magnetic unit of magnetic moment (the erg/oersted), which

corresponds to 4mx 1010 weber m, is still frequently en-
countered. : )

See also H. Zijlstra, A vibrating-reed magnetometer for

microscopic particles, Rev. sci. Instr. 41, 1241-1243, 1970 .

(No. 8). C :

H. Zijlstra, Coercivity and wall motion, paper presented at

Second European Conference on Hard Magnetic Materials,

Milan, September 1969, in IEEE Trans. MAG-6, 179-181,

1970 (No. 2).

151 The method of measuring magnetic susceptibility proposed
by Y. L. Yousef, H. Mikhail and R. K. Girgis, Rev. sci.
Instr. 22, 342, 1951, is also based on resonance enhancement.

(6] Details of the use of adhesive are given in [3],

3
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above the frequency of interfering mechanical vi-
bration from the surroundings. The position of the
wire can be adjusted with a micrometer screw, Bend-
ing of the wire under’its own weight can be neglected.
Gold is a suitable material for the wire: it can easily
be drawn thin and since it is only weakly diamagnetic,
it is not subject to magnetic interference. The gradient
coils C1 and C3 — shown in the figure — each have
350 turns, with an outside diameter of 6 mm and an
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which the amplitude of the vibration of the gold wire
depends on the field strength. The vibrating wire is
illuminated stroboscopically by flashes that are
synchronized with the oscillator and can be observed
from the side through a microscope. The phase is
adjusted so that the lamp flashes each time the wire
reaches the maximum deflection on one side. The cali-
brated eyepiece of the microscope then gives a station-
ary and sharp picture of the free end of the wire,

o
35Hz

Fig.1. A magnetometer based on the Curie (or Faraday) method, with improved sensitivity. The
sample particie S is fixed to the free end of the gold wire W (length 20 mm, diameter 38 pm),
which vibrates in the vertical direction (the z-axis). The amplitude of the vibration is deter-
mined with a calibrated microscope (not shown). Ci, Cz gradient coils. K poles of variable
electromagnet. L stroboscope. P phase-shifter. G oscillator, tuned to the resonant frequency

of W.

inside diameter of 3 mm. These coils are connected in
series opposition. The magnetic field of these coils is
therefore zero at the centre of the 2 mm air gap,
where the sample is located, and at this point the
vertical field gradient dH/dz has a finite magnitude.
The coils are fed by an oscillator, tuned to the mecha-
nical resonance frequency of the gold wire (about
35 Hz). The wire and the gradient coils are mounted
between the poles of an electromagnet K. This gives a
uniform vertical magnetic field, which can be varied to
change the magnetic moment of the sample.

The magnetic hysteresis effects to be investigated
are produced by varying the field strength of K cycli-
cally. A measurement is then made of the way in

whose deflection from its stationary position is the
amplitude to be measured (fig. 2). The stroboscopic
illumination also shows whether the magnetic moment
being measured is directed upwards or downwards.
In the first case for example the wire could appear .
above the stationary position and would therefore be

" below it in the second case.

In practice it is preferable to observe the microscope
image via a television camera rather than by eye. The
wire then appears magnified about 1000X on the
monitor screen. Amplitudes of a few wm can be
measured in this way. . .

We shall now add a few comments about finding the
best values for the quantities that determine the vi- -
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Fig. 2. Displacement of the vibrating wire due to a magnctic
moment of about 1016 Wbm, arising from a particle of SmCos
of mass about 10-% gramme; a stroboscopic image was observed
via a calibrated microscope. The sharp projection at the end of
the wire is the drop of adhesive containing the test particle, which
is itself invisible. The dashed line indicates the equilibrium posi-
tion. The scale markings in the ligure correspond to those of
the calibrated eyepiece, which was removed before making the
photograph.

bration of the wire. This will also give some idea of the
theoretical sensitivity.

The wire is made to vibrate (see fig. 3) by the period-
ic vertical force F sin 2zfyt, where F is the peak value
of the force and f; the frequency. The deflection of the
wire, i.e. the amplitude a to be measured, is given by:

a = as2nE/E;.

F

Fig. 3. The vibrating wire clamped at one end. The magnetic
sample S at the free end is subjected to a periodic lorce, of am-
plitude F, in the z-direction. The amplitude « of the periodic
deflection is greatest when the frequency of the force is equal
to the mechanical resonance frequency of the vibrating wire.
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In this expression as represents the static deflection
that would be obtained if the force were constant and
equal to F; E is the total vibrational energy (kinetic
potential energy of the vibrating system) and E; the
energy loss due to damping in one period. The im-
provement a/as in the sensitivity is equal to 2nE/E;,
the Q (or quality) factor. Thus, when £; decreases,
the sensitivity increases. If the practical difficulties
could be overcome, it would be preferable to mount
the system in a vacuum to minimize air damping.
Further study 3] of the Q factor leads to the approxi-
mate equation:

m d /y\t (dH\"L

Cny ) ( ]

a I \p dz/
The left-hand side is the ratio of the unknown
magnetic moment m of the sample and the amplitude a
being measured. The constant C on the right-hand
side is approximately equal to 1/2. It can be seen how
the viscosity n of the ambient gas affects the ratio m/a:
7 should be as small as possible. Small values should
also be chosen for the ratio of diameter d and length /
of the wire and for its modulus of elasticity y; the
density ¢ of the material, however, and the field
gradient dH/dz should have high values. Insertion of
the selected values in the equation [3] shows that an
amplitude of 1 ym indicates a magnetic moment of
about 10717 Wbm. It should be appreciated that
this result is no more than an approximation. A
more accurate prediction of the behaviour of the
vibrating wire can only be obtained from the com-
plete solution of the appropriate non-linear difleren-
tial equation.

Measurements for an SmCo, particle (10-° gramme)

An example of the magnetic behaviour of an individ-
ual SmCos particle measuring about 5 pm and
weighing about 10-% gramme is given in fig. 4. The
saturation value of the magnetic moment of this
particle is about 10716 Wbm. The magnetic feld
strength produced at the location of the particle by
the electromagnet K (see fig. 1) is plotted horizontally;
this field strength determines the measured magnetic
moment. The arrows indicate the sequence of changes
in the principal field.

To clarify the physical background to the results
of these measurements it will be useful to explain the
idea of critical fields [4], which we referred to at the
beginning of this article. In this concept, the coercivity
of a particle is closely related to three forces deriving
from its structure, and not to its physical dimensions.
The three forces are a nucleation field for creating a
domain wall, a field derived from a pinning potential,
which pins the wall at certain positions, and a
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of a domain wall, which
at first remains pinned. At
B the wall breaks away and
drifts to' the other side of

O

the particle. At C the wall
becomes pinned again. The
displacement from B to
C evidently takes place
without much difficulty:
the change required in the
field produced by the mag-
net K is small. The propa-
gation field is therefore
practically zero. We con-
clude from these results
that the coercivity of this

Fig. 4. Example of the magnetic behaviour of an SmCos particle, about 5 wm across and with
a mass of about 10-% gramme. The measured magnetic moment m is plotted vertically, and the
magnetic field strength Hx produced at the location of the particle by the electromagnet
_(Kin fig. 1) is plotted horizontally; this field is varied in the direction indicated by the arrows.
The lower limit of the detectable change in magnetic moment is about 4 X 10-18 Wb m. The

points 4, B, C and the line U are explained in the text.

propagation field that causes a domain wall to move.
A high coercivity is made possible by either a strong
nucleation field or a strong pinning potential. Which of
these two predominates in a particular case can be
found from measurements on individual particles.

In the example given in fig. 4 4 indicates the creation

4 éx 05Am pa'rticle is ir’lainly det.er_-
. mined by the strong pin-
—Hk ning potential that occurs
near the surface.
Inside the particle a do-
main wall can move fairly
_.easily. The line U in fig. 4,
§vhich represents the beha-
Viour of -a- ferromagnetic
sphere with freely movable
walls, provides evidence of
this, since the slope of the
line agrees fairly well .with
the slope of the minor

hysteresis loop shown for
the particle. '
The  small  vertical

“jumps” on the minor loop

are due to the Barkhausen

effect, in which the wall
starts to move and then almost immediately stops again.
These small changes of magnetic moment, a few
times 1018 Wb m, can be reproducibly demonstrated
with the new magnetometer. In practice the sensitivity
of the instrument therefore exceeds the value derived
from the approximate equation.

Summary. A description is given of the construction, optimi-
zation and performance of a vibrating-reed magnetometer based
on the Curie (or Faraday) method, but using a periodic displace-
ment force. A sample particle, fastened by adhesive to the free
end of a gold wire (length 20 mm, diameter 38 pm), is located
between two gradiént coils in series opposition. The frequency
of the field gradient is equal to the resonant frequency of the
vibrating wire. The amplitude of the deflection of the wire is

measured with a calibrated microscope; a stationary image is
obtained by stroboscopic illumination. The magnitude and
direction of the magnetic moment are found from the measure-
ment. There is no perceptible interfering vibration from the
surroundings. The smallest measured change of magnetic
moment, for a hysteresis loop of an SmCos particle (mass about
10-9 gramme), is of the order of 10-2®8 Wbm. The measurements
indicate which of the critical fields determine the coercivity.
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‘Renaissance in ceramic technology

A. L. Stuijts

The article below is almost identical with the text of the addt ess given by Prof. Stuijts
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upon_ his mauguratton as Visiting Professor at the Technical University of Ezndhoven »

Since about 1950 many new methods have been employed in ceramic technology with

conszdet able success, and these have led to better control of the microstructure of ceramic .

materials. Nowadays ‘it is no longer so necessary as it once was to adapt practical appli-
' cations to available materials: the material can now be “tailored” to suit the application.
- The notable Seatures of the new methods include special additives, the use of very
fine powders with high sintering reactivity, materials with a slight deviation from the
stoichiometric composition to allow the introduction of certain desir ed lattice vacancies,
and the simultaneous application of hzgh pressure and high temperature. These new devel-
opments in ceramic technology are of such significance that we are Dplanning to follow

' Prof. Stuijts’s introduction to the subject with a second article in the near future.

Ceramic technology, past and present

Solids have played such an important part in the
evolution of man that whole ages of man’s history
have been named after them: the Stone Age, the
Bronze Age and the Iron Age. One might wonder
what material our present age will be named after.
Some have suggested that we might well be on the
threshold of the Glass Age.

The availability of materials has in many cases
determined the outward forms of a civilization. This
applies equally to the important technical advances
of the last century. The growth of the railways and the
later motor traffic depended to a very great extent on
the production of iron; this is clearly reflected in the
French and German words for railways, ‘“chemins
de fer” and “FEisenbahnen”. The development of the
aircraft industry only really got into its stride when
aluminium alloys became available. It was not until
the advent of the tungsten filament that the incandes-
cent lamp really came into general use as a light source.

The examples mentioned make it clear that metals’
have had a dominant influence on the major technical
developments. In about 1950 a new age in the science
of materials was born, in which many new materials
were developed by applyihg scientific principles.
Until about 1950 alloys with special properties, such
as soft and hard magnetic alloys, refractory and hard-
wearing materials, were almost solely the result of
empirical research. The manufacturer of tungsten fila-

‘ Prof.- Ir. A. L. Stuijts is with Philips Research Laboratories,
Eindhoven, and is also Visiting Professor in Technology of
Inorganic Matermls af the Technical University of Eindhoven.

ments for incandescent lamps in about 1950 did of
course possess a high degree of craftsmanship, but for
that matter the bell-founder in ancient China was also
a reasonably good craftsman. Generalizing, I think
I may say that scientifically there is not so very much
difference. You can see this, for example, from the
doping of the tungsten for the purpose of preventing
wire fracture due to sagging or shearing of the crystals.
This was discovered entirely by chance [1], and wire
fracture is controlled in almost as mystic a way as the
beautiful tone of the bell produced by the Chinese
bell-founder: in the poem which apparently served as a
manufacturing recipe in old China, the sweet tones of
the bell were called forth by the tragic sacrifice of the
bell-founder’s beautiful daughter.

Nevertheless, in the period before 1950 there was a
great deal of scientific work in metallurgy which has
provided the basis for important recent developments
of materials. It might perhaps be said that practical
metallurgy had reached too advanced a stage of techni-
cal development for it to be successfully explored by
fundamental physical research. It was only a few years
ago, for instance, that it became possible to under-
stand the magnetic structure of a complex alloy like
“Ticonal” (fig. ). :

In the development of modern materials an essen-
tial part has also been played by solid-state physics.
The major advances here were made after the Second
World War, and they have led to developments that
include nuclear fuels, materials with special ferro-
magnetic and ferroelectric properties, and important
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semiconducting materials (2I. The most widely known
amongst these is the application of the semiconducting
materials in the manufacture of transistors. The devel-
opment of solid-state physics has come about through
close cooperation between physicists and chemists,
who, with a better picture of the atom, were then able
to understand many of the intrinsic properties of solids.

b ooty faeed
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requirements of the application, provided that two
conditions are satisfied. First of all, it is necessary to be
able to formulate quantitatively the relationship

between the desired properties and the microstructure
required to achieve them. Secondly, the desired struc-
ture must in fact be reproducible and economically
obtainable.

Fig. I. The submicroscopic structure ol a material can have a great influence on its physical
properties. The above photographs show the orientation of the crystallites of which the
alloy “Ticonal” consists. During their precipitation the small necdles were oricnted in a
magnetic field. Their beautifully regular arrangement gives a high value of (BH )max
(11x 108 gaussoersted). «) The material as scen in the longitudinal direction of the needles;

b) in a planc paratlel to the needles.

The potential properties of a material are deter-
mined by the chemical composition and crystal
structure of the material. In other words, whether a
material is semiconducting, magnetic, stable at high
temperatures or transparent, depends in the first
place on the chemical composition and crystal struc-
ture of the metal, alloy or compound.

Even in the early twenties it had become clear to
metallurgists that the really important technical
properties of a material depend on the state of aggre-
gation and the distribution of the phases from which
the material is built up. Microstructure is the term of-
ten used for this. The study of the microstructure of
metals and alloys, and of its relation to their compo-
sition and their physical and mechanical properties
1s called metallography.

This conception that the important technical pro-
perties of materials depend to a very great extent on
the microstructure is of general validity for modern
materials. In the case of composites it seems almost a
tautology.

“Tailoring” materials to meet practical requirements

Starting from this idea it becomes possible in prin-
ciple to synthesize materials that meet the precise

Solid-state physics, which studies the relationship
between microstructure and material properties, and
physical metallurgy, which is concerned with the
origin of microstructures, have together laid the
basis for the advances that have been made in the
modern technology of materials. The most surprising
aspect of this has been that research in these fields
has in many cases shown sufficient basic knowledge
to be available to allow certain specific requirements
to be met. The ability to supply materials “made to
measure” obviously represents an important step
forward. For the user, the electronic engineer, the
mechanical engineer, the aircraft designer, the nuclear
physicist, it is an ideal situation, for it is no longer
necessary for the designer to match his approach to
the available materials. On the contrary, it is now
becoming increasingly possible to obtain “custom-
tailored” materials, which meet the specific require-
ments of the technical problem.

This development has of course far-reaching
practical consequences. Industries that had the fore-
sight to recognize the essential role of scientific

(11 See for example J. L. Meijering and G. D. Rieck, Philips tech.
Rev. 19, 109, 1957/58.
[2] See Scientific American 217, No. 3, Sept. 1967.
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research on materials have as a result gained a valuable
lead. In aerospace techniques it has become common
practice 1o treal materials research and materials
development as an essential part of any new project.
The same view is reflected in the structure ol the nu-
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New ceramic materials

In the renaissance of materials to which 1 have re-
ferred, ceramics play an essential part. Most people
think of ceramics as synonymous with earthenware or
porcelain, products with a very ancient history.

Fig. 2. Some modern ceramic products. A memory matrix with ferrite cores can be seen in the
background. The white blocks on the right are made from fine-crystalline, densely sintered
Al203; the material is so strong, resistant to wear and hard that the blocks can be used as
cutting tools . The small black cylinders consist of uranium dioxide, fuel for nuclear reactors.
The piece of tubing is made of coarse-crystalline non-porous Al2Os3; it is resistant to high
temperatures, to chemical attack at such temperatures, and is also (owing to the small
quantity of pores translucent to visible light. The tubing is used us the envelope for high-
pressure sodium lamps. The dish on the right and the large porous cube on the left are made
of glass ceramic; their cocfficient of expansion is extremely small and this makes the material
resistant to temperatures up to about 700 “C; the porous material can be used, for example,
for heat exchangers. Finally, in the foreground a soldering iron (laboratory model) can be
seen [in] which the heating element consists of ceramic lanthanum-doped barium lead (ita-
nate [3).

clear-energy establishments. In many countries, how-
ever, so much manpower has been poured into these
establishments that there is now surplus research
capacity. Attempts are now being made to apply the
knowledge that has been obtained about the control
of material properties more widely in national indus-
try, outside the specific domain of nuclear energy.

In this traditional sense, ceramics are stilt the product
of an important branch of industry.

Today, however, the term ceramics embraces more
than the traditional ceramic materials, which all
contain clay as a basic substance. Modern ceramic
materials comprise a very wide range of inorganic
compounds in which the oxides are predominant.
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Graphite is also counted as a ceramic, and so are a
number of carbides, nitrides, borides, silicides and
other compounds. More and more use is being made
of their unique properties. They are very hard, are
highly resistant to wear or erosion, possess great
strength at high temperatures, are chemically inert and
many of them have remarkable electrical and magne-
tic properties. It is a very heterogeneous group of
materials, with a very wide and varied range of appli-
cations (fig. 2). The American Ceramic Society did its
utmost to find another name for ceramics. The best it
could find was ‘‘inorganic, nonmetallic materials”;
but the presence of two negatives in one designation
did not seem too desirable. And so we refer merely to
them as ““ceramic” materials that have many features in
common with traditional ceramics.
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(fig. 3). During the forming process it is necessary
to take the shrinkage that occurs during firing into
account.

A characteristic difference between the modern and
the traditional ceramics is perhaps the substitution of
the concept tolerance for the old aesthetic criteria in
the setting of standards.

In traditional ceramic products the formation of a
liquid phase is almost invariably essential to allow
the sintering process from the high melting primary
phase to take place at reasonably low temperatures.
In the new ceramic products (which may in fact be
regarded as a class of materials and not so much as the
products of a special branch of industry) liquid phases
are not usually considered to favour the ready control
of physical properties.

Fig. 3. An illustration of the shrinkage due to sintering. The photograph shows two ferrite
rings for particle acceleralors: the lower ring has been compacted but has not been sintered
while the upper ring, which originally had the same diameter, has been sintered. The diameter
of the lower ring is 55 ¢m, the diameter of the upper ring is 44 cm.

Most ceramic products are made from powders,
and powder technology has always been the working
terrain of the ceramist. Because of the brittleness of
ceramic materials, grinding is the only way in which
the fired products can be machined, and this is an
expensive operation. A great advantage of the ceramic
process, however, is that the products can be formed
during manufacture. Starting from powdered raw
materials, a product is formed that has a porosity of
about 509, and is as yet not particularly strong.
After the product has been heated for a time at high
temperature the volume of pores decreases to less
than 109, and the product is very much stronger

The first group of modern ceramic materials are the
ferrites, materials derived from the mineral magnetite.
The combination of useful magnetic and electrical
properties makes these ferrites suitable for use at high
frequencies, where problems arise with metallic mag-
netic materials. Many scientists at Philips Research
Laboratories have had a considerable share in the
development of these materials [4l. The development

[3] See for example E. Andrich, Philips tech. Rev. 30, 170, 1969
(No. 6/7).

141 See J. Smit and H. P. J. Wijn, Ferrites, Philips Tcchnical
Library, Eindhoven 1959.
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of ferrites has been an excellent example of team work
between solid-state physicists and chemists.

The second group are materials with a high dielec-
tric constant, a typical example of which is barium
titanate.

A third group are the nuclear ceramics, i.€. materi-
als used as reactor fuels. The development of nuclear
energy imposes specific requirements on the accurate
control of the properties and composition of materials,
such as high-melting uranium compounds, beryllium
oxide, and also graphite. Uranium dioxide is without
question the reactor fuel of today and for the near
future.

For the electronics industry, particularly for the
development of computers, for aerospace techniques,
for the optical industry, and also for more everyday
applications, as in the servjce-goods industry, there
has grown up in the last ten years a vast need for
knowledge of the behaviour and the manufacturing
process of a large number of inorganic non-metallic
materials. Prominent among these are the pure oxides
and a number of special glasses [51.

Microstructure

It is still common practice to use polycrystalline
materials, produced by a ceramic process, even though
the synthesis of single crystals is also a practical
proposition. For industrial purposes, however, the
synthesis of single crystals has its atiractions in only a
few cases. The chemical compositions needed to
obtain the exact properties required are often highly
complicated. In this case a ceramic process is much
simpler in principle and is also more economical for
producing sufficiently homogeneous products on a
large scale.

In many cases it is also necessary (o use a ceramic
technique because problems connected with disso-
ciation reactions can melting process
owing 1o the high melting point of the compounds.

The choice of a ceramic process implies the intro-
duction of a number of microstructure parameters.
The principal elements of the microstructure are: the
size of the constituent crystallites, their size distri-
bution, the presence of grain boundaries between
the crystallites, the possible presence of crystallo-
graphic preferred orientations of the crystals, as
found in the permanently magnetic barium hexa-
ferrite BaFe 2019 (fig. 4), and the presence of a certain
residual porosity.

The nature of the porosity may vary considerably.
The pores may be very small in relation to the crys-
tallites, but also relatively large. The pores may oniy
be present at grain boundaries, or they may be entirely
inside the crystallites { fig. 5).

arise in a

VOLUME 31

One of the simplest examples of the way in which a
physical property can be through the
microstructure is the scatiering of light rays by pores.
In aluminium oxide, which has a relatively high re-
fractive index, the light transmission decreases to
0.01 % at a residual porosity of 3 9. Even when the
porosity is 0.3% the material transmits only 109 of
the light transmitted by a completely solid material.

The extent to which the various elements of the mi-
crostructure of a ceramic material influeace the physi-
cal and mechanical properties is the subject of re-
search in the material sciences 6], Sometimes the re-
lationship is extremely complex or not readily ac-
cessible to experiment. Of particular interest are the
modern ceramic materials where the choice of mi-
crostructure is essential to the achievement of a
desired physical property. It may be necessary, for
example, to have a large number of grain boundaries,
or a particular texture of crystal orientations.

influenced

Control of the microstructure

| shall now consider some basic aspects of the sin-
tering process that determine the microstructure of
ceramic materials. The microstructure is brought

Fig. 4. Crystallites of barium hexaferrite oriented along the
c-axis. The orientation is brought about by introducing a suspen-
sion of finely ground powder particles into a magnetic ficld,
filtering them and then compacting them. The (BH )max achieved

is more than 4 < 106 gauss oersted.
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Fig. 5. a) Pores in crystallites in Ni-Zn ferrite. b)

about during the sintering of an aggregate of small
powder particles, which may or may not be compacted
to a particular shape. The free surface of a substance
represents an extra amount of energy, called surface
energy. The difference in surface energy between a
powder and a single crystal supplies the driving force
for a number of thermally activated proccsses, prin-
cipal among which are sintering and grain growth.

In the sintering process the powder particles in a
compacted product are able to grow together and the
open spaces, the pores, are filled up with matenial.
Because of this the product exhibits macroscopic
shrinkage. The amount of energy available for the
sintering process depends mainly on the surface of
the powder. Since this surface energy is very small,
no more than about 1 calorie per gramme atom,
a sufficiently high sinter reactivity canonly be achieved
with sufficiently small particles. Generally speaking,
the particle size required is less than 1 micron.

This initial condition sets some difficult require-
ments on the actual fabrication process from the very
start, because the handling of such fine powders
presents considerable technical difficulties. In
sintering process the voids between the powder par-
ticles, the pores, must be fitled with material in order
to obtain a strong and solid product. Effective sinter-
ing thus means that the packing of the particles by
compaction in the forming process must be such that a
product is obtained in which the small pores are distri-
buted as homogeneously as possible. The poor flow
properties of fine powders complicate the forming
process 1o a constderable extent.

In order to close up the pores a material-transport
mechanism is necessary. In its simplest form, sinter-
ing can be compared with the flowing together of

the
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Pores at the crystallite boundaries in Mn-Zn ferrite.

drops of liquid when brought into contact with each
other. For drops of liquid this process is easy to
understand, since the liquid flow is brought about by
the ellect of surface tension. The only resistance to
this material transport is the viscosity of the liquid.
But how does this work out in the case of an aggregate
ol powder particles?

In its original significance the phenomenon of
sintering has always been discussed in connection
with the occurrence of liquid phases upon heating,
which causes a strengthening of the powder aggregatc.
The name sintering is derived from this process. It
has been found, however, that although liquid phases
do occur, the densification is not caused by macro-
scopicliquid flows. The process appears to have more to
do with the solution of the solid phase in the liquid
phase, followed by precipitation. An important
problem then remaining is to establish how the ma-
lerial transport takes place in the systems where no
liquid phases are formed, in particular in the systems
which are characteristic of’ modern ceramic products.

After many years of phenomenological studies the
Russian researcher J. Frenkel laid the basis for a
scientific approach to the sintering of solids in 1945 [71.
He presented a theory for the formation and growth

I51 See G. Bayer, Oxyde als Werkstofle der modernen Technik,
Neue Ziircher Zeitung 27 Jan. 1970, Fernausgabe No. 26,
pp. 17-20 and 25.

[6] This subject is discussed in detail in an article by G. H.
Jonker and A. L. Stuijts, shortly to appear in this journal.

[71 For the work of J. Frenkel and the other investigators
mentioned here, see the following review articles:

H. Fischmeister and E. Exner, Theorien des Sinterns,
Metall 18, 932-940, 1964 and 19, 113-119 and 941-946, 1965,
R. L. Coble and J. E. Burke, Sintering in ceramics, Progress
in Ceramic Science 3, 197-251, 1963,

F. Thiimmler and W. Thomma, The sintering process,
Metallurg. Revs. 12, 69-108, 1967.
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of the contact surface between two spherical particles,
under the influence of the surface tension, by means of a
mechanism of viscous flow. A year later B. Ya. Pines
extended this theory with an analysis of the concentra-
tions of point defects in solids with variously curved
surfaces. In the subsequent years much fruitful theore-
tical and experimental work was done on the mech-
anisms underlying material transport in sintering. This

work; started-by-G.-C-Kuczynski-with-metal powders — of growing:

and followed by many .elegant investigations under-
taken by other American researchers, for example
W. D. Kingery and his associates, was based on model
experiments performed on different groups of materi-
als: metals, oxides, glass, and ionic compounds such
as sodium chloride. As a result of this work the basic
mechanisms of material transport have become well
known.

It also emerged from these experiments that the
principal mechanism that can explain the shrinkage
of crystalline’ materials during sintering is based
on diffusion of the components of the compound
through the bulk of the material. The possibility that
sintering is determined by bulk diffusion, and thus
that point defects in the lattice play an important
part, had already been recognized, but it took a rela-
tively long time before it could be properly interpreted.
Although it was clear where the flow of material
was going to, it was not clear where it came from.
The assumption that the material was transported
from the outside surface of the object into the bulk
proved to be untenable. In that case the sintering pro-
cess would be slower than was actually observed,
and moreover no dependence was found between the
sintering rate and the size of the object.

It was in the same period that the Nabarro-Herring
theory became known. This theory gives an explana-
tion of the deformation of a polycrystalline metal
under an external pressure at high temperature.
This microcreep, as it is called, gives rise to diffusion
flows in the crystals, in which the material is transport-
ed from grain boundaries that are under pressure to
others that are under a tensile stress (fig. 6). These
grain boundaries, being the interfaces between neigh-
bouring crystallites, play an essential role in the course
of the process. A small grain size is very important
to this mechanism.

_ With this theory, the shrinkage during the sinter-
ing of crystalline materials could be explained. It fell
to J. E:-Burke to establish a clear relationship between
the behaviour of the grain boundaries during the
sintering process and the results of the process. It is
known that there can be grain growth at the temper-
atures at which sintering is carried out, the driving
force behind this grain growth being the interfacial
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energy between neighbouring crystallites. Because of
the grain growth the diffusion has to extend over
greater distances. )

Although normal growth processes, including
grain coarsening always follow a course in which the

large grains grow at the expense of the small ones, .

the processes take place in a controlled manner as
long as all the crystallites have about the same chance

From microscopic observations Burke concluded
that a certain form of grain growth that is fatal to the
further densification of the material can occur during
sintering. It appears that some crystals, for reasons
that are not yet entirely clear, may grow fairly sud-
denly to relatively large dimensions. By enclosing
the pores in the crystal during their rapid growth,
they render the important Nabarro-Herring mecha-
nism inoperative. ' )

The effect described here, in which a few crystals
grow to dimensions much greater than those of the
crystals in the matrix, occurs very frequently in
crystalline materials and has been given various

Fig. 6. The diffusion flow in a polycrystalline material: there
is transport from grain boundaries that are under pressure to
grain boundaries that are under a tensile stress. (Made avail-
able by C. Herring, J. appl. Phys. 21, 437, 1950.)

names in the literature. One of the most characteristic
names, which reflects the uncontrolled nature of the
process, is cannibal grain growth (fig. 7).

There are some exceptional cases where this form

of grain growth is desired. In general, however,
Burke’s studies of these processes have shown that
control of grain growth is essential to effective sinter-
ing. On the basis of the knowledge thus gained R. L.
Coble managed to sinter aluminium oxide completely
solid by doping it with magnesium oxide. This was a
real breakthrough in sintering practice.
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Fig. 7. An example of “‘cannibal” grain growth, in Ni-Zn territe.

The important technical result of Coble’s work was
that it now became possible to use aluminium oxide,
long known for its useful properties, for the envelopes
of high-pressure sodium lamps. In this application
full advantage can be taken of the high melting point
of the material, its great resistance to chemical attack,
and its reasonably high strength at high temperatures.
When the material is sintered completely free from
pores, it can be made translucent to visible light.
Lamps that used such a translucent
oxide give a beautiful white light and a high lumi-
nous efficiency. It is typical of the further devel-
opment in the sintering of many kinds of ceramic
products that the transparency of the product has
come to be used as a measure of the control of the
process. In more senses than one, scientific research
has made the subject clear!

After this, of course, it became all the rage lor
ceramists to study the effect of doping on sintering
and grain-growth behaviour. In most cases the results
were negative, in others they were not applicable
owing to the introduction of the second phase. But
our results with the sintering of magnetic
spinels had already shown that there were other
possible ways of achieving control of sintering pro-
cesses [8l. Since these materials are opaque, at
least to light in the visible part of the spectrum, this
result could not be represented in terms of transpar-
ency, which had become the standard in sintering
practice. In addition to this instance, many other

aluminium

own
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cxamples have meanwhile become known where
densification sintering to a completely solid product
is possible without the need for doping.

These results are probably to be interpreted in the
following way. Sintering and grain growth are two
processes that occur simultaneously, and densifi-
cation can be hindered by the grain growth. To obtain
a good result the conditions must therefore be chosen
in such a way that the sintering process can take place
rapidly. In the first place, very fine powders of high
sinter reactivity should be used. Secondly, the compact-
ed product must be as homogeneous as possible in
order to rule out problems from local variations in
sintering rate. Finally, as the sintering of crystalline
substances is a diffusion process, there must also be
empty lattice sites, or vacancies, present.

In the last few years it has become clear that in this
last respect ionic compounds differ characteristically
from metals. In metals the concentration of vacancies
is usually dependent on the temperature alone, and is
therefore difficult to control independently. In ionic
crystals, on the other hand, there may often be marked
deviations {rom the stoichiometric composition.
This means that the concentrations of lattice defects in
the crystal are not only determined by the temperature
but also depend on the chosen chemical composition.
Recent investigations by P. Reijnen have shown that
since optimum sintering behaviour depends on the
transport of both cations and anions, the choice of the
lattice vacancies and their concentration is of the ut-
most importance 9. It is for example rather remark-
able that adding magnesium oxide to aluminium oxide
gives the appropriate lattice vacancies for good sinter-
ability.

The great value of the knowledge outlined above is
that straightforward practical rules can be laid down
which should ensure good sintering. On the other
hand it cannot yet be clearly established whether an
effect of grain-growth inhibition, by means of an
appropriate doping agent, is in itself sufficient to give
good sintering. In contrast to the control of the
chemical composition, it is not possible to use the
available knowledge of grain-growth eflects to indi-
cate practical rules for improved sintering.

In what I have said so far I have given a broad
picture of some basic aspects of the sintering process
that determine the ultimate microstructure. Owing
to the wide variety of materials and applications |
have necessarily had to leave out a large number of
sintering phenomena, some of them highly complex.

(8] A. L. Stuijts, Proc. Brit. Ceramic Soc. 2, 73, 1964.

9] P, J. L. Reijnen in: Reactivity of solids, Proc. 6th Int.
Symp., Schenectady 1968, p. 99, and also Philips tech. Rev.
31, 24, 1970 (No. 1).




52 PHILIPS TECHNICAL REVIEW

They form a fascinating study for the scientific worker
who wishes to understand the microstructures of
materials from the processes taking place in them. [
shall now mention a few points which are typical of
the technology of modern ceramic paying
special attention to the synthesis of materials with
“tailored™ properties.

In the first place the knowledge gained from re-
search has led to a lively interest in the development of
new processes for the synthesis of raw materials and
compounds. The preparation of sinterable powders

materials,

. t, Fioa

Fig. 8. Small spheres of Al2O3 obtained by sintering a highly homogeneously distributed

VOLUME 3t

With all these processes powders of high purity and
high sinter reactivity can be produced.

The powders obtained by these processes do not all
lend themselves to the application of a normal form-
ing method. Often it is not possible to compact them
to the desired high density. The sol-gel process can
produce beautifully rounded pellets with dimensions
ranging from a few microns to a few millimetres
(fig. 8). It has not yet been found possible, however,
to retain the intrinsic advantages of this process for
making objects of other shapes. A study of the forming

fine powder made by the sol-gel process [10). (By courtesy of the Atomic Energy Research

Establishment, Harwell.)

by the conventional processes of mixing, calcination
and grinding, is of limited scope. Moreover, the
understanding of the role of vacancies can only be
applied if the chosen chemical composition does in
fact determine their nature and concentration. Im-
purities can then have a marked disturbing elfect,
and “p.p.m.” has now become a common term in this
field too. The development of processes for the pre-
paration of raw materials whose purity is maintained,
or where purification takes place during the process,
and in which the chemical composition can be well
controlled and adjusted, is now in full progress. In
the field of electronic materials there is considerable
interest in the preparation of compounds by the spray-
drying or freeze-drying of mixed salts. For nuclear-
energy applications the development of the sol-gel
process has opened up unique possibilities [10],

process is therefore needed, with special reference to
the way in which the densification is influenced by
characteristic features of the powders used.

Finally, the development of processes for forming
microstructures that are difficult or impossible to
obtain by the normal process is very important.
| have in mind materials in which the constituent
crystallites have a crystallographic texture, as required
for optimum properties in hexagonal permanent-
magnetic ferrites. Other examples are compounds
with volatile components, or compounds in which the
chemical composition cannot be freely chosen to
obtain good sinterability. Materials are also often
needed which have a low pore volume yet at the same
time very small crystallites. In many of these cases
the processes used combine high temperature with
high pressure [, The external pressure applied
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allows the sintering temperature to be substantially
reduced, thus strongly suppressing the grain growth,
Many materials with interesting properties have been
obtained by such methods. They include microwave
ferrites for use at high microwave power, magnesium
oxide of very high mechanical strength, fine-crystal-
line aluminium oxide, and the piezoelectric material
potassium sodium niobate, which cannot be sintered
by the normal method.

The renaissance in ceramic technology which I have
described is a typical example of the way in which
many new materials are being created and used in
modern engineering. A characteristic of the various
material technologies is the control of physical and
mechanical properties through the control of micro-

[10] A review article by A. L. Stuijts has been published in
Science of Ceramics 5, 335, 1970,

[11] See for example G. J. Oudemans, Philips tech. Rev. 29,
45, 1968,

structures. To be able to ‘synthesize materials it is
essential to control the processes that determine the
formation of these structures. This is at once product
engineering and process engineering, and it is the
main function of the technologist here to ensure that he
knows the industrially most suitable process for giving
a material the desired microstructure,

Summary. The article is almost identical with the text of the
address delivered by the author on his inauguration as Visiting
Professor at the Technical University of Eindhoven. In about
1950 a breakthrough occurred in ceramic technology. New
understanding enabled the microstructure to be controlled with
such accuracy that the materials could be *“tailored” to the
requirements of practical applications. The author discusses the
use of special doping agents, the application of very fine and
highly pure powders possessing high sintering reactivity, made
for example by spray-drying or freeze-drying or by the sol-gel
process, the use of materials which have a slight deviation from
the stoichiometric composition, the simultaneous application
of high pressure and high temperature, and other related subjects.
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- An electronic starter for long ﬂuorescent lamps
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3

a J. C. Moerkens

The semiconductor techniques of today offer many new possibilities to designers of control

gear for fluorescent lamps. Circuits that were once too unreliable, expensive or inefficient,

or reduced the life of the control gear can now be employed with success.

Large areas can be lit more attractively by using
long fluorescent lamps rather than short ones. The
longer lamps also have the advantage that they are
more efficient. The light loss that occurs at the elec-
trodes because the cathode fall of a gas discharge is
dark is independent of the length of the lamp, and
is therefore less significant for longer lamps. The

. mounting and maintenance costs per unit length are
also” lower for longer lamps. For all these reasons
fluorescent lamps about 2.5 metres long, popularly
known as 8 ft lamps, have been developed along with
the conventional types of 1 to 1.5 m length — the
4 ft and 5 ft lamps. -

Because of their greater length these 8 ft lamps need
a higher ignition voltage and a higher maintaining
voltage than the types now in common use. The con-
ventional glow starters (fig. Ia) cannot therefore be
used for the 8 ft lamps. These starters were originally
developed for igniting lamps with a maintaining volt-
age of 100 V at a supply voltage of 220 V; the main-
taining voltage of the long lamps is about 180 V and
is too close to the supply voltage for glow starters to
operate reliably. Alternative solutions, such as starter-
less circuits or ignition by means of an auxiliary circuit,
also have their drawbacks. For 8 ft lamps the starterless
circuit (fig. 15) requires a transformer with an open-
circuit voltage of at least 350 V. A transformer of this
type with the built-in leakage reactance for stabilizing
the lamp would be expensive and the electrical losses
would be high, Moreover, this kind of circuit
usually requires special lamps — fitted with a metallized
ignition strip — or an earthed metal fitting. The other
alternative, starting the lamp with an auxiliary circuit
(generally a resonant circuit), has the disadvantage
that this circuit continues to take current after the
lamp has lit. Although this loss can be avoided by
switching off the auxiliary circuit after starting,

J. C. Moerkens is with the Philips Lighting Division, Eindhoven.

extra switches or relays are required, making the
installation more expensive to buy and to maintain.

Now that inexpensive and reliable semiconductor
devices are readily available a lamp can be ignited by
an auxiliary circuit that can be switched off without
using switching contacts aftér the lamp has lit. The
disadvantages of ignition by an auxiliary circuit are
eliminated in this way.

A starter circuit will now be described that has been
developed for 8 ft fluorescent lamps, with switching
by semiconductor devices. The circuit is designed to
operate from the regular supply mains (e.g. 220 V,
50 Hz, single phase).

©)
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Fig. 1. a) Circuit for a fluorescent lamp with glow starter. F
fluorescent lamp. L choke, whose impedance stabilizes the dis-
charge. § bimetal glow switch in a small neon-filled bulb.
Before the mains supply voltage is switched on S is open. When
the mains voltage is switched on there is a gas discharge in the
neon-filled bulb; this discharge heats the bimetal element and
the switch closes. Current now flows, heating the electrodes.
The neon discharge is short-circuited by the closed contacts and is
therefore extinguished. Without the heat from the discharge the
bimetal element cools down and the switch opens again. The
resultant voltage surge caused by the inductance L ignites the
lamp. The glow starter is designed so that the neon discharge is
ignited at the lowest value of the mains voltage, but not by the
maintaining voltage of the lamp.

b) Starterless circuit. Before the lamp has ignited the transformer
supplies the voltage for heating the electrodes as well as the
ignition voltage across the lamp. After ignition the voltage
across. the lamp falls because of the phase shift in the voltage
across the upper windings of the transformer, which act as the
ballast impedance. During operation the full filament voltage is
applied to the filaments of the lamp. The lower windings of the
transformer form an undesirable load on the mains while the
lamp is operating.
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Principle of the starter circuit

The function of the starter and ballast circuits of a
fluorescent lamp is to ignite the lamp and keep it
operating stably. For ignition it is necessary first of all
to heat the electrodes, then to apply a voltage surge
that is large enough to initiate the discharge in the
lamp.

Our circuit (fig. 2) consists basically of two chokes,
L; and Ls, a capacitor C, and a switch S. Together
with the capacitor the chokes form two resonant cir-
cuits L1C and L2C, which can be excited in turn by

; L,

v o /

Fig. 2. Basic diagram of the starter for long fluorescent lamps.
The capacitor C draws energy from the mains. When switch S
closes, this energy is partly dissipated by the resonant circuit LoC
in the electrodes of the lamp. When S opens again at the instant
that C is charged up, the voltage surge produced by the reso-
nance of thecircuit L, Cis sufficient to ignite the discharge across
the lamp F. While the lamp is alight the choke L; keeps the
discharge stable. )

opening and closing the switch. Choke Z; also stabi-
lizes the lamp current while the lamp is running (i.e. it
is the ballast).

In describing the operation of the starter it is con-
venient to assume that the circuit is connected to the
supply voltage at the instant at which this voltage
passes through zero (+ = to, see fig. 3). The switch S
is then open. The values of L; and C are chosen so
that the resonant frequency of L1C is well above the
mains frequency and the impedance of C is much
greater than the impedance of L;: the voltage across C
therefore follows the mains voltage fairly closely in
both phase and amplitude. If we now connect the
switch § at the time 71, the circuit LoC is completed.
When the switch is closed, a charge has built up on the
capacitor, and consequently this circuit is now set
into oscillation. The inductance of Ly is made much
smaller than that of L3, so that the resonant frequency
of LyC is much higher than that of L;C. The impedance
of L to these oscillations is sufficiently high to
prevent the low impedance of the mains from damping
the circuit LsC. The electrodes of the lamp, which:

—<
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are in the form of filaments,.give the only damping in
the circuit. The current in the circuit heats the fila-
ments, thus causing the ignition voltage of the lamp to
fall. We now open the switch S again at the instant at
which the current in the circuit LeC has returned to
zero. The circuit LeC is then broken and circuit L;C
is triggered into oscillation by the opening of the switch.
As a result the voltage across the capacitor increases
to an amplitude of more than twice the instantaneous
value of the mains voltage. If the electrodes have been
pre-heated sufficiently, the lamp will ignite; if not,
the whole cycle must be repeated until the lamp does
ignite.

Practical model; characteristics

In the actual device (fig. 4) the function of the switch
S is performed by a thyristor circuit. The switch closes
at the instant that one of the two thyristors 71,2 con-
nected in parallel opposition starts to conduct. The
instant at which a thyristor starts to conduct is deter-
mined by the R-C time constant of the network con-
sisting of the resistors R1, Rs and R3 and the capacitors
C1 and Cs. The capacitors are charged by the supply
voltage via the resistance network. When the voltage
across the capacitors exceeds a given value, one of the
two diode pairs connected in parallel opposition,
D19, called “diacs” (fig. 5) switches on and part of the
charge flows to the control electrode of the associated
thyristor, which then starts to conduct; the switch is

o)

Sr— =
— — =N

)
e
o

|

Fig. 3. ) Voltage v across the capacitor C in fig. 2 as a function
of time ¢ after switching on the supply voltage at time ro. At #,
the switch S closes and the circuit L2C is set into oscillation.
At 12 the switch opens again and the circuit L;C goes into os-
cillation. At r3 the switch again closes, and the whole cycle
begins again from ¢ = £;.

b) The current i¢ in the circuit L2C as a function of time.
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then closed. When the current through the conducting
thyristor becomes zero — which happens after hall a
period of the oscillation in the circuit LeC — the con-
duction ceases: the switch is then open again. The
voltage across capacitor C is then increased in ampli-
tude by the oscillation in the circuit L1C. After about
half a period of this oscillation, Ci and Cz are again
charged up to the breakdown voltage of the diacs,
the thyristor can start to conduct again and the whole
cycle is repeated. The breakdown voltage of the diacs
is reached more quickly the second time than the first:
the capacitors only need to be charged from the time

L C
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open and the oscillation of the circuit L1C dies away.
Usually the lamp will not yet have ignited, and the
whole process repeats itself during the next half
period of the mains voltage, the other thyristor now
periodically opening and closing the switch. The
waveform of the voliage across the tamp during ig-
nition is shown in fig. 6.

The ignited lanp

Once the lamp has ignited, the voltage across it will
be very nearly a square wave (fig. 7). The amplitude
of this square-wave voltage is equal to the maintaining

Fig. 4. Complete circuit diagram of the starter. Ly, Ly and C as in fig. 2. The thyristors T1and T2
form a switch; T conducts during the negative half-cycle of the supply voltage, T2 during
the positive half-cycle. The time at which the switch closes is determined by the R-C network
R1R3R3C,C2. When the voltage across C1 and Ca exceeds the breakdown voltage of the
diacs D1 and D3, one of the two delivers a voltage surge to the control electrode of the corre-
sponding thyristor, causing it to conduct. The thyristor stops conducting (the switch opens)
when the current flowing through it falls to zero. During the next half-cycle of’ the mains
voltage the switching function is taken over by the other thyristor.

at which the forward voltage of the diacs is reached.
During the first half period of the mains voltage
the whole cycle is repeated a number of times. Once
the supply voltage has dropped to a value at which it is
no longer high enough to charge up Ci and Co to the
breakdown voltage of the diacs, the switch remains

——pky

_>V

Fig. 5. Current-voltage characteristic of a “diac”. A diuac con-
sists of two P-N-P-N diodes ccnnected in parallel opposition.
This combination gives a current-voltage characteristic rather
like that of a gas discharge. A certain voltage has to be reached
before the diac starts to conduct, but after this the voltage can
fall quite a long way before the current cuts ofl.

Fig. 6. Oscillogram of the voltage across the lamp during the
ignition process. The groups of peaks following quickly upon
one another which repeat themselves cvery half cycle are the
excitation eflects arising in the circuits L;C and LaC (sce fig. 3).
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Fig. 7. Oscillogram of the voltage across the lamp while it is
alight (curve with high amplitude) and of the voltage across the
capacitors Ci: and C» in fig. 4 (low-amplitude curve). The
reignition peaks with the oscillations that follow them can
clearly be seen in the voltage across the lamp. These peaks do
not appear in the voltage across C; and Cs, because of phase
shift and smoothing.

voltage of the lamp, and is thus lower than that of the
supply voltage. The voltage divider R1R2R3 is designed
so that the capacitors C1 and Cs can no longer be
charged up by this square-wave voltage to the break-
down voltage of the diacs; the thyristors then receive
no further triggering pulses and the switch now stays
open the whole time. The starter circuit is then out
of action.

While the lamp is operating the discharge is ex-
tinguished after every half-period of the supply volt-
age and then has to be reignited. In a short lamp,
where maintaining voltage is about half the mains
voltage, this presents no difficulties. After the discharge
is extinguished the voltage across the ballast choke
falls rapidly and the full instantaneous value of the
mains voltage then appears across the lamp (fig. 8a).

v 7
a a B
Fig. 8. @) Vector diagram for a fluorescent lamp whose operat-
ing voltage Vg is much smaller than the mains voltage Vu.
b) The same but with Vr only slightly lower than the mains volt-
age. In this case the voltage vm.t, which has to reignite the lamp,
is too small. V1, is the voltage across the ballast.

n~
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This voltage is suflicient to reignite the discharge that
has just been extinguished.

For a long lamp, where the maintaining voltage is
only slightly lower than the mains voltage, the choke
used for stabilizing the discharge has a much lower
inductance. The voltage across the lamp after extinc-
tion of the discharge is therefore too low to permit
reignition (fig. 8). If we now connect a capacitor in
series with the lamp, as well as the choke, we get the
situation illustrated in fig. 9. The voltages across capa-
citor and choke differ in phase by 180°, and we can
now make the inductance and the capacitance so
large that the voltage that appears across the lamp
after the discharge has been extinguished is high
enough to reignite the discharge.

While the lamp remains alight the voltage across
the auxiliary capacitors Cy and Cg continues to follow
the voltage across the lamp. However, as fig. 7 shows,
there is a slight delay. This means that when the lamp
ignites again there will be a negative voltage on the
control electrodes of the thyristors, so that they will
be better able to stand the voltage surges that appear
across them during reignition.

The negative voltage across the capacitors also

K A
/a I,
N

Fig. 9. Vector diagram for a lamp with a maintaining voltage
of 180 V connected in series with a choke and a capacitor to a
supply voltage of 220 V. With this arrangement the voltage v
that appears across the lamp when it has extinguished and the
voltage across the choke is zero is sufficient to reignite the lamp.
Ve is the voltage across the capacitor C’ (fig. 4), the other magni-
tudes are as in fig. 8.

prevents them from being charged up by the reignition
peak to a value higher than the ignition voltage of the
diacs, which would have the effect of bringing the
starter circuit back into operation again.

Phase shift and mains voltage distortion

Since the maintaining voltage of an 8 ft lamp is close
to the mains voltage, the phase difference between the
mains voltage and the current through the lamp is
small (fig. 9). Long lamps do not therefore need any
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special measures for phase correction, such as those
required for 4 ft and 5 ft types.

We have already seen that the voltage waveform
across the terminals of the operating lamp is approxi-
mately a square wave. Fourier analysis of such a
waveform shows that it has strong odd harmonics.
These harmonics of the supply frequency must not of
course enter the mains, nor should the high-frequency
components due to the ignition surge, or they would
cause interference elsewhere. In our circuit the capaci-
tor C and the choke L not only fulfil their normal
starter and ballast functions, they also form a highly
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effective filter (see fig. 4), which stops the third, fifth
and higher harmonics. Additional measures to suppress
mains interference caused by the lamp are therefore
superfluous.

Finally, a few practical details of our circuit should
be given. The total electrical losses in an electronic
starter and ballas designed for an 85 W lamp are only
12 W while the lamp is alight (including the losses
at the lamp electrodes). The power factor (cos ¢) is 0.8
(capacitive). The use of this circuit does away with
the need for an earthed metal fitting or for special
lamps fitted with an ignition strip.

- Summary. To ignite fluorescent lamps about 2.5 metres long,
which are very effective for lighting large areas, normal glow
starters cannot be used. This is because the maintaining voltage
of such long lamps is so close to the mains voltage that glow
starters would not operate reliably. With the electronic starter
described in this article the lamp is ignited by means of a reson-

ant circuit, which is switched off while the lamp is alight to
avoid needless power consumption. Two thyristors connected
in parallel opposition act as an inexpensive and reliable switch
for this purpose. The switch is controlled via ‘diacs” by
an R-C network connected across the lamp electrodes. No
earthed metal fittings or ignition strip are required. i
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In Memoriam Ir. S. Gradstein

On 21st September 1970, barely six months after his retirement
as Editor-in-chief of our journal, Ir. Stephan Gradstein died,
after a short illness, in Eindhoven.

With the death of Stephan Gradstein we lose the last man to be
closely associated with the Review right from the start and.
through the whole 34 years of its existence. In the period of:
almost twenty years during which he was Editor-in-chief it was
his achievement, building on the foundations laid by Holst and
Oosterhuis, to develop the Review into what it had become upon

his retirement.

The success that he achieved in this was due to his very special
combination of talents and qualities of character. He had an
exceptional feeling for language and was able to indicate the best
method of treating even the most unyielding matter, but he also
had pictorial ability of a high order and he set himself and
others high standards.

We, who worked with him and learned so much from him, lose
in Stephan an example dlfﬁcult to match and above all a good
friend.

- J. W. Miltenburg
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. Ferrite-cored kicker magnets

H. O’Hanlon

In the CERN Proton Synchrotron twenty bunches of protons, after being accelerated,
circulate with the speed of light. The development of kicker magnets has made it possible
to select one or more of the bunches, and kick it out of the ring while leaving the other
bunches unperturbed. This article on the subject, kindly written for us by Mr. H. O’ Hanlon -
of CERN, seemed apt since it is an interesting example of the application of ferrites in
proton synchrotrons, and is quite different from another application recently treated in our
Review. When a material is used in a new way some previously unexceptional feature may
take on a special importance. In the present case it turns out that ferrite is a clean material
,  that is compatible with ultra-high-vacuum practice. :

In high-energy particle accelerator techniques the
injection of the particles into the accelerator before
acceleration and the ejection from it after acceleration
have always presented a delicate problem. Today
kicker magnets are so widely used for these purposes
that they can be considered as vital for the progress of
high-energy nuclear physics. Ideally the kicker magnet
provides a rectangular pulse of magnetic flux, de-
flecting the particle beam in an accurately defined
way during a well defined short period of time.

H. O’Hanlon, M. Sc. is with the Intersecting Storage Rings
Division, CERN, Geneva.

The wide use of kicker magnets — now and in the
near future — is illustrated in fig. I, which shows the
accelerator complex at CERN. This complex consists
of the proton synchrotron CPS, in which protons can
be accelerated to nearly 30 GeV, and the intersecting
storage rings ISR, in which protons circulating in
opposite directions will be stored. (The purpose is to
cause head-on collisions between protons at the inter-
sections of the two rings.) The proton synchrotron
has been in use for high-energy experiments since
1959 (11, In the near future protons will be injected into
it from a 800 MeV booster synchrotron (PSB in fig. 1),
which is expected to come into operation in 1972.

Fig. 1. The accelerator complex at CERN, now nearing comple-
tion. Protons, preaccelerated in the proton synchrotron booster
PSB, will be accelerated to 28 GeV inthe CERN proton synchro-
tron CPS. Protons from many synchrotron cycles will be stacked
" in the two intersecting storage rings ISR; at the intersections of

the storage rings beam-collision experiments will be performed.
" E experimental hall. The diameter of the CPS ring is 200 m, the
diameter of the ISR is 300 m. Fast kicker magnets are or will

be used in this complex for (@) ejection from the booster, (b)
injection into and (¢) ejection from the main synchrotron, and

(d, e) injection into and (f) ejection from the intersecting storage

rings. The proton synchrotron CPS has been in use since 1959;
the first circulation of a beamin the storage rings is expected at
the beginning of 1971[*1; the 800 MeV booster is expected to
come into operation in 1972. At present injection into the main
synchrotron is direct from a 50 MeV linear accelerator (X1,

[y
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The storage rings are nearing completion; the first in-
jection of a beam is expected to take place at the be-
ginning of 19711*], In fig. 1 a-findicate the zones where
kicker magnets are, or will be, used for switching the
protons from one orbit into another.

Fig. 2 shows the way in which kicker magnets are
employed in a synchrotron, where the particles in
the beam are bunched. This bunching is a result
of the acceleration by r.f. electric fields. In fig. 2 it is

s

‘ _
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Fig. 2. The use of a fast kicker (X) for ejection from a synchro-
tron. by proton equilibrium orbit in the synchrotron. K is
energized during the passage of one bunch of protons p, which
is deflected by a small angle & into the orbit b2 oscillating about
b1. A d.c. bending magnet M deflects it further away from the
synchrotron guide fields. b3 ejected beam.

assumed that one bunch has to be ejected. During the
passage of this bunch the kicker magnet K is excited,
giving a constant field that deflects the bunch from
the equilibrium orbit; before and after the passage
the field is zero. The deflection, though small, is suf-
ficient to cause the bunch to enter the aperture of a
strong d.c. bending magnet M that deflects the bunch
further away from the synchrotron guide fields.
More bunches can be deflected by applying a longer
pulse to the kicker magnet. For the injection of a
bunched beam into an accelerator or storage ring
the reverse order is followed.

The required rise and decay time of the magnetic
field pulse depend upon the function of the kicker
magnet. Ejection from a synchrotron, for instance,
requires a discrete number of complete bunches to be
deflected, and rise and decay time must be shorter
than the separating period between - consecutive
bunches, which is typically 50-200 ns. In the case of a
homogeneous (non-bunched) beam (for example,
a beam stacked in a storage ring) rise and decay time
determine the efficiency of the ejection. Particles

[*1 Tests have now been run successfully in which beams have
circulated in both storage rings; the magnets of figs. 8-11 have
performed according to their design specifications. (Ed.)

13 For more information about the CERN proton synchrotron
(and four other proton synchrotrons), see R. Gouiran, Five
major proton synchrotrons, Philips tech. Rev. 30, 330-365,
1969 (No. 11/12). .

21 Another application of ferrites in synchrotrons has recently
been described in this Review by F. G. Brockman, H. van
der Heide and M. W. Louwerse, Ferroxcube for proton

. synchrotrons, Philips tech. Rev. 30, 312-329, 1969 (No. 11/12).

B G. K. O’Neill, Proc. Int. Conf. on High-Energy Accelerators
and Instrumentation, CERN 1959, p. 125. ’
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passing the magnet during the rise or decay of the pulse
are partially ‘deflected; they neither remain in the
equilibrium orbit nor enter the bending magnet aper-
ture and are lost. .

Kicker mégnets in existing proton synchrotrons
usually have a low repetition rate: one pulse every
one to three seconds is typical. In electron synchro-
trons they operate much faster, for instance at 60
pulses per second. :

A rise time of about 100 ns implies frequency com-
ponents of about 10 MHz in the magnetic-field pulse.
The magnet, and in particular the magnet core, must
function properly at these frequencies. Ferrites, well
known as magnetic materials for other high-frequency
applications [2), have also been found to be suitable
as core material for kicker magnets, as we shall
explain below. .

Generation of a rectangular magnetic field pulse

The ideal way to create a rectangular pulse of mag-
netic field was first indicated by G. K. O’Neill B3],
The magnet is built in the form of a delay line or
transmission line by connecting suitable capacitors
across its single magnetizing winding which consists
of a central conductor and a return lead (fig. 3).
Such a delay line acts as a low-pass filter for electrical
signals. Ideally it has a flat response for frequencies
well below a certain cut-off frequency. If the cut-off

SOTT T

Fig. 3. a) Delay-line kicker magnet, schematic. F ferrite core.
G gap. The core is magnetized by the current I in a central
conductor 4 and a return lead B. The delay-line characteristics
are adapted to the requirements by the capacitors C between cen-
tral and return conductor. b) Equivalent circuit of the delay line.
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frequency is sufficiently high it can propagate elec-
trical signals with no measurable distortion. For such
distortionless propagation to take place in practice,
input and output must be matched to the character-
istic impedance of the delay line.

If a rectangular electrical pulse is propagated
through the delay-line magnet, a constant magnetic

field is present throughout the magnet gap during the -

time that the pulse completely fills the delay line
(fig. 4). During the passage of the leading edge of the
electrical pulse the flux is building up, and it is removed
when the trailing edge passes. It follows that a sub-
stantially rectangular magnetic-flux pulse is created
if the velocity of propagation of the electrical pulse
is high.

v

| .

— ¢
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Fig. 4. a) A rectangular electrical pulse propagating in a long
. transmission line, part of which consists of the delay-line magnet
(hatched). At each position along the gap the magnetic field
is proportional to the current 1. b) Total flux @ in the magnet as
a function of time. r1, f2, ... times corresponding to (a). The
flux pulse is substantially rectangular if the propagation time
of electrical signals through the magnet (r3—#2 and f5—4) is small.

The complete circuit used to create the magnetic
flux pulse is shown schematically in fig. 5. The input
of the delay-line magnet K is connected to a network
that forms the rectangular electrical pulse. This net-
work includes a delay line D which is usually a
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Fig. 5. Circuit for generating a magnetic flux pulse. X delay-
line magnet. D coaxial delay line. R terminating resistor.
D and R are matched to K. While the switch S is open, D is
charged through a high resistance Rc by the source G. On
closing S, D discharges through X, giving the required pulse.

coaxial cable. While the switch S is open, it is charged
to a voltage ¥ by a high-voltage source G through a
high resistance R.. The output of K is connected to
a terminating load R:. D and Ry are matched to the
characteristic impedance Z of K.

When the switch S is closed D and K together form
a transmission line that is effectively open-circuited
at one end (because Re > Z), and matched at the
other (because Ri = Z). The fundamental solutions
for a transmission line show that waves propagate
forwards or backwards with a propagation constant
characteristic of the line. Consequently when S is
closed the stationary rectangular voltage on D will
separate into two rectangular components of half
the amplitude, one travelling forwards and the other
backwards. This backward component is then re-
flected at the open-circuited end and travels forward,
following the first component. The process is sketched
in fig. 6. It follows that the electrical pulse propagating
through K is of voltage V = 1V, and its electrical
length is twice the electrical length of D.

The length of the flat top of the magnetic flux
pulse can be made variable, if so desired, by intro-
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Fig. 6. Discharge of a coaxial cable (D in fig. 5). When the switch
(S in fig. 5) is closed, the rectangular voltage on D (@) separates
into two rectangular pulses of half the original amplitude, one
travelling forwards, the other backwards. The backward-tra-
velling pulse is reflected at the open-circuited end and links, up
with the forward-travelling pulse (b). In (¢) the trailing edge of
the backward-travelling pulse has just been reflected.
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ducing switches to direct part of the electrical pulse
into another matched load. This can be used to vary
the number of proton bunches that are deflected.

Design of a kicker magnet

We shall outline some quantitative considerations
that enter into the design of a kicker magnet of the
type shown in fig. 3. First we estimate the voltages
and currents that are required to build up a given
“kick strength” (a concept defined below) in a magnet
of given dimensions within a given time.

Let the length of the magnet gap be /, the width w
and the height 4. The core represents a magnetic
short-circuit if its permeability is sufficiently high,
and all of the field induced by the current appears
across the gap. Thus, if there is a single winding only,
as in fig. 3: '

. 0

The field H is required to deflect particles of charge e
and momentum p over a certain angle a. If g is the
radius of curvature of the particle orbit in the magnet,
we have a = Ifp. Combining this with the relation [4]
p = peB, where B is the flux density (B = uoH), we
find that the product B/ must have the value:

..... )

Bl is by definition the “kick strength” of the mag-
net [51,

The dimensions w and h are determined by the
cross-section of the beam if the magnet is contained
within the vacuum chamber or by the cross-section
of the vacuum chamber if the magnet is external.
This is discussed later. For a given kick strength B,
the length / of the magnet can in principle be traded
for magnetic flux density B. Usually / is made as
large as the available space permits in order to reduce
the current required (see eq. 1), which in pract