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Vibration patterns and radiation behaviour
of loudspeaker cones

F. J. M. Frankort

Many treatments of loudspeakers begin with the comment that the loudspeaker is the
weakest link in the audio reproduction chain. The complex vibrational behaviour of the
conical loudspeaker diaphragm, which noticeably affects the frequency response of the
loudspeaker, has been a frequent challenge to mathematical analysis. Only recently
however, with the availability of the computer to carry out extensive numerical com-
putations, has it been possible to obtain any detailed picture of the behaviour of the loud-
speaker cone. The picture gives a satisfactory explanation of the irregularities in the
behaviour of the cone as a radiator, which had long been known from acoustic meas-
urements. At the same time it has now become possible to indicate the dimensions and
material properties that will produce the desired frequency response.

Introduction

The behaviour of the conical diaphragm, a shape
that was intuitively chosen for loudspeakers right from
the beginning, is rather complex. The audible sound
spectrum contains widely different frequencies (about
16 Hz to 20 000 Hz); when alternating currents of these
frequencies are fed to a single loudspeaker, the dia-
phragm will be caused to vibrate in different modes of
lower and higher order. It is only at low frequencies
that the cone vibrates as a rigid body. It is not stiff
enough to withstand the inertial forces that occur at
higher frequencies; it starts to vibrate in parts and the

_ cone is said to ‘break up’. The higher-order modes of

vibration that now appear enable the loudspeaker to
fulfil its function at higher frequencies and set the air
in motion.

The amount of the air displacement depends to a
great extent on whether the cone is caused to vibrate at
its resonant frequencies. Hence the marked variation
of the sound radiation as a function of frequency. As
can be seen in fig. I, measurement of the pressure
response with a microphone at some distance from the
loudspeaker produces a rather irregular curve.

In the ideal case the sound radiation would have the
same amplitude at all frequencies, and the frequency
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response would be linear. Loudspeaker cones that
approximate to this requirement have hitherto been
designed mainly on empirical lines. An efficient design
procedure requires detailed knowledge of the radiation
behaviour and its effect on the properties of the cone
material. The necessary detailed information can be
obtained by setting up the differential equations that
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Fig. 1. Example of the frequency characteristic of a loudspeaker.
The sound-pressure level L, is measured as a function of the
frequency f at a distance of 10 metres. The loudspeaker was
mounted in a baffle.
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describe the cone vibrations and then, in the absence
of an analytical solution, solving them numerically for
. a large number of frequencies. This is now possible
with the computer.

In this way frequency and directivity characteristics
can be calculated. We have made such calculations and
found that the general shape of the curves agrees well
with the measured curves [11. This agreement largely
depends on the correct prediction of the various natural
frequencies of the cone. Once these are known, together
with various other characteristic frequencies, the shape
of the frequency response can be broadly predicted.
Conversely, in designing a loudspeaker cone, it is pos-
sible to derive the locations of the characteristic fre-
quencies from the shape of the desired characteristic.

To obtain a good understanding of the numerical
results it is necessary to take into account the behaviour
of the longitudinal and transverse waves on an elastic
cone. Before presenting the results of the calculations,
we shall therefore give a general picture of this behav-
iour when certain simplifications are introduced. The
complexities in the vibrational behaviour of an elastic
conical diaphragm are of course not encountered in the
hypothetical case of a diaphragm in which every point
describes the same movement, so that it moves to and
fro like a rigid piston. This hypothetical case will serve
to introduce some important concepts and define some
characteristic frequencies.

Rigid cone

Fig. 2 shows a cross-section of a typical loudspeaker
construction. The conical diaphragm D is flexibly
mounted by means of an outer suspension or rim OS
and an inner suspension 7S. This method of suspension
only allows an axial motion. The drive force is supplied
by the voice coil ¥'C, which moves in the air gap of a
permanent magnet M. The mass of the cone and voice
coil and the stiffness of the suspension form the
elements of a spring-mass system, whose resonant fre-
quency is fo.

Above this frequency the alternating drive force
mainly serves to overcome the inertia of cone and voice
coil. If the force is the same at all frequencies the
amplitude of the acceleration will also be the same at
all frequencies; the velocity decreases with increasing
frequency.

What consequences does this have for the sound
radiation? To answer this question we calculate the
sound pressure that the movements of the diaphragm
produce at a point some distance away from the loud-
speaker. We treat the vibrating diaphragm here as a
collection of point sources uniformly distributed over
the surface, and we add together the contributions
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Fig. 2. Cross-section of a loudspeaker; D diaphragm. OS outer
suspension. [S.inner suspension. V'C voice coil. M permanent
magnet.

from all these point sources. For simplicity we first
consider the diaphragm as a flat piston and assume
that it vibrates in an infinite baffle. Assuming that the
amplitude of the piston velocity is fixed, we then find
that the sound pressure at ‘the point of observation
increases linearly with the frequency. This increase
exactly compensates for the velocity decrease due to
inertia, and the result for a fixed drive force is thus a
fixed frequency-independent sound pressure.

This is valid above f, but only for low frequencies.
The pathlength to the point of observation is not the
same for all the individual point sources on the piston,
and therefore their contributions to the total sound
pressure do not arrive exactly in phase. In the case of
very long waves the differences in pathlength is not
significant, but at shorter wavelengths, i.e. higher
frequencies, it leads to phase differences that cannot be
neglected. These are greater for radiation to the sides,
so that the piston does not radiate the same power in
all directions; at higher frequencies the piston exhibits
a directional effect. The forward radiation is the
strongest, and therefore sound-pressure measurements
are nearly always made with the microphone on the
axis of symmetry of the loudspeaker.

When a frequency characteristic is recorded with a
microphone on the axis of the piston, nothing is
noticed of the directivity at higher frequencies (see the
frequency characteristic in fig. 3a, dashed curve).
However, when the total sound power radiated in all
directions is measured (e.g. by using several micro-
phones) a decrease is observed when the directivity
starts to appear (fig. 3b, dashed curve). The transition
is gradual, but for practical reasons we define a transi-
tion frequency fi. When the horizontal and sloping
parts of the dashed curve in fig. 3b are extended, they
intersect at this frequency. The sound wavelength at
this frequency is found to be approximately equal to
the circumference of the piston.

We shall now go a step further and assume that the
rigid piston has the shape of a loudspeaker cone. The
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calculation of the sound radiation now becomes more
complicated. At higher frequencies, where the depth
of the cone is no longer negligible compared with the
wavelength, or may even be greater than the wave-
length, the radiation deviates from that of the flat
piston. The radiation from different parts of the cone
then arrives at the point of observation with appre-
ciably different phases, even when the point is on the
axis of the loudspeaker. This results in a lower sound
pressure at this point (see fig. 3a, solid curve). For the
beginning of this decrease a cut-off frequency f; is
defined, at which the sound wavelength is about three
times the cone depth. Cones with a conventional apex
angle have an f; greater than f.

Flexible cone

In reality a loudspeaker cone is by no means a rigid
body. Above certain frequencies both transverse and
longitudinal waves appear in the conical shell. These
waves are coupled and together determine the vibration
pattern, which considerably affects the air displace-
ment. If we compare the measured frequency charac-
teristic in fig. 1 with the calculated solid curve in fig. 3a,
we see from the actual characteristic that the loud-
speaker will function up to much higher frequencies.

In the discussion that now follows of the coupling
between transverse and longitudinal waves we shall
encounter a rather interesting resonant mode, which
does not occur in a flat plate, and has an important
bearing on the behaviour of the cone as a radiator.

Two types of wave

In a flat plate the transverse and longitudinal waves
do not affect one another. Both types of wave propagate
faster the stiffer the medium. Since the plate is much
stiffer for longitudinal compression and expansion than
for bending, the longitudinal waves are much longer
than the bending waves.

In a cone the situation is more complicated. In gen-
eral the two wave motions cannot exist independently.
A displacement normal to the cone surface leads to a
displacement along the surface of the cone, and vice
versa. This may be illustrated for a conical ring, on the
inner edge of which a uniformly distributed longitud-
inal force Fi is exerted (fig. 4a), giving a longitudinal
displacement u. An increase in the diameter of the ring
is therefore implied; as a result of the extension a
tension appears in the ring, directed at all points along
the tangent to the circumference. Considering a seg-
ment of the ring (fig. 4b) we see that the tensile forces
at the two ends of the segment result in a force Fe
directed towards the centre of the ring. This force lies
in the plane of the ring (fig. 4¢) and can be resolved into
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Fig. 3. a) Frequency characteristic of the sound-pressure level L,
with a rigid piston (dashed curve) and with a rigid cone (solid
curve). b) Frequency characteristic of the total sound power
radiated inside a conical region of apex angle 100°. f; frequency
above which a rigid piston gives a directional effect. f; frequency
above which pathlength differences due to the depth of the cone
reduce the sound radiation.
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Fig. 4. Longitudinal displacements in a cone set up transverse
forces, and vice versa. a) Side view of a conical ring (semi-apex
angle &), on which a distributed force F1 acts in the longitudinal
direction. « longitudinal displacement. b) The longitudinal dis-
placement sets up a tension in the ring. The tensile forces at the
ends of a part of the ring result in a force F. directed towards
the centre. ¢} Cross-section. F; has a transverse component Fi
and a longitudinal component Fy’.

(11 An extensive treatment is given in F. J. M. Frankort, Vibra-
tion and sound radiation of loudspeaker cones, Thesis, Delft
1975, also published as Philips Res. Repts. Suppl. 1975, No. 2.
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a transverse component Fy and a longitudinal com-
ponent Fy'. In the equilibrium position ' is equal and
opposite to F1. The applied longitudinal force £ thus
gives rise to a transverse force Fi, whose magnitude
depends on the apex angle of the cone.
Both types of wave propagate from the apex of the
" cone to the edge and back as well as in circular paths
parallel to the circumference of the cone. The outward-
travelling waves are reflected at the edge and also at
the point where the drive is applied. At certain frequen-
cies standing waves occur ( fig. 54), and the nodal lines
then appear as concentric circles. These standing waves
occur only at higher frequencies and greatly affect the
sound radiation.

In the case of wave propagation in circular paths, standing
waves occur at frequencies where a circular path is exactly two
or more wavelengths long (fig. 5b). Nodal lines then appear along
generatrices of the cone. Since the bending stiffness of the cone
is relatively small for circulating waves, the propagation velocity
is low and these standing waves appear even at low frequencies,
e.g. at about 100 Hz for a typical 20-cm (8-inch) loudspeaker.
They have very little effect on the sound radiation since the
parts of the cone moving in antiphase are so close together that
at these low frequencies their effects are practically cancelled
out, an effect known as ‘acoustical short-circuiting’. This mode
of vibration will not therefore be considered here.

Fig. 5. Cone with standing-wave pattern of a) outgoing and
reflected waves, b) circulating waves. The vibrational modes in
(b) radiate little sound.

An interesting resonance effect

If the loudspeaker diaphragm is a truncated cone, it
has both an inner and an outer edge; the drive force is
applied to the inner edge. When the waves propagated
from the inner edge return to it in phase after reflection
from the outer edge they increase the amplitude of the
displacement there; this is referred to as a resonance.
There will also be frequencies, however, for which the
waves return to the inner edge in antiphase and oppose
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the displacement; here we have an antiresonance. This
holds both for longitudinal and for bending waves and
it applies not only for a cone but also for a flat ring.

In the case of a cone the coupling between lon-
gitudinal waves and bending waves gives rise to an
antiresonance that is not encountered in a flat ring.
The frequency at which this antiresonance occurs is a
characteristic frequency of the cone: bending waves
only occur above this frequency.

To explain this special mode of vibration we first
consider a narrow conical ring to which, as in fig. 4, a
longitudinal force F is applied; see fig. 6. We now
assume, however, that Fi is a sinusoidally alternating
force, which implies that inertia will come into the
picture.

To begin with we can consider that the ring has a
characteristic mode of vibration in which it alternately
contracts and expands while retaining its shape; the
ring vibrates in a plane perpendicular to the axis and
its centre of gravity remains at rest (fig. 6a). The
elasticity of the ring provides the spring component of
the spring-mass system. The mode occurs at the ring
resonant frequency frr. If the drive force F alternates
at this frequency, then the longitudinal displacements
u and the transverse displacements w would both
become infinitely large in the absence of damping, and
so would the amplitude of the velocity in both direc-
tions. The mechanical impedance, defined as force
divided by velocity, would then be zero at this fre-
quency.

This mode of vibration is not specific to a conical
ring; it also occurs in rings of other cross-sections.
However, in the case of the antiresonance mentioned
above, which is confined to a conical ring and occurs
only at a frequency fra << frr, a vibration is found at
which, in spite of the longitudinal drive, the lon-
gitudinal amplitude is small (in the theoretical case
with no damping it is in fact zero; fig. 6b). We call the
frequency frs the ring antiresonant frequency. At this
frequency the force Fy encounters a high mechanical
impedance (infinitely high with no damping). Never-
theless, this antiresonance is essentially longitudinal,
since the circumference of the ring becomes alternately
larger and smaller. This longitudinal antiresonance can
also be considered as a transverse resonance of the ring
mass and the transverse component of the spring
formed by the elasticity of the ring. In this form of
motion, however, the centre of gravity of the ring is not
at rest. In other words, instead of a free vibrational
mode of the ring we have a forced vibration, which can
only occur when the drive is longitudinal as described
above. The axial component of the drive produces the
movement of the centre of gravity, in accordance with
Newton’s laws of motion.
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Fig. 6. Mode of vibration of a conical ring for @) resonance,
b) antiresonance. « longitudinal displacement, w transverse dis-
placement. At the antiresonance the longitudinal displacement
is zero even though the drive is provided by a longitudinal force
.

The resonance effects described related to a ring. We
shall now, by way of approximation, consider the
loudspeaker cone as a set of coupled conical rings.
Each ring can be considered as a concentrated mass
and a spring, so that the complete cone can be much
more simply represented by a system of masses and
springs (fig. 7). Each ring can be excited at its anti-
resonant frequency frn. The transverse amplitude then
becomes large.

The frequency fi, is lowest for the outer ring, since
this has the largest mass and the weakest spring. As the
frequency increases, the resonance effect gradually
travels inwards, and eventually arrives at the inner
edge. The ring in resonance marks a transition circle.
On the stiffer part of the cone, inside this circle, the
waves that occur are mainly longitudinal; on the part
outside it, which is less rigid, they are mainly bending
waves. On the transition circle itself there is an exchange
of energy between longitudinal and bending waves.

N Sa5

Fig. 7. Representation of a cone as a system of masses m and
springs with stiffnesses s1 in the longitudinal direction and ss in
the azimuthal direction. The values of m increase .the further
they are from the centre, and the values of s, decrease.
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The frequency at which the resonance at the outer
edge begins is called fio. The resonance reaches the
inner edge at the frequency fii; the entire cone is then
covered with bending waves.

In the vibrational behaviour of a cone the lon-
gitudinal displacement u; at the inner edge is of con-
siderable importance. If the cone consisted of only one
ring, this displacement would be zero at the ring anti-
resonant frequency fra. An actual cone can be approx-
imated by a ring of radius equal to the outer radius R,
of the cone, which is connected by a relatively stiff part
to the inner edge of the cone. The Stiff part transmits the
force to the outer ring but adds mass to the system. For
the cone as a whole, therefore, the frequency fia at
which i is zero is lower than the antiresonant frequency
Jio ofthe outer ring itself. The difference, however, is
not very great, and instead of fi, it may often be more
convenient to use fio0, whose value is much easier to
calculate. The value of fra can only be calculated
numerically from the equations of motion of the com-
plete cone.

Calculation of the cone vibrations

The representation given in fig. 7 is of course a
considerable simplification. In reality, there are not
only tensile stresses acting on an element of the conical
shell, but bending moments as well. There is also damp-
ing, caused by the radiation of acoustical energy and
also by internal losses in the material and suspension
of the cone. If we wish to take all these factors into
account, the simple models used so far are inadequate.
We then have to resort to a complete mathematical
treatment. A description that takes all the forces and
moments into account, but not the damping, has eight
simultaneous first-order differential equations with
eight unknowns.

Disregarding the vibrational modes with diametric
nodal lines (fig. 5b) since they make no contribution to
the sound radiation, we can reduce this set to six
simultaneous differential equations. The six unknowns
are all expressed as a function of the coordinate x along
a generatrix of the cone (at the apex of the cone x is
zero, at the inner edge a, at the outer edge b). For the
solution of the six equations three boundary conditions
are imposed at each edge of the cone. The equations are
solved by direct numerical integration [2, carried out
for a large number of different frequencies. If the damp-

[21 First applied to these problems by J. E. Goldberg, J. L.
Bogdanoff and L. Marcus (On the calculation of the axi-
symmetric modes and frequencies of conical shells, J. Acoust.
Soc. Amer. 32, 738-742, 1960) and refined by A. Kalnins
(Analysis of shells of revolution subjected to symmetrical
and nonsymmetrical loads, Trans. ASME E (J. appl. Mech.)
31, 467-476, 1964; Free vibration of rotationally symmetric
shells, J. Acoust. Soc. Amer. 36, 1355-1365, 1964).
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ing is included, all the fundamental variables become
complex numbers, in which case we have twelve dif-
ferential equations and twelve boundary conditions.
In some of the results we shall later present the damp-
ing is taken into account.

The boundary conditions follow directly from the
loudspeaker construction. The connection between the
inner edge of the cone and the voice coil consists of a
stiff rim strengthened by adhesive, and the inner sus-
pension ensures that only axial motion is possible. We
therefore assume in the calculations that the inner edge
of the cone is clamped to an infinitely stiff ring of zero
mass and that the movements of the ring are purely
axial. The purely axial movement implies a fixed ratio
between transverse and longitudinal amplitudes at the
inner edge; this is one of the boundary conditions.
Another boundary condition relates to the clamping of
the inner edge (dw/ox = 0); the third boundary condi-
tion is that the forces at the inner edge are in equilib-
rium, The boundary conditions for the outer edge are
that it has freedom of movement, implying that ali
forces and moments there are zero.

It can be shown that the mechanical impedance to
the axial drive force is given by:

Z, = Zy sina - Zj cosa.

In this expression Zi is the transverse and Z) the lon-
gitudinal impedance that would be present at the inner
edge of the cone in the absence of the stiff ring. The
transverse impedance, which is connected with the
bending stiffness of the cone, is generally much smaliler
than the longitudinal impedance, which is determined
by expansion and compression in the plane of the
conical shell. It is primarily Z, therefore, that deter-
mines the amplitude of the displacements of the inner
edge.

A diagram of the situation is shown in fig. 8, where
the impedances Z; and Z; are represented by springs
with the stiffnesses sy and s1. It can be seen that if the
stiffness s¢ is much smaller than si, the axial motion
depends mainly on s.

The outer suspension is not included in the calcula-
tions. The damping it normally introduces is accounted
for by using a higher internal damping in the caicula-
tions than the actual value for the cone material.

The vibration patterns in different frequency regions

We have calculated the transverse and longitudinal
displacements of a cone with characteristics like those
encountered in practice. We shall refer to this as cone
50.1; the number 50 indicates the semi-apex angle in
degrees (the geometry and material parameters are
given in Table I). For simplicity the internal damping
is assumed to be zero (D = 0).
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From the transverse amplitude w(x) and the lon-
gitudinal amplitude u(x) we have plotted the magnitude
and direction of the resultant motion for a number of
points on the cone. The vibration patterns of a cone
cross-section obtained in this way are shown in fig. 9a-i.
Three frequency regions can be distinguished. The first
(region I) contains the frequencies up to the appearance

St

St

T

a

Fig. 8. Illustrating the mechanical impedance to an axial force Fg
on the inner edge of a cone. The impedance is represented by the
simultaneous action of two springs. st impedance to transverse
displacements. s1 impedance to longitudinal displacements. The
inner edge is capable of axial motion only. In practice the longi-
tudinal impedance predominates and mainly determines the dis-
placements.

Table I. Dimensions and material constants of the loudspeaker
cones mentioned in the article. The letter e after a number indi-
cates an experimental cone; the others are calculated examples.
o semi-apex angle. R; inner-edge radius. R, outer-edge radius.
h thickness of cone material. £ Young’s modulus. g density.
v Poisson’s ratio. D internal loss factor. PC polycarbonate.
CAB cellulose acetobutyrate.

Sl?:l% er Geometry Material

o Ri | Ro | A E 0 v D

(10° | (kg

(®) |(mm)|(mm){(mm)| N/m?)|/m?)
50.1 50 | 17 | 83 |0.23| 2 600|0.3 | 0.1
50.2¢ 50 | 17 | 83 |0.23] 2.4 (1200/0.35]|0.014 | PC
50.3 50 | 17 | 83 [0.23] 2.2 |1160{0.3 | 0.1
50.3¢ 50 1 17 | 83 10.27| 2.2 |1160|0.34| 0.06 |CAB
60.1 60 | 17 | 83 |0.1 2 600/0.3 | 0.1
60.2 60 | 17 | 83 |0.26| 2.2 |1160|0.3 | 0.1
60.2¢ 60 | 17 | 83 |0.26] 2.2 [1160([0.34] 0.06 |CAB
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Fig. 9. Vibration patterns, composed of the calculated transverse and longitudinal displace-
ments w and « on cone 50.1 (see Table I). The figures are not to the same scale.

a) 1000 Hz
b) ring antiresonance, fra = 1840 Hz
¢) 2200 Hz
d) first bending resonance, for1 = 2360 Hz
e) first bending antiresonance,
fua1 = 2418 Hz

f) second bending resonance, furz = 2668 Hz

of the transition circle at the outer edge of the cone,
i.e. up to frequency fio. In this region there are as yet
no bending waves on the cone. These first appear in
region II, in which the ring antiresonance gradually
progresses from the outer to the inner edge. In the
innermost part the cone motion is still almost uniform.
At the frequency fi; the ring antiresonance has reached
the inner edge; this is the upper limit of region IL In
region 111 the ring antiresonance has disappeared from

g) second bending antiresonance,

Souz = 2750 Hz

k) third bending resonance, furs = 2993 Hz
i) third bending antiresonance,

Jfoas = 3083 Hz

/) 13000 Hz; the curves of w and « along

the cone are plotted separately

the cone and the entire surface of the cone is covered
with bending waves.

Displacement patterns for frequency region I are
given in fig. 9a, b and c. Fig. 9a shows the vibration
behaviour at 1000 Hz. At this relatively low frequency
the cone may be considered as a first approximation to
vibrate as a rigid body. When the frequency is raised
the amplitudes at the inner edge decrease whereas they
increase at the outer edge. At the ring antiresonant
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frequency fra — 1870 Hz the longitudinal amplitude
becomes zero at the inner edge: a node appears. Be-
cause of the assumed rigidity of the inner edge, this
node also appears in the transverse amplitude (fig. 9b).
When the frequency is raised further, the node moves
to the outer edge, as shown in fig. 9¢ (2200 Hz). The
upper limit of region I lies at fio — 2250 Hz.

Above fio standing bending waves appear on the
cone at certain frequencies; these can be divided into
bending resonant frequencies, for which u(a) and w(«)
go to infinity, and bending antiresonant frequencies, at
which t(a) and w(a) become zero.

Atthe first bending resonant frequency fur1 = 2360 Hz
(fig. 9d), w and u become very large. At the first bend-
ing antiresonant frequency fea1 — 2418 Hz a new nodal
circle appears in w(x) at the inner edge (fig. 9¢); this
moves relatively quickly to the outer edge when the
frequency is further increased.

The vibration patterns at the second and third bend-
ing resonant and antiresonant frequencies are given in
fig. 9 f~i. The figures all show the same general picture:
inside the transition circle the wavelength on the cone
is long and the motion is approximately axial, because
2(x) and w(x) have the same order of magnitude;
outside it the vibration amplitude is mainly determined
by the much shorter bending waves, which have a
much greater amplitude than the longitudinal waves.

In frequency region I the coupling between bend-
ing and tongitudinal waves becomes weak. The wave-
length of the bending waves, which now cover the
entire cone, is approximately equal to the bending
wavelength on an infinite plate. In fig. 9/ the transverse
and longitudinal displacement patterns at f — 13000 Hz
are of necessity shown separately, since in this case a
combined picture would no longer give a clear picture
of the vibration pattern.

Holographic display of vibration patterns

Minute displacements or deformations ol an object
can be made visible by means of holography 3. We
have used the time-averaged holography technique
to render visible the vibration patterns of a loud-
speaker cone to verify the results of the calcula-
tions qualitatively. We chose for the purpose a plastic
cone (made of polycarbonate, cone 50.2e), since this
material is more homogeneous than that of the more
usual paper cone; the vibration patterns are conse-
quently more regular and give a clearer picture. The
geometry was the same as that of cone 50.1, but the
constants of the material were of course different (see

131 See C. H. F. Velzel, Holographic strain analysis, Philips tech.
Rev. 35, 53-64, 1975 (No. 2/3).
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Fig. 10. Vibration patterns ol a plastic cone (cone 50.2e), made
visible by holography. White: low transverse amplitude (nodal
lines), grey or black: high amplitude. The calculated amplitude
curve is shown below each photograph (x=0 at the inner edge
of the cone).

a) ring antiresonance, frn = 1646 Hz

b) second bending resonance, fir2 — 2063 Hz

¢) second bending antiresonance, fya2 = 2170 Hz

d) third bending resonance, firg — 2337 Hz

¢) 6432 Hz

f) 8956 Hz (upper limit of region Il fi; — 8520 Hz)
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Table 1). The recordings were made with the cone
vibrating in air with a free outer edge.

The results are shown in fig. /0a-f. In the lighter
parts the transverse amplitude is small (nodal lines), in
the grey and black parts it is large. The calculated curve
of the transverse amplitude w(x) is shown beneath each
photograph; damping was taken into account in the
calculations.

Fig. 10a was recorded at the frequency fra. Besides
the large amplitude at the outer edge, the picture shows
a standing-wave pattern of circulating waves with ten
nodal diameters. The grey ring near the edge is not a
node but originates from the high local amplitudes.
The patterns in fig. 10b, ¢ and d were recorded at
bending resonant and antiresonant frequencies; the
transition circle is indicated in the graphs by a point.
In fig. 10e (6432 Hz) the transition circle has almost
reached the inner edge; in fig. 10/ (8956 Hz, i.e. just
above fii — 8520 Hz) it has disappeared from the cone,
which is now completely covered by bending waves.
The holographic pictures provide a complete confirma-
tion of the calculated transverse-amplitude patterns.

The inhomogeneities on a paper cone are usually
greater and cause a more distorted pattern. Additional
distortions of the symmetry may be caused by the
outer suspension. This is illustrated in fig. //, which
shows a holographic presentation of the vibration
pattern of a commercial loudspeaker with a paper rim.
These irregularities do not adversely aflect the sound
reproduction {rom a paper cone, but make such a cone
less suitable for demonstrating the vibration patterns.

Sound radiation from a flexible cone

The sound radiation from a flexible cone may be cal-
culated in essentially the same way as that from a rigid
piston and rigid cone. Each element of the cone surface
is regarded as a point source and the contributions of
all the point sources are added together. It is again
assumed that the loudspeaker is enclosed in an infinite
baflle. A complication here is that each surface element
has its own transverse vibration amplitude, which must
first be calculated and then included in the acoustic
summation as a weighting factor.

Another complication is that, because of the succes-
sion of resonances and antiresonances in the flexible
cone, the mechanical impedance to the motion of the
voice coil varies considerably with trequency. With a
constant drive force this means there is great variation
in velocity amplitudes at the inner edge of the cone.
This variation is also of course reflected in the fre-
gency response; for a given drive force the sound power
radiated at a given frequency is inversely proportional
to the mechanical impedance presented to the voice
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Fig. 11. Vibration pattern of a loudspeaker with paper cone
(Philips 9710), made visible by holography. Frequency 5929 Hz.
The pattern is less regular than that in fig. 10 because a paper
cone is less homogencous than a plastic cone.

coil, or, in other words, directly proportional to the
mechanical admittance. This quantity thercfore de-
serves to be looked at more closely.

Mechanical admitiance

Like the vibration patiern, the mechanical admit-
tance at the inner edge can also be calculated for any
frequency from the set of dillerential equations men-
tioned in the previous section. As an example fig. /2
shows the calculated curve of the axial admittance Y,
as a function of irequency for cones 50.1 and 60.1 (see
Table ). At low frequencies, where the cone vibrates
as a single mass, inertia is the decisive factor and the
admittance decreases with increasing frequency. A
minimum is reached at fra; just above it is the frequency

fio (indicated by a point), where the bending resonances

and antiresonances begin. In cone 50.1 these give a
ripple in the admittance curve. Above fii (the second
point) the bending resonances and antiresonances are
no longer perceptible in the admittance curve. The
marked oscillations of the curve are connected with the
longitudinal resonances and antiresonances.

Cone 60.1 ditfers from cone 50.1 in its larger apex
angle and thinner paper. Because ol the larger apex
angle the characteristic frequencies fra, fto and fii are
lower. The thinner paper makes the cone lighter,
so that the curve starts higher and the admittance varia-
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Fig. 12. Calculation of the axial mechanical admittance Y, at the
inner edge of cones 50.1 and 60.1 as a function of frequency.
The ‘points’ indicate the locations of frequencies fio and fu. At
low frequencies the cone mass predominates. At fry a minimum
occurs; fio lies just above it. Between fio and fu the bending
resonances and antiresonances in cone 50.1 give rise to a fine
structure. Above fu the curve is determined by the longitudinal
resonances and antiresonances.
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Fig. 13. Calculation of the total axial mechanical admittance Yiot
as a function of frequency after the addition of the voice-coil

mass to cone 50.1. Curve Y, from fig. 12 has been added: for.:

comparison.

tions associated with the bending waves are less
pronounced; in fig. 12 they can no longer be seen.

The mass of the voice coil is not taken into account
in fig. 12. In practice its effect is considerable and can
even be dominant at, high frequencies; the admittance
oscillations due to the longitudinal resonance effects
cause no more than a ripple on the curve determined by
the voice-coil mass (see fig. 13).
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Calculated frequency characteristics

To draw the frequency characteristic of a loud-
speaker in sufficient detail it is necessary to perform
calculations at some fifty well chosen frequencies. The
calculation of localized vibration amplitudes takes a
considerable amount of computer time (about two
minutes for each frequency with an IBM 370/168; the
acoustic variables take somewhat less). Our initial cal-
culations were made with the mass of the voice coil
taken as zero. This gives a basic curve, and very little
extra computing time is required in correcting for the
effect of the voice-coil mass, which is of a simple nature.
This allows different values for this important param-
eter to be introduced at a later stage for a rapid deter-
mination of its effect on the curve.

Fig. 14 shows the result of calculations on cone 50.1.
First of all we calculated the level L, of the sound
pressure at an axial distance of 10 metres from the
loudspeaker (fig. 14a). A drive force with an amplitude
of 1 N is assumed. We also calculated the level Lpygo
of the acoustic power radiated in a conical region of
apex angle 100° (fig. 14b). Calculation of the sound
pressure is unrealistic for field points lying outside this
conical region, which is bounded by the loudspeaker
cone itself with its apex angle of 100°.

The results may be compared with the solid curves in
fig. 3, relating to a rigid cone of the same dimensions.
Below fra (1840 Hz) the sound radiation from both the
flexible and the rigid cone is almost identical with that
from a rigid piston. Since the mechanical admittance
has a minimum at f;,, we also expect a minimum there
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Fig. 14. a) Sound-pressure level L, on the axis of cone 50.1
(calculated curve neglecting voice-coil mass; distance 10 m, drive
force 1 N). The level is expressed in decibels relative to a reference
level of 20 Pa. b) Acoustic power level Lpioo, radiated within a
conical region of apex angle 100°. The level Lpigo is expressed
in decibels relative to 10—12 W. Some characteristic frequencies
and the frequency regions I, IT and III are given.
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in the sound-pressure response; this is not found
because of the compensation provided by the high
transverse amplitude at the outer edge (see fig. 10a).
The decrease in the sound pressure expected for a cone
above f¢ (here 1580 Hz) cannot be seen because fe and
Jfra are relatively close together. The power response
shows a slight decrease above f; (920 Hz); see fig. 14b.

In frequency region II (fio < f<< fu) the sound
radiation is predominantly controlled by the relatively
uniformly vibrating inner part of the cone; the short
bending waves on the outer part of the cone are
‘acoustically short-circuited’ and radiate little sound.
The characteristics in this region have a broad maxi-
mum with a superimposed fine structure of bending
resonances and antiresonances, followed by a deep
minimum at the first longitudinal antiresonant fre-
quency f1a1 (7513 Hz), where there is a minimum in the
mechanical admittance (fig. 12, curve 50.1). In the
high-frequency region (region III, f > f1i) the pressure
response shows the same oscillating character as the
mechanical admittance; peaks and dips alternate at
longitudinal resonant and antiresonant frequencies.

If we now take the voice-coil mass into account, the
characteristics change shape at the high frequencies.
We have already noted that the mechanical admittance
at high frequencies is entirely determined by the voice-
coil mass; in the acoustic response curves this appears
in a steep drop in frequency region III (see fig. 15). If
this drop begins above the sharp minimum at the first
longitudinal antiresonant frequency fia1, this frequency
will then in practice be the upper limit of the frequency
range of the loudspeaker. The decrease due to the
voice-coil mass, however, may begin in region II.

Comparison of measured and calculated characteristics

To test the theory against practical experience, the
sound radiation was both measured and calculated for
cones of various apex angles. Here again, plastic cones
were used, but this time of different composition (cel-
lulose acetobutyrate). The cones were provided with a
rubber outer rim. The internal damping or loss factor
of the material was 0.06, which is considerably more
than that of the polycarbonate used for the holographic
recordings. In those experiments it was important to
make the bending waves visible, but in the acoustic
measurements it was important to damp the bending
resonances. A loss factor of 0.1 was assumed to allow
for the damping at the rim and the radiation damping.
The assumed infinite baffle was approximated by a
closed acoustic box (volume 100 dm3) attached to the
middle of a square baffle (1.5% 1.5 m2).

In fig. I6a the solid curve is the measured sound-
pressure response of a cone with a semi-apex angle of
50° (cone 50.3e, in Table I); the dashed curve is the
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Fig. 15. a) Sound-pressure level L, and b) power level Lpigo,
calculated for cone 50.1, with the voice-coil mass assumed equal
to half the cone mass.

calculated response for the same cone. The calculated
values of the various characteristic frequencies are
indicated. The main features of the measured curve
can all be explained from these values. The maximum
in frequency region I does indeed lie between fra and
fii and the characteristic does start to fall off at f1a.

The dip in the measured curve at 300 Hz is related to
the dimensions of the baffle. At low frequencies the
rest of the measured curve lies above the calculated
one, because of radiation from the outer suspension.
Above fr, this suspension contributes little to the sound
radiation.

Measurements were also made of the total sound
power radiated within a conical region of apex angle
100°, with ten microphones arranged in an arc around
the loudspeaker. Because the ten signals had to be
summed, measurements could only be made at a num-
ber of discrete frequencies, yielding the values indicated
by the points in fig. 16b. In fig. 16¢ the measured and
calculated directivity diagrams are compared.

The characteristics relating to a cone with a semi-
apex angle of 60° (cone 60.2e, TableI) are given in
fig. 17. They give a lower maximum in region II.
Although they do not differ fundamentally from fig. 16,
most of the characteristic frequencies are lower.
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Fig. 16. Comparison of measured and calculated characteristics
of cones 50.3¢ and 50.3; the dashed curve relates to cone 50.3.
The calculated characteristic frequencies are given. a) Sound-
pressure level. b) Level of total acoustic power radiated within
a conical region of apex angle 100°. ¢) Directivity characteristics.
The sound-pressure level is plotted as a function of the direction
of radiation. )

It may be concluded from the good agreement be-
tween the calculated and measured characteristics that
the calculation procedure gives a good approximation
to the actual behaviour of the cone.

Fig. 17. Comparison of measured and calculated frequency
characteristics of cones 60.2e and 60.2.

The design of a loudspeaker cone

The primary consideration in the design of a loud-
speaker cone is to ensure that the characteristic fre-
quencies are properly located.

All the requirements cannot be satisfied simulta-
neously. A flat pressure and power response, a large
bandwidth and a high efficiency cannot all be achieved
at the same time. Every design must therefore be a
compromise.

If the flattest possible characteristics are required,
then to avoid the dip at fia in the power response, fia
should not lie too far above f;. This has consequences
for the apex angle. If, for example, we take fr, smaller
than 2 fi, the semi-apex angle « of a paper cone, in
which the propagation velocity ¢ for longitudinal waves
is 2700 m/s, must be greater than 70°. Such a large
value of o implies a low maximum in region II, which
will help to give a flat response. In this region, however,
a distinct fine structure may easily arise, because with a
large apex angle the frequencies of the bending resonan-
ces and antiresonances lie further apart; o should there-
fore not be made larger than is absolutely necessary.

The steep decrease at high frequencies, caused by the
voice-coil mass, generally determines the upper limit
of the frequency range of the loudspeaker. To achieve
a high cut-off frequency the ratio me/ma between the



masses of voice coil and diaphragm must be chosen as
small as possible. This can never be higher, however,
than fia1 Or fui, whichever of the two is lower, since the
cone behaviour sets an upper limit here to the frequency
response. The frequencies fia1 and fii depend on the
radius of the inner edge; if the radius is smaller, f; is
higher but f1a1 lower.

The cone thickness /1 can be determined experimen-
tally after the other geometrical parameters have been
determined. A thin cone helps to suppress the fine
structure of the bending waves but makes the ratio
me/ma worse. It also increases the danger of nonlinear
distortion because the amplitudes of vibration become
too large. One means of eliminating fine structure is to
use a damping outer rim.

If the primary requirement is a large bandwidth,
then as noted above, the ratio me/ma must be given the
smallest possible value. This implies a heavy cone and
low efficiency. If dips in the response at fra and fia1 are
acceptable, a small value of « should be taken and ¢
made as high as possible; fra, fla1 and f1; then become
higher. A semi-apex angle of 507, for example, can then
be used, which makes the maximum in region Il rel-
atively high. The thickness is again chosen in such a
way as to eliminate the fine structure.

If high efliciency is most important, the cone should
be made as light as possible. The ratio re/mqa then
becomes higher, however, and the bandwidth will
consequently be small. A high maximum in region 11
can be obtained by choosing a small apex angle. 1f a
dip in the pressure response at fra is not allowed, the
Young's modulus ol the cone material should be
chosen such that f, is lower than 2 fe.

Computer-aided design with visual displa
!

1t would be ideal if the designer could feed a sketch
ol the desired (requency characteristic into a computer
and get back a little while later the corresponding
dimensions and material constants for the cone. This
is not feasible, however, since not alt the curves can be
realized in practice. Computer-aided design of a loud-
speaker cone still has to be done the other way round:
the designer types in some data and the computer cal-
culates the resultant frequency characteristic. Ifitdiffers
from the required curve, the designer then changes one
or more parameters and the computer presents another
result. An iterative procedure of this type is best carried
out at a computer terminal with a visual display
(fig. 18).

Such a procedure requires a great deal of computer
time: it can take an IBM 370/168 computer as long as
an hour to calculate a single characteristic. If the
procedure is to be used frequently, costs can be reduced
by storing a number of standard characteristics in the
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computer memory and using these as the starting point
for each new design. These characteristics can be ade-
quately characterized by lour parameters: the outer
radius Ro, the inner radius R;, the semi-apex angle «
and the velocity ¢ of longitudinal wave propagation in
the cone material.

Poisson’s ratio (of lateral to longitudinal strain) has little
influence, and is set at 4 in all cases. The loss factor giving the
internal damping of’ the cone matcerial is taken at the relatively
high value of 0.1, and the cone thickness is given the empirical
value Ro/800; both values reflect the practical measures that need
to be taken to avoid a fine structure.

Fig. 18. Computer-aided design of a loudspeaker cone using a
visual display.

For R, for example, seven values can be taken (cor-
responding to the commercial diameters 3, 4, 5, 64, 8,
10 and 12 inches), for R; three values (e.g. 18, 35 and
50 mm), for x five values (50° to 70 in steps of 5°) and
for ¢ a single value (2500 m/s). The vibration patterns
and frequency characteristics of 105 cones now have
to be calculated and stored. From the stored vibration
patterns the vibration patterns and frequency charac-
teristics for other materials can be computed fairly
quickly. If we take, for example, ¢ — 1500 m/s and
¢ — 3500 m/s, we can calculate the data for 315 cones
and store them in the computer memory.

The designer can call up the characteristics of any
one of these cones on his visual display. Having done
this he types in a value for the ratio me/mq ol voice-
coil mass to cone mass. The computer immediately
calculates the effect of this ratio on the characteristics,
which takes very little computer time.

If the desired characteristic is not sufliciently approx-
imated, the designer can request calculations for inter-
mediate values of the four basic variables; the pro-
grams for this are stored in the computer. The results
are stored in the memory, so that the range of choices
available is gradually widened.
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After a trial model has been made in this way, it may
be found that the characteristics have an undesired
fine structure. The damping must then be increased or
the cone thickness reduced; neither of these measures
has much effect on the general shape of the frequency
characteristics provided the ratio m¢/mq and the fun-
damental resonant frequency fp are kept constant.

Summary. A loudspeaker cone gives complex and highly fre-
quency-dependent vibration patterns. With a computer numerical
solutions can be found for the set of simultaneous differential
equations that describe the vibration behaviour of a flexible
conical shell. Three frequency regions are distinguished: 1. low
frequencies, the cone vibrates as a rigid body; II. a ring on the
cone gives a special resonance, bending waves occur outside
this ring; I11. high frequencies, the entire cone is covered with
bending waves. For the frequency characteristics of the pressure
response and total sound-power response of the cone to have
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The spring constant of the cone suspension and the
characteristics of the electrodynamic drive can be in-
cluded in the model with very little extra complication.
Their influence can be immediately calculated by the
computer from relatively simple formulae. In this way
a very comprehensive loudspeaker design can be
produced.

the desired shape, it is necessary for the boundaries between the
regions to be correctly located; this determines the choice of the
radii of the outer edge and the voice coil, the apex angle and
the material constants of the cone. The bending resonances are
less pronounced for a thinner cone or material with greater
damping. For a high cut-off frequency the mass of the voice
coil must be low compared with that of the cone. Computer-
aided design is possible by calling up a visual display of pre-
viously stored calculated characteristics and modifying the
parameters.
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An easily controlled alkali-vapour dispenser

The photocathode of devices such as image ampli-
fiers are often formed from an alkali antimonide.
Coatings of these materials cannot be formed directly
by vapour deposition of the material itself, however,
since the material would dissociate in the process.
Photocathode coatings are therefore made by means of
separate sources that alternately deliver accurately
controlled amounts of antimony and alkali vapour.
The usual practice is to incorporate these sources,
called ‘dispensers’, in the tube before evacuating it and

zirconium. An electric current generates heat which
produces the following reaction:

NaoCrOg4 + 2Zr — 2ZrOg + Cr + 2Naf.

The sodium vapour is released from the join or seam
along the whole length of the tube.

Exposure of the alkali metal to air can be minimized
by arranging for the sodium vapour to be released, by
means of a chemical reaction, only at the exact time
and location required for manufacture.

NEDERLANDSE ANTILLEN
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Fig. 1. Cross-section (lett) and photograph of a sodium-vapour dispenser. Dispensers of this
type are used for making photosensitive layers of alkali antimonide. The “housing’ E consists
of a rolled-up strip of nickel-chromium steel (0.08 mm thick). The dispenser is connected (0 a
constant-current source by means of two contacts (see photograph). The filling of conventional
types of dispenser is @ mixture R of NuoCrOy4 and zirconium. When the dispenser is electrically
heated, this mixture gives oft sodium vapour, which is released from the secam § along the

whole length of the tube.

sealing it off, and to produce the evaporation from
outside by an electrical method. A computer is often
used to determine the times at which the vapour pro-
duction is to be switched from one source to another;
it does this from data relating to properties such as the
light transmission and the electrical resistance of the
coating, which are continuously measured during
manufacture. To avoid dilliculties in manufacture it is
important that the vapour production should be con-
stant, especially after the temporary interruptions
inherent in the production method. In constancy and
degree of control it is the alkali dispensers that leave
most to be desired.

Fig. | shows a cross-section and a photograph of a
conventional type of sodium dispenser. The housing
consists of a rolled-up strip of nickel-chromium steel.
The lilling may be a powder mixture of Na2CrOg4 and

Since the reaction in the chromate dispenser de-
scribed here is exothermic, however, exact regulation
of the sodium-vapour production is ditlicult. Another
difliculty is that the vapour production is not com-
pletely homogencous, because there are always con-
centration fluctuations in the powder mix, however
thoroughly mixed, and these give rise to local varia-
tions in heat production.

We have now developed a dispenser whose operation
is based on an endothermic reaction instead of an
exothermic one. The sodium vapour is produced by
the dissociation reaction

AusNa — 2Au - Naf.

AuzNa is an intermetallic compound that does not
decompose in air, is brittle and is thus easily pulverized.
The compound is made by melting a stoichiometric
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Fig. 2. The quantity ¢ of sodium released as a function of time ¢
at a current of 4.5 A for a sodium dispenser filled with AugNa
(the new type) and for a dispenser filled with Na2CrO4 and Zr
(the conventional type).

mixture of gold and sodium in a hermetically sealed
molybdenum vessel. After the mixture has been pul-
verized to produce grains small enough to pass through
a sieve with a mesh of 125 pm, the material is intro-
duced into the same kind of container as the dispenser
mentioned above.

Since the filling of the new dispenser consists of only
one substance, the sodium vapour pressure it gives
under equilibrium conditions depends only on tem-
perature within very wide limits of composition as the
reaction proceeds. In the earlier type of dispenser de-
scribed above, the filling is formed from two substances,
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no equilibrium is established and the vapour produc-
tion is also adversely affected by changes in the con-
centrations during operation.

The temperature at which the new type of dispenser
delivers sodium is very much lower: 685 °C instead
of 900 °C in the earlier type. The output is therefore
greater for the same current (fig. 2). The vapour pro-
duction of the new dispenser is also much less sensitive
to interruptions. If the current increases by 0.1 A/min
the first vapour appears at 4.1 A from the as yet unused
chromate dispenser of the conventional type, but after
the first interruption and cooling to room temperature
the next release is found at 3.5 A. When the same
procedure was followed with the new type, no change
was observed: the current remained unchanged at
3.0A.The amount of gas adsorbed from the air (H20,
Hs, CO, COs etc.), which is desorbed during the pre-
liminary degassing, and also the unavoidable residue
released during the vapour dispensing itself, are about
50% lower in the new type. Finally, the new type is
more resistant to damp air: it can be kept for weeks,
instead of days for the old type.

The advantages summarized here will be of obvious
interest in automated production.

Potassium- and caesium-vapour dispensers based on
the same principle are under development.

J. J. B. Fransen
J. H..N. van Vucht

Ing. J. J. B. Fransen is with Philips Elcoma Division, Eindhoven;
Dr J. H. N. van Vucht is with Philips Research Laboratories,
Eindhoven.
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Observations of domains in ferroelectrics and ferromagnetics
with a scanning electron microscope

C. Michel

The case described in this article — work with a scanning electron microscope —
possesses two contrasting aspects. It shows, for both ferroelectricity and the electron
microscope, that a scientific and technical subject can reach a stage of renaissance even
without ever having been a true classic. For ferromagnetism, however, exactly the reverse
is true. The subject really is a classic, but SEM observations by means of magnetic-
contrast do not appear to be a very hopeful prospect for the future.

Detection of surface potentials

The scanning electron microscope offers about a
dozen different ways of obtaining contrast in the
images it can produce {1l One of these is image
formation by voltage contrast. In this method the
secondary electrons emitted by the sample under in-
vestigation are detected. These secondary electrons are
produced by the scanning (primary) beam of the SEM.
The number of secondary electrons reaching the de-
tector will vary with the electrostatic potential at the
surface of the sample, giving a corresponding contrast
in the image. This method of imaging has been widely
used in the study of semiconductors and of micro-
electronic circuits £2],

The method can also be used to give a directly visible
presentation of the domain structure in ferroelectric
materials. This application is important because useful
electro-optic phenomena such as electrically controlled
birefringence and light scattering have been shown to
be related to the ferroelectric domain configuration in
the material concerned (3], The study of the behaviour
of ferroelectric domains — in which the object is
. to find ways of controlling them — is by no means
easy. Certain interactions, such as those between elec-
trical and mechanical quantities, make the treatment
of ferroelectrics more complex than that of ferro-
magnetics.

In a ferroelectric the electrical polarization induces
surface charges. These charges produce the potential
fields on which image formation by voltage contrast
depends. The various domains in general have different
polarization directions, giving sufficient contrast for
direct study of the domains with almost zero delay.
Observation of domain structure by SEM does not

Dr C. Michel, formerly with Philips Laboratories, Briarcliff
Manor, N.Y., is now with Stauffer Eastern Research Center, Dobbs
Ferry, N.Y.,»U.S. 4.

necessitate the destruction of the material, as in tech-
niques such as chemical surface etching [4],

The resolution of voltage-contrast imaging is in prin-
ciple only limited by the diameter of the electron beam
(0.02 pm). This value represents a considerable im-
provement: the conventional direct methods such as
polarization microscopy and X-ray topography have a
resolution of about | um, because they depend on the
use of an ordinary optical microscope.

It is also possible to use the SEM for a kind of
‘dynamic’ observation of ferroelectric materials. The
electron beam then gradually builds up a surface charge
that induces ‘domain flipping’. This induced polariza-
tion switching and the associated redistribution of the
ferroelectric domains can be observed with the same
high resolution while it is actually taking place.

In the following sections some of our work in ferro-
electricity, with both single-crystal and polycrystalline
(ceramic) materials, will be discussed. The experiments
clearly illustrate the feasibility of voltage-contrast
imaging. A few preliminary details are given of the
samples used and of the instrument settings. The final
section of the article contains material on the — rather
limited — possibilities of observing ferromagnetic
domains by the somewhat analogous method of
magnetic-contrast imaging.

11 See for example D. B. Holt, M. D. Muir, P. R. Grant and
I. M. Boswarva (eds), Quantitative scanning electron micro-
scopy, Academic Press, London 1974; L. Reimer and G.
Pfefferkorn, Raster-Elektronenmikroskopie, Springer, Berlin
1973; and W. Kuypers and J. C. Tiemeijer, The Philips
PSEM 500 scanning electron microscope, Philips tech.
Rev. 35, 153-165, 1975 (No. 6).

21 Pp. R. Thornton, Scanning electron microscopy, Chapman
and Hall, London 1968. See also W. H. Hackett, Jr, R. H.
Saul, R. W. Dixon and G. W. Kammlott, J. appl. Phys. 43,
2857, 1972,

81 C.E.Land, P. D. Thacher and G. H. Haertling, Electrooptic
ceramics, in: R. Wolfe (ed.), Applied solid state science 4,
137-233, Academic Press, New York 1974.

41 J. A. Hooton and W. J. Merz, Phys. Rev. 98, 409, 1955.
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Equipment and materials

The four ferroelectrics that we investigated are
shown in Table I with some of their characteristic data.
The values for the spontaneous polarization apply in
the region of room temperature. The first three com-
pounds were investigated in the single-crystal form.
The fourth compound, lanthanum-doped lead zircon-

DOMAIN OBSERVATION BY SEM

Static imaging of domains by voltage contrast

The first ferroelectric sample observed by the voltage-
contrast (VC) technique was an uncoated optically flat
surface of a single crystal of triglycine sulfate. A domain
pattern is clearly visible in fig. /. The domains — which
are elongated along a preferential direction — are found
to be separated by 180° walls, i.e. the adjacent domains

Table I. The ferroelectrics that were investigated in a scanning electron microscope by means of voltage contrast.
The column ‘domain-wall type’ gives the angle between the polarization vectors ol adjacent domains.

Compound Crystal class Density Spontaneous Domain-wall Transition
polarization type temperature
(g/cm?) (Clem?) (°C)
Triglycine sulfate Monoclinic 1.69 2.8 180° 49
(CH2NH>COOH)3.H2S04
Barium titanate Tetragonal 6.4 26 1807, 907, 45 130
BaTiO3
Tetrabismuth-trititanium- )
12 oxide Monoclinic 6.6 4 1807, 90 626
BiaTiz012
Lanthanum-doped Tetragonal () properties vary with the
lead zirconate-titanate and 7.6 28 o and f phase 191
8/65/35 PLZT rhombohedral ()

ate-titanate was the ceramic material studied. This
material contains two crystal structures: o, which is
tetragonal, and B, which is rhombic. Both depend on
the thermal and electrical history of the sample.

The SEM used for the experiments was a standard
production instrument whose voltage-contrast signal
could be displayed on a television monitor. Images
could also be recorded on a video recorder. With
samples ol soft material such as triglycine sulfate the
SEM was operated at a low beam intensity (101! to
10710 A) and a low accelerating voltage (2 to 6 kV).
The surface then remained undamaged by the incident
electrons.

In the ‘dynamic’ mode of observation a beam inten-
sity of as much as 1072 A was permitted. Under such
conditions the electric field from the surface charge
generated by the primary beam can easily reach several
kilovolts per cm, at least for non-conducting materials.
However, il some existing domain structure is being
investigated — by observation in the static mode —
the generation of static charge must be avoided. Non-
conducting ferroelectrics must then be coated with a
conducting film. Our samples were coated with a car-
bon film of thickness between 0.01 and 0.05 pwm. Such
a film has no significant effect on the resolution of the
SEM. Thicker films could not be used because they
would give too much screening of the electric field
— responsible for the contrast — at the surface of the
sample.

Fig. 1. The surface of a single crystal of the ferroclectric TGS
(triglycine sulfate). Adjacent domains have opposite polarizations.
The image, obtained with a scanning electron microscope, is
produced by the cifect of the electric field from the various
domains on the sccondary electrons emitted by the surface
(*voltage contrast’). The surface of the sample was optically flat
and uncoated. The small whitespots denote the build-up of surface
charge.
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have opposite polarizations. The fact that 180° walls

are easily observable represents a specific advantage of

using the SEM. The conventional method of obser-
vation, with an optical microscope and polarized light,
will not normally make such walls directly visible (51,

To confirm that fig. 1 is indeed due to voltage-con-
trast imaging we made two control experiments. Firstly
we investigated the same uncoated samples in the SEM
again, by using back-scattered electrons. However, no
contrast could be seen. This control experiment proves
that the pattern ol fig. | cannot be due to topographical
features of the surface. We also found that an uncoated
sample with a screening gold layer of excessive thick-
ness (more than 0.1 pm) did not produce any second-
ary-electron imaging. From these two experiments it
can be safely concluded that fig. 1 does indeed represent
a voltage-contrast image.

The domain patterns observed were found not to be
particularly stable. They included white spots, which
are characteristic of the build-up of surface charge.

After the triglycine-sulfate crystals we examined
barium titanate. These crystals are much harder and
easily withstand primary beams up to 100 A ai
accelerating voltages to a maximum ol 24 kV. Fig. 2
shows domains with 90° walls, delineated on a cleaved
section of the crystal.

Fig. 3 shows a cleavage section of the third kind of
single crystal: Bi;TigO12. The typical striped structure
is similar to that of fig. 2, although the domain con-
figuration is more complex, owing to the rather unusual
crystaltographic structure of the material. In the crystal
of fig. 3, which had the shape of a wafer, the direction
ol the spontaneous polarization ol all domains was
parallel to the surface of the sample. This meant that
there was no contrast at the upper surface of the
sample, which is consistent with the expected con-
stant surface potential there.

Dynamic imaging by voltage contrast

Beam-induced polarization switching

The domain flipping in ferroelectrics and its inter-
action with the crystal properties is a complex phenom-
enon 61, It is known, for example, that when the
macroscopic polarization of a ferroelectric crystal is
reversed by an external electric field, the domain con-
figuration undergoes drastic changes. To obtain an
understanding of the process much work has been done
on various compounds, including the material we
selected, triglycine sulfate. Using the SEM we were
able to directly observe beam-induced domain flipping
in an uncoaled triglycine-sulfate crystal by means of
the television monitor coupled to the microscope. The
thickness of the waler was about 50 pm, and as stated
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Fig. 2. Domain structure of an uncoated cleavage surface of a
single crystal of BaTiOs. The polarization vectors in adjacent
domains are perpendicular to each other. The image was made
with a scanning electron microscope (SEM), using voltage
contrast.

earlier the primary electron beam had an intensity of up
to 109 A. At these current levels the observed domain
pattern was found to be unstable and to be extremely
sensitive 1o the beam. Granular white spots would sud-
denly appear on the monitor screen, indicating a build-
up ol surface charges.

When a strong field, of the order of several kilovolts,

is present, the polarization switches very rapidly — in a

Fig. 3. Domain structure of an uncoated cleavage surface of a
single crystal of BiyTizO1 2.
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Fig. 4. Domain imaging in the voltage-contrast ‘dynamic’” mode.
ttis called *dynamic’ because the scanning beam induces domain
Hipping. The sample is an uncoated single crystal of TGS. The
pictures are observed without any significant time delay on a
television monitor coupled to the SEM. a) The incident primary
clectrons rapidly neutralize the existing surface charge. After a
few scans the contrast between adjacent domains (with 180
walls) has decreased (o such an extent that only the domain walls
are still clearly delineated. b) After a few more scans the induced
ficlds become sufficiently strong to reverse individual polarization
vectors; tor example, a domain near the center has been switched
and now appears as a dark island. ¢) After switching charge com-
pensation occurs and the contrast disappears again. Note the
increased domain size.
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few microseconds. The velocities at which the walls
move across the wafer are of the order of meters per
second. From this it follows that the switching of an
individual domain takes place too quickly for it to be
observed directly. The time necessary for switching the
polarization of the entire surface scanned by the beam
can be controlled within a certain range by varying
the setting of the SEM: the time increases when the
scanned area is increased or the intensity of the
beam is reduced.

Fig. 4 shows various stages of the switching process
occurring at the crystal surface: these images were ob-
served on the monitor screen without any significant
delay. It can be seen that initially the contrast between
adjacent domains with 180 walls decreased rapidly.
Fig. 4¢ shows an example of such flat contrast: only
the domain walls are clearly delineated. The rapid
reduction in the contrast results from the fast neutrali-
zation of the surface charges originally present by the
electron beam. After the sample has been scanned a few
times the applied charge is large enough for its field to
reverse the polarization. This switching process creates
the dark islands shown in fig. 4b. Somewhat later charge
compensation occurs and the contrast disappears again,

Fig. 5. An intermediate stage in the charge-compensation process
(see fig. 4¢). The areas inside the domain walls are still partly
black, indicating that charge compensation is not yet complete.

leaving domains ol larger size (fig. 4¢). Fig. 5 illustrates
another intermediate stage of the charge-compensation
process: it can clearly be seen that the process is only
partially completed [7]. The contrast between domains
of opposite polarization lasted for no longer than a few

151 See for e¢xample F. Jona and G. Shirane, Ferroelectric
crystals. Pergamon Press, Oxford 1962.

61 See for example J. R. Maldonado and A. H. Meitzler, IEEE
Trans. ED-17, 148, 1970.

171 A discussion of charging effects is given in Thornton’s book
(see note [2] above), p. 111 and following.
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Fig. 6. Photomicrograph of a single crystal of TGS, showing
‘beam writing’ produced by an SEM. The *writing’ consists of a
row of dashes formed in non-adjacent domains of the same
polarization. The dashes represent local reversals brought about
by individual scans. The beam current was 109 A.

scans in this experiment; this period was so short that
the contrast could only be observed in slow-motion
playback on the video recorder.

By increasing the beam current to 1079 A we were
able 10 observe local switching induced by the individ-
ual scans ( fig. 6). The parallel lines inside the domains
indicate the individual scans. The lines are of course
only visible in domains that have a polarization of the
same sign, which means that they cannot be adjacent.
Such a technique ol “beam writing’ makes the SEM a
convenient instrument for characterizing the polariza-
tion states and the domain structure at the surface of a
ferroelectric sample.

The domain structure; nucleation effects

If high beam currents are used, local heating arising
during the scan may be sufficient to cause the transition
temperature of the ferroelectric material to be ex-

ceeded. In such a case a transition to the para-electric

Fig. 7. Photomicrograph of the edge of a strained single crystal
of TGS. The sample was in the form of a thin wafer. Two typical
domain patterns can be seen.
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state takes place in the sample, and the domain patiern
is erased. If a sample is externally heated and then
allowed to cool, new domains are created on passing
the transition temperature. The way in which this hap-
pens is of course important for the understanding of a
domain pattern that appears in a particular crystal.
The creation of domains at the transition temperature
is linked to nucleation, which depends on the overall
state of the crystal. Most crystals are in a state of non-
uniform strain, as a consequence of the conditions
during their growth. The domain configuration in a
crystal is therefore a result of a compromise between
the energy requirements of a perfect crystal and the
perturbing effects of strain, defects, and conductivity in
the actual crystal. The number and the distribution of
vacancies, dislocations, impurities and the doping affect
the uniformity of the polarization.

Our experiments with the SEM showed that after
cooling the sample to room temperature the domain
pattern had the same overall shape and the same
polarization directions as before heating. However, if
the sample is strained during the cooling the domain
pattern can change drastically; see fig. 7. The domain
pattern that forms during the change ol state can of
course also be affected by an external electric field. In
a particular experiment an electric field was applied
parallel to the axis of spontaneous polarization in the
sample. This was done with the aid of a gold contact
deposited on the sample by vapour deposition. Obser-
vations showed that the number of points at which
domains started to grow and the velocities of the
moving walls both increase with the strength of the
applied electric field. So far the discussion of voltage-
contrast observation in the dynamic mode has been
limited to its use with single-crystal materials. Neverthe-
less, an extension of the technique to the observation
of domuins in ferroelectric ceramic materials
are polycrystalline

which
- is of great practical importance.

In the next part of this article results will be discussed
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that were obtained with the SEM in the study of one
of the ceramic materials mentioned earlier, lead zircon-
ate-titanate with lanthanum.

Domuains in a polycrystalline ferroelectric

Lead zirconate-titanate doped with lanthanum

(PLZT) is a ferroelectric ceramic whose crystals are of

the perovskite type [3l. This type of crystal can be
polarized along several axes: in the unpolarized state,
above the transition temperature, these axes are all
equivalent. The material that is mostly studied, on
account of its unusual electro-optic properties — which
make it suitable for shutters, light modulators, image
storage and display, as well as for holographic memo-
ries [8] contains a doping concentration of eight
atomic per cent of lanthanum to give transparency; the
lanthanum is substituted for lead. Zinc and titanium
are present in the ratio 65 : 35. This compound pos-
sesses a number of physically complicated but gener-
ally useful electrical states involving some rather un-
usual phase transitions ["1. The actual state in a par-
ticular sample depends on the thermal and electrical
history. The best material is produced by hot pressing
and has small grains (1-2 ;.m). The conventional tech-
niques for the observation of the microstructure have
too small a resolution for these grain dimensions.
Again, using the SEM in the voltage-contrast dynamic
mode proved to be a successful alternative. The samples
were polished wafers with a thickness of about 250 ym.
The material is hard and suflers no beam damage from
a current of 1071 A and accelerating voltages up to
25 kV. However, there was a charging effect, visible on
the television monitor, which seriously limited the ob-
servation of domain structures. In fact, after a few
scans, the electric field induced across the water by the
excess of surface charge was so high that it generated
small intergranular cracks in the ceramic. The various
stages of the attack of the surface and the propagation
of the cracks across it could all be observed on the
monitor as they took place. In one extreme case (a scan
of more than 10 seconds) the transverse field due to the
surface charge was high enough to eject a crystal grain
from its site, leaving a cavity with a well defined prefer-
ential crystallographic orientation ( fig. 8). This effect
which has only been observed above the transition tem-
perature, could perhaps be due to the strong electro-
mechanical force that arises on the polarization reversal
of each grain. By coating the sample with a conducting
layer, the electric transverse field could be eliminated,
and degradation of the surface did not then occur.
Under these conditions voltage-contrast imaging was

8] H. N. Roberts, Appl. Optics 11, 397, 1972.
W. R. Salaneck, J. appl. Phys. 43, 4468, 1972.
9] E. T. Keve and A. D. Annis, Ferroelectrics 5, 77, 1973.
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Fig. 8. Beam-induced degradation of the surface of an uncoated
sample of PLZT, and the propagation of the cracks. The images
were produced with no significant time delay. The scanning time
was more than 10 seconds. The small cracks arise between the
separate grains of the material and are caused by the high electric
field-strengths induced by the surface charges. ¢, b) Formation
of the cracks. ¢) After a crystal grain has been ejected from its
site, a crystallographically well defined cavity remains. If the
surface is coated with a conducting layer surface degradation
does not occur.
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Fig. 9. Images of chemically etched lanthanum-doped lead zirconate-titanate (PLZT) of com-
position 8/65/35 (see text). ) Coarse-grained material, electrically poled. b) Coarse-grained
material, electrically depoled. ¢) Fine-grained material, thermally depoled.

also possible: differences in the electrical and thermal
history of the material were found to give clearly ob-
servable differences in the microstructure of the grains.
The absence of grain structure in thermally depoled
material supports E. T. Keve’s model of a non-polar
cubic structure 1?1, For material that was electrically
polarized or strained, striations with a spacing gener-
ally smaller than | um were observed. Such a result
suggests a preferential orientation of the polarization.
For electrically depoled material, the images obtained
by voltage contrast clearly suggested the presence of
randomly distributed domains. The contrast of the
different patterns was very poor and found to depend
critically on the thickness of the coating. Better results
were in fact obtained with chemically etched ceramic
wafers with no coating. Surface microstructures of three
different states, electrically poled, electrically depoled,
and thermally depoled, are shown in fig. 9. The grain
pattern of a strain-induced phase shown in fig. /0a
shows complex superimposed striated patterns, with a
high degree of preferential orientation that can no
longer be satisfactorily explained by considering an
ordered ferroelectric domain structure alone. In further
investigations with surface replicas of the same sample
with a transmission electron microscope, the greater
resolution revealed the presence of a twin band struc-
ture about 0.0l pm wide (fig. 10b). Preliminary in-
vestigations suggest an ordered distribution of ex-
tended defects. In this case, voltage-contrast imaging in
the dynamic mode, combined with information ob-
tained by static etching techniques, might lead to a
better understanding of the unusual phase transitions
that arise here.

Magnetic-contrast imaging

It seems rather obvious to try to extend the same
methods to ferromagnetic materials. In this case

imaging is produced by means of magnetic contrast,
i.e. by the operation of the Lorentz force, which will
deflect the secondary electrons emitted from the sample
as they travel through the magnetic fringing fields. In
our study of the possibilities that this method might
offer we have examined single crystals of magneto-
plumbite. This material has uniaxial anisotropy, which
implies that the domain structure is rather simple. The
saturation magnetization is lower than that of cobalt,
but higher than that of the orthoferrites. Fig. // shows
the domain structure at the basal surface of a magneto-
plumbite sample. The black and white areas reveal the
presence of opposing internal demagnetizing fields. The
magnctic-contrast response can be maximized by
orienting the sample in such a way that the internal
domains are directed towards the SEM collector: this
indicates that the fringing fields contain a component
parallel to the surface and perpendicular to the line
between sample and collector 1. In effect the Lorentz
force tilts the distribution of secondary electrons
leaving the surface. This tilt occurs about an axis paral-
lel to the component of the fringing field mentioned
above. Magnetic-contrast imaging can therefore be
improved by increasing the directional sensitivity of
the detector {101,

The work on magnetoplumbite has led us to the view
that it will be difficult to obtain good contrast, even
with optimum orientation conditions. The technique
can of course only be used with materials that have a
sufliciently high anisotropy to produce fringing fields
outside the surface. These various factors set a limita-
tion to the usefulness of the technique, particularly if
we compare it with the analogous case of voltage con-
trast. This was why no further studies of magnetic-
contrast imaging were made.

Our experience with this particular case does how-
ever enable us to make a few further comments on this
method of imaging. We found that the observed
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Fig. 10. Microstructure of an individual grain of PLZT, ot composition 8/65/35 and chemically
elched. The crystals have the rhombic structure (£, sce also Table 1), as a result of strain. «)
Sets of clearly delincated overlapping striations, as observed by scanning electron microscopy.
h) Two images of the same striations, but now greatly magnified. These two pictures were
observed by transmission clectron microscopy, in a4 conventional electron microscope, of
replicas of the surface. The spacing of the striations is less than 0.01 um. The high degree of
preferential orientation cannol be explained from the ferroelectric domain structure alone.

Fig. 11. An example of a magnetic-contrast image made with an
SEM. The darker and lighter regions represent ferromagnetic
domain structure on the basal surface of a single crystal of
magnetoplumbite. Because of Lorentz forces, the fringing fields
deflect the secondary electrons emitted from the sample. These
deflections produce the contrast in the image.

1101 G. A. Wardly, J. appl. Phys. 42, 376, 1971.
{11l R. Carey and E. D. Isaac, Magnetic domains and techniques
for their observation, English Univ. Press, London 1966.

magnetic-domain pattern is not affected by the surface-
charge accumulation during the SEM observation.
Since the interaction between the magnetic field and the
secondary electrons is direction-dependent, the contrast
is related to the orientation of the sample. Finally,
magnetic contrast with a good signal-to-noise ratio
requires materials with a strong magnetization, such as
magnetoplumbite, the example in our study.

An attractive feature of the technique is that no
special preparation of the sample is required, as in
Lorentz microscopy [11). The information is obtained
almost instantaneously and with a much higher spatial
resolution than with the conventional Kerr-effect tech-
nique, or the colloidal or X-ray-topography tech-
niques — both of which are unsuitable for dynamic
experiments.

Summary. The feasibility of voltage-contrast imaging in scanning
electron microscopy is demonstrated by a study of ferroclectric
domain configurations. The resolution limit is 0.02 um. The
method is non-destructive. Domain imaging is possible in a static
mode, with thinly coated samples, and in a dynamic mode, in
which the beam itself induces switching in the domains and the
sumples are uncoated. Single crystals of TGS (triglycine sulfate),
BaTiOs, BisTi3O12 and the small-grained polycrystalline (ceram-
ic) material 8/65/35 PLZT, which is also ferroelectric, have been
studied. Domain patterns with 180° walls and 90° walls are
clearly visible. On increasing the beam current (up to 10-? A)
local heating beyond the transition temperature can occur and
‘writing’ with the beam is possible. The analogous magnetic-
contrast imaging with ferromagnetic materials seems to be of
limited usefulness.
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Acoustic surface-wave bandpass filters

D. W. Parker, R. G. Pratt, F. W. Smith and R. Stevens

1t is only ten years since the invention of the interdigital transducer made the use of
acoustic surface waves a practical possibility in systems for signal processing. Since that
time many laboratories have been working on a wide range of circuit elements based on
acoustic surface waves. At Mullard Research Laboratories a group of scientists have
devised computer methods for designing filters that have a specified frequency response.
One of the devices that have been developed with the aid of these methods is an analogue
bandpass filter suitable for use as an intermediate-frequency filter in television receivers.

The interdigital transducer, two comb-like elec-
trodes interlocking with one another, allows electrical
signals to be efficiently and linearly converted into
acoustic signals in piezoelectric material; the acoustic
signals propagate in the form of surface waves.

If two such transducers are applied to a piezo-
electric substrate, the acoustic surface waves generated
by the first transducer can be reconstituted to an elec-
trical signal in the second transducer, giving a filter, as
we shall explain in more detail later. The frequency
characteristic of the filter depends on the geometry of
the two transducers (11,

The designation ‘acoustic’ is perhaps a little mis-
leading, since it might suggest that the surface waves
had frequencies in the audio range (about 20 to
18 000 Hz). In fact acoustic surface waves can have
very high frequencies (up to several GHz); the feature
they have in common with sound waves is that the
signals propagate via oscillations of particles in the
material. The velocity of propagation of the surface
waves is a few km/s, and the wavelength varies from
about 1 mm at 3 MHz to 1 pm at 3 GHz. From the
values quoted for the wavelength it can be seen that
the dimensions of acoustic surface-wave filters will be
of the order of millimetres; they are therefore about

105 times as small as their electromagnetic counter-
parts.

The nature of the acoustic surface-wave filter is such .

that the initial design costs are relatively high but
large numbers of the devices can be produced cheaply.
Like integrated circuits — but to a lesser degree —
these filters are consequently mainly suitable for mass
production.

Our work has been chiefly directed towards the
design and manufacture of acoustic surface-wave
filters that can be used as i.f. filters in television receiv-
ers. Not only are these components that are required
in large numbers, but in addition surface waves turn
out to be extremely convenient for use in this partic-
ular frequency range.

In this article we shall describe how techniques have
been developed to design and make such filters and
how problems encountered have been solved. Examples
of filters we have made, suitable for use in two different
television systems, will be given. In addition, we shall
describe filters designed for other applications. First
of all, however, we shall look more closely at the
details of the operation of surface-wave filters and at
the relationship between the electrode geometry and
the frequency characteristic.

D. W. Parker, B.A., R. G. Pratt, B.Sc., F. W. Smith, B.Sc. and
R. Stevens, B.Sc., are with Mullard Research Laboratories, Redhill,
Surrey, England.

{11 R. F. Mitchell, Acoustic surface-wave filters, Philips tech.
Rev. 32, 179-189, 1971.
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Construction and operation of a surface-wave filter

Fig. 1 is a schematic diagram showing the general
appearance of a surface-wave filter. The easiest way of
understanding its operation is to consider each finger
of the two electrodes as a linear source of surface waves,
located at the centre-line of that finger. The strength of
such an acoustic source in the input transducer depends
on the length / by which the fingers overlap; the source
strength is to a first approximation directly propor-
tional to this ‘finger-length’, which can have different
values from finger to finger. The acoustic signal that
travels over the surface of the substrate therefore
consists of components that can be considered as
delayed acoustical replicas — of differing strengths —
of the electrical input signal, a situation that is charac-
teristic of the ‘transversal’ filter. At a given place on
the surface of the substrate these components will be
in phase at certain frequencies and will add to form a
strong signal. At other frequencies they will be out of
phase and will cancel or almost cancel.

It can be shown that the frequency response F(w) of
a transducer consisting of a number of equidistant line
sources, as in the simple model described above, can
be described by a Fourier series whose coeflicients are
given by the strengths of the acoustic sources. This
implies that the frequency response is a periodic func-
tion of the frequency. The period £ of this function is
equal to twice the centre frequency wo of the first trans-
mission band; see fig. 2. The passbands are identical
and they are symmetrical about their centre frequen-
cies. If all the fingers are of the same length and width
—i.e. it is a ‘uniform’ transducer — the first passband
is of the form (sin x)/x, where x is given by:

_ (0—wo)Np
o 2v )

P’

Here N is the number of pairs of fingers and v is the
phase velocity of the surface wave. At the centre fre-
quency wp the wavelength of the surface wave is equal
to the period p of the interdigital electrodes.

Since in reality the fingers are not true line sources,
the real frequency responses differ from the one shown
in fig. 2: their heights are markedly different and some
are virtually absent. For transducers in which w = 1 p,
this is for example the case for the passband at 3we.
Since in practice the higher passbands will usually be
situated outside the band passed by the system includ-
ing the filter, we can confine our attention to the pass-
band around wo. The effect of the finger-width on the
shape of the first passband is relatively small.

If we assume that that the electrical input signal e(r) is si-
nusoidal and of the form
e(t) = cos wt, )]
then the nth component of the acoustic signal is given by
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Fig. 1. Simplified representation of a surface-wave filter. On a
piezoelectric substrate there are two transducers, each consisting
of two comb-shaped electrodes whose fingers enmesh with one
another (‘interdigital electrodes’). One of the transducers gen-
erates surface waves, the other converts them into an electrical
signal. In the case shown the distance /, over which the fingers
overlap one another, is the same for all fingers (‘uniform trans-
ducer’). In general this is not the case. In the filters that are
discussed in this article the width w of the fingers is usually a
quarter of their spacing p.

Flw)

!
L

0 wp 2 3wy

i

22 Suwy

—_— )

3% I?tlu;,L

Fig. 2. The frequency response of a hypothetical transducer,
consisting of a number of equidistant line sources (spacing 4p),
is a periodic function. The period 2 is equal to 27mv/p; v is the
propagation velocity of the surface waves. The passbands at wo,
3wo, 5woe etc. are all symmetrical in this case and are similar. In
a practical transducer, however, the passbands are not all similar,
because of the effects of the finger width. For example, in trans-
ducers for which w = }p, the band at 3wo is missing.

an(t) = ca cos (@t + ¢u), )]

where ¢p is the strength of the corresponding source and ¢,

represents the phase shift introduced when the component a,{(t)
is delayed by a time 7, with respect to e(f):

bn = WTa. 3)

Since we are considering line sources regularly spaced at a dis-

tance of 4p, the delay times of the acoustic-signal components
are multiples of the time 7 in which the waves travel a distance 4p:

T = pf2w. )
With the aid of (3) and (4) equation (2) can be expressed as
an(t) = cu cos (wr + wnp/2v). ©)
The acoustic signal s(r) is then given by
s(t) = X cn cos (wr + wnp[2v). 6)
n

A linear system that responds to an input e(r) = cos wr with an
output given by (5) can be described by the frequency response
cpedonp/2v From this we can conclude that the input transducer,
which responds to an input signal e(¢r) = cos w with an acoustic
signal given by (6), has a frequency response given by

F(w) = I cpe~ionpie, )
n

From (7) it follows that F(w) is periodic with a period 2 equal
to 4mv/p. The expression (7) can be considered as a Fourier series
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expansion of the periodic function F(w). For a certain specified
frequency response, the strengths ¢, of the acoustic sources can
be found from the equation

1 272 )
W= [ F(w)eionp/2y, (8)
o =07

Since the nature of the surface-wave filter requires the sum of
all the source strengths to be zero,

z Cn 0,
n

d.c. transmission is not possible, and this excludes the lowpass
filter from the applications of surface-wave filters.

0dB (

-10-
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Fig. 3. Amplitude response of a surface-wave filter with uniform
transducers. In this case the response is the product of the
responses of the input and output transducers. Since both have
the form (sin x)/x, the amplitude response has a shape that can be
described by the function {(sin x)/x}2. The bandwidth of the
filter, measured between the first two zero points from the centre,
is 2v/Np, and the rest of the zeros (points with infinite attenuation)
have a spacing of v/Np; N is the number of pairs of fingers.

—

Fig. 4. Surface-wave filter with a single uniform transducer (the
receiver) and another one with fingers of dissimilar length. In this
case also the frequency response ol the filter is equal to the
product of the responses of the transducers.
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Similar reasoning applies for the receiving trans-
ducer. The sensitivity of the pairs of fingers functioning
as receivers — like the strength of the acoustic sources
— is approximately proportional to the length /. In the
case of a uniform receiving transducer with the same
number of fingers as the transmitting transducer, the
overall filter response is of the form {(sin x)/x}2. The
bandwidth of this filter, measured between the two
central nulls, will be 2v/Np; the other nulls will be
separated by v/Np, as shown in fig. 3.

In the general case in which neither transducer is
uniform, the frequency response of the filter is not the
same as the product of the frequency responses of the
two individual transducers. This is the case, however,
it only one of the transducers is non-uniform. It is
therefore in general desirable to try to obtain a partic-
ular filter response with one uniform and one non-
uniform transducer.

Of course, the simple model that we have used here
to explain the operation of the filter has to be corrected
for such things as diffraction of the acoustic waves and
the fact that the sources are not independent of each
other. Nevertheless, it provides a means of designing
these filters in a systematic way. All that needs to be
done to obtain a particular frequency response, in
principle, is to find the Fourier series of a periodic
repetition of that response. This gives a list of the
strengths of the sources required and of their posi-
tions. In the following section we shall explain how
these procedures are put into practice. We shall also
explain how an asymmetrical characteristic can be
obtained.

Designing surface-wave filters

Our technique for surface-wave filter design uses a
set of computer programs that require very little inter-
vention by the user. A specification of relative ampli-
tude and group delay as a function of frequency (with
tolerances) is given, and the computer programs design
the filter as far as the point at which layout data can be
produced for a standard automatic mask-making
system.

The principal method that we have used for varia-
tion of the source strength, and hence to obtain the
desired frequency response, is to vary the length / by
which the fingers overlap; the width w is kept constant.
In all the filters we have made, we varied the length of
the fingers in only one of the transducers ( fig. 4): in
that case the total frequency response of the filter is
the product of the individual responses.

The number of fingers and the centre frequency of
the uniform transducer are first chosen by the designer.
This is not difficult, since its response is known to be of
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the form (sin x)/x. The non-uniform transducer is then
designed by the computer such that the overall response
lies within the given specifications. In the synthesis
program a very simple model of the surface-wave filter
is used; each finger of the non-uniform transducer is
considered as a source of acoustic waves at a certain
strength and position on the substrate. This model is
usually adequate for most filters of reasonably wide
‘aperture’ (i.e. the length of the longest finger of the
electrodes) and not too great a bandwidth. Other pro-
grams are also available for checking whether second-
order effects, such as diffraction, reflection, inter-
action between sources, etc., will significantly alter the
response of the filter.

The first step in the design is to calculate a target
response for the non-uniform transducer, together with
the permitted tolerances. When this response is
repeated periodically, a Fourier series can be found
that describes the response sufficiently accurately. This
series then indicates the acoustic source strengths
required from sources spaced regularly at half a wave-
length (A0/2) at the centre frequency wo.

Two problems may now arise. In the first place the
Fourier series gives in general an infinite number of
terms, and hence sources. Secondly, if an amplitude
response is required that is asymmetrical about wo, the
Fourier coefficient will be complex.

In a practical device the number of sources will not
of course be infinitely large. This can perturb the
response in such a way that it may depart from the
specification. Analytical methods exist that allow a
specified response to be approximated as well as
possible with a limited number of sources. However,
the ‘best fit’ response thus obtained is not always
satisfactory, since departure from the specification may
be less acceptable at some frequencies than at others.
For example, in a television i.f. filter the absolute ac-
curacy required in the trap regions is considerably
greater than that in the centre of the passband, where
some ripple (4 % dB) is tolerable. Our approach is to
limit the number of sources to a value that we have
found from experience to give a good chance of meet-
ing the specification. The source strengths are then
corrected until the response lies within the given
tolerance. In our approach the response of the trans-
ducer with the limited number of fingers is compared
with the specification and a number of the most serious
errors are identified. These are then corrected by
‘adding’ to the original transducer a number of correct-
ing transducers, one for each error point [2. Usually,
new errors will then appear, so the process is repeated.
In practice, it is found either that the response is
brought fairly rapidly within the specification, or that
the number of points with large errors rapidly in-
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creases. The second case indicates that more sources
are required and that the design procedure should be
started again.

The second problem arises if an asymmetrical am-
plitude response is required. The fact that complex
Fourier coefficients are found in this case means that
the sources must generate acoustic signals not only
with different amplitudes, but also with different phases.
This is not really practical, of course, but an approx-
imation that is valid at one frequency is to give each
source a different delay by moving their positions away
from the regular A¢/2 spacings, thus changing the
relative phases. In the design procedure both the
strength and position of the sources now have to be
varied to bring the filter response within the specifica-
tion. We have a technique for doing this, but because
of the approximations good results are only obtained
if the asymmetry of the amplitude response is not too
great.

A way out of this problem is obtained by considering
the desired asymmetrical response as the left-hand half
of a symmetrical one, in the manner indicated in fig. 5.
The Fourier coefficients of this new function are real,
and only the problem of the finite number of sources
remains [3]. The transducers produced by this technique
have sources spaced at a constant distance of Zo/4,
and are called double-finger transducers 4. A dis-
advantage of the smaller electrode spacing is that the
resolution of the fabrication process must be twice as
large.

[N

0 Fwp w dw, 0 wp
L ) ! 1 ——w
0 Wy 2wy Jwy

Fig. 5. Illustrating the method for making filters with an asym-
metrical frequency response without making use of sources with
a phase difference between them (i.e. with a complex source
strength). If the distance p (see fig. 1), starting at half the wave-
length corresponding to wo, is decreased, the central maximum
of the first passband (see figs. 2 and 3) becomes lower and even-
tually the band splits into two parts. Because of the desired
symmetry about wp these two parts of the band are mirror
images of one another, but each one is itself asymmetrical. If p is
chosen such that the partial bands are located at 4wo and 2wo
and the ratio of w to p in the other transducer is made such that
the third harmonic is suppressed, then the fiiter obtained has an
asymmetrical amplitude response about the frequency wo’
(= 4wo). The finger spacing in the first transducer is then half
that in a filter with a symmetrical response about wq’.
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The phase response

So far we have not considered the phase response of
the filter. When the acoustic sources in the transducer
are symmetrically arranged about the centre-line of the
transducer, the phase response will be linear, irrespec-
tive of the amplitude response. The design procedures
described above all impose this restriction and therefore
only produce filters with linear phase response. Some-
times, however, a prescribed nonlinear phase response
is required. Such filters are chiefly used in some
European countries as i.f. filters in television receivers,
as we shall explain more fully later. We will now give
some attention to the way in which such filters are
designed.

Our method for designing a filter with a nonlinear
phase response is based on the two possible ways that
exist for designing a transducer with a linear phase
response; see fig. 6. The symmetrical transducer
(fig. 6a) has sources of equal magnitude and sign on
either side of the centre-line. Using the Fourier series
expansion to describe the frequency response of the
symmetrical transducer, we find:

Fs(w) = Bgelods/v |- Boelods/v |- Byelwdi/v | Bie—lodi/v
+ Boe—lods/v | Bie—lwda/v
= 2B; cos (wd1/v) + 2Bs cos (wdsfv)
+ 2Bj3 cos (wds/v),

where the strengths of the sources are indicated by
Bi,2,3 and the distances from the centre-line to the
source by di2,3. For the frequency response of the
asymmetrical transducer (fig. 6b) we find:

Fy(w)=Azelwds/v4 foeloda/v| 4 elodi/v_ 4 e~iod1/v
—Age—lod2/v__ Jae—lods/v
= 2jA; sin (wd1/v) + 2jA42 sin (wdafv)
+ 2jAs3 sin wds/v),

where the strengths of the sources are indicated by
Ai,z2,3 and the polarity by a plus or a minus sign. From
both expressions we conclude that the symmetrical
transducer has a real frequency response, representing
a zero phase shift for all frequencies, while the asymmet-
rical transducer has an imaginary frequency response
(note the factor j), representing a 90° phase shift at all
frequencies. A

The method used for designing a nonlinear phase
filter is as follows. The required phase and amplitude
responses are resolved into two components, each with
a linear phase response but with a phase difference of
90° with respect to each other. Each of the components
can be realized with a single transducer: one with a
symmetrical transducer, the other with an asymmet-
rical transducer. If the source positions are arranged
to be the same in both transducers, they can be com-
bined to produce a single transducer, which will have a
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Fig. 6. The diagrams on the right show schematic representations
of a transducer with even symmetry (a), a transducer with odd
symmetry (b) and an asymmetrical transducer, formed by combin-
ing an odd and an even transducer (¢). The source strengths are
indicated by Ai1,2,3 and Bi,2,3, the positions of the fingers by
di,2,3.

nonlinear phase response. The combination is done by
adding the strengths of corresponding sources, as
shown in fig. 6¢.

Calculation of the electrode configuration

We have now described how the source strengths and
positions are calculated from the specification of the
filter response for both linear and nonlinear phase
responses. The remaining problem is that of translating
this information into the physical dimensions of the
actual device. The relative strength of a finger func-
tioning as an acoustic source depends on the electric
charge on the finger. This in turn depends on the
capacitance between that finger and the fingers of the
other electrode. :

A good approximation is obtained by assuming that
the capacitance is mainly determined by the length by
which a finger overlaps the two adjacent fingers. Allow-
ance does however have to be made for some end
effects. For example, at the end of a finger a small
additional amount of charge is present due to fringing

(21 K.W. Moulding and D. W. Parker, IEEE 1974 Ultrasonics
Symp. Proc., p. 168.

81 R. F. Mitchell and D. W. Parker, Electronics Lett. 10, 512,
1974.

(41 T. W. Bristol, W. R. Jones, P. B. Snow and W. R. Smith,
IEEE 1972 Ultrasonics Symp. Proc., p. 343.
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fields to neighbouring electrodes. In addition, the
capacitance per unit length at the end of the interdigital
array is not the same as at the centre, at least for a long
array. All these effects are allowed for in a program
that calculates the length of each finger from a list of
the required sources.

A particular set of source strengths can only be
obtained with a single configuration, and it may be
that this structure is ‘skewed’, as shown in fig. 7. This
will occur, for example, when the fingers of one of the
two electrodes have a relatively short overlapping
length with the adjacent finger to the left and a rel-
atively long overlapping length with the finger to the
right. A skewed transducer has an unnecessarily large
aperture, and hence an increased insertion loss. Such
an undesirable configuration can be avoided by syn-
thesizing a set of sources that not only meets the
specified frequency response, but also satisfies some
special rules for preventing skewing. This method has
been found to work in practice and is included in our
filte