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of somewhat more recent date, a third microscope com-
bining features of both (STEM) has come into use in
the last few years. In this type of electron microscope
the specimen is scanned in a raster pattern by a focuSed
beam of electrons -- in this the STEM is similar to the
SEM -7- but the image is obtained by detection of the
electrons which have passed through the specimen [11.
An STEM is not generally built as a separate instrument
but is obtained from a TEM by the addition of certain.
accessories.

The STEM has various advantages rover. the con-
ventional instrument. The electron -optics configuration
can, be simpler and the image is available in the form
of a videCo signal. It has also been found that when,
dark -field illumination is employed, more efficient use
can be made of the electrons: more of the scattered
electrons are detected. This means that the specimen can
be scanned with a less powerful electron beam and
therefore sustain's less radiation damage. At the same
time it is relatively easy to analyse the inelastically'
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A detection method for
producing phase and amplitude images simultaneously

in a scanning transmission electron microscope

N. H. Dekkers and H. de Lang

Even infields that appear to have been quite exhausted, discoveries. are sometimes made
that are so simple and fivulamental in nature that they are totally unexpected. The
article below presents a very simple method in which a pure phase image can be ob-
tained with.a scanning transmission electron microscope without recourse to defocusing
and spherical aberration. At the same time an equally pure amplitude image is obtained:.
separately. This again is an improvement since the structure of the film carrying the
specimen is practically invisible in the image.

Introduction

In addition to the well known conventional electron scattered electrons in terms, of energy, while because
microscope - the transmission electron microscope there is no further imaging after their passage through
(TEM) - which has now been in use for thirty years,, the specimen, the inelastically scattered electrons do
and more, and the scanning electron microscope (SEM) not introduce chromatic blur into the linage. A prac-

tical disadvantage of the STEM method is the need to
use a very bright electron source, at.least if it is desired
to work with the highest resolution attainable.

Although it may not be obvious at. first sight, it is
equally possible to make phase specimens visible with
an STEM as it is with a TEM or a phase -contrast
(optical) microscope. In this article we shall describe
a new detection method that makes it possible 4:0 ob-
tain amplitude and phase images simultaneously [').
As will be explained below, a detector consisting of two
semicircular parts is used in the new snethod. With this
method a phase image can be obtained without the
need for defocusing or spherical aberration, asrequired
in the TEM with coherent illumination. Before. we
examine the method in detail, we should like to com-
pare imaging in the TEM with that in the STEM. It
has been found possible to derive STEM imaging from
TEM imaging by applying the principle of reciprocity,'
which reveals that phase contrast can in fact 'be ob-'
tained with the STEM.

111 A. V. Crewe and J. Wall, Optik 30, 461, 1970. '
121 N. H. Dekkers and H. de Lang, Optik 41, 452, 1974.
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Image formation in the TEM and STEM; amplitude and
phase objects

The imaging in a conventional electron microscope
has much in common with imaging in the optical
microscope. In the same way that specimens in optical
microscopy affect both, the amplitude and the phase of
the incident beam but only the phase in the case of
non -Absorbent specimens - so also do specimens in
the electron microscope. The phase change is deter-
mined by the optical path, i.e. the product of the
geometrical path and the refractive index.;

The refractive index for electron wages is found from the Ma -
,Non 131:

eV E
n - (I)E  igo

where e is the electronic charge and V the internal potential of
the material; E is the eleCtion energy e Va, where Vg is the accel-
erating voltage; Eo is the rest energy mac% where /no is the rest
mass of the electron 'and c represents the velocity of light. The

`simpler expression

it = 1- eV/2E V12111;. (2)

applies for the non -relativistic case. The phase change due to a
layer of matter is given by

(0- 1)k dz,

where k is the wave number:

k
2.7r' tnv 112.nreV

(3)

' The phasJ afeected if the electrons are only
subjected 'to elastic collisions on' the atomic scale; 'i.e.

, if they are affected by the field of the atomic nucleus
' and the electron cfoud, but without actually exciting

,the electron !cloud. In the case of excitation the elec-
trOti undergOes an irreversible loss of energy (inelastic
qattering):'the elastically scattered and the non-scat-
fered,electrons together form the image, a point which
;will be 'discussed belo*.

,.$1 The amplitude is a' fleeted if electrons 'are prevented
from participating in the image -forming process de-
cribe'd above. This is the case when elastically scattered

electedns are nOtbollected in the lens aperture and also
When eleetrouS ate inelastically scattered; such elec-
trOns are now unable to interfere with the non -scattered
electronS. Measurement of the energy lost by the in-
elastidally scattered electrons cad provide information

 About the substanCes present in the specimen. I nelastic-
ally scattered electrons can 'in fact produce an image,
though it will not be very sharp for a number of,
reasons (delocalization 141, chromatic aberration), but
the subject will not be discussed further here.

The imaging of phase structures in a conventional elec-
tron microscope

Let us consider a conventional electron microscope
with coherent illumination. We shall take a weak, thin
phase structure as our specimen. Let the amplitude of
the incident wave be a. The wave transmitted by the
object (coordinates x,y) is spatially phase -modulated
and has an amplitude a exp igx,y), where the phase
excursion 0 is much less than 1. This wave, the object
wave, can be thought of as consisting of the original
unperturbed wave a and a (much weaker) scattered
wave, caused by the structure, which is expressed by:

asp = a exp i0(X,y).= a -f- ia0(x,y). (4)

From thiS we see that at the location of the specimen
the scattered wave has a 90° phase difference from the
unperturbed wave. An ideal optical system reproduces
the object wdve,in the image plane (coordinates X,Y),
where the amplitude 'Ain, can be written as:

Aim = A + iAck(X,Y). (5)

The intensity in the image is given by:

' Jim = ArmAim* = ,42{1 02(Xy)}, (6)

Since 0 < I, the term 02(X,Y) may be neglected and
the result is a uniform intensity distribution; no struc-
ture is therefore perceptible in the image. To obtain a
perceptible image structure we therefore have to
abandon ideal imaging.

EU F. Zernike's familiar phase -contrast technique
to return to optical, microscopy for a moment -

this is achieved by rotating the phase of the unperturbed
wave through 90° (and possibly also attenuating it) in
relation to the scattered wave; the image amplitude and
intensity then become:

Aim = it+ A + (7)

Jim = A2{1 + 296(x,Y)}. (8)

There is now a perceptible image structure which, de-
pending on the direction of the phase shift, is called a
positive or a negative phase -contrast image.

14]
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It is in fact possible to process the unperturbed wave
in this way in electron microscopy, but the operation
is a difficult one [8]. The expedient generally adopted
is to generate the phase -contrast effect by combining
the spherical aberration of the objective lens with an
appropriate amount of defocusing. The phase relation
between the perturbed and the unperturbed wave can
be adjusted in this way, as in Zernike's method. How-
ever, this method does not allow a 90° phase shift to
be obtained over the entire spatial -frequency spectrum,
and the phase -contrast effect remains imperfect. [6]

Another method of making phase structures percep-
tible in an electron microscope is based on the fact that
the aperture angle of the objective has to be made small
(of the order of 0.01 radian) to keep the effect of the
unavoidable spherical aberration within reasonable
bounds. The specimen invariably includes structures
whose spatial frequency is so high that the scattered
wave is not incident in the lens aperture, which means
that imaging of these structures is not affected by inter-
ference of the scattered wave with the unperturbed
wave: the structures are not 'resolved'. The scattering
does however have another effect. Since the electrons
scattered outside the lens aperture are lost for imaging
purposes, this scattering can be regarded as 'virtual'
absorption, so that the areas of the specimen where this
scattering is more pronounced have a smaller amplitude
in the image and therefore appear darker. We therefore
have a situation in which a purely phase effect (we con-
sider only elastic collisions) causes the specimen to
become visible as an absorptive structure whose image
shows all the properties of that of a genuine - i.e.
absorptive - amplitude object.

The structure that produces this contrast is mainly the atomic
structure of matter. A distinction can be made here between
heavy and light elements. If we consider the properties of elastic
scattering as a function of the atomic number t7], we find that
the shape assumed by the angular distribution of the scattering
hardly depends at all on the atomic number Z; the effective
cross-section area, however, is approximately proportional to
Z3/2. Scattering is consequently much more pronounced for
materials containing heavy atoms than for those containing light
atoms, which explains why heavy elements are frequently used as
(scattering) contrast media in electron microscopy. The contribu-
tion to the phase contrast made by a fragment of material depends
very little on Z since the internal potential of all materials is of
approximately the same order (several volts).

Image formation in an STEM; Helmholtz's reciprocity
principle

We shall now discuss how image formation occurs in
a scanning transmission electron microscope. It was
originally thought that it must differ essentially from
image formation in the conventional microscope be-
cause a scanning microscope would be free from the

imaging peculiarities resulting from the use of coherent
illumination. It soon became clear that this was not
really true: the two imaging processes are completely
analogous [8].

The similarity can be demonstrated by the reciprocity
principle, which was first formulated for acoustic waves
by H. von Helmholtz I9] and later for electromagnetic
waves by H. A. Lorentz [10]. This theorem states that
the transmission of radiation is, for very general con-
ditions, invariant when the roles of source and detector
are interchanged. It is widely applied in radiocommuni-
cation, in a version appropriate to transmitting and
receiving antennas. As might be expected, the theorem
also applies to electron waves [11]. For electron
microscopy we formulate the theorem as follows: if a
point source at P produces an intensity I at point Q,
the same source located at Q will also produce an
intensity I at point P.

In fig. 1 we see next to one another a conventional
transmission microscope (TEM) and a scanning trans-
mission microscope (STEM). In the TEM the radiation
from a surface element dcr, with position r, of the source,
situated around point P, is incident on the specimen.
In the image plane we choose a point Q conjugate to
object point V with position e on the specimen. The

IP

So

TEM

Q Sp

r DP
P

STEM
Fig. 1. The imaging principle in a conventional transmission
electron microscope (TEM) and a scanning transmission micro-
scope (STEM). One can be thought of as being derived from the
other by interchanging the source and the detector (the reciprocity
principle of Helmholtz). So electron source; r coordinateln the
emitting plane. Sp specimen: P coordinate in the object plane.
L lens. IP image plane in TEM. DP detector plane in STEM.
da surface element around point P in the source plane of the
TEM. e (infinitesimal) surface area of the source in the STEM.
Points V and Q are imaged in each other by the lens.
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source element delivers an intensity contribution dI
at Q, which depends ono and can be written as:

dI(e) = RT(e)da. (9)

R in this expression is the radiance of the source, i.e.
the radiant flux per unit of surface area per unit of
solid angle, and T(e) the transmission coefficient of the
complete system, including the specimen.

In the STEM the source at Q has an infinitesimal
area a and a radiance R'. In the plane in which the
source is located in the TEM there is now a detector.
The intensity I' at point P of the detector plane is
therefore

/'(e) = R'T'(e)s, (10)

where T'(e) again represents the transmission coefficient
of the complete system, including the specimen. The
reciprocity theorem now implies that the transmission
coefficients are the same for both cases :

T(e) Re, T'(e). (11)

From this it follows in particular that the intensity con-
tribution dI' in the image plane of the TEM depends
one in the same way as the intensity at point P of the
detector plane. The equivalence of the two instruments
for radiation travelling from P to Q in the TEM and
from Q to P in the STEM is thus demonstrated.

Strictly speaking, this would only apply to electron microscopes
with electrostatic lenses. Reciprocity does not apply for magnetic
lenses because the movement of an electron along a path in a
magnetic field is not reversible; it will be readily appreciated,
however, that the analogy can be restored by reversing the
magnetic field. Additionally, the inelastically scattered electrons
will have to be ignored, i.e. they must be considered not to be
detected.

In practice the source in the TEM will of course have
finite dimensions. This means that we have to integrate
over the source in (9), obtaining the following expres-
sion for the intensity:

I(e) T(e) f Rdcr. (12)

so

The detector in the STEM will also have finite dimen-
sions. If the function G represents the sensitivity distri-
bution of the detector in the STEM, the total detector
signal becomes:

S(e) = R'sr(e) f Gdcr. (13)

Det

Comparison of (12) and (13) shows that to maintain
the equivalence of the TEM and the STEM the sensitiv-
ity distribution G over the detector must have the same
shape as the radiance distribution R over the source in
the TEM.

Principle of detection with a divided detector; simul-
taneous phase and amplitude contrast

As we have seen, phase contrast can be produced in
the TEM by combining an appropriate amount of de-
focusing [6] with coherent illumination. This means
that the source in fig. 1 as seen from the specimen must
have a small angular diameter. The corresponding con-
dition for the STEM is that the defocusing should be
the same and that the detector should have the same
(relative) position and size as the source in the TEM.
It is at once obvious that such an STEM configuration
is unpractical, for while it is difficult enough to obtain
sufficient detected electrons in a reasonable time, only
a very small proportion of the beam transmitted through
the specimen is used in this case. A long exposure time
would be necessary for a reasonable signal-to-noise
ratio, with the added disadvantage that the probability
of damage to the specimen would be increased by the
large radiation dose.

However, it is possible to obtain phase contrast in
the STEM by using a detector of large area. The use of
a large detector has the added advantage that the reso-
lution is increased. The reason for this is that when a
detector does not completely fill the aperture of a beam
that is not affected by a specimen, the resolution is the
same as for a TEM with incoherent illumination, i.e.
twice as high as with axial coherent illumination, which
has long been known in optical microscopy.

We shall now explain our method with reference to
fig. 2, which represents an STEM with a weak sinu-
soidal phase object. The complex amplitude of the
scanning spot in the object plane will be called a(x,y).
The sinusoidal phase object whose spatial -frequency
vector S2 is in the x -direction multiplies this amplitude
by the object transmission To:

T4, = exp [4.0 cos {.(2(x - 0}], (14)

where e is the translation of the object in the x -direction
and 00 the phase deviation. Since the object is weak:

qo << 1, (15)

so that we can write for the transmission:

T = 1 + i00 cos {S2(X - =
= 1 + 44950 [exp{iS2(x -) ± exp{-iS2(x - 0)1

(16)

On leaving the object the wave therefore consists of
three components:
the undeflected wave a,
the wave deflected to the left lia00 exp {iQ(x -
the wave deflected to the right -lia960 exp {-iS2(x - e)}.
The original beam is thus now accompanied by two
deflected beams that can be thought of as having been
derived from the original wave by rotation about the
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axial point of the object through an angle Q lk and an
extra phase in J Q. In the detector plane, situated
a (considerable) distance / away, the amplitude Ad,(X,Y)
can be written as:

A 4,(X, Y) = A (X, Y) 00A (X + Y) exp (-ign)
±li.950A(X-S211k, Y) exp (-PiS20. (17)

The form of function A depends on the lens aberrations
(e.g. spherical aberration) and the defocusing of the
object. In practice I A(X,Y)I will be constant inside and
zero outside a circle of radius a0/. If we assume for the
time being that there are no aberrations and that the
specimen is in focus, the phase of A(X,Y) can also be
regarded as constant. Hence A(X,Y) = Ao.

DP (X,V)

Fig. 2. Schematic presentation of imaging in the STEM, for
calculating the behaviour of phase and amplitude objects. L lens
that focuses the scanning beam, with angle of aperture ao.
Sp specimen plane; x and y coordinates of points on the
specimen. displacement of the specimen in the x -direction.
DP detector plane; X,Y coordinates in DP.

Det

Fig. 3. At the output side of the specimen in the STEM we find
not only the original beam 1, shown here in section in the de-
tector plane, but also two deflected beams 2. The deflected beams
have a rotation and a phase difference in relation to 1, which
depend on (fig. 2). Interference occurs in the hatched areas
and gives amplitude modulation when is varied. The modu-
lations of the two regions are in phase with each other in ampli-
tude objects and in phase opposition in phase objects. A pure
amplitude image or a pure phase image can therefore be obtained
by dividing the detector (Det) into two parts along the vertical
diameter and adding the signals from the two parts or subtracting
them from each other.

Suppose now that the object is scanned by varying
the position of the object. The intensity in the detector
plane will then be modulated in the hatched areas of
fig. 3 because interference between the undeflected
beam and the beam deflected to the left will take place
in the left-hand area, while interference between the
undeflected beam and the beam deflected to the right
will take place in the right-hand area. The phase of the
undeflected beam is constant while the phases of the
deflected beams decrease or increase with as indicated
by equation (17).

The intensity /4,,i in the area on the left is given by:

/41 = A02{1 + 4400 exp (-W)W -1400 exp =
= A02(1 + 00 sin D), (18)

with the term in 002 neglected, of course.
Similarly for the area on the right:

/4, = A02(1 - 00 sin D). (19)

We therefore see that the modulations in the two areas
of interference are opposite in phase, as should after all
be expected since a phase object does not alter the total
amount of power transmitted. Equations (18) and (19)
also show that the intensity modulations differ by 90°
in phase from the position of the object structure in
relation to the scanning spot.

We next consider an amplitude object whose trans-
mission Ta can be described by:

Ta = 1 ± p0 cos {S2(x - 0} =

= 1 + 1-po [exp {d2(x - exp {-iS2(x -
(20)

Here again the wave leaving the specimen has three
components:
the unperturbed wave a,
the wave deflected to the left lap° exp {iS2(x - 0), and
the wave deflected to the right lap° exp {-iS2(x - 0} -

The amplitude at the detector plane is now

Ap(X,Y) = A(X,Y)+ -1-p0A(X Y) exp
(211k, Y) exp (21)

and the intensities in the areas of interference are:

/p,i = A02(1 + po cos Sn),

/pa = A02(1 + po cos S2).

We therefore see that with an amplitude object the
intensity modulations in the two areas are in phase with
each other and also with the position of the object in
relation to the scanning spot.

Phase objects and amplitude objects therefore show
up in different ways in the detector plane. We took
advantage of this to divide the detector into two semi-
circular areas, as shown in fig. 3. If the signals from
the two halves of the detector are added, the resulting

(22)
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signal only contains amplitude information. If, how-
ever, one set of signals is subtracted from the other,
then there is only phase information. The sum signal
and the difference signal are obviously simultaneously
available during the scanning process.

The phase structure appears differentiated in the
image (see (18) and (19)) and is thus represented as a
model in relief illuminated from the side.

The amplitude structure appears in the ordinary way,
i.e. undifferentiated.

With this method of detection the contrast - and
hence also the phase contrast - is obtained without
any need for the defocusing or spherical aberration
required in the TEM. Furthermore, as already noted,
the resolution is just as high as in a TEM with incoherent
illumination and therefore twice as high as in a TEM
with coherent illumination in the radial direction.

An STEM detection method has also been published 1127 in
which the detector is divided into separate areas, as in our
method, but these take the form of two or more annular zones.
It will be clear from the explanation just given of the skew -
symmetrical properties of modulation by phase structures that
a configuration of this kind cannot give phase contrast without
spherical aberration and defocusing, which means that a suitable
combination of these aberrations has to be devised for this
method, which we shall not discuss further here.

The analogy between the TEM and STEM illustrated in fig. 1

seems to indicate that it should be possible to obtain a pure
phase image and a pure amplitude image with a TEM without
having to use spherical aberration. This would necessitate two
exposures with coherent illumination, the first with one half and
the second with the other half of the illumination aperture
covered. Summation of the exposures would yield the amplitude
image and subtraction the phase image. This method is almost
unusable in practice because perfect registration of the two ex-
posures is difficult and also because they cannot be made
simultaneously; images change shape in the interval between
exposures. Another disadvantage is that the contrasts are poor.

Characteristics; experiments

Modulation transfer

We shall now look more closely at the characteristics
of the method that has just been introduced.

First we shall discuss the modulation transfer (`con-
trast transfer') in the case of a focused system free from
aberration. Image formation for weak structures can be
completely characterized by the modulation transfer
for phase and amplitude, since the imaging of such
structures is a linear process: the intensity modulation
in the image of two superimposed structures is the sum
of the individual intensity modulations.

Here we define the modulation transfer for amplitude
structures (with the sum signal of the two detectors) as
the depth of modulation of the detected signal divided
by the modulation depth of the absolute value of the
amplitude transmission of a sinusoidal object structure.

For phase objects, which are detected by means of
the difference signal from the two halves of the detector,
the background signal is zero and the signal is a pure
alternating -current signal. In defining modulation trans-
fer, however, it is useful to attribute to the detector
signal a background equal to the mean signal current
for the total detector surface. This facilitates the treat-
ment of signal-to-noise problems, since the electron

I. Cs = 0,
d = O.

II. Cs = 1.59 mm,
d = -54 nm.I 0.8

a

la

b

0.4

0.4 0.6

2.0

1.6

1.2

0.8

0.4

w
1.0

0.2 0.4 0.6 0.8 1.0

0.8
Cp

0.4

w

c 0 0.2 0.4 0.6 0.8 1.0
w

Fig. 4. a) Modulation transfer of phase structure (differentiated
image) for (curve I) a specimen that is exactly in focus and
imaged by an ideal lens and (curve II) one imaged by a lens
with a spherical aberration C. of 1.59 nm and with the optimum
defocusing for that aberration (d = -54 mm). The ratio C,, of
the difference signal from the detector and the average signal are
plotted against the phase deviation w of the object transmission
(assumed sinusoidal). b) As before, but for an amplitude structure
(undifferentiated image). The modulation transfer Ca is defined
here as the depth of modulation of the detected signal divided
by that of the absolute value of the transmission of a specimen
with a sinusoidal amplitude structure. c) In the presence of
spherical aberration and defocusing the phase image (difference
signal) contains unwanted information in the form of a weak,
differentiated amplitude image (curve II). In an ideal system the
contribution from this source is zero (curve I).
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noise is proportional to the square root of the total area
of the detector. For phase objects, therefore, the con-
trast transfer is defined as the ratio of the difference
signal divided by the mean summation signal to the
phase deviation of the sinusoidal object transmission.
To calculate the modulation transfer we obviously have
to know the ratio of the sum of the interference areas
to the total area. For spatial frequencies that are so

C18

a

2.0

Ca

I 1.6

1.2

0.8

0.4

b

Cs = 1.59 mm
d=-I. 12 nm

II. d = - 54 nm
III. d = -122 nm

w

a2 a 4 0.6 0.8 1.0

Fig. 5. Modulation transfer, with the same lens used as in fig. 4
(C8 = 1.59 mm), of phase structure (a), amplitude structures (b)
and 'differentiated amplitude structures' (c), for three values of
the defocusing d. C has the same sign over a large range of
d values, which is by no means the case for the formation of
phase contrast with a TEM using coherent illumination. The best
situation is found for d = -54 nm (curves II).

low that the interference regions overlap, the area of
overlap does not count for the imaging of phase struc-
tures. This restriction does not apply to the imaging of
amplitude structures.

The modulation transfer can be calculated in
elementary terms and is shown in fig. 4a (curve I) for
phase structures. The spatial -frequency vector is as-
sumed perpendicular to the line separating the detector
halves. The modulation transfer for amplitude struc-
tures is shown in fig. 4b (curve I).

If the spatial -frequency vector is rotated from the
x -direction to the y -direction, the modulation transfer
for phase structures decreases to zero, an effect that also
occurs with lateral illumination of a relief. For a com-
plete analogy the transfer would have to be propor-
tional to the cosine of the angle between the spatial -
frequency vector and the x-axis. Although this is not
quite true in fact, the deviations are not significant.

For amplitude structures the modulation transfer is
of course independent of the orientation of the object.

Spherical aberration and defocusing

It was assumed above that the lens was perfect and
the object was in focus. In practice, however, both
spherical aberration and defocusing are encountered,
the first because some spherical aberration has to be
admitted to obtain the maximum resolution, and the
second because actual specimens are not always thin.
We shall now consider the consequences of this for
modulation transfer.

Let us call the coefficient of the third -order spherical
aberration Cs and the defocusing d - the object lies
a distance d inside the lens focus (`under -focusing').
The effect of Cs and d can be expressed by adding a
phase factor to A(X,Y), as follows:

A(X,Y) = Ao exp iW(X,Y) =

Ao, [ik {9(14 + d (74 (23)
4 / 2 /

where R2 = r + Y2. The effect of this phase factor
is that the phase difference between the undeflected
beam and the deflected beams is no longer constant in
the interference areas. For the left-hand area the phase
difference is

AiW(X,Y) = W(X W(X,Y), (24)

and for the right-hand area it is

W(X, = W(-X, Y). (25)

Introduction of this phase difference has the result that
in expressions (18), (19) and (22), the modulation terms

[12] H. Rose, Optik 39, 416, 1974.
H. Rose, Optik 42, 217, 1975, particularly pp. 239 and 240.
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acquire an extra phase -AI W(X,Y) for the left-hand
area and ±A,W(X,Y) for the right-hand area. Since
this extra phase varies with position in the detector
plane, the intensity modulation integrated over the
interference area will be located closer to zero than in
the case of aberration -free focusing, so that the modu-
lation -transfer values will also be nearer zero. The cal-
culation has to be performed numerically. We shall
merely mention a few results here.

As a representative example let us consider a lens for
which Cs = 1.59 mm. The best transfer is obtained
for both phase and amplitude objects if the aperture
angle ao is 9.0x 10-3 rad and the defocusing d is
-54 nm. The modulation -transfer functions for this
case are shown in figs. 4a and b (curves II).

In addition to reducing the modulation transfer,
spherical aberration and defocusing have another effect,
for differentiated amplitude information is also found
to occur in the difference signal. Fig. 4c shows the
transfer function for this unwanted contrast for the
same values of Cs, ao and d.

In all previous calculations it has been tacitly as-
sumed that the sensitivity of the detector is constant
over its entire surface area. If this is not the case, the
modulation -transfer functions are affected in a manner
that cannot be controlled. Some correction, but usu-
ally not enough, can be obtained by selecting an ap-
propriate ratio for the two detector signals. Fortunately,
semiconductor detectors with a sensitivity constant to
a few per cent are now available.

Another important factor in connection with depth
discrimination is the way in which the contrast forma-
tion depends on the defocusing. Fig. 5 shows for the
same values of Cs and ao the transfer of the three types
of contrast for three values of defocusing, the optimum
value and values on either side. It can be seen that the
entire transfer function has the same sign over a wide
range of defocusing. This is quite different from the
behaviour of the transfer function in a TEM with
coherent illumination, where the transfer function
oscillates 161. Closer examination also reveals that the
depth discrimination is better because the transfer func-
tion decreases to zero with increased defocusing, al-
though it oscillates in the process.

Some experiments

Experimental research into the new method of ob-
servation outlined in this article was conducted initially
with a Philips EM 301 electron microscope and later
with a Philips EM 400 electron microscope with an
STEM unit. The thermal electron source of the micro-
scope was replaced by a field -emission source 1131, and
the detection system described above, comprising two
silicon detectors, was incorporated. These detectors

Fig. 6. Photographs of gold islands on a collodion film. The lower
photograph was taken with the sum signal and the upper one
with the difference signal, which means that they show an ampli-
tude image and a differentiated phase image respectively. The
direction of differentiation is from left to right. Since the col-
lodion film behaves as a weak phase object, it remains practically
invisible in the amplitude image, thus greatly enhancing the ob-
servability of the islands.

were inserted in the input circuit of low -noise pre-
amplifiers with a gain -bandwidth product of 18 GHz
and capable of operating in the normal TV -frequency
band [141. The signals could be subtracted or added as
desired, and the monitor image photographed. To avoid
mains interference the line frequency was synchronized
with the mains frequency. The monitor picture (1000
lines), which was obtained in 20 seconds, was photo-
graphed with a Polaroid camera. (The images derived
from the sum or difference signals could of course also
be obtained simultaneously.)

[13] These modifications were made at the Philips Scientific and
Industrial Equipment (S & I) Division by Dr Ir K. D. van
der Mast and others, who also helped to make the photo-
graphs shown (figs. 6 and 7).

"4] These amplifiers were developed at Philips Research Labora-
tories by Ir H. W. G. Haenen as preamplifiers in television
cameras using `Plumbicon' tubes.

[15] F. Nagata, T. Matsuda and T. Komoda, Jap. J. appl. Phys.
14, 1815, 1975.

116] See for example M. Francon, Optica Acta 1, 50, 1954.
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Fig. 7. As fig. 6, but now vs ith tiny platinum spheres on a col-
lodion film. The spheres are difficult to distinguish in the phase
image (the two top illustrations) but clearly distinguishable in the
amplitude image.

Fig. 6 shows photographs obtained by the above
method of a specimen consisting of tiny islands of gold
on a collodion film. The lower photograph was taken
with the sum signal and shows the amplitude structure;
the upper one was made with the difference signal and
therefore represents the phase structure in differentiated
form: the direction of differentiation is from left to
right. In the lower photograph the islands are clearly
visible as dark patches because the heavy gold atoms
with their pronounced scattering result in amplitude
contrast. The collodion film, on the other hand, consists
chiefly of light atoms and therefore causes much less
scattering and behaves like a weak phase object. As
explained above in connection with sum detection, this
type of structure is not imaged; this can also be seen
from the photograph. In the upper photograph the
amplitude contrast has been suppressed and the phase
structure of the carrier and that of the gold are visible
simultaneously.

Fig. 7 consists of similar photographs of small plati-
num spheres on a collodion film. These spheres form a
weaker phase object than the islands in fig. 6 and are

consequently almost imperceptible in the phase image.
In the amplitude image the carrier is again almost im-
perceptible, enhancing the perceptibility of the speci-
men.

These results show that sum detection has to be used
if heavy metals are used as stains. It is also important
here for the structure of the carrier film and the un-
stained parts of the specimen not to be visible. (A similar
situation arises in the TEM with incoherent illumina-
tion [151.)

If, however, it is desired to study unstained specimens
only containing light elements, such as biological tissue,
it is better to use the difference signal. The differen-
tiation of the contrast image is in no way a disadvantage.
Similar imaging methods are very widely used in optical
microscopy [16].

The photographs in figs. 6 and 7 also show that
instabilities in the emission of the electrons are not
revealed in the difference images. The horizontal line
in the amplitude pictures shows that such instabilities
were present.

Imaging of individual atoms

It is interesting to consider whether individual atoms
can be perceived with the method described. The
imaging of heavy atoms (Z ti 80) should indeed be
readily possible in amplitude contrast. Calculation
shows that heavy atoms behave like 'strong' phase -
contrast objects so that to a large extent they have the
character of amplitude objects [3] and can give a contrast
of about 5 %. Since a carrier consisting of light atoms
(a phase object) is not visible with our method of per-
ception, this should permit the observation of heavy
atoms.

With difference detection the phase contrast of such
atoms is reasonably high, but it disappears in the image
of the noise structure of the carrier film. This method
of detection is therefore unsuitable.

For the imaging of smaller atoms (Z ti 40) sum
detection is again inadequate because the amplitude
contrast with these atoms is very small (cc Z3/2). In
such cases dark -field methods have to be used.

Summary. Although it was not formerly thought possible, it has
been found that an image of a phase object can be obtained with
a scanning transmission (electron) microscope (STEM). A method
has been devised in which either a phase image or an amplitude
image - or, if desired, both simultaneously - can be obtained
at will. The method employs a large circular solid-state detector
divided into two halves. When the signals from both halves are
added an infinitely thin object yields an amplitude image, while
subtraction produces a differentiated phase image. Since a col-
lodion film behaves like a weak phase object, it is practically
invisible, which greatly enhances the visibility of amplitude objects
situated on it. Instabilities in the emissions from the electron
source are practically imperceptible in the phase image. The
introductory section shows by reference to the reciprocity prin-
ciple that the STEM can be regarded as a reciprocal transmission
microscope (TEM), from which it follows that phase contrast is
possible.
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A fast automatic equalizer for data links

F. de Jager and M. Christiaens

The increasing use of computers has led to a rapidly growing need for links for data
transmission. This is particularly necessary when the facilities of a centrally located
computer are required at several different locations. The obvious communication link
here is the existing telephone system. However, this is not directly suitable for the trans-
mission of data signals, especially at high bit rates. One of the measures then necessary
is equalization, in which the circuits in use should adapt themselves, preferably auto-
matically, to the characteristics of the transmission path. In this article the authors
describe the principles of a circuit that offers signcant advantages over the ones con-
ventionally applied.

Introduction

When telephone circuits are used for the transmis-
sion of data signals, the difficulty arises that they do not
completely meet the necessary requirements for a data -
transmission system. Telephone circuits are designed
for the transmission of speech, and the bandwidth of a
telephone channel is therefore limited to the range of
frequencies that will give adequate intelligibility: 300
to 3400 Hz. The spectrum of a data signal, however,
usually contains a d.c. component, and a.c. com-
ponents below 300 Hz and above 3400 Hz. The d.c.
and low -frequency components are particularly im-
portant and must not be suppressed.

The transmission characteristics required for data
transmission are also different from those required for
telephony. The amplitude characteristic of a telephone
circuit should ideally be flat, but appreciable deviation
is permissible. The group -delay characteristic is subject
to hardly any limitations at all; because filters are used
this is always strongly curved, particularly at the edges
of the transmitted band; see fig. 1. In speech trans-
mission this is unimportant, since the ear reacts mainly
to the spectral distribution of the acoustic energy. In
data transmission, however, the shape of the received
signals is of primary importance, and since sloping or
curved amplitude and group -delay characteristics
change the shape of a signal, it is important that these
two characteristics should be as flat as possible for a
data link.

As well as the non -ideal shape of the characteristics,
there is another factor that increases the distortion of
the signals. This is the use of carrier systems on trunk
telephone circuits. In these systems there is usually a
small frequency difference between the carrier signal
modulated at the transmitting end and the carrier
signal used for demodulation at the receiving end. This
results in a small frequency shift (0-10 Hz) for all
components in the spectrum of the signal. Again, this
does not degrade speech quality. Data signals, how-
ever, undergo unacceptable distortion because this
shift upsets the harmonic relation between the com-
ponents.

Transmission of the data signals is possible if a d.c.
component and the required a.c. components are
allowed to modulate a special carrier at the transmitter.

3ms

2

1

oo
2 3 kHz

f

Ir F. de Jager is with Philips Research Laboratories, Eindhoven; Fig. 1. Typical group -delay characteristic for a telephone chan-
Ir M. Christiaens is with MBLE, Brussels. nel. r group delay, f frequency.
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The frequency of this carrier is chosen in such a way
that the components of the data signal fall in the fre-
quency band available for telephony. The original
signal is recovered at the receiver by demodulation.
A piece of data -transmission equipment for the trans-
mission and reception of signals is called a 'modem',
because it contains both a modulator and a demod-
ulator.

The 'data carrier', together with the signal, must be
sent from the transmitter to the receiver, or must be
recovered from the signal at the receiver. Now if a
frequency shift of the spectrum arises in the transmis-
sion path, this same shift also applies for the data car-
rier. After demodulation with this carrier the compo-
nents of the signal reappear at the correct frequencies.

However, the undesired effects of sloping or curved
amplitude and group -delay characteristics still remain.
The correction of the distortion thus introduced is
known as 'equalization'. Before looking at this in more
detail we shall give a general picture of the require-
ments that a transmission circuit of limited bandwidth
must meet for data transmission.

1

0

0 0

I"

0 0

t

1 a

Fig. 2. a) Rectangular waveform used in the transmission of data
signals. At certain times established by a clock signal the bit
value (`1' or '0') is determined by the polarity. b) Waveform that
can be obtained after passing the signal through a lowpass filter.
The small circles indicate the sampling times.

1
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Fig. 3. Amplitude characteristic (a) and group -delay character-
istic (b) that are both flat up to a cut-off frequency fo.
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Fig. 4. Response r(t) for a short pulse received via a transmission
path with characteristics like those of fig. 3. Oscillatory 'tails' are
produced, with zeros at times occurring at integer multiples of T
before and after the maximum; T =11(2fo).

Transmission of binary signals in a limited bandwidth

The bits that form the information to be transmitted
are usually indicated as 1 and 0. They are transmitted
by means of pulses, which can be used in various ways
to indicate the bit values Li]. Pulses of opposite polar-
ities are mostly used, e.g. with a positive pulse for the
bit value 1 and a negative pulse for the bit value 0. If
the duration of each pulse is equal to the bit period,
then the signal has a rectangular waveform (fig. 2a).
Since the transmission path has a limited bandwidth, a
lowpass filter is generally included at the transmitter, so
that the transmitted waveform becomes rather like that
of fig. 2b [2). This signal sampled at the receiver at
fixed times established by a clock signal, so that the
polarity, and hence the bit value, is determined. It must
therefore be possible to recover the polarity of the
received signal reliably at the sampling times. This
condition can be satisfied, even with limited bandwidth,
provided the characteristics meet certain requirements,
which we shall now examine more closely.

We consider first the simple case in which a very
short pulse is transmitted. The spectrum of such a pulse
occupies a wide band of frequencies and in transmis-
sion over a circuit of limited bandwidth the signal is
distorted, even if the amplitude and group -delay char-
acteristics are flat in the transmitted part of the band.
If the characteristics are flat up to the cut-off frequency
fo (fig. 3), the original short pulse is received as a signal
which is given as a function of time by [33

r(t) = sin (27-tfot)1(27rfot). (1)

This response is shown in fig. 4. It can be seen that
there are 'tails' before and after the pulse. The zeros of

[1]

[2]

[3]

See for example W. R. Bennett and J. R. Davey, Data trans-
mission, McGraw-Hill, New York 1965.
The transmission path is taken to include not only the cables
and any microwave links between transmitter and receiver,
but also all the other circuits that the signal passes through
in transmitter and receiver, such as filters, modulators and
demodulators, and hence the lowpass filter in the transmitter
referred to in fig. 2b.
See R. W. Lucky, J. Salz and E. J. Weldon Jr, Principles of
data communication, McGraw-Hill, New York 1968.
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the signal occur at times that fall an integer multiple of
T before and after the maximum, where T = 1/(2fo).

If a train of short pulses is transmitted, then there is
overlapping of the received signals, so that the height
of the maximum of the response can be affected by the
previous and succeeding pulses. The sampling of this
signal can give rise to incorrect bits. If, however, the
pulse rate is 2fo, and the pulse period therefore T, then
the maximum of each pulse response coincides with
the zeros of the other pulse responses at the receiver.
The maxima of the received pulses do not then affect
one another and on sampling at the correct times the
bits have the correct value.

If the characteristics are not flat, the response differs
from the shape shown in fig. 4. It could perhaps have
the shape shown in fig. 5. The zeros do not appear at
equal intervals, and it is therefore not possible to
choose the frequency of a series of transmitted pulses
in such a way that the maxima are not affected [4]. The
probability of receiving incorrect bits is of course
further increased by interfering signals, such as noise.
Imperfections in the characteristics of a transmission
path therefore increase the sensitivity to interference.

A flat group -delay characteristic can be produced in
practice, but a flat amplitude characteristic that stops
at a particular frequency cannot. H. Nyquist [5]

showed however that satisfactory performance can be
obtained with an amplitude characteristic that has
skew symmetry about the half -value points at the
boundary of the passband at the nominal cut-off fre-
quency fo (see fig. 6). While this `Nyquist' shape does
not give a short -pulse response corresponding to the
relation (1), the zeros do appear at equal time intervals
of 1/(2fo). A flat group -delay characteristic is again
necessary in this case.

In the above discussion it has been assumed that the
transmitted signal consisted of short pulses. The spec-
trum of such a pulse is flat, and this is one of the reasons
why the zero crossings in the response of each pulse
appear at equal intervals in time. Frequ'ently, however,
pulses are used whose duration is not small compared
with the pulse -repetition period. The signal spectrum is
then not flat and if a transmission path with a char-
acteristic like that of fig. 6 is used, the desired regular
spacing of the zero crossings is not achieved. Zero
crossings at equal time intervals can however be pro-
duced if the signal is passed through a filter that com-
pensates the deviation. between the actual and the
desired spectrum.

The spectrum of a rectangular pulse of duration To
is given by the shape of the function

sin (rrfTo)/(rzfTo).

If the pulse duration is equal to the pulse period

1

1

i
1

I
1

Itit
I II

1

I I

1

I I

lit
I I I

WI

I- - /Rd II I 1 I 141 I I I- ' 14 1.141-11.1411-4.TT TT T TT T
Fig. 5. Example of the response r(t) of a short pulse received via a
transmission path whose amplitude and group -delay character-
istics are not flat. The zeros are not now equally spaced in time.

Fig. 6. Amplitude characteristic that is skew symmetrical about
the nominal cut-off frequency (`Nyquist cut-off'). A amplitude,
f frequency, fo nominal cut-off frequency, fi limiting frequency.

... Fig. 7. Amplitude characteristic of a filter that will give a flat
spectrum from a rectangular pulse of length T (fig. 4).

Fig. 8. Amplitude characteristic of a transmission path on which
a rectangular voltage waveform can be transmitted without the
received pulses affecting one another at the sampling times. The
sampling rate must be equal to twice the nominal cut-off fre-
quencyfo.
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(fig. 2a), then To = T = 1/(2fo). The spectrum is there-
fore given by the function

sin (nf/2.f0)l(nfl2.fo)

To produce a flat spectrum the signal must pass
through a filter whose amplitude characteristic is the
reciprocal of this function; see fig. 7. Only the part of
this characteristic below the limiting frequency fg is of
importance, of course.

If a signal like that of fig. 2a is used with the filter
characteristic of fig. 7 and a transmission path with the

Mod!

Mode

Dem,

Dem2

Fig. 9. Circuit for a transmission system with orthogonal mod-
ulation. Modi and Modz modulators in which the input signals x
and y modulate two carriers at the same frequency but differing
in phase by 90°. Carr carrier -signal generators. Demi and Dem2
demodulators.

Moch

Mode

Modulation methods

In many data -transmission systems a bit rate of
2400 bits/s is used. This requires a nominal bandwidth
of 1200 Hz. Such a signal could be put on to a telephone
channel by amplitude modulation of a carrier at say
1800 Hz. Since there would then be two sidebands, a
frequency band from 600 to 3000 Hz would be neces-
sary. Because of the curvature of the amplitude and
group -delay characteristics, however, the signals would
then be distorted to such an extent that in many cases
reliable data transmission could not be guaranteed.

A better utilization of the available frequency band
can be obtained with a modulation method in which
two independent streams of information are carried on
a single transmission channel. The principle used,
known as 'orthogonal modulation', is shown in fig. 9.
It offers the possibility of transmitting more than one
bit per sampling, so that the sampling rate, and hence
the bandwidth, can be reduced. Two balanced mod-
ulators are used, supplied by carriers at the same fre-
quency, but 90° out of phase. These carriers are mod-
ulated independently by two signals, denoted by x
and y. If now the demodulation at the receiver makes
use of two carrier signals, each in phase with one of

Demi

Dem2

Fig. 10. Circuit for transmission of data signals in a system for orthogonal modulation. Cod
coder that gives particular values of the signals x and y for 2, 3 or 4 bits. LP lowpass filters.
Dec decoder for recovering the bits from the magnitude of x' and y'.

characteristic of fig. 6, then even though the response
of each pulse has tails the received pulses do not affect
one another at the sampling times. It is however neces-
sary for the bit frequency to be correctly matched to
the bandwidth; our starting point in the foregoing was
that the nominal bandwidthfo was equal to half the bit
rate. The specified bandwidth of a telephone channel
thus sets a limit to the bit rate.

A filter with the characteristic of fig. 7 does not have
to be added to the transmission path as a separate
element. The filter can also be considered as a part of
this path, for which the total transmission characteristic
must then have the form given by multiplying the
ordinates of fig. 6 and fig. 7. A transmission char-
acteristic of the form thus obtained is shown in fig. 8.

the transmitter carriers, then the demodulators yield
the transmitted signals x' and y' independently of each
other. If for example two bits are to be transmitted per
sampling, the signal to be transmitted is applied to a
coding circuit (fig. 10), which sets the values of x and y
to +1 or -1 for each two bits. Since four combina-
tions are possible the four bit combinations 0-0, 0-1,
1-0 and 1-1 can be coded in this way. At each change of
sign for x or y a phase change is produced in the
balanced modulator for the corresponding carrier sig-

[4]

[5]

See H. C. van den Elzen, On the theory and the calculation of
worst -case eye openings in data -transmission systems, Philips
Res. Repts. 30, 385-435, 1975.
H. Nyquist, Certain topics in telegraph transmission theory,
A.I.E.E. Trans. 47, 617-644, 1928. The frequency fo = 1/(2T)
is called the Nyquist rate or the Nyquist frequency.
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nals. Since the signals x and y are passed through low-
pass filters, these phase changes take place gradually;
but at the sampling times they amount in effect to a
change in polarity. The total transmitted signal now
has a constant amplitude at the sampling times and can
appear in four different phases differing by 90° (fig. 11).

This modulation method is consequently also known
as four -phase shift keying, or 4 PSK.

If the phase angles in the received signal are to be
detected with certainty, the received components x'
and y' should have the values +1 or -1 as accurately
as possible at the sampling times. This means that the
channels x - x' and y - y' should both satisfy the
Nyquist criterion, which can be achieved with an ap-
propriate choice for the transmission characteristics of
the lowpass filters in transmitter and receiver. At a bit
rate of 2400 bits/s a sampling rate of 1200 Hz is neces-
sary. The nominal bandwidth of the filters is thus
600 Hz. Since two sidebands are produced again in the
modulation, a bandwidth of 1200 Hz is necessary for
the transmission path. A data signal such as this can
be sent over a standard telephone channel without the
curvature in the characteristics giving rise to error bits
on reception.

Nowadays, however, there is an increasing demand
for transmission channels for higher bit rates, since
with the aid of a multiplier system it is then possible
for the same link circuit to serve a number of users.
A higher bit rate may also 136 -necessary when the data
received from a data link is to be presented on a visual
display. Various systems therefore operate at a bit rate
of 4800 bits/s. Orthogonal modulation is again used
here, but now with three bits transmitted at each sam-
pling. The coding circuit is then arranged so that the
signal is transmitted with a constant amplitude but in
eight different phases, differing by 45°. A picture of the
end -points of the appropriate vectors, known as the
`signal constellation', is shown infig. 12. Each of these
points corresponds to one of the eight possible com-
binations of three bits.

The need for an even higher bit rate has led to the
development of systems for a rate of 9600 bits/s. In this
case a combination of phase and amplitude modulation
is used. Both output terminals of the coding circuit now
deliver a quaternary signal, i.e. one that can have four
values. In this case the values are +3, +1, -1 and -3
(fig. 13). The signal constellation for the transmitted
signal is shown infig. 14. The 16 different combinations
of four bits can be coded in this way.

The signal constellation represented in fig. 14 illus-
trates only one of the many possible ways of coding the
bits. With a circuit like that of fig. 10 it is also possible
to modulate the two carriers in such a way that a dif-
ferent arrangement of these points is obtained. An

Ci

Fig. 11. Vector diagram of a signal with orthogonal modulation,
obtained with a circuit like that of fig. 10. Ci and C2 are the two
carriers. With this system two bits can be transmitted at each
sampling.

7.D\I /\ /\

Fig. 12. Signal constellation that can transmit three bits per
sampling. The signal can occur in eight different phase states at
the sampling times.

+3

+1
0

-1

0-0 0-1

Fig. 13. Quaternary signal with the four discrete values +3, +1,
-1 and -3.

o I o 0
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Fig. 14. Signal constellation that can transmit four bits per
sampling. This signal is produced by quaternary amplitude mod-
ulation of the two carriers in the circuit of fig. 10.
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Fig. 15. Signal constellation recommended by CCITT (V 29) for
transmission at 9600 bits/s. With this arrangement of the points
the signals are less affected by phase fluctuations than in the
arrangement of fig. 14.

example, which is laid down in an international recom-
mendation [6], is given in fig. 15. This picture was ob-
tained by making the signals x' and y' visible as analog
signals on an oscilloscope at the sampling times. It has
been found that a transmission system with such an
arrangement of these points is less susceptible to phase
fluctuations that appear as small angular displacements
of the diagram of fig. 15 and are due to noise in the
oscillators of (mainly older) carrier systems.

In the transmission system just discussed the sam-
pling rate is 2400 Hz, so that a nominal bandwidth of
1200 Hz is necessary. The carrier frequency used in this
system is 1700 Hz, which means that the nominal fre-
quency band of the transmission circuit must extend
from 500 to 2900 Hz. As stated earlier, data signals of
such a bandwidth cannot be reliably transmitted over
an ordinary unmodified telephone channel. Circuits are
required that will compensate for the departure of the
amplitude and group -delay characteristics from the
ideal flat curve. We shall now discuss the principles and
design of several such circuits.

Circuits for equalization

A circuit that will provide equalization (an equalizer)
corrects the amplitude and group -delay characteristics
in such a way that they meet a particular criterion. For
data transmission over a channel of narrow bandwidth
a correction is required such that the complete circuit
satisfies the condition derived by Nyquist for the
prevention of interaction between the received pulses
at the sampling times (the Nyquist criterion).

If a transmission path is used whose characteristics
are fixed, an equalizer can be built up from a number

of fixed circuit elements. In many cases, however, the
characteristics of the transmission path are not known
before a connection is made. This is the case when the
existing telephone system is used. The connection be-
tween two subscribers can then be made along various
paths, and a different equalizer setting is generally
required for each path. Since manual adjustment is
difficult and time-consuming, equalizers have been
developed that adjust themselves automatically after
a connection has been made. As a rule a test signal is
transmitted before the actual information signal; the
equalizer then adjusts itself automatically and the set-
ting remains unchanged during the transmission of the
information. In this case we have a preset equalizer.

For such an equalizer to be of use in practice, the
characteristics of the transmission path should not of
course change during the transmission of the informa-
tion. Often, however, there are changes. In a carrier
system, for example, phase changes in the carrier signal
may occur that change the transmission characteristics
to an impermissible degree. In these cases there is a
need for an automatic equalizer whose setting is con-
tinually adjusted during the transmission of the infor-
mation. Such a device is called an adaptive equalizer.

Equalizers operating in the time domain

In most of the automatic equalizer circuits that have
so far been used the test signal consists of a series of
positive and negative pulses of equal amplitude. If the
transmission path was ideal, the sampled values in the
response would all be of equal amplitude and could
only differ in sign. If the characteristics deviate from
the correct form the maximum of each pulse can be
affected by tails from the preceding and the following
pulses. This can cause variations between the sampled
values. The basic principle used in many equalizer
circuits is that the received series of test pulses is com-
pared with a series of pulses originating in the receiver
and corresponding to the transmitted pulses [7]. A
difference signal is produced from the received and the
comparison pulses, and this signal, the 'error signal', is
applied to a control circuit. This circuit determines for
every received pulse the extent to which the preceding
and following pulses contribute to the deviation from
the correct height. For such an operation to be possible
a number of pulses must always be simultaneously
available. This is arranged by applying the incoming
signal to a delay line after sampling; see fig. 16. The

t61 CCITT recommendation No. V29.
171 See for example R. W. Lucky, Automatic equalization for

digital communication, Bell Syst. tech. J. 44, 547-588, 1965,
and A. Gersho, Adaptive equalization of highly dispersive
channels for data transmission, Bell Syst. tech. J. 48, 55-70,
1969.
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delay line consists of a number of sections, each with a
delay time equal to the sampling period T. The signals
at the beginning and at the end of the line, and also
those between the sections, are multiplied by coef-
ficients Cl.cN and applied to an adder Ad. The
output signal z from this circuit is the equalized signal.

Sa

Del

group -delay characteristics must be matched to various
transmission paths for the signals. This would not be
possible with filters consisting of inductors, capacitors
and resistors.

In the application of the principle we have described
a series of pulses must be available that is exactly like

T T -

CC

Ad

DA

Si

a
g

Fig. 16. Schematic circuit of an automatic equalizer that operates in the time domain. When
the switch S is in position q the circuit operates as a preset equalizer. When switch S is in
position p the circuit becomes an adaptive equalizer. Del delay line, consisting of a number of
sections of delay time T equal to the sampling period. Sa sampling circuit. Ad adder. ci cN
transmission coefficients. DA differential amplifier. CC control circuit. x input signal. z output
signal. a comparison signal. e error signal.

The signal z and the comparison signal a are applied
to the inputs of the differential amplifier DA, which
provides the error signal e. (The switch S is in the posi-
tion g.) This error signal is applied to the control circuit
CC, which changes the coefficients Cl . . . cN in accord-
ance with one of several specially developed algorithms.
Since the output signal is affected by the signals at all
the taps, a direct determination of the desired mag-
nitude for each of the coefficients is not possible. The
procedure is therefore carried out with a series of test
pulses, and the correct setting is obtained by an itera-
tive method. The coefficients finally receive the values
for which the error signal 8 has the minimum value.
The equalizer is then set so that the combined char-
acteristics of transmission path and equalizer satisfy
the Nyquist criterion. The values of the coefficients
cl . . cN thus obtained are now fixed and the informa-
tion can be transmitted.

After the equalizer has been set up the circuit forms a
`transversal' filter [8]. Filters of this type can often be
used to meet specifications that are almost or com-
pletely impossible to satisfy with conventional filters.
In the case in question both the amplitude and the

the series of test pulses originating from the trans-
mitter. These comparison pulses can be generated
separately in the receiver, but it is also possible to
derive the comparison signal from the output signal of
the equalizer. A circuit of this type is formed when the
switch S in fig. 16 is set to position p. The signal then
passes through a 'slicer' SI, which limits both positive
and negative pulses. If the equalizer is not yet set up
correctly, the pulses that form the signal z have dif-
ferent heights. The pulses in the output signal of the
slicer, however, do all have the same height. This signal
is therefore approximately equal to the desired signal
and can be used as a comparison signal. This circuit
operates not only while the test pulses are being
received, but also while the information is being trans-
mitted. The unit therefore forms an adaptive equalizer.

A feature of the equalizers that we have looked at so
far is that the criterion for the control of the circuit is
derived from the time function of the signal. These
equalizers are therefore said to work in the time domain.
Since the output signal from the equalizer is the con-
trolling time function, these circuits in fact make use of
a form of feedback. Because of the ever-present danger



of instability in feedback circuits it is only possible to
use small steps in the iterative procedure for establish-
ing the coefficients ci cN. This means that a long
series of test pulses (perhaps 1000) may be necessary to
reach the stable final state.

It can happen that -a transmission path is so poor
that the non -equalized signal has the wrong polarity at
some of the sampling times. This can appreciably
lengthen the setting -up time, particularly in the case of
an adaptive equalizer, and depending on the algorithm
for the control circuit, it may happen that the stable

Ft

PhC2

AC1

AC2
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data link is equalized for this test signal. In this case,
provided a particular condition is satisfied, equaliza-
tion has then also been established for the data signals
to be transmitted.

This principle could be put into practice with a cir-
cuit corresponding to the block diagram of fig. 17. The
received test signal is applied to a number of filters
Fl . . Fill, which each pass one of the components of
the spectrum. A phase -correcting network PhC and an
amplitude -correcting network AC are provided for each
component [in. The way in which these circuits are set
up automatically will be described later. After passing
through the networks PhC and AC the components are
recombined in the adder Ad.

Since there is no feedback in the application of this
principle, there is no danger of instability and no need
for an iterative procedure in setting up. This means
that setting up is much faster than for equalizers operat-

x ing in the time domain.

PhCm ACM

, Ad z

Fig. 17. Schematic circuit of an equalizer operating in the fre-
quency domain. F1 ... FM filters. PhC2 . . . PhCm phase -correct-
ing circuits. A CI . . . ACm amplitude -correcting circuits: Ad
adder. x input signal. z output signal.

setting is not reached at all. For this reason circuits are
used that initially operate with locally generated com-
parison pulses; once the setting -up procedure has gone
far enough for the error signal e to be sufficiently small,
the system is switched to the adaptive mode of opera-
tion.

An equalizer operating in the frequency domain

We shall now describe an equalizer developed at our
laboratories that does not have the disadvantage just
mentioned. The criterion for setting up is not derived
from the time function here, but from the spectrum of
the test signal; operation is in the frequency domain.
The principle used depends on the fact that a periodic
signal has a line spectrum with a finite number of com-
ponents in a limited bandwidth. If the change in am-
plitude and phase arising in the transmission path is
determined for each of these components, then these
changes can be compensated and the transmitted signal
can be recreated from the sum of the corrected com-
ponents. By applying this process to a test signal con-.
sisting of a series of periodically repeated pulses, the

The test signal

As will be shown later, the setting up can be per-
formed with a single test pulse. However, to explain
the operation we shall at first take the signal to consist
of a series of short pulses with a pulse period NT,
where T is again the sampling time and N an integer.
The spectrum of the signal contains a d.c. component
and a number of harmonic components at regular fre-
quency intervals of fi, where

fi = 1/(NT).

If we assume that the transmission path limits the
bandwidth to the Nyquist rate'fo = 1/(2T), the highest
frequency in the spectrum is q/NT, with q = (N- 1)/2.
(We confine ourselves here to the simple case in which
N is odd.) The relation for the transmitted test signal is
then:

q

f(t) = cos (27rkfit)}. (2)
k

If we make use of the following relations (which can be
derived from the summation of a geometric series):

elks = sin a(q

k= -q sin (a/2)

and we substitute

a = 2nfit = 2ntINT,

(3)

(81

19]

See for example H. E. Kallmann, Transversal filters, Proc.
I.R.E. 28, 302-310, 1940. An explanation of the operation of
such filters has also been given by P. J. van Gerwen in the
article 'The use of digital circuits in data transmission',
Philips tech. Rev. 30, 71-81, 1969.
The d.c. component, which is passed by the filter is of
course only corrected in magnitude.
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then we can also write (2) in the form:

sin (ntIT)
f(t) - -1E

sin (7a/NT)
(4)

This function has zeros at integer multiples of T,
except at multiples of the pulse period NT of the test
pulses.

If as a result of the characteristics of the transmission
path the spectrum components of the test signal under-
go changes in phase and amplitude, then a signal is
received of the form

x(t) = Efiao ak cos (27rkfit sbk)}. (5)
k=1

The 'task' of the equalizer is now to bring the phase
angles Ok back to zero and to make the coefficients ak
equal to 1, so that the shape of x(t) will correspond to
that off(t).

The filters

The performance required of the filters F is very
different from that usually required of filters for other
applications. Generally a filter should pass all signals
in a particular band of frequencies and suppress all
signals outside that band as much as possible. In the
case considered here, however, each filter must pass
one of the components from the line spectrum of the
test signal and suppress the other components. Since
this line spectrum only has components at integer
multiples of the repetition rate of the pulses, the filters
must have transmission characteristics with zeros at
regular intervals along the frequency axis.

Even though these filters operate at a fixed setting,
unlike those in the equalizers discussed earlier, it is
very difficult to realize them with classical filter cir-
cuits. A solution is again offered here by the transversal
filters. The complete circuit can still remain compara-
tively simple, since a separate delay line is not necessary
for every filter; it is sufficient to have a common delay
line for all the filters. The number of taps is made equal
to N, the ratio introduced earlier of the period of the
test pulses to that of the data pulses. The number of
sections is therefore N- 1. The delay time per section
is again equal to the sampling interval T. Since a sharp
cut-off of a particular passband is not necessary, the
value of N can remain relatively small (e.g. 15). How-
ever, the number of sections should be sufficiently
large for the total delay time (N- 1)T for the signal to
be at least equal to the duration of a received pulse with
its tails (the pulse response).

We shall consider first the filter Ft. that gives the d.c.
component of the test signal. This can be a transversal
filter, with the voltages at the taps on the delay line
added directly together. Since the transmittance func-

tion of each section is equal to e-2nifl', the transmit-
tance function of the filter thus formed is

N-1
Ho' (f) = E e-2nikfl=

k=0

= e-2.J.NT {1 + 2 E cos 27tinfT}.
m=1

(6)

Making use of equation (3) again and substituting
a = 27rfT = 2nfINfi, we then have:

sin (7tf/fi)
Ha' (f) = e-2gifq T

sin (7EfiNfi) (7)

Since g is equal to (N- 1)/2, the first factor of (7)
corresponds to the transmission characteristic of the
part of the delay line between the input and the centre.
The delay time of this part of the filter is independent
of the frequency, so that this term need be considered
no further. The fraction appearing in (7)

sin (nflfi)
Hoff) sin (nfINfi)

is the transmission characteristic of the filter. This is
shown in fig. 18. The curve has zeros at integer values
of f/fi, except at integer multiples of Nflfi. With the
assumption that the nominal cut-off frequency of the
transmission path is equal to the Nyquist rate
fo = 1/(2T), however, only the d.c. component is
passed.

Hoff)

I f/f,

(8)

Fig. 18. Transmission characteristic of a transversal filter in
which the delay line has N taps. The number of sections is there-
fore N- 1. The coefficients ci . . . cN (see fig. 16) are all equal.
This characteristic is represented by eq. 8. In addition to the d.c.
component this filter passes the harmonic component at the fre-
quency Nfi.

Cr Sr

f/fi

 s5  6

Fig. 19. Some examples of transmission characteristics of trans-
versal filters that each pass one of the harmonic components of
the test signal. The frequencies of the transmitted components
are 2f1, 3f1 and 4f1.
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correction in the equalizer, both a cosine filter and a
sine filter are used for each value of fr. Fig. 19 shows
three examples of these transformed transmission char-
acteristics, forfr = 2fi,fr = 3fi andfr = 4f3..

The various filters can be realized by connecting
fixed resistances to the taps on the delay line. A con-
figuration of this type is shown in fig. 20. The resist-
ances belonging to the cosine filters and sine filters are
shown on opposite sides of the delay line. Each row of
resistances, together with the delay line, forms a trans-
versal filter. The number of a row is indicated by r
(going from 0 to q), and the number of a column, and
hence that of a tap on the delay line, is indicated by k
(going from 1 to N). The transmission coefficients from
the taps to the output terminals of the cosine filters are
indicated by crk and those to the output terminals
of the sine filters by srk. The factors cos 27cfrt and
sin 27cfrt mentioned above, by which the pulse response
of the d.c. filter must be multiplied to obtain the filters
that pass the harmonic components rfi, are now ob-
tained by substituting fr = r/NT and t = (k-q- 1)T.
The resistances must therefore be given values such
that these transmission coefficients satisfy

vg (t)
and

Fig. 20. Circuit of the transversal filters that split the test signal
into harmonic components. Del delay line. Ms and Ms resistance
networks for the cosine and sine filters. r is the number of the
row and k that of the column of the resistances. ca and srx
transmission coefficients of the signals from the taps of the delay
line to the output terminals of the filters. tro(t) . . . u4(t) and
vi(t) . . . vq(t) output signals from the filters.

Filters that pass one of the harmonic components
and suppress the others (thus including the d.c. com-
ponent) can be derived from the filter for the d.c. com-
ponent by a simple transformation. This depends on the
theorem [10] that the transmission characteristic Ho( f)
of a lowpass filter is shifted to a central frequency fr if
the pulse response appropriate to Ho(f) f ) is multiplied
by cos 27Efrt or sin 2nfrt. In the first case the transmis-
sion function

Cr(f) = -1.-{Ho(f fr) Ho(f fr)} (9)

is produced, while in the second case the corresponding
function is:

Sr( f) = -1-j{Ho(f fr) - Ho( f -fr)}. (10)

From now on we shall call these filter types 'cosine
filters' and 'sine filters'. Both filters have the same
transmission characteristics; but at the frequencyfr the
output voltages of the two types differ in phase by 90°.
Since this phase difference is made use of for the phase

Crk = cos 27cr(k -q - 1)/N

Srk = sin 27.cr(k -q 1)/N.)

(Where negative values are necessary for these coef-
ficients, the resistances concerned are connected to the
delay line via inverters.) The total number of trans-
versal filters in the arrangement of fig. 20 is then
2q + 1 = N. This corresponds to the number of taps
on the delay line.

The principle of the equalizer described here depends on the
`discrete Fourier transform' (DFT) [11] of the test signal. In the
usual expansion of a periodic function of time as a Fourier series,
this function corresponds at every instant to the sum of a series
of components, a series that in general contains an infinite number
of terms. In DFT this correspondence is only required at a finite
number of instants. A finite number of terms in the series expan-
sion is therefore sufficient. These terms are not found by integra-
ting with respect to time, as in the usual Fourier expansion, but by
summation of a number of discrete values. If it is desired to
expand a function x(t), periodic in t and of period 1, in a series
that corresponds with the values xic of x(t) at the times t = k/N
(Nis a positive integer), then we can write:

where

N-1
xk = E Xne2ajnkIN,

N n=0

Exke-270nkIN.
k=0

(12)

(13)

[10]

[11]

A. Papoulis, The Fourier integral and its applications,
McGraw-Hill, New York 1962.
A. V. Oppenheim and R. W. Schafer, Digital signal process-
ing, Prentice -Hall, Englewood Cliffs 1975.
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The relation between the equations for xk and Xn depends on the
fact that the expression

1
N-1

Nn =v0
c8n.lnr/N

is equal to I for r = mAr (1,1 is an integer) and is equal to zero for
all other integer values of r.

The analogy between the equations for the time function xk
and the spectrum Xn is expressed in the case we have considered
by the correspondence between equations (4) and (8).

In the above discussion the starting point was the
application of an analog signal of limited bandwidth to
the input of the transversal filters. It was tacitly as-
sumed that the sampling of the equalized signal took
place at the output of the equalizer. It is however also
possible to sample the signal before it is applied to the
filters, even though the input signal to each transversal
filter then has a wide spectrum and, because of the
periodicity of the passband of such a filter, many of
these components reach the output. This is because a
transversal filter whose output signal is sampled at a
particular instant has the property that the input signal
can also be sampled with a period corresponding to
the delay time per section. In the first case the analog
voltages f(t), f(t - T), f(t - 2T), etc. at the taps are
first combined to give the voltage

si(t) = cif(t) c2f(t - T) . . . clef{t- (N- 1)T},

in which t = ti is substituted on sampling. In the
second case the sampled voltages f(t2), f(t2 T),
f(t2 + 2T), etc. are passed through the delay line, and

at)

vr (t)

then give rise to the discontinuous voltage

s2(t2) = clf(t2 + (N-1)T)-1-

c2f(t2+ (N -2)T) . . . cNf(t2).

The voltages si(ti) and s2(t2) will clearly be equal when
the difference between the sampling times ti and t2 is
equal to the total delay time (N- 1)T of the delay line.

Sampling the signal at the input to the equalizer has
the advantage that a much simpler design can be used
for the delay line.

The phase and amplitude correction

The principle of the circuit used for correcting the
phase and amplitude of each component of the spec-
trum of the test signal is shown in fig. 21. The cosine
filter for the component under consideration, which has
a transmission function Cr(f) as given by (9), delivers
the output signal

74(0 = -INEar cos (27trfit ± Or), (14)

while the output signal from the sine filter with the
transmission function Sr(f) given by (10) is

vr(t) = -Mar sin (27t fit + Or). (15)

The voltages are applied to the two amplifiers of gain
Acr and Asr, proportional to the control voltages Ecr
and Esr, so that

Acr = hEcr and Asr = hEsr,

where h is the constant of proportionality. The control
voltages Ecr and Esr are derived from the input signals
by sampling them at a particular instant with the aid of
the switches S. This instant can be chosen as the time
t = 0 without loss of generality. The control voltages
are then

zr(t)
and

Fig. 21. Circuit for correcting phase and amplitude of the test
signal. Acr and Asr control amplifiers whose gains are propor-
tional to the control voltages Ecr and Esr. Br control amplifier
with gain inversely proportional to the control voltage Dr. The
input signals to the amplifiers are sampled at the time t = 0 with
the switches S. ur(t) and vr(t) output signals from one of the
cosine filters and the corresponding sine filter, respectively (see
fig. 20). yr(t) and zr(t) input and output signals of the amplifier Br.

Ecr = ur(0) = 4-NEar cos Or

Esr = vr(0) = iNEar sin Or.

Since the amplifiers are then set up such that

Acr = hur(0) and Asr = hur(0), (16)

the output voltages are

ycr(t) = Kar2 cos Or cos (27ufit + Or)
and

ysr(t) = Kar2 sin Or sin (27rrfit ± Or).

The constant K here is equal to hN2E2/4. The two
signals are added together, giving the sum signal

yr(t) = Acrur(t) Asrvr(t) = Kar2 cos 27trfit. (17)

We see that this voltage is independent of the unknown
phase angle Or.
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For amplitude correction the signal yr(t) is applied
to the amplifier of gain Br. The gain of this amplifier
can also be controlled, by the voltage Dr, but now in
such a way that the gain is inversely proportional to Dr.
We can therefore write:

Br = h'/Dr. (18)

The control voltage Dr is again derived from the input
signal by sampling this signal immediately after the
time t = 0. The control voltage then obtained is

Dr = yr(0) = h{ur2(0) ur2(0)} = Kart, (19)

so that the output voltage of the amplifier becomes

zr(t) = Bryr(t) = h' cos 2nrfit. (20)

This voltage is clearly independent of both the unknown
phase angle Or and the unknown amplitude ar of the
appropriate component from the spectrum.

We make the constant h' the same for all the com-
ponents, except the d.c. component, which is obtained
from the cosine filter for which r = 0. In the latter case
we make the corresponding quantity equal to h'/2. The
sum of all the corrected components then becomes

z(t) = E cos 2nrfit). (21)
r=1

This equation corresponds to (2) and therefore, in
connection with (4), gives the pulse response of a net-
work that satisfies the Nyquist condition, which is the
intended result for the equalizer. The setting of the
amplifiers is now fixed, which is represented in fig. 21
by capacitances. All subsequently transmitted data
signals are therefore also equalized.

The complete circuit of an equalizer designed in
accordance with the principles described is shown in
fig. 22. The resistance networks Me and Ms correspond
with those of fig. 20. The control circuit CC contains a
correction circuit like that of fig. 21 for each com-
ponent of the test signal. In the circuit Ad the output
signals from all the B amplifiers are added, giving rise
to the equalized signal z(t).

Ad z(t)

Fig. 22. Block diagram of the equalizer, operat-
ing in the frequency domain. The control cir-
cuit CC, which is set up at time t = 0, contains
q circuits like those of fig. 21. The output signals
zr(t) are added in the adder Ad. z(t) is the
equalized output signal.

In the above description of the operation of the cir-
cuit it was assumed that the analog signal received via
the transmission path was applied to the input of the
delay line. In this case the signal z(t) given by (21) is
obtained at the output of the equalizer. Sampling this
signal at the correct times gives the values of the bits.
However, a significant advantage can be obtained by
making use of the possibility of sampling the signal
before the delay line, as mentioned earlier. If a circuit
Sa is included that samples the signal periodically at
the frequency 1/T, as indicated in fig. 22, then the
transversal filters give the corresponding discrete values
of ur(t) and vr(t) at periodic times.

The use of a non periodic test signal

In the above mathematical treatment it was assumed
that the test signal consisted of a series of pulses with
a repetition period of NT. If now the significant re-
sponse time of each pulse is smaller than NT, then all
the information necessary for setting the equalizer is
present at an instant at which the response of the first
pulse has been completely entered into the delay line.
It therefore does not matter whether the test signal is a
periodically recurring pulse or just a single pulse. The
setting time can therefore in principle remain limited
to the time necessary for the delay line to take in the
response of a single pulse.

The effect of components above the Nyquist rate

Another initial assumption was that the received
signal only contained components below the Nyquist
rate fo (see fig. 3). Since a transmission path is used
that has a Nyquist-type characteristic at the cut-off
frequency (fig. 6), components above fo can however be
transmitted. The fact that transversal filters have
periodically repeated passbands (fig. 18) means that
some of the filters pass components that are above fo.
For each of these filters the two transmitted com-
ponents are located symmetrically about the Nyquist
rate. It can be shown from relations that apply to the
discrete Fourier transform that the appropriate correc-
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tion is also achieved with the equalizers we have
described when these two components are both passed
by the same filter.

Digital version

An equalizer as in fig. 22 could be built up from
standard elements. The delay line could be a 'bucket -
brigade' line [12], or a charge -coupled device (CCD)113I,
with which a signal can be shifted in steps. Other com-
ponents of the circuit, a sampling circuit, inverters,
control amplifiers and circuits for setting the voltages
are well known from other branches of electronics.

It is however possible, and indeed a much more
attractive idea, to construct the complete equalizer
from digital circuits. The principle of such a design is
shown in fig. 23. The receiver now consists of an
analog -to -digital converter AID operating at a sam-
pling rate 2fo and a digital processor Pr. The receiver
is controlled by a clock circuit Cl that is synchronized
with the data signals. The received signal x(t) is coded
in the analog -to -digital converter AID in a binary code,
typically of 8 bits, corresponding to 28 = 256 levels.
The signals xk(t) at the taps of the delay line (see fig. 20)
can be expressed in terms of the input signal x(t) by
writing:

xk(t) = x(t'),

where t' = t - (k - 1)T. These signals can therefore
also be obtained by sampling the input signal with a
period T. The output signals from the filters now follow
from the equations

and

N

Ur(t) = E CrkXk(t)
k =1

N
Vr(t) = E SrkXk(t),

k=1

(22)

with r = 0 . g. In the digital design the values of
xk(t) for t = 0 are stored in a register that forms part
of the memory Mem. The constants crk and srk (see 11)
are also stored here. The output signals ur(0) and vr(0)
are then calculated in the arithmetic unit Cal from the
above equations. From these quantities, which are also
stored in the memory, the setting of the (now simulated)
amplifiers Acr, Asr and Br follows. The appropriate
calculations are performed with the aid of the equa-
tions (16), (18) and (19).

On the subsequent reception of the data signals, the
corrected value of the spectrum components is given,
as can be seen from fig. 21, by the equation

zr(t) = AcrBrur(t) AsrBrvr(t). (23)

The sum of these components gives the output signal

q

z(t) = zr(t). (24)
r =0

In calculating ur(t) and vr(t) from the equations
given above N2 products would have to be calculated
for each sampling. This procedure can be considerably
simplified, however. After substituting (22) and (23),
the equation (24) takes the form

in which

N
Z(t) = E CkXk(t),

k=1

Ck = E (Acrerk Asrsric)Br
r=0

(25)

(26)

The coefficients ck, which are again stored in the
memory, only have to be calculated once for the setting
of the equalizer. When these quantities are used, then
only Nproducts have to be calculated at each sampling
on reception of the data signals. The values of ck cal-
culated in the way described above and stored corre-
spond completely with the coefficients Cl . . . cAr that
are used in an equalizer operating in the time domain
as in fig. 16.

The digital version offers possibilities that cannot be
obtained, or can only be obtained with difficulty, with
analog circuits. For example, when standard elements
are used it is necessary to limit the number of taps on
the delay line, and hence the value of N. With the
digital version, however, there is no objection to choos-
ing higher values for N, say up to 32. In practice the
pulse -response time can amount to 13 ms. It has been
found that to achieve the desired accuracy the arith-
metic unit requires about 10 ms to determine the coef-
ficients ck. A total time of only 23 ms is thus required
for equalization of the data link.

A/D

Cl

Pr

Mem
Cm Srk

xk(t) Of =1...N)

Ur(0) (r =0-0
Vr(0) (r =1...g)

Ck

Cal

L_

z(t)

Fig. 23. Digital version of an equalizer operating on the prin-
ciples illustrated in fig. 22. AID analog -to -digital converter. Pr
processor. Mem memory. Cal arithmetic unit. Cl clock -signal
generator. x(t) nput signal. z(t) output signal. The quantities
stored in the memory are discussed in the text.
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Once the coefficients ck have been established, the
computer has a surplus of arithmetic capacity. This
can be used for applying corrections to the values of ck
during the transmission of the information. The prin-
ciple of adaptive equalization in the time domain, as
described earlier, is then applied (see fig. 16). This also
allows corrections to be made for a not completely
correct setting of the equalizer, which can occur when
an interfering signal is received at the same time as the
test pulse.

x' Eq,

Eq3

Eq

Y' Eq2

x"

y
Fig. 24. Circuit with four equalizers, applied in the receiver sec-
tion of a modem for 9600 bits per second. Eqi is the equalizer for
the x channel, Eq2 the equalizer for the y channel. Eq3 and Eq4
compensate interaction between the two channels.

11

20ms

4

t2

should of course both satisfy the Nyquist condition.
This can be achieved in part by the lowpass filters LP1,
LP1' and LP2, LP2, which are included in the signal
path in the transmitter and receiver. Even then the
uncertainty in the characteristics of the transmission
path makes it necessary to use equalization, which
should be separate for each channel. This is still not
sufficient, since errors can also arise when the shape of
the characteristics of the transmission path is such that
there is insufficient separation between the two chan-
nels, so that the signal y' is affected by the signal x at
the sampling times, and vice versa [4]. This 'crosstalk'
effect can be corrected by including two extra equalizers
in the receiver. The corresponding circuit is shown in
fig. 24. Eql and Eq2 are (identical) equalizers for the x
channel and they channel; Eq3 and Eq4 (also identical)
compensate for the effects of interaction. All the equal-
izers are set up at the same time. The test pulse is trans-
mitted on one of the channels, e.g. the x channel. Eqi
is set up with the aid of this. This setting is taken over
by Eq2. Eq3 follows a programme that makes y" zero at
all sampling times. Eq4 takes over the resulting setting

20ms

$'11111111104

-1
I Willi 11 a

1

th.

1

t3

Ilms

I Y

Fig. 25. The signal used in setting up the equalizers in the equipment described. From t1 to 12
a 1200 -Hz signal is transmitted, together with a d.c. component. In the interval t2 to /3 the
test pulse is transmitted. During the subsequent calculation time 13 to 14 a 1200 -Hz signal is
transmitted again. At t4 the actual data transmission commences.

Application of digital equalization in a system for data
transmission with 9600 bits per second

We stated at the beginning of this article that the
need for higher bit rates has led to the development of
systems in which more than one bit is transmitted per
sampling. Here the use of digital circuits offers possibil-
ities that are hardly practical with analog circuits. We
should like to illustrate this by describing a transmis-
sion system for 9600 bits/s. A sampling rate of 2400 Hz
is used in this system, so that each sampling contains
information about 4 bits. The nominal bandwidth is
therefore 1200 Hz. The transmission takes place by a
combination of phase and amplitude modulation of the
data carrier, a method that was discussed earlier with
reference to fig. 10.

To give reliable transmission of a signal with a mod-
ulation system like that of fig. 10, the x and y channels

t

I 4

of Eq3, but gives a compensation voltage of the op-
posite sign.

For the correct operation of a system with orthogonal
modulation as described here, the frequency of the car-
rier signal used in demodulation at the receiving end
must be exactly equal to the frequency of the carrier sig-
nal modulated at the transmitter. If there is a small dif-
ference between these frequencies there will be a phase
error in the received signal, associated with a gradual

112] F. L. J. Sangster, The 'bucket -brigade delay line', a shift
register for analogue signals, Philips tech. Rev. 31, 97-110,
1970.
F. L. J. Sangster and K. Teer, Bucket -brigade electronics -
new possibilities for delay, time -axis conversion, and scan-
ning, IEEE J. SC -4, 131-136, 1969.

113] L. J. M. Esser, Peristaltic charge -coupled devices: what is
special about the peristaltic mechanism, in: P. G. Jespers,
F. van de Wiele and M. H. White (ed.), Solid-state imaging,
Noordhoff, Leiden 1976, pp. 343-425.
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rotation of the diagram of fig. 15. By detecting this
error the frequency of the demodulating carrier can be
corrected. Variations in the clock frequency can be
corrected in a similar way.

The signal pattern applied to one of the channels in
the transmitter to set up the equalization system is
shown in fig. 25. First of all a 1200 -Hz signal is trans-
mitted for 20 ms. This modulates a carrier at 1700 Hz
to produce sidebands at the frequencies 500 and
2900 Hz, and since the signal also contains a d.c. term
the carrier is also transmitted. These three signals are
now used for setting the carrier -signal and clock -signal
generators in the receiver to the correct phases.

The test pulse is next transmitted during an 'interval',
which also lasts for 20 ms. During the calculation time
of 11 ms, which now follows, a 1200 -Hz signal is again
transmitted to ensure that the phase of the clock signal
is correct. The transmission of the data signals then
starts, in which the decoded values of x' and y' of the
signal constellation from fig. 15 appear at the output
in groups of four bits. As we said earlier, the correct

phase of the data carrier and of the clock signal can
now be derived from the data signals, and the proces-
sor algorithm is switched over to the slower adaptive
correction to the principle of fig. 16.

Summary. A transmission path for data signals should have
characteristics very different from those for telephony. Never-
theless, the rapidly increasing need for data links has made it
necessary to make extensive use of existing telephone circuits for
data transmission. Since the characteristics of the telephone
circuits can differ very considerably from one another, reliable
transmission of data signals at high bit rates is only possible if a
circuit is used that makes the characteristics of the complete
transmission path conform to the Nyquist criterion for data
transmission, preferably automatically. Many of these equalizers
take the information for setting up from the time function of a
transmitted test signal; they operate in the time domain. Dis-
advantages associated with these equalizers are that the setting -up
time is long and that there is a danger of instability in the circuit.
The article describes an equalizer that operates in the frequency
domain and does not have these disadvantages. Special features
of this type of equalizer are that preset transversal filters are used
and that only a single test pulse is required for the setting up.
The algorithm used is based on the discrete Fourier transform of
the response of this test pulse. An equalizer of this type has been
made with digital circuits. Four of the equalizers have been
combined in a modem for transmitting data signals at a rate of
9600 bits per second.
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Annoyance due to modulation noise and drop -outs in
magnetic sound recording

D. J. H. Admiraal, B. L. Cardozo, G. Domburg and J. J. M. Neelen

It is possible to carry out many kinds of physical measurement with great accuracy on a
product intended for human use and still not obtain a conclusive answer to the question
of the product's usability. This is because human perception also enters into the picture.
If the investigation is extended to include a representative number of human subjects it
will be discovered, however, that human perception obeys certain laws. These can often
be quantified, as has been done for example in the theory of the chromaticity diagram
and in the international definitions of loudness. More particularly in the context of noise
abatement, a further step has been taken and efforts have been made to express the
concept of annoyance in numerical terms, leading to reproducible results. Something of
the same sort is attempted in the article below, which deals with the annoyance caused
to the listener by two imperfections of magnetic sound recording that are hard to avoid:
modulation noise and the spontaneous occurrence of short interruptions or `drop -outs'.
The subject belongs naturally to the range of studies performed by the Institute for
Perception Research (IPO), where the authors carried out the work.

Noise and 'drop -outs' in magnetic sound recording

The recording of sound on magnetic tape has reached
a high degree of perfection. An inherent imperfection of
the process, however, is the noise added to the original
audio signal. When the conditions are good the noise
may be barely perceptible, but under less favourable
conditions it is distinctly audible and can sometimes
be annoying. In this article we shall be concerned with
the audibility of one particular type of noise and with
the annoyance it causes.

There are in fact two kinds of noise. In the first place
there is the background noise, which is always present
during playback and is particularly obtrusive in the
absence of a signal or when the signal is weak. Efforts
are made to reduce this noise by improving the quality
of the tapes and also by magnetizing the tape as fully as
possible. One method includes a process of signal com-
pression and expansion (the Dolby system). Another
approach is to attenuate the highest frequencies during
the reproduction of weak signals, since these are the
components of the noise that are most disturbing to
the listener (`Dynamic Noise Limiter').

Drs B. L. Cardozo is with the Institute for Perception Research,
Eindhoven; Ing. D. J. H. Admiraal, Ing. G. Domburg and Jr J. J. M.
Neelen were formerly with the Institute. Ing. G. Domburg is now
with the Philips Medical Systems Division, Eindhoven, and Ir J. J. M.
Neelen is with Hollandse Signaalapparaten B.V., Hengelo.

Apart from this noise, which is an independent addi-
tion to the signal and may therefore be called additive
noise, there is also what is termed multiplicative noise.
This only occurs when a signal is recorded on the tape
(i.e. during the 'modulation' of the tape); its strength
is proportional to that of the signal. It takes the form
of amplitude modulation of the signal. It is this kind
of noise, called 'modulation noise', that will be dealt
with here. Under certain conditions modulation noise
can be annoying, as appears from listening tests that
we have carried out and which will be described below.
Its reduction deserves just as much attention as that of
additive noise.

Another annoying effect that has been the subject of
considerable attention is the effect known as 'drop-
out', i.e. short interruptions (really attenuations) of the
signal that occur during the playback of magnetic
tapes. They may be caused by inhomogeneities in the
magnetic layer, or they may be due to dirt, fingerprints,
creases in the tape, etc. This effect is most troublesome
with cassette tapes. For a fraction of a second the signal
almost or completely vanishes. The effect might be
regarded as a very low -frequency component of mod-
ulation noise, but in an oscillogram of the playback
signal (fig. 1) it can be clearly distinguished from the
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Fig. 1. Oscillogram of a sinusoidal tone at 5000 Hz, obtained from a magnetic tape. It shows,
in addition to the low -frequency amplitude modulation in which the modulation noise appears,
a number of short attenuations in the signal amplitude ('drop -outs'). The distance between two
vertical lines corresponds to 0.1 second.

other amplitude variations, and it makes a quite dif-
ferent impression on the listener.

Our listening tests have shown that the annoyance
caused by drop -outs depends on their duration, the
degree of signal attenuation and their distribution in
time. A measuring instrument has been developed in
which these aspects are evaluated in the same way as
they were in the listening tests; the instrument gives a
reading of the results in terms of a numerical 'annoy-
ance rating'. Some forty of these instruments are now
being used in the laboratories of magnetic -tape manu-
facturers and users all over the world [11.

Causes of modulation noise

Although in this article we are only concerned with
the perception and subjective evaluation of the inter-
fering effects mentioned above, it will nevertheless be
useful to touch briefly on the causes of modulation
noise.

An important cause is the inhomogeneous distribu-
tion of the magnetic particles in the tape. The particles
each form a single magnetic domain and are thus fully
magnetized; consequently they tend to form clusters
during the manufacture of the tape [2]. In magnetizing
the tape the maximum magnetization will consequently
vary from place to place. Another contributory factor
is that the thickness of the magnetic layer is not com-
pletely uniform.

Yet another important cause of modulation noise is
the variation in the gap between tape and magnetic
head. This may be due to surface roughness of the
tape, but also to soiling of the head or of the tape. As
a result there are fluctuations in the field that records
the signal on the tape. The resulting modulation noise
(called 'asperity noise' [31) is often the most serious in
practice.

In this last form of modulation noise the lowest fre-
quencies are strongest. The spectral power density
(noise power per Hz bandwidth) can be approximately
represented by a curve that is flat below 35 Hz and
decreases by 6 dB per octave above it; see fig. 2.

Hearing threshold and masking

The characteristics of the ear obviously play an
important part in the perception of modulation noise.
In the first place its perception depends on whether or
not the modulation noise exceeds the threshold of
audibility. The lower curve in fig. 3 gives the threshold
for single (sinusoidal) tones; a logarithmic plot is given
of the intensity required for a tone of a particular fre-
quency to be just perceptible to the average ear. The
sensitivity of the human ear is highly frequency -
dependent and is greatest between 3000 Hz and
4000 Hz.

Whether or not a sound is heard depends not only
on its intensity but also on whether or not other sounds
are present. A stronger sound may mask a weaker one,
i.e. make it inaudible. In this way the modulation noise
is often masked by the sound signal itself. The masking
is also frequency -dependent, and is particularly pro-
nounced at closely adjacent frequencies. This can be
seen from the other curves in fig. 3, which relate to the
masking of single tones by noise in a narrow frequency
band around 1000 Hz; the nearer the tone is to
1000 Hz, the stronger it must be to be heard. As can be
seen, the masking effect of the noise band extends much
farther towards the higher frequencies than towards
the lower frequencies.

Audibility and annoyance

A sound, or more generally an acoustic effect, can be
made so weak that it becomes inaudible to the human
ear. When the sound is then made stronger again, the
threshold of audibility will eventually be exceeded. In
this process it is essential that the listener should know
the sound and thus be able to recognize it. Only then
does a threshold value have any significance. In our
experiments we always ensured that the subjects taking
part were thoroughly familiar with and capable of
recognizing the modulation -noise effect and the drop-
outs. This is vital to the manner in which the degree of
annoyance is determined. Our initial assumption is that
the annoyance increases monotonically with the mod-
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ulation depth, or, in the case of the drop -outs, with
the modulation depth and also with the duration of the
interruption.

To indicate the annoyance due to unwanted sound
in terms of a number on a scale, we can take the thresh-
old of audibility as the zero of the scale. We also found
that after some practice the subjects could in fact give
quantitative estimates of annoyance that increased
monotonically with the intensity of the unwanted
'sound. We therefore asked the subjects to give their
judgement of the annoyance h due to the modulation
noise in certain passages of music, on the following
scale :

It = 0 no modulation noise audible,
1 modulation noise audible but not annoying,
2 modulation noise annoying,
3 modulation noise very annoying.
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Fig. 2. Frequency spectrum of modulation noise measured on a
tape containing a recording of a sinusoidal tone at 1000 Hz
(solid curve), and curve approximating to it (dashed). P1(f) is the
power density of the noise, i.e. the power in a frequency band
1 Hz wide, given in dB relative to the power of the sinusoidal
tone. f frequency.
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Fig. 3. Threshold curves for the human ear. The lower curve gives
the hearing threshold for sinusoidal tones, and is a plot of the
level L which a sinusoidal tone of frequency ! must have to be
only just audible to the average human ear (0 dB corresponds
to a sound -pressure amplitude of 2 x 10-5 N/m2). The other curves
show how this threshold curve changes when noise at a level Ln
is present in a narrow band around 1000 Hz. The narrow noise
band has a masking effect here, which is particularly marked at
the higher frequencies. (From E. Zwicker and R. Feldtkeller,
Das Ohr als Nachrichtenempfanger, 2nd edition, S. Hirzel
Verlag, Stuttgart 1967.)

The subjects were allowed not only to interpolate on this scale
but also to extrapolate. Extrapolation is important since the
annoyance scale does not have any natural upper limit as it has a
natural lower limit. Fixing an upper limit would face the subject
with a problem: he would be inclined to evaluate the most annoy-
ing stimulus at the highest scale value permitted. Since he does
not know beforehand whether there is an even more annoying
stimulus to come, he will tend to avoid the upper limit.

Modulation noise

A problem in listening tests with modulation noise
is that it is difficult to present the subjects with music
without modulation noise for comparison. This would
require music that had not in any way been recorded.

Logically, we should therefore have had the same
music played live during the listening tests. But this
seemed too drastic a solution in the circumstances. In
any case, we found that it was not absolutely necessary,
since tape recordings of high quality are available (the
`master tapes' used in making records) on which the
modulation noise is negligible; indeed, artificial mod-
ulation noise has to be added for the audibility deter-
mination.

In determining the audibility of modulation noise
we also used sinusoidal signals generated directly by
electrical methods. In addition, tape recordings of these
signals were made with very low modulation noise, and
these recordings again confirmed that, provided suf-
ficient precautions are taken in these experiments,
there is no need to avoid the use of recorded music.

Audibility

In the design of listening tests in which the subjects
are asked to assess the annoyance they experience from
modulation noise, it is important to know where the
limits of audibility lie. We therefore carried out pre-
liminary audibility tests, first using well defined signals
of simple form, including a single sinusoidal tone mod-
ulated by white noise, i.e. noise with a uniform spectral
power density P1. This noise was limited in frequency
by a lowpass filter with a variable cut-off frequency fn.
The modulated signal then consists of a carrier at the
frequency fn of the sinusoidal tone with two sidebands
extending to IC -fn on one side and to fn + fn on the
other.

The amplitude of these sidebands depends on the
modulation depth. This indicates the ratio of the mod -

[1]

[2]

[3]

The inclusion of a measurement of this type in an international
standard on which to judge the quality of audio tapes is cur-
rently being studied in the IEC (International Electrotechnical
Commission).
G. Frens, H. F. Huisman, J. K. Vondeling and K. M. van der
Waarde, Suspension technology, Philips tech. Rev. 36,
264-270, 1976 (No. 9).
E. G. Trendell, The measurement and subjective assessment
of modulation noise in magnetic recording, J. Audio Engng.
Soc. 17, 644-653, 1969.
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ulating-signal amplitude to the amplitude of the carrier.
In the case of our noise band, however, we cannot
simply speak of an amplitude. We therefore put the
modulation depth at m = 1 when, as in the mod-
ulation by a sinusoidal tone, the total mean power Pn
of the sidebands is half that of the carrier Pc; as an
equation :

m = V2Pn/Pc (I)

In practice we prefer to use the signal-to-noise ratio
S/N, i.e. the difference in dB between the level of the
wanted signal and that of the modulation noise:

S/N = -10 logio (Pn/Pc) dB = -20 logio m + 3 dB. (2)

The larger the value of S/N, the less is the likelihood
that the noise will be audible.

We are interested in the signal-to-noise ratio (S/N)'
at which the modulation noise is only just audible.
This depends on the frequency and amplitude of the
sinusoidal tone and on the highest frequency fn of the
noise. We can determine this audibility limit exper-
imentally with the arrangement shown by the block
diagram in fig. 4, where a subject hears the signal
through the headphones and can adjust the level of the
noise to his audibility threshold. The mean result ob-
tained in this experiment by a number of subjects with
a sinusoidal signal at 1000 Hz is indicated by the meas-
ured points in fig. 5. We see that as the bandwidth of
the noise increases, the noise level has to decrease very
rapidly if the modulation noise is to remain inaudible.

An explanation for this, and for the clearly defined
plateau at 1000 Hz, can be found from the threshold
curves in fig. 3. We consider the threshold curve for a
signal level of 80 dB and show it in fig. 6 on a linear
frequency scale, since this simplifies the representation
of the sinusoidal tone with the two sidebands of equal
width.

Depending on the bandwidth fn of the modulating
noise, there are four different cases.

A. The noise sidebands remain within the 'critical
bandwidth' Bc. The human ear can integrate the
incident acoustic energy within such a critical frequency
band into a single total impression. In our case the
noise will not then be distinguishable from the sin-
usoidal tone, but will be heard, if the noise level is
high enough, as a distinct fluctuation in the amplitude
of the sinusoidal tone. The critical band for our
experimental tone of frequency fc = 1000 Hz is about
o fc wide; the noise bandwidth in this case is thus given
by fn < fn 80 Hz. It appears from the measure-
ments (fig. 5) that the audibility threshold here lies at
a signal-to-noise ratio (S/N)' R3 20 dB. It follows from
equation (2) that this corresponds to a modulation
index of m = 0.14. The definition we have taken for

the modulation index for noise signals implies that at
m = 1 the standard deviation a of the noise is equal to
1/j times the amplitude a of the carrier. If m = 0.14,
then a = 0.14a/P = 0.1a. This means that the ampli-
tude fluctuates between 0.9a and 1.1a for 68 % of the
time, a variation of + 0.8 dB. It is known that these are
in fact fluctuations in level that are only just audible.

B. The noise exceeds the critical bandwidth, but has
not yet reached the frequency fi, where there is a mini-
mum in the masked hearing threshold. We see in fig. 6
that the 'left shoulder' of the noise spectrum, i.e.
the frequencies around fc will now be audible
first. Because of the steep left-hand side of the masking
curve, the audibility threshold falls rapidly with rising
fn (the steeply falling part of the curve in fig. 5).

C. The noise extends beyond fi. The modulation
noise is audible at fir, irrespective of where the lower
limit of the noise lies between 0 Hz and f. Hz. This
explains the plateau in fig. 5.

NG

G
kT

Atti Att2

Fig. 4. Experimental arrangement for determining the audibility
threshold of modulation noise, when the signal consists of a
single sinusoidal tone. The noise, from a noise generator NG, is
limited in bandwidth by a lowpass filter to a frequency fn before
being passed through two variable attenuators Au' and Att2. In
the modulator M a sinusoidal tone from a sine -wave generator
is modulated by this noise; the subject hears the output signal
through headphones. The subject adjusts the attenuator Att2 to
a level at which he can only just hear the modulation noise There
is a risk that in doing so he will be unconsciously influenced by
the setting for a previous experiment; the experimenter therefore
always sets the attenuator Arti to a different position between the
individual experiments.
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Fig. 5. Audibility threshold of modulation noise for a sinusoidal
tone at 1000 Hz. The signal-to-noise ratio (S/N)' at which the
noise is only just audible is plotted as a function of the bandwidth
fn of the noise modulating the sinusoidal tone. The tone has a
sound -pressure level of 80 dB.



Philips tech. Rev. 37, No. 2/3 DROP -OUT ANNOYANCE 33

D. If the bandwidth of the noise is greater than
1000 Hz, then 'the lower sideband is reflected against
0 Hz'. This implies that the energy content of the lower
part (up to in - 1000 Hz) is doubled, so that the level
rises by 3 dB. In fig. 6 this is shown for fn = 1500 Hz,
and the doubled sideband thus extends beyond
Because of this the threshold has still fallen by 3 dB;
the modulation noise is audible at fi as it was before.

On the right-hand side of the masking curve the
hearing threshold has a second minimum, whose fre-
quency we call f2. For the masking curve relating to a
signal level of 80 dB, both minima are at about the
same level (fig. 3). For the 60 -dB curve, however, the
second minimum is about 10 dB lower. If the noise
band at a signal level of 60 dB is made so wide that the
upper sideband reaches this minimum, then modula-
tion noise at a level about 10 dB lower becomes
audible, and we would then have to distinguish a fifth
and subsequent cases.

80dB
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1500 110001 1500 2000Hz
B I

f
Fig. 6. The threshold curve for Ln = 80 dB from fig. 3, displayed
on a linear frequency scale. The figure includes the frequency
spectrum of a sinusoidal tone at 1000 Hz modulated in amplitude
by noise in the band 0 to fn Hz, for different values of fn (cases A,
B, C, D). In each case the level is shown at which the modulation
noise is only just audible. Be critical bandwidth at 1000 Hz. fl
frequency of the left-hand minimum of the threshold curve.
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Fig. 7. Power density Pi'(f) at which the noise sidebands of a
sinusoidal tone at 1000 Hz are only just audible; the sinusoidal
tone is amplitude -modulated by white noise in a frequency band
0 - fn. The curve was derived from the masked hearing threshold
for a sinusoidal tone at a level of 80 dB (fig. 3). The measurement
points are from fig. 5. The dashed curve gives the frequency spec-
trum of modulation noise of a level that can only just be heard.

We shall confine ourselves here, however, to the one
case of a sinusoidal tone of 80 dB. From the foregoing
we can \deduce the power density Pi' (the pow.er per Hz
of bandwidth) that the noise sidebands should have as
a function of the cut-off frequency fn for the noise to be
raised to the audibility threshold. This is shown in fig. 7.
In this figure we have repeated the measurement points
from fig. 5, but now the power density of the noise is
plotted instead of the signal-to-noise ratio. In both
cases the power of the 1000 -Hz sinusoidal tone is the
reference (0 dB), but since the power in 1 Hz of the
noise band is very small, the ratios to this reference,
and hence the difference in decibels, are much greater.
It can be seen that the calculated threshold levels
are in reasonable agreement with the measurements.

From fig. 7 we can also read off the maximum per-
missible level of the modulation noise occurring in
practice around a sinusoidal tone of 1000 Hz if the
noise is to remain inaudible. For this purpose we can
draw in fig. 7 the approximating spectrum from fig. 2.
As soon as the modulation -noise spectrum goes above
the dashed curve, the modulation noise becomes aud-
ible, first of all at frequencies around fi.

Annoyance

Annoyance may be said to be experienced when the
modulation noise occurs with a signal having a mean-
ingful content, and that is usually not a sinusoidal tone
but music. Here, however, the audibility of the noise is
different from that in the experiments described above;
the noise is now less easily perceived. This is because
its occurrence is unpredictable, owing to the continual
changes of volume and frequency in music. What is
more, music never consists of a single sinusoidal tone
but always contains more than one frequency and often
very many frequencies, so that the noise may be masked
over a large part of the hearing spectrum.

It follows from this that recordings of a solo instru-
ment will be more vulnerable than those of an orches-
tra. Looking for the most vulnerable situation in which
to carry out the annoyance determinations, we com-
pared twelve solo instruments with each other: violin,
cello and double -bass; piccolo, flute, oboe, clarinet and
bassoon; trumpet, horn, trombone and tuba. A pas-
sage played by each instrument, lasting 25 seconds,
was recorded a number of times, modulated by noise
at different levels. The subjects were asked to make an
assessment in terms of the h -scale described above. The
most vulnerable instrument proved to be the flute,
followed by the piccolo, oboe and horn. The double -
bass, cello, tuba and bassoon were relatively unaf-
fected. This confirms that modulation noise is heard
most easily in music with a single (high) fundamental
tone and with a small number of higher harmonics.
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The somewhat breathy character of the flute did not
apparently lessen the audibility of the modulation
noise, particularly in its third octave.

We also tried to find the most sensitive listening
conditions. These were to listen through headphones
to a stereophonic signal. The annoyance determina-
tions were carried out under these conditions, in-
coherent noise being presented in the left-hand and
right-hand channels as it would be in actual listening
to stereophonic recordings.

After these preparations we were ready to begin with
the annoyance determination proper. This was done
in a listening experiment on a somewhat larger scale.
Eighteen subjects took part, including eight audio
technicians who were professionally responsible for
the quality control of sound recordings.

These subjects were presented with 12 identical
fragments of music each lasting 20 seconds and
recorded in random order with six different signal-to-
noise ratios; each signal-to-noise ratio was thus
presented twice. The modulation noise approx-
imated the actual frequency spectrum, as described
earlier (fig. 2): flat up to 35 Hz, and decreasing by 6 dB
per octave above this frequency. The subjects assigned
an h -value to each fragment.

The series of 12 fragments belonged to different
categories: orchestral (Handel, Water Music), piano
(Schumann, First Sonata) and a passage from a flute
solo (Debussy, Le Syrinx). In addition to these frag-
ments the subjects were also occasionally presented
with a sinusoidal tone of 1000 Hz (also lasting
20 seconds), again recorded on magnetic tape. This
was done to enable us to deduce the influence of the
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Fig. 8. The annoyance value h of modulation noise at different
signal-to-noise ratios SIN for different categories of music and for
a sinusoidal tone at 1000 Hz. 0 orchestra. P piano. F flute. Sin
sinusoidal tone. The results are mean values for eighteen subjects.
The fact that the mean values are not at h = 0 (modulation noise
inaudible) even in the absence of deliberately applied modulation
noise, must be attributable to the tendency of subjects to avoid
extreme values of the h -scale.

use of magnetic recordings from a comparison with the
experiments using a directly generated sinusoidal tone.
All the fragments were presented at a volume such that
the loudest passages were 70 dB above the threshold of
audibility.

The means of the assessments made by the eighteen
subjects are presented in fig. 8. The results confirm that
flute music is the most sensitive of all to modulation
noise. For flute music the modulation noise is percep-
tible as soon as the signal-to-noise ratio goes below
about 40 dB. We know (see fig. 6) that the modulation
noise then becomes audible in a frequency band near
500 Hz, and is thus clearly distinguishable from the
music.

With orchestral music, on the other hand, the mod-
ulation noise does not become audible until the signal-
to-noise ratio is less than about 20 dB. Here only the
very low -frequency components of the noise are not
masked by the signal and these are heard as an audible
amplitude modulation of the music. With increasing
modulation depth this is soon experienced as very
annoying: curve 0 in fig. 8 rises steeply.

With the sinusoidal tone the modulation noise be-
comes audible when the signal -to -modulation -noise
ratio is less than about 45 dB. The experiments de-
scribed above can be compared with experiments using
a 1000 -Hz sinusoidal tone that had not been recorded
on tape by referring to the dashed curve in fig. 7; this
gives the spectral power density of modulation noise
with the spectrum used here, which is only just audible
with a 1000 -Hz sinusoidal tone at 80 dB. In this case,
a recalculation gives a signal-to-noise ratio of 42.5 dB.
The figure of about 45 dB found with a sinusoidal tone
on tape agrees sufficiently well with this to make it
reasonable to assume that the modulation noise in-
herent in this tape recording did not play any signif-
icant role.

Drop -outs'

As we saw earlier, the short interruptions (drop-
outs) that may occur during the playback of a magnet-
ic tape can be attributed not only to inhomogeneities
in the tape but also to dirt, creases in the tape, etc.
Nevertheless, there are considerable differences on this
point between various types of tape, and a low number
of drop -outs is regarded as an indication of tape
quality [4].

The drop -outs vary in duration from a few milli-
seconds to more than 100 milliseconds; the short drop-
outs, however, are much more numerous than the long
ones. The attenuation D is generally lower in the short
drop -outs, since the level seldom changes at a rate
faster than 1 dB/ms.
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Fig. 9. The depth D which drop -outs of duration T must have to
be only just audible. Curve N relates to 'white' noise, curve
Largo to slow, sustained music and curve Stac to staccato music.
Mean values for two subjects for regular repetition of the effect
at a frequency of 2 Hz.

Drop -outs of this kind are difficult to avoid entirely.
In sound recording it is sufficient if they cause no
significant perceptual disturbance. It is therefore
important to examine the conditions under which they
are audible - depending also on the programme on
the tape - and, going a step further, to consider how
much annoyance they cause when they are audible.
This annoyance can then be a measure of the quality of
the tape in this respect. The answer to these questions
can again only be obtained from listening experiments
in which the questions are put to the subjects.

To determine audibility and annoyance, it is desk-
able to have drop -outs whose parameters can be varied.
A special instrument was therefore built for the listen-
ing experiments; this instrument permits attenuations
of variable duration and depth to be inserted in a
signal. The fall and rise times of the signal can also be
varied.

Audibility

The effect we are considering may be regarded as
amplitude modulation of short duration. This means
that sidebands will appear for a short time in the fre-
quency spectrum. These sidebands are most likely to
be heard when the acoustic signal itself is a narrow -
band signal. When a sinusoidal tone drops out and
recovers sufficiently quickly clicks can in fact be heard
which are louder the steeper the transition.

In reality we rarely encounter pure sinusoidal tones,
so that clicks are not heard. For an initial exploratory
audibility experiment we therefore chose a signal con-
sisting of 'white' noise; even when the transitions are
steep, no clicks are heard.

This initial experiment was carried out with two
subjects, who heard the noise signal through head-

phones. At a rate of twice per second the signals were
then interrupted for periods of 4, 8, 16, 32 and 64 milli-
seconds; the subjects were asked to adjust the depth of
the attenuations to a level at which they were only just
audible. The settings chosen by the two subjects showed
good agreement; the mean results are given as curve N
in fig. 9. Attenuations lasting 4 ms are found to be
inaudible in white noise, however deep; longer attenua-
tions, on the other hand are found to be audible when
their depth is only 1 dB.

To make the experiments more realistic, we repeated
them using music. Since the nature of the music was
likely to have some influence, two contrasting pieces
were chosen: one was a slow and solemn piece (Han-
del's 'Largo' arranged for string orchestra) and the
other was a dynamic and staccato piece (Schubert's
Marche Militaire No. 1 played by a symphony orches-
tra). The results are also given in fig. 9. As might be
expected, the interruptions in staccato music are not so
readily audible as in sustained music.

It may in any case be concluded from these audibility
experiments that interruptions shorter than 10 ms are
in practice inaudible. When interpreting the results it
should also be borne in mind that the perceptibility of
the drop -outs is virtually at a maximum, because of the
periodic repetition used and because the subject can
adjust the threshold himself. In practice the drop -outs
occur at unpredictable moments and the attenuations
must therefore be deeper for them to be audible. We
shall return to this point presently. The limits of
audibility thus found provide indications as to how
long and how deep the drop -outs have to be in listening
experiments designed to determine their annoyance
value.

Annoyance

The subject's assessment of the annoyance caused by
drop -outs will naturally depend to a great extent on
how interested he is, on the nature of the music and on
the listening conditions. We have already mentioned
that the effect is more annoying in slow and sustained
music than in fast, staccato music; the interruptions are
also more noticeable in recordings with a great deal of
reverberation than in those with little reverberation,
and more noticeable with solo instruments than in
orchestral playing. More annoyance is experienced
with single-track recordings than with stereophonic
two -track recordings, where the two tracks are not 
usually affected simultaneously. The drop -outs are
more clearly perceptible when listening through head-
phones than when listening to loudspeakers; sound

[4] W. van Keuren, An examination of drop -outs occurring in
the magnetic recording and reproduction process, J. Audio
Engng. Soc. 18, 2-19, 1970.
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reflections in the room then appear to have some
smoothing effect.

To avoid having to differentiate the results to allow
for all these conditions, we concentrated the exper-
iments on the worst case: sustained music with much
reverberation, heard through headphones. Very suit-
able pieces were an organ solo (M. E. Bossi, Theme et
variations, Op. 115) and a violin solo (J. S. Bach,
Sonata No. 1 in G, BWV 1001).

To allow more weight to be attached to the annoy-
ance evaluations a larger number of subjects was
selected: fourteen, including six audio technicians. In
assessing a number of fragments of music they were
asked to express their opinion in a numerical value on
the h -scale referred to above.

The annoyance of the short drop -outs depends partly
on whether they occur in isolation or in groups. In the
listening experiments the two cases were kept distinct.
First of all, fragments of music 20 seconds long were
played in which one drop -out occurred with a length
of 10, 30, 128 or 474 ms and a depth of 4, 8 or 16 dB
(the combination of 10 ms and 4 dB was omitted). The
annoyance values were averaged over all the subjects
and over all the pieces of music and the result is shown
in fig. 10. The scatter in the values that were averaged
was such that 95 % fell within a region of 0.2 to 0.5 units.
In this figure, curves for h = 0, 1, 2, 3 have been inter-
polated between the measured values.

The h -scale is seen to have been fully used by the
subjects, and there was even some extrapolation
beyond h = 3. The annoyance experienced from a
drop -out longer than 100 ms is apparently not very
dependent on the duration, and this dependence is
greatest when the attenuation is very high.

Fig. 10 also shows the audibility threshold for slow
and sustained music, as represented by the Largo curve
in fig. 9. As can be seen, this does not coincide with the
curve h = 0 but lies about 1.5 dB above it. The dif-
ference can be explained from the fact that the signal
did not drop out at fixed times during the annoyance
experiments, but unexpectedly, and furthermore the
subjects could not adjust the magnitude of the attenua-
tion to the audibility threshold. The curve h = 0 is
therefore more realistic than the Largo curve.

The effect of repetition on the, annoyance experienced
was investigated by introducing the drop -outs in the
same piece of music not once but twice, four times or
eight times; in this case the drop -out duration was
always 31 ms and the attenuation 8 dB. The annoy-
ance then appears to increase almost linearly with the
number of drop -outs per fragment (fig. 11), at least as
long as the drop -outs do not follow one another too
rapidly. If the interval between them becomes less
than 1 s, this causes additional annoyance (fig. 12).

The DAMA annoyance meter

For comparing different tape samples the manu-
facturer cannot of course keep on recruiting subjects to
take part in listening experiments. The DAMA annoy-
ance meter was therefore designed (`Drop -out Annoy-
ance Measuring Apparatus'). A photograph is shown
in fig. 13. This instrument detects short interruptions
during the playback of the tape, and on the basis of

Largo
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-26 32
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Fig. 10. Lines of equal annoyance rating I:, drawn in a field of
annoyance evaluations of drop -outs of duration T and depth D.
The experiments were made with fragments of music lasting 20 s,
each containing one drop -out. The h -values at the measured
points are the mean assessments for 14 subjects. The Largo curve
from fig. 9 is repeated here.
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Fig. 11. The annoyance rating h (mean for 14 subjects) plotted
against the number of drop -outs N contained in one fragment of
music lasting 20 s. Each additional drop -out increases the
annoyance rating h by about +.
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Fig. 12. When the time r between two drop -outs is shorter than
about one second, the annoyance caused is greater than that
corresponding to the curve in fig. 11. If the h -values there are
reduced to N= 1, i.e. if they are reduced by + (N- 1), the result
is h R:s 14. If the interval x is taken into consideration, however,
this h -value only applies when r > 1 second.
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Fig. 13. The DAMA annoyance meter (`Drop -out Annoyance Measuring Apparatus'), which
automatically determines the annoyance ratings of drop -outs in the signal on an audio tape.

their duration, depth and frequency it calculates an
annoyance value that links up as closely as possible
with the findings of the listening
scribed 15]. The instrument gives a digital reading of
the annoyance value, which can also be recorded on
paper. The measurements are carried out on tapes on
which a continuous sinusoidal tone, typically at
3000 Hz, is recorded.

The instantaneous value of the signal, measured by
a peak detector, is compared in the annoyance meter
with various thresholds, which are in a fixed ratio to
the signal amplitude averaged over a long period.
Differential amplifiers detect which thresholds are
exceeded and thus determine the magnitude of the
attenuation. In another part of the instrument, which
contains delay lines for 10 ms, 20 ms and 50 ms, the
duration is divided into different categories. A switch-
ing matrix then delivers an annoyance value, depend-
ing on the depth and duration of the drop -out, which
corresponds to the h -numbers in fig. 10. The annoy-
ance value is stored in a register.

The annoyance meter divides the signal into periods
of 20 seconds. If the signal drops out repeatedly in one
period, h -points are added as 'penalty points'. If the
repetitions occur within one second, the annoyance
values are further increased. The annoyance meter
sums the annoyance values over 20 seconds. A typical
recording is shown in fig. 14.

[53 D. J. H. Admiraal, A drop -out annoyance measuring appara-
tus `DAMA' to check magnetic tapes, to be published shortly.
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Fig. 14. Example of an automatic recording of the annoyance
rating h during 15 successive periods of 20 s, i.e. during a time of
five minutes. During each period the h -values are accumulated;
at the end of each period the h -counter is reset to zero. In period 2
the annoyance value is by far the greatest. In period 3 some
annoyance is registered only towards the end (up to h = 2), in
period 8 no annoyance is registered at all. To avoid fractions, the
figures on the h -scale here are four times greater than in the
listening tests.

Summary. In addition to a constant background noise, sound
recordings on magnetic tape may also suffer from modulation
noise and `drop -outs'. The level of the modulation noise is
proportional to that of the signal. Modulation noise is more
readily audible in recordings of solo instruments than in orchestral
music; listening tests have shown that for the flute the audibility
threshold lies at a signal-to-noise ratio as high as 40 dB. The
frequency with which drop -outs occur is a matter of tape quality.
Listening tests have been carried out to determine the annoyance
caused by drop -outs as a function of their duration, the degree of
attenuation and the frequency of occurrence. The results of these
experiments have been applied in the DAMA annoyance meter,
which can measure these quantities for an audio tape and assign
a quality rating to it.
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The microwave generation and manipulation
of magnetic domains

Cylindrical magnetic domains (`bubbles') can be
generated in a thin magnetic film of substituted yttrium
iron garnet, epitaxially grown on a non-magnetic sub-
strate [1]. These domains are stable between certain
values of an external magnetic field, and considerable
interest has been shown in them because of possible
applications in information storage. Since their volume

have found that the strong spin precession that can be
generated in this way can be used to create domains; it
can also be made visible. The forces exerted on the
domains by the spin precession also result in special
movements or ordering of the domains; we should like
to point out the possible uses of this property in bubble
technology or in optics.

1-10

Fig. I. Precession of the spins in a bubble domain B, at the maximum of the r.f. magnetic
field from slotline waveguides, located underneath the magnetic film MF (schematic). The
waveguides include an input slotline S/ and a double slotline DS1 (coplanar waveguide) in a
thin metallic layer MetF; Ho static magnetic field.

is very small - only a few microns in height and
diameter - they can give a high information density.

If an r.f. magnetic field is applied in the plane of the
magnetic film, to which the bias field is perpendicular,
the electron spins in the film start to precess. The
amplitude of the precession reaches a maximum when
the frequency of the r.f. field coincides with the preces-
sion frequency, which is usually the case at lower micro-
wave frequencies. This ferrimagnetic resonance is used
nowadays for measuring material parameters, such as
anisotropy constants and saturation magnetization. In
these tests a uniform spin precession is set up in the
film.

More complicated effects are observed if spin preces-
sion is generated locally in regions of the size of a
bubble domain. In our experiments we have used
special waveguide configurations for this [2] [3]. We

The experimental arrangement; bubble generation

To illustrate the arrangement a magnetic film con-
taining a bubble domain is represented schematically
in fig. 1. The bias field is indicated by Ho. The spin
precession inside the bubble is excited by the field from
the waveguides underneath the magnetic film. These
consist of a double slotline (coplanar waveguide) and
an input slotline with a width of 3 p.m, which are etched
in a thin layer of metal; where the two meet they are
short-circuited. Between the short-circuits in these
transmission lines the high -frequency currents are

[1] See W. F. Druyvesteyn, F. A. Kuijpers, A. G. H. Verhulst and
C. H. M. Witmer, Single -mask bubble memory with rotating -
field control, Philips tech. Rev. 36. 149-159, 1976 (No. 6).

(2] H. D6tsch and H. J. Schmitt, Interaction of microwaves with
ring domains in magnetic garnet films, Appl. Phys. Letters 24,
442-444, 1974.

(3] H. Dotsch, Stability and dynamics of microwave generated
ring domains, AIP Conf. Proc. 29, 78-83, 1976.
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`pinched' into a small area, which gives very high
amplitudes of precession locally.

The areas of high spin precession can be made visible
by making use of the Faraday effect: the plane of
polarization of linearly polarized light that passes
through the magnetized film at right angles rotates
through an angle proportional to the magnetization.
This magnetization is reduced by the spin precession.
The areas of precession can be identified as dark patches
in fig. 2, while the waveguides are visible as straight
lines. In this experiment the magnetic film was saturated
by a strong bias field. The variation of the Faraday
rotation with position can be measured; it is closely
related to the r.f. magnetic field of the slotline. An
arrangement of this kind can be used to obtain infor-
mation about the distribution of the r.f. field in planar
waveguides.

The area between the short-circuits in the slotlines is
about 10 p.m in diameter, and in saturated material we
can observe precession angles here of more than 90'.
However, if the bias field is reduced to a level at which
bubble domains can exist, such large precession angles
can no longer be obtained. The spins then reverse as
soon as the precession angle reaches a critical value,
and a bubble domain is formed. On the other hand,
the strong spin precession in the region in which the
bubbles are excited produces a decreased local static
magnetic field, with an approximately radial gradient.
The bubble domains are subjected to forces directed
along this gradient.

Fig. 2. The darker areas are areas with strong spin precession in
a magnetically saturated film close to a slotline waveguide; they
have been made visible by means of the Faraday effect. The dark
straight lines are the input slotline and the double slotline.

Fig. 3. Bubbles describing a circular path around the area in
which they were excited (blurred circle). The force acting radially
outwards on the bubbles is compensated by the bubble lattice and
a ring domain (dark circle). In this experiment a second single
slotline was used to 'pinch' the r.f. current of the input slotline
and hence help to generate the bubbles.

Circulating bubbles

At relatively high values of the bias field the bubbles
are small in comparison with the area in which they are
excited and they are pushed away from this area. This
movement also sets up a deflecting force that is perpen-
dicular to the velocity of the bubble at any given
moment, while the magnitude of this force depends on
the state of the bubble wall. Bubbles whose walls are
not in the same state receive different angles of deflec-
tion and can be separated with the aid of this effect.

Since our waveguides are a continuous source of
bubbles, a lattice of bubbles is produced. The magneto -
static repulsion force from these bubbles opposes the
radial component of the force that pushes the bubbles
outwards, so that the bubbles eventually describe a
circular path around the area in which they were ex-
cited. This behaviour can be seen in fig. 3, where a
ring domain (see below) is used in addition to the
bubble lattice to compensate the radial component of
the force. The dark circle in the photograph is the ring
domain, while the blurred circle inside it is due to the
circulating bubbles. This effect can be used to produce
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Fig. 4. A system of concentric ring domains formed by generating
a new bubble inside the last bubble to be generated; the system is
statically stable. The wedge-shaped slots separate the input slot -
line from the double slotline and have no special significance in
the experiment.

Fig. 5. A single ring domain stabilized by the spin precession
maintained by microwave energy in the inside.

a rotation of a complete bubble lattice containing infor-
mation.

The forces acting on the bubbles because of the inter-
action of the spin precession can also be used to capture
bubbles at locations where the precession angle is at a
minimum. A suitable configuration for this purpose is a
slotline that is locally widened and forms a circle of
slightly greater diameter than a bubble; the bubble in
such a circle is caught in a potential well where the
precession angle is at a minimum and the forces on the
bubble are radially inwards.

Ring and strip domains

At weaker bias fields the bubble diameter is larger.
If a bubble is large with respect to the area in which it
was produced, it will remain at that location, while the
spins continue to precess inside the bubble. The bubble
is then in a state of unstable equilibrium, however, since
it is situated at a maximum of the spin precession where
the forces on the domain are radially outwards; its
diameter is then greater than that of an ordinary bubble
with no spin precession.

If the precession angle inside the bubble is increased,
then a critical value is again reached, just as in the
original excitation of the bubble; the spins reverse
again and create a bubble within a bubble, so that a
ring domain is formed. If this process is continued, a
complete system of many concentric rings can be pro-
duced. A system of this kind is shown in fig. 4; it will
even retain static stability as the microwave power
decreases to zero.

Unlike these static ring systems, a single ring domain
in a low-coercivity film has to be stabilized by using
microwave energy. A single ring domain is shown in
fig. 5; the light patch in the centre clearly indicates
strong spin precession. The diameter of the ring in-
creases as the microwave power increases or the bias
field decreases; the stability range of the ring domain
extends far beyond the field -strength at which static
domains collapse. If the microwave energy stabilizing
such a ring is modulated in amplitude, the ring reacts
with a radial oscillation. This oscillation is usually
heavily damped, so that its amplitude decreases as the
modulation frequency increases; the frequency at which
the amplitude has decreased to half the initial value is
generally between 100 and 200 kHz. By making use of
this dynamic behaviour of the ring domains it is pos-
sible to determine the eigenfrequency of a ring for a
particular value of the bias field. The mean rate at which
a ring collapses can be derived from measurements of
the 'critical switch -off time' for the microwave energy,
i.e. the duration of the interruption during which the
ring shrinks to its limiting radius but only just fails to
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Fig. 6. Strip domains. In the centre these are parallel to the gra-
dient of the static magnetization; at the edges they are at right
angles to it. The gradient is related to the spin precession in the
vicinity of the slotline.

collapse. These two quantities can be used to charac-
terize the magnetic material. This domain -oscillation
technique can also be used to check the quality of
magnetic films, since the oscillating domains become
fixed in position (`pinned') by point imperfections.

When the bias fields are very weak, strip domains are
produced in the film. The forces on these domains pro-
duce an ordering like that shown in fig. 6, a photograph
of a crystal in which the spin precession spreads rela-
tively far from the slotline: close to the slotline the
domains are parallel to the gradient of the static
magnetization but further away they are perpendicular
to it. The regular domain patterns shown in fig. 6 and
in fig. 4 can be used for the diffraction of light; the
width of the domains can be varied by means of the
bias field.

H. Dotsch

Dr H. DOtsch is with Philips GmbH Forschungslaboratorium
Hamburg, Hamburg, West Germany.
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Read-out of a magnetic tape by the magnetoresistance effect

W. J. van Gestel, F. W. Gorter and K. E. Kuijk

The discovery of anew physical effect or anew property of a material is often completely
unrelated to its technical exploitation. A clear example of this is the magnetoresistance
effect, which can occur in alloys that are ferromagnetic. In this effect the magnitude of
the electrical resistivity depends on the angle between the direction of the current and the
ferromagnetic magnetization. It was discovered in both nickel and iron in 1857, but it is
only in the last few years that there has been any recognition of its significance in mag-
netic recording.

Introduction

Although it has already been known for more than
100 years [1], there has been an increasing interest in
the technical exploitation of the magnetoresistance
effect. Thin-film technology has advanced so far that
it is now worthwhile to investigate whether the effect
could be used for measuring magnetic fields, in partic-
ular for information read-out [2]. Here we should not
only think of information recorded on magnetic tape
- although this is the principal subject of this article -
but also information stored in a magnetic -bubble
memory.

The basic concept can be more clearly explained with
the aid of fig. 1. Information is stored on a magnetic
tape in the form of a magnetization that varies both in
direction and in magnitude as a function of position on
the tape. This produces an external magnetic field,
whose strength varies with position. If the tape now
moves in relation to the reading head, which is a strip
of a ferromagnetic alloy mounted vertically, the varia-
tion of the magnetic -field component Hy (perpendic-
ular to the plane of the tape) causes the direction of the
magnetization in the reading head to vary. The moving
tape therefore produces indirectly a variation in the
electrical resistivity, which can be readily observed.

It will also be clear that the magnetoresistance effect
can also be used for the measurement of constant
magnetic fields.

Since it has to be extremely thin, the strip is mounted
on a substrate - we shall return to this point later.

Ir W. J. van Gestel and Dr F. W. Gorter are with Philips Research
Laboratories, Eindhoven; Ir K. E. Kuijk, formerly with Philips
Research Laboratories, is now teaching at the Hogere Technische
School, Eindhoven.

Because a high resistance to wear is required, both
sides of the device are coated with a layer of wear-

resistant material; see fig. 2.
Instead of a vertically mounted strip it would also be

possible to use a strip mounted parallel to the tape, but
although this is an interesting arrangement the problem
of wear is almost insurmountable. It cannot be solved
by allowing the tape to run along the substrate because
the distance between the tape and the strip then be-
comes too great.

The most important advantage of reading out mag-
netic information by means of variations in magneto -

Fig. 1. Principle of operation of a reading head based on the mag-
netoresistance effect. Above the tape T, with track Tr, there is a
strip of a ferromagnetic alloy, whose resistance is continuously
measured with the aid of a measuring current I. Variations in the
component Hy of the magnetic field from the travelling tape
change the direction of the magnetization of the strip, and this
produces a change in its resistance. A magnetoresistive head
therefore records Hy as a function of time, whereas a conven-
tional reading head records the time derivitive of H.



Philips tech. Rev. 37, No. 2/3 READ-OUT BY MAGNETORESISTANCE 43

resistance lies in the possibility of making the reading
head very small without reducing the sensitivity to an
unacceptably low value. This is of interest if a magnetic
tape with more than one track has to be read out, or if
the presence of magnetic bubbles at a particular loca-
tion in magnetic -bubble material has to be determined
by means of a reading head.

The performance of a magnetoresistive head (MRH)
optimized for the particular application can certainly
compete, in terms of sensitivity, noise, crosstalk, and
whether it can be included in a tape recorder, with the
conventional reading head, which is based on the
observation of the change of the magnetic flux in a
high -permeability ferromagnetic yoke. With the con-
ventional inductive method the reading and writing
functions can often be combined in one head, which is
of course an advantage. On the other hand it is not so
easy to miniaturize the inductive reading head as it is a
strip like the one in fig. 2, and this must be taken into
account when a multiple head has to be designed. For
example, a decrease in the number of turns that meas-
ure the variation of the flux density in the yoke causes
a proportional reduction in sensitivity. This demon-
strates an important difference between the two
methods of read-out. In fig. 1 the y -component of the
field of the magnetic tape is measured directly; how-
ever, with an inductive head, it is not the field (or the
associated flux density) that is measured, but the rate
at which the field varies. It is self-evident that at low
frequencies (low tape speeds) the inductive method only
produces a weak signal.

In the following section we first analyse the response
of a magnetoresistive head to a variation in Hy. Then

Fig. 2. In a reading head based on the magnetoresistance effect
the ferromagnetic strip and its supply leads are mounted on a
substrate Sub. In practice the thickness of the strip is 0.02 to
0.3 p.m, its width is of the order of 10 p.m and its length is equal
to the width of the track (between 20 p.m and a few mm). The
substrate and strip are placed between two plates of wear -resistant
material Q. The surface of the head next to the tape is made
slightly rounded.

we consider the problem of the linearization of the
response function, with emphasis on a method that has
been discovered and investigated at our labor-
atories [3]. In the remaining sections of the article we
look at the frequency characteristic, the noise behav-
iour and the technology of our experimental MRHs,
and also the possibility of using the head for certain
special applications.

The electrical resistance of an MRH in a homogeneous
magnetic field

The electrical resistivity in an ordinary metal can
also be a function of the angle between the direction of
the current and that of the magnetization. The special
feature of ferromagnetic metals is that the effect can be
relatively large at room temperatures and also occurs
in polycrystalline material. The angular dependence can
be represented by

P = e00. + i9 cost (1)

where e is the resistivity, 0 the angle between current
and magnetization M and eo and fi are constants of the
material. The extreme values for the resistivity are
found for 0 = 0° and 0 = 90'; the resistivity is lowest
at 0 = 90°. Obviously, the alloy chosen for the ferro-
magnetic strip should have the highest possible value
for 10. In addition, it should be easy to rotate the
magnetization in a magnetic field of the order of
8000 A/m (about 100 Oe) as produced by the magnetic
tape. Alloys with a high permeability, a small coercive
force and a relatively large /3 that are suitable for this
application include NissFell or Ni7oCoao [43. At low
temperatures fl can lie between 0.1 and 0.2; at room
temperature /3 is much smaller. For most of the strips
we have used this effect amounts to only a few per cent.

We shall now analyse the relationship between the
resistivity and Hy, the field to be measured. It will be
apparent that the dimensions of the MRH, i.e. the
length 1, thickness t and width w, play an important
role in this relationship; see fig. 3. Starting with a strip
mounted vertically we assume that the strip is in a
homogeneous magnetic field. (In practice Hy decreases
with distance from the tape.)

If Hy is equal to zero, the magnetization will lie
preferentially in the longitudinal direction, that is to

03 W. Thomson, Phil. Mag. (4) 15, 469, 1858.
(2] A comprehensive analysis of the possibilities has been given

by R. P. Hunt, IEEE Trans. MAG-7, 150, 1971. An initial
report of the work carried out at our Laboratories will be
found in F. W. Gorter, J. A. L. Potgiesser and D. L. A.
Tjaden, IEEE Trans. MAG-10, 899, 1974.

13] K. E. Kuijk, W. J. van Gestel and F. W. Gorter, IEEE Trans.
MAG-11, 1215, 1975.

[43 A. R. Miedema and J. W. F. Dorleijn, Philips tech. Rev. 35,
29, 1975.
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say along the z-axis. This is related to the demagnet-
ization energy luoNMs2 (N is the demagnetization
factor, ,uoMs the saturation magnetization), which is a
measure of the energy of the magnetic field produced
externally by a magnetized body. The larger the cross-
section of the body in the direction of magnetization,
the smaller the energy. When the direction of magnet-
ization is rotated from z to y, the demagnetization
energy changes in accordance with the relation

E = i(Ny - NAttoMs2 sine 0. . (2a)

In the case t <w <1, Nz can be neglected and Ny
approaches t/w. Also, in the presence of Hy the energy
contains a term

EH = -,u0HyMs sin 0. (2b)

The resultant 0 can be found by minimizing the sum of
(2a) and (2b), and differentiating with respect to 0 we
find :

,uoMs cos 0 {Hy - (t/w)Ms sin 0} = 0. (3)

If we now set (t/w)Ms = Ho (an r.m.s. field), then we
see that as long as Hy ---< Ho the solution is given by
sin 0 = Hy/Ho, while for larger values of Hy we have
cos 0 = 0 and hence 0 = 90°. Using the result from
relation (1) that there is a quadratic relationship be-
tween the change in resistivity and sin 0, we find:

AR/(AR)max = 1 - (Hy/H0)2 for Hy < Ho

and

AR/(AR)max = 0 for Hy > Ho.

(4)

This response function is shown in fig. 4 (curve I).
A reading head with a response function such as
curve 1 of fig. 4 could not of course be used in practice
as a linear transducer; for low fields (Hy < Ho) the
change in resistivity is almost zero and for high fields
the response is independent of Hy. In practice the
response function is somewhat flatter. This is related to
the assumption, in the above derivation of the direction
of orientation of M, that M has the same direction
over the complete strip; this is not the case. In fact, it
is only possible to speak of a demagnetization factor N
and a corresponding demagnetization field for magnet-
ized bodies in the form of anellipsoid of revolution.
In practice, if the shape deviates from an ellipsoid then
N has a kind of mean value, but the demagnetization
field will no longer have the same direction and
magnitude everywhere. Moreover, local inhomoge-
neities and anisotropic fields can be introduced during
the fabrication of the strip. The results of numerical
calculations for the case of an inhomogeneous demag-
netization field[5] have been shown as curve 2 in fig. 4.
Even though the situation is thus better than curve I

would suggest, a good practical reading head can only
be obtained when special precautions are taken. These
will be discussed in the following section.

Dimensions of the strip

A diredt conclusion about the preferred dimensions
of the strip can be drawn from the above calculations.
The reading head is sensitive to field -strengths approx-
imately equal to Ho and hence to (t/w)Ms. Since ,uoMs
has a magnitude of about 1 W/m2 and w cannot be
chosen greater than about 10 tz,m - otherwise the
field from the tape would not extend beyond the strip
- t follows directly from Ho. For a field Ho of
104 A/m we obtain t = 0.1 tan.

Limits can also be defined for the thickness of the
strip. The thickness should not be made less than about

Fig. 3. The definition of the coordinate system x,y,z and the
length !, width w and thickness t, as used in the description -.of the
magnetoresistance effect. Hy is the field to be measured. M is the
magnetization of the strip, / the measuring current; 0 is the angle
between these two vectors.
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Fig. 4. Calculated response curves for a magnetoresistive head;
the relative change in resistance AR/ARmax is plotted against Hy,
normalized to the demagnetization field Ho (see eq. 4). Curve 1
refers to the case of an ellipsoidal reading head, in which the
demagnetizing field is homogeneous. Curve 2 is based on assump-
tions that correspond more closely with reality. The relationship
between the variables is approximately linear in the region around
the point of inflexion in the curve; at the associated field -strength
(Hy/Ho 0.9), 0 is about 45°.
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20 nm, since it is difficult to deposit films that are both
homogeneous and mechanically reliable at thicknesses
less than this value; in the second place there is an
increase in the resistivity of metals when the thickness
is less than the mean free path for electron scattering.
This extra resistance will not be anisotropic, so that
the maximum effect will diminish. In nickel this free
pathlength is about 30 nm at room temperature. On
the other hand, the strip must not be made so thick
that its resistance is no longer large with respect to the
contact resistance; this occurs when t > 1 .tm.

The linearization of the response function

In a reading head it is important that the output
signal, and hence the change in electrical resistance, are
proportional to the input signal, i.e. the variation in Hy.
The response function obtained when the unperturbed
magnetization is oriented along the z-axis is an even
function of the field Hy, and consequently for small
values of Hy the sensitivity is small and the distortion
is large.

This can be improved by making use of the fact that
the response curve has a point of inflexion and is
approximately linear in a small region around this
point. Closer study has shown that for the associated
value of Hy the magnetization M is inclined at an
angle of about 45° to the direction of the current (the
z-axis). We can therefore obtain a linear response for
small variations in Hy if we ensure that the current and
magnetization are inclined at an angle of about 45°.
There are two methods of achieving this result.

In the first method use is made of an auxiliary field
Hb in the y -direction, whose magnitude is made com-
parable with the anisotropic demagnetization field Ho;
the field from the tape can now be considered as a
relatively small variation hy. If Hy in equation (4) is
replaced by Hb hy, then provided 0 < 90° we
obtain :

Hb2 2Hbhy hy2
OR/(OR)max = 1 - (5)H02 H02 H02

When the last term is small (hy << Ho), this relation is
almost linear, with a slope of 2Hb/H02. The condition
Ho>> hy determines the demagnetization field (and
hence the thickness) and Hb/Ho determines the sen-
sitivity. Linearization of the response by using an
auxiliary field - either external or in the form of an
anisotropic field - is certainly possible in practice, but
it does present some problems. There is also the danger
that such a field could affect the information written on
the tape.

[5] R. L. Anderson, C. H. Bajorek and D. A. Thompson, AIP
Conf. Proc. 10, 1445, 1973.

The 'barber pole'

The difficulties associated with the use of an auxiliary
field are avoided in the solution that has been found at
our laboratories [3]. As explained above, it is desirable
to start from the situation in which the current and the
preferred direction of magnetization are at an angle of
45° to each other. An alternative method of obtaining
this angle of 45°, instead of using an auxiliary field, is
to make the current in a ferromagnetic material flow
obliquely in the way illustrated infig. 5. If the magnetic
strip is partially covered by oblique stripes of a materi-
al of a much higher electrical conductivity, then the
equipotential planes will also lie obliquely and the cur-
rent through the intervening areas of NiFe will be at
an angle of about 45° to the (unchanged) easy direction
of the magnetization. The design shown in fig. 5 is cal-
led a 'barber pole' because of its resemblance to the red
and white striped pole still sometimes seen outside
barber's shops.

The response function of the barber pole can be cal-
culated from equation (4):

AR/(AR)ma. = 1 - sin2(0 ± On),
with (6)

sin 0 = Hy/Ho.

Here 0B is the angle imposed by the construction be-
tween the current and the direction of the magnetiza-
tion in the unperturbed state. On rearranging and
substituting 0B = 45° we obtain :

AR/(AR)max =1
HoY

11
(Ho

T. (7)
Ho

When 0B = 0 the response function is of course that of
an 'ordinary' MRH, as already shown in fig. 4, curve 1.

We have now obtained a linear response function for
small values of Hy (Hy < Ho), with the gradient - i.e.
the sensitivity of the head - determined by Ho. The
complete response function for an ellipsoid, also for
large Hy, is compared with that of an ordinary MRH
infig. 6. It can be seen that a linear relation between Hy
and AR/ARmax exists over a large range of fields
(-0.7 < Hy" < +0.7); this range is greater than in

A

Fig. 5. The 'barber pole'. The current I in the ferromagnetic strip
flows at an angle of 45° to the longitudinal direction, and hence
to the preferred direction of magnetization, because stripes of a
relatively good electrical conductor (shaded grey) are applied to
the surface of the strip. In this way a linear response can be
obtained without the use of an auxiliary field. At the edges of the
strip - in a region roughly corresponding to the triangles ABC,
the direction of the current does of course differ somewhat from
the ideal.
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AR A6P)max

1

0.5

0

Hy/Ho

Fig. 6. The response curve for a 'barber pole', calculated for
homogeneous magnetization. The curve has an approximately
linear section around Hy = 0. Curve I from fig. 4 is also shown
for comparison; this curve is an even function of Hy, whereas the
curve for the barber pole is not.

the case of an auxiliary field Hb. Both for large values of
Hy and for Hy = 0, the magnetization is at an angle of
45° to the current and the value of the resistance is
given by R0(1 +

The calculated curve in fig. 6 again refers to the ideal
case. As before, it is assumed that M is uniform, but in
addition it is assumed that the current has the same
direction everywhere. This is not true along the edges
of the strip, of course, and the effect of the different
current distribution in the triangles ABC in fig. 5 must
really be studied in detail. An example of the cal-
culated position of the equipotential planes at the edge
of the strip is given in fig. 7. It is also possible to cal-
culate the response function for this complicated case.
The results are compared with the experimental values
in fig. 8. The agreement is good. An important dif-
ference from the ideal curve given in fig. 6 is the
asymmetry between positive and negative values of Hy.

A minor complication is caused by the fact that
although the magnetization M aligns itself preferen-
tially along the z-axis it does not differentiate between
the positive or negative z -direction. In an ordinary
MRH this gives no cause for concern (0 = 45° and
0 = 135° give the same value of resistance), but in the
barber pole this difference is certainly of importance;
see fig. 9. This duality can be avoided by using a weak
longitudinal auxiliary field, sufficiently strong to over-
come the coercivity.

Fig. 7. The effect of the edges of the strip on the current distribu-
tion in the barber pole (see fig. 5). The thin lines represent the
equipotential surfaces.

1

RA.6 R) [no),

0.5

915 -0.5 0 as 1 1.5

Hy/Ho
Fig. 8. Calculated response curve for the barber pole when the
effect of the edge of the strip on the current distribution (see
fig. 7) is taken into consideration. The crosses are measured
values.
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Fig. 9. In a conventional MRH it makes no difference if the
magnetization M at Hy = 0 aligns itself in the positive or the
negative z -direction ; in both cases a particular value of Hy gives
the same value of cost 0 and hence the same change in resistance
(see eq. 1). In the barber pole, however, where the direction of the
current is not along the z-axis, it does make a difference.

Characteristics of an MRH

Sensitivity

From what has been said above it is easy to deduce
the type of output signal to be expected from a reading
head - with or without a barber pole. It can be as-
sumed that this will differ depending on the applica-
tion. The extent of the linearity region will always have
to be matched to the maximum field -strength, which
leads to different values of Ho. For y-Fe203 tapes, for
which the maximum undistorted field emergent from
the tape has a field -strength of about 12 x 103 A/m
(150 Oe), the value of Ho should not be made less than
about 24 x 103 A/m (300 Oe). A value of w = 10 p..m
then gives a thickness t of 0.3 p.m, the maximum per-
missible value. If the track width is now assumed to be
fixed, say at 100 p.m, then the total resistance of the
strip is known (10 CI) and the total change in resistance
that can be obtained in the linear region is about 0.1 Q.
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For tapes containing Cr02 and metal powder the
field emergent from the tape should be taken to be
rather stronger. In situations where the head is not in
contact with the tape, the field should be taken as
weaker.

By making Ho very small, a very large sensitivity can be ob-
tained and, very weak fields (such as the Earth's magnetic field)
can be measured provided that they are not superimposed on
another stronger field. At very small values of Ho the anisotropy
field HK of the strip is not negligible (it is about 102 A/m) and the
sensitivity is no longer proportional to Hoe (eq. 4).

Finally, there is the measuring current to be con-
sidered. This is limited by warming -up effects and
possibly by diffusion due to electromigration (atoms
being 'pulled along' by the current -carrying electrons).
With a strip of dimensions 0.3 x 10 p.m, a current of up
to about 100 mA is possible in practice (current density
3 x 1010 A/m2; in strips that have been protected
against corrosion a value of about 1011 A/m2 can be ob-
tained 161). The maximum output voltage is then about
3 mV, which is much more than can be obtained from
a conventional inductive head at this track width and
at low tape speeds (0.03 mV).

Frequency characteristic

The dynamic behaviour is no less important than the
static behaviour that we have been discussing so far.
By dynamic behaviour we mean the way in which the
response function depends on the frequency of the
signals from the tape.

The rate at which the magnetization in the strip (and
hence its resistance) can follow changes in Hy is very
great and has very little effect on the frequency char-
acteristic; this is determined by spatial factors. It is

0dB
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Fig. 10. The calculated wavelength characteristic (log -log scale)
for conventional magnetoresistive heads (fig. 1) for different
widths w. It has been assumed that the amplitude of the field -
strength at the surface of the tape is always the same. The
sensitivities at the long wavelengths have been adjusted to be
equal. The corresponding frequencies are plotted along the upper
scale for a tape speed of 4.75 cm/s. The frequency at which the
curve begins to fall off increases as w becomes smaller. The
dashed line indicates the characteristic for an ideal inductive
reading head.

therefore better in the first instance to look at the
wavelength characteristic.

For sinusoidally magnetized tapes, there is an
exponential decrease in Hy in the y -direction, which
depends on 2. Sine -wave signals recorded on the tape at
equal amplitudes but different frequencies give spatial
distributions of Hy that differ not only in the x -direc-
tion but also in the y -direction. This can be expressed
by the equation

Hy(x,y) =12), (8)= Sur e -2R2/// sin (2

where Rsur is the amplitude of the field at the surface'of
the tape (y = 0). If we assume that the change in
resistance is proportional to the mean value Fly of the
external field over the strip, we can derive the wave-
length characteristic as follows:

1 at w
Hy = ffisur e -27`/Y)" dy =

a

1 - e-zirw/.1
= Hour e-Vrap..

2nw/2

Here a is the distance from the lower side of the strip
to the tape. The exponential decrease in Hy with y
imposes a clear upper limit to the value of a.

Theoretical wavelength characteristics for strips with
different values of width w are shown in fig. 10. It can
be seen that the wavelength at which the curve begins
to fall depends on w. This follows obviously from
equation (9), since the mean field -strength over the
strip increases as w becomes smaller.

Measured characteristics are shown in fig. 11. In
principle, the decrease in sensitivity as a function of
decreasing wavelength might be expected to be a
disadvantage in read-out with an inductive head. In

0dB
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-20

301

(9)

w=l5gm

10 100 1000 min

Fig. 11. The measured characteristic for a conventional MRH
(e) and a barber pole of the same width ( x) compared with that
of an inductive reading head with a gap pf 0.7 E.un (the curve).
The sensitivities have been equalized at the longer wavelengths.
(In practice, the sensitivity at a tape speed of 4.75 cm/s of an
MRH with an auxiliary field is about 30 dB higher and that of a
barber pole is about 27 dB higher.)

[6) R. I. Potter, IEEE Trans. MAG-10, 502, 1974.
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practice, however, the sensitivity of an MRH is so
much larger, even at measuring currents much less
than 100 mA, that the effect is not all that important in
comparison. Moreover, the characteristic of an MRH
of the type shown in fig. 1 has no zero points like those
that occur with an inductive head.

Noise

When a magnetic tape is. read in a reading head there
are four different sources of noise: the amplifier, the
head itself, the tape and the mechanical contact be-
tween the head and the tape. In designing a reading
head every attempt is made to make the noise contrib-
utions from the amplifier, head and the tape -head
contact so small that the total noise is determined
principally by the tape. The MRH can almost always
meet these requirements because of its superior sen-
sitivity. This is not the case with the inductive head,
however, if it is used with a low -noise tape, a very
narrow track, a low tape speed or if the head has a
small number of turns. In addition it should be borne
in mind that some contributions to the noise (such as
the amplifier noise) are constant, whereas others
depend on factors such as the gain or the measuring
current, so that they cannot be compared directly.

The amplifier noise is not very important - good
modern amplifiers have an equivalent noise resistance
of less than 100 ohms. This contribution is much
less important for an MRH than for an inductive
head, because the output signal of the MRH is much
larger.

The tape noise is a consequence of the fact that the
tape is not a continuous magnetic medium, but
consists of a 'suspension' of magnetic particles in a
polymeric carrier. The tape noise should therefore be
considered as a given quantity, in the same way as the
signal to be read.

The head noise is mainly resistance noise arising from
the ohmic resistance of the MRH. Barkhausen noise
is also present sometimes, especially when the strip
contains more than one magnetic domain; this form of
noise can easily be avoided by using a longitudinal
auxiliary field of several hundred A/m. In the barber -
pole head this field is already present for other reasons.

It might be thought that: -an MRH with a higher
resistance would produce more head noise. This is
indeed true in an absolute sense, but not relatively.
Resistance noise is proportional to the square root of
the resistance. The measured signal, however, is
derived from the relative change in the resistance, and
is therefore proportional to .R, so that the signal-to-
noise ratio increases as R increases.

An important additional contribution is the 'tem-
perature noise' [71. The resistance of the MRH does not

only change because of the effect of a magnetic field, it
also changes because of variations in temperature.
These variations can be relatively large : 0.25 % per °C.
Because of irregularities in the surface roughness of
the tape there are variations in the heat generated at
the contact surface between the MRH and the moving
tape, and there are also variations in the dissipation of
the heat produced by the measuring current in the
MRH. These effects can lead to temperature varia-
tions that affect the resistance significantly. It is there-
fore necessary to ensure that there is good heat dissi-
pation. We use a wafer of silicon as the substrate. This
material gives a good compromise between the dif-
ferent requirements demanded of the substrate : it is
wear -resistant, a good conductor of heat, non-magnetic
and a poor conductor of electricity. Temperature noise
mainly contains components at low frequencies.

Finally, we should say something about the meas-
uring current. Since the amplifier noise and the resist-
ance noise are independent of the measuring current
and since the shot noise is negligible, it seems desirable
to make the measuring current as high as possible.
However, this increases the temperature difference be-
tween the head and its surroundings, and hence the
temperature noise. An MRH is so sensitive, however,
that even with relatively insensitive heads (t 0.3 p.m)
and a track width of 200 (.,t.m, it is possible to use a
measuring current of much less than 100 mA without
the other noise contributions exceeding the tape noise.
The noise performance of an MRH is better than that
of an inductive reading head, particularly at narrow
track widths and at low tape speeds.

Technology; special designs

The manufacture of a magnetoresistive head places
no very high demands on technology. For thin NiFe
films we use compositions such as Ni89Fei1 and for
films thicker than 0.1 p.m we use Ni8oFe2o because of
its low magnetostriction. The alloy is applied to the
substrate by evaporation, with the use of a thin film of
Ti as an adhesion layer, or by sputtering, when an
adhesion layer is unnecessary. During the subsequent
treatment the temperature should remain below about
400 °C, principally because the magnetoresistance
effect would otherwise become weaker becomes
smaller). The barber -pole design has in fact few com-
plications. The oblique stripes are obtained by sput-
tering a 'sandwich' of molybdenum (adhesive layer,
0.1 p.m), gold (conductor, 1 p.m) and a second adhesion
layer, typically of molybdenum. The exact shape can
be obtained by the use of well known photoresist-and-
etching methods. In the light of present-day semi-
conductor technology, no great difficulties are encoun-
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tered in mounting the contact leads or in applying a
coating of silica to prevent corrosion.

Reading heads for special applications can also be
made by the same process. A good example is the
`track -sensing' head, which can be used to find out
whether the position of a track is asymmetrical with

signals that will very nearly cancel. A three -track head
in which this principle is applied is shown in fig. 12.

Finally, we ought to mention that it is possible to
make reading heads that are sensitive at very short
wavelengths, without this causing saturation at the
longer wavelengths. This is done by placing a plate of

Fig. 12. Ferromagnetic strips and connecting leads forming part of a three -track MRH with
barber poles mounted on a substrate. The light-coloured stripes are the conductors. When
plates of wear -resistant material have been applied to both sides, the lower part. of the unit is
ground away. The resistance of the horizontal conductor is continuously measured during the
grinding to give an indication of the rate of progress. A fourth strip located rather higher up
does not respond to the field from the tape but compensates for the interference signals detected
by the central reading strip.

respect to the MRH. The two halves of the barber pole
are connected together in opposing sense, and no
signal will be produced if the track is symmetrical.
Another example is the interference -suppressor head,
which consists of two detectors connected in opposi-
tion and mounted close together. The field from the
tape affects only one of the two detectors, so that
normally only one signal is obtained, but interfering
magnetic signals from the surroundings will produce

soft magnetic material such as Permalloy on either side
of the strip and a short distance away from it [83. The
plates shield the strip from contributions from parts of
the tape that are further away, and they also conduct
the magnetic flux; see fig. 13a. These heads are of
course developed for weak fields.

[71 See the article by Gorter, Potgiesser and Tjaden in note [2].
[81 C. H. Bajorek and A. F. Mayadas, AIP Conf. Proc. 10,212,

1973.



50 READ-OUT BY MAGNETORESISTANCE Philips tech. Rev. 37, No. 2/3

When an MRH is used it is possible to work with
narrow tracks (high track density), and with an MRH
of the type just described it appears that information
recorded at a density of over 1.5 x 107 bits/cm2 can be
read [6]. An MRH strip can readily be combined with
an inductive writing head of the thin-film type 161. In
such a writing head the tape runs along two soft mag-
netic plates, which function as shields for the MRH
strip (fig. 13b).

To summarize and conclude, we believe we have
made it clear that the use of the magnetoresistance
effect in a ferromagnetic metal as a method of meas-

r1r..4
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Fig. 13. a) An MRH that is sensitive to very short wavelengths
yet does not saturate at the longer wavelengths can be made by
shielding the strip (black) with a plate P of soft magnetic material.
The sections of the tape beyond the chain -dotted lines do not
contribute to the flux in the strip. b) If a coil C is included in a
similar configuration then a combination of an MRH of the type
shown in (a) and a thin-film type of inductive head is obtained.

uring magnetic fields with a high spatial resolution
could become extremely important for applications
related to magnetic recording. In this article we have
only described read-out from magnetic tape, and we
have compared the MRH with a conventional alter-
native, the inductive head. If we consider read-out from
magnetic -bubble memories, however, the only accept-
able possibility at the moment is read-out by means of
the magnetoresistive anisotropy.

[9] J. C. van Lier, G. J. Koel, W. J. van Gestel, L. Postma,
J. T. Gerkema, F. W. Gorter and W. F. Druyvesteyn, IEEE
Trans. MAG-12, 716, 1976.

Summary. The magnetoresistance effect in a narrow strip of a
suitably chosen NiFe alloy has much to offer for the detection of
magnetic fields, and hence for reading out from magnetic tape or
from a bubble memory. An approximately linear response can be
obtained if the angle between the magnetization of the strip in the
absence of a magnetic field and the direction of the measuring
current is about 45°. Since the direction of the easy axis of
magnetization is longitudinal and therefore coincides with the
direction of the current, this is not possible without special pre-
cautions. In the solution described here, the 'barber pole', the
strip is covered by oblique (45°) stripes of a relatively good con-
ductor, and the current crosses 'at right angles' between the
stripes. Except at very short wavelengths the M RH is much more
sensitive than an inductive reading head, so that the amplifier
noise plays a less important role. An MRH can be made very
small and the principle allows special versions to be made for
special applications, such as track -sensing heads and inter-
ference -suppressor heads. The technology is analogous to that
required for thin-film circuits, but the temperature must remain
below 400 °C.
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A small analog memory based on ferroelectric hysteresis

A. Petersen, P. Schnabel, H. Schweppe and R. Wernicke

Efforts have long been made to find means of utilizing the polarization of ferroelectric
materials for information storage in memories, in a method analogous to the use of the
magnetization of ferromagnetic materials. The ferroelectrics previously available,
however, had such high coercive field -strengths that it was not possible to make memory
cells with acceptably low write voltages. Recent developments have provided ferro-
electric ceramics that have much lower coercive field -strengths, so that write voltages
compatible with transistor circuits are now feasible. With an appropriate composition,
these materials can be given a square hysteresis loop, enabling them to be used for the
storage of both digital and analog data. The memory can be designed to receive the
required write voltages from an integrated circuit.

Introduction

It may be useful to provide modern electronic equip-
ment with a small memory device for storing control
data and similar information. For such purposes the
memory should be 'non-volatile', i.e. the information
must remain stored without any external input of ener-
gy. Memories of this type can be used to store data for
selecting radio or television channels, data for the
adjustment of brightness, contrast and colour satura-
tion in television receivers, set -point data in control
units, and frequently used telephone numbers. If the
data is in analog form, an analog memory can be a
great advantage in many cases, since it dispenses with
the need for an analog -to -digital converter. The stored
data must be readily erasable and the read-out must be
non-destructive.

There are various devices that would meet the above
requirements. Motor -driven potentiometers could be
used, or non-volatile semiconductor circuits. Also well
suited for memories of this type, however, are devices
that employ hysteresis effects with stable remanent
states. The magnetization of ferromagnetic materials
has long been used for this purpose, but nowadays it is
also possible to use the polarization of modern ferro-
electric ceramics. This may in fact be preferable for
some applications, since all that is required to produce
the polarization is an electric field between a pair of
electrodes on the material. There is not the power dis-
sipation always associated with the magnetization of
ferromagnetics.

Provided the hysteresis loop of the material is
reasonably rectangular, the remanent polarization after

Dipl.-Phys. A. Petersen is with Valvo, Hamburg; Dr P. Schnabel,
Dipl.-Phys. H. Schweppe and Dr R. Wernicke are with Philips
GmbH Forschungslaboratorium Aachen, Aachen, West Germany.

removal of the polarizing field will be almost identical
with the polarization in the presence of the field (fig.1).
The remanent polarization increases with increasing
polarizing field -strength; any polarization between
maximum positive and maximum negative can be ob-
tained by tracing out appropriate sub -loops of the
hysteresis curve. These properties make the material
ideally suited for the storage of analog information.

Non-destructive read-out of the information is

achieved by utilizing the piezoelectric effect that is
always present in polarized ferroelectrics. Mechanical
vibrations of a polarized ferroelectric generate an
alternating electric field between the electrodes attached

Fig. 1. Polarization P as a function of field -strength E, the hys-
teresis loop, for a lanthanum -doped mixed crystal of PbTiO, and
PbZr03. The chemical composition of the material and the
parameters of the sintering process are selected to give a reason-
ably square loop and a low coercive field -strength Er. Two sub -
loops are drawn to show how all remanent polarization values
between +Pr and -Pr can be obtained.
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to the material. The amplitude of the alternating volt-
age is proportional to the polarization of the material
between the electrodes. Conversely, an alternating volt-
age between two electrodes on a polarized ferroelectric
body can make the body vibrate mechanically.

In the following sections we shall look at the construc-
tion of ferroelectric analog memories and give some
details of the applications mentioned at the beginning
of the article.

Construction of a ferroelectric analog memory

Ceramic materials based on mixed crystals of lead
zirconate and lead titanate with a perovskite structure
are very suitable for the fabrication of a ferroelectric
memory. They exhibit pronounced ferroelectric behav-
iour, they can be made inexpensively by conventional
sintering techniques, and they can easily be cut, lapped
and metallized. By adjusting the chemical composition
of the material and the conditions for the sintering
process, the ferroelectric properties can be varied over
a wide range [1]. The Philips laboratories in Aachen
have developed varieties of this material that have a
low coercive field -strength and the required rectangular
hysteresis loop (fig. 1). The low coercive field -strength
enables the memory devices made with this material to
be driven with relatively low voltages.

We have made a memory device that consists of a
thin ferroelectric disc with identical electrode patterns
on both faces (fig. 2). The patterns are in the form of
a central pair of electrodes and a number of electrode
pairs arranged around the circumference.

The outer electrode pairs constitute the individual
memory cells. As described above, information is writ-
ten in by applying a voltage between a pair of elec-
trodes. It is also possible, however, to apply a low di-
rect current to the electrodes through a high resistance,
in other words to apply a polarizing charge. In this way
an accurately defined polarization can be achieved,
even in materials for which the hysteresis loop has
vertical or almost vertical sides.

The central electrode pair excites the disc piezo-
electrically in a radial mechanical vibration; the materi-
al between these electrodes is given the maximum
polarization. The disc is included in a feedback loop
of the driving oscillator. The feedback signal is pro-
vided by one of the outer electrode pairs, again with
maximum polarization of the ferroelectric between the
electrodes. The circuit used (fig. 3) drives the disc at
its resonant frequency and ensures that the amplitude
of the mechanical vibration remains constant even if
there are temperature variations or changes in polariza-
tion between the drive electrodes. For simplicity the
ground electrodes can often be combined.

Fig. 2. A ferroelectric memory device. A ferroelectric ceramic
disc is provided with an identical electrode pattern on both faces.
The central electrode pair D excites a radial vibration piezo-
electrically; the material between the electrodes .D is permanently
polarized. The pair R is used for generating a feedback signal that
drives the disc at its resonant frequency; here again the material
between the electrodes must be permanently polarized. The elec-
trode pairs M around the circumference form the memory cells.

A I I I.Z/ZAd I I I V/

Vr,

Fig. 3. Circuit for the piezoelectric excitation of a memory disc
and for writing in and reading out information. The drive elec-
trode D, the reference electrode R and the amplifiers Ai and AS
form a feedback system that oscillates at the mechanical resonant
frequency of the disc (200 kHz for a disc of diameter 12 mm and
thickness 0.3 mm). The discriminator DM and the d.c. amplifier
As control the vibration amplitude, using the voltage Vr as refer-
ence. The write-in signal I gives a polarization proportional to
this signal under the electrode M. The vibration of the disc
generates an alternating voltage of amplitude proportional to
this polarization, and hence to I. This alternating voltage con-
tributes to the output voltage V0 through the capacitor C. The
voltage generated at the reference electrode also contributes to
the output voltage through capacitor Cr, so that the negative
half of the hysteresis loop can also be used.

The alternating voltage that appears across the
storage electrodes during mechanical vibration of the
disc corresponds in amplitude to the magnitude of the
local polarization in the ferroelectric, but gives no
indication of the sign of the polarization. However,
when the feedback signal for the drive is used as a phase
reference and compared with the storage signal, as also
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indicated in fig. 3, a uniquely defined signal can be
extracted from the memory for any polarization be-
tween +Pr and -Pr. This technique doubles the
storage capacity. A memory disc of this type is shown
in fig. 4.

Reduction of the write voltage

If a ferroelectric memory is to be used in combination
with transistors and integrated circuits, the voltage for
the polarization should be no more than 30 to 50 V.
Since the coercive field -strength in the most favourable
case is 600 V/mm (fig. 1), the thickness of the material
between the storage electrodes must be no more than

about 50 p.m. For reasons of mechanical strength, how-
ever, the memory disc should not be thinner than
0.2 mm; this means that the polarizing voltage would
have to be 120 V, which is much too high.

The first experimental design we produced in an at-
tempt to solve this problem is illustrated in fig. 5. A
photo -etching technique was used to reduce the thick-
ness of the storage -electrode regions to about 50 [A.m.
This hardly affects the mechanical strength of the disc
and the resonant frequency while the voltage required
is brought down to 30-50 V. The relation between the
d.c. polarizing voltage Vp and the amplitude of the
alternating read-out voltage Va with this design is
shown in fig. 6.

Fig. 4. A ferroelectric memory disc. The centre of the disc is attached to a piece of elastic
material. The disc is mounted inside the encapsulation of a power transistor to protect it
from undesirable ambient effects. To simplify the design some of the ground electrodes are
combined.

Fig. 5. To reduce the write voltage the ferroelectric ceramic can
be etched away under the memory electrodes to a thickness of
50 [JAM A voltage of 30-50 V is then sufficient for complete
polarization. The mechanical stability and resonant frequency
of the entire disc are largely determined by the thickness of the
unetched material (0.3 mm).

In another arrangement designed to reduce the write
voltage we used two closely spaced parallel electrodes
on one face of the disc. When a voltage is applied
between the electrodes, the polarization of the ferro-
electric is then mainly parallel to the surface (fig. 7a).
As in the previous case, radial mechanical vibration of
the disc generates an alternating voltage proportional
to the local polarization. The write voltage is now de-
termined by the spacing of the electrodes, which can
easily be made 20 p.m or less with modern techniques.
The design based on this principle is illustrated in
fig. 7b. The memory electrodes and the reference elec-
trode are placed around the circumference of the disc.

1') K. Carl and K. H. Hardtl, Ber. Dtsch. Keram. Ges. 47, 687,
1970.



54 A. PETERSEN et al. Philips tech. Rev. 37. No. 2/3

The common annular counter -electrode is earthed to
avoid a capacitive coupling between the memory elec-
trodes and the central drive electrode. The circuits used
with this arrangement are similar to those described
earlier. With an electrode spacing of 20 F.Lm, write
voltages as low as 20-30 V have been achieved. A fur-
ther reduction in the gap width, and hence in the write
voltage, would not present much difficulty. Apart from
the low write voltage, this arrangement has the addi-
tional advantage that each memory cell requires a
much smaller ceramic volume, so that more informa-
tion can be stored in the same disc.

Applications

Remote control of a television set

A television set can be made much more convenient
to use if remote control of the brightness, contrast and
colour saturation settings is provided. This is usually
done with an ultrasonic signal and some kind of
memory device to store the selected settings. The main
requirements to be met by such a memory are exactly
those a ferroelectric memory can meet: non -volatility
and non-destructive read-out.

Fig. 8 shows the principle of the circuit that we have
designed for this application. The memory cells on the
piezoelectrically driven ceramic disc deliver an alter-
nating signal voltage that is taken to the output through
a coupling capacitor Ce ; this voltage is then converted
into a control signal. The connection to the feedback
electrode through Cr allows the full storage capacity of
the memory to be used. Each cell can be connected by
the remote controller to a selected positive or negative
voltage, depending on whether it is desired to increase
or decrease the control signal, and hence the polariza-
tion. A fairly high resistance in the connection to the
voltage generator determines the rate at which the set-
ting is changed. The button for increasing or decreas-
ing one of the settings is kept depressed until the de-
sired change takes place; the magnitude of the control
signal at the moment the button is released is stored in
the memory. The circuit for this 'armchair control' is
given in more detail in fig. 9.

Storage of set -point data for process controllers

In process control a non-volatile memory can be used
for retaining set -point data during power failures for
one reason or another. The data can be set by hand or
obtained from measurements of particular parameters.
They can be stored as either digital or analog signals.
Precautions are necessary to prevent interfering signals
due to power -failure transients being stored instead of
the desired signals. Here again a ferroelectric memory

1V

Va

0.5

10 20 30 40 50V
V

Fig. 6. The amplitude V., of the alternating read-out voltage as
a function of the write voltage Vp for a ferroelectric memory as
in fig. 5.

a

b

Fig. 7. Electric -field distribution (a) and a possible electrode con-
figuration (b) for a ferroelectric memory disc with memory elec-
trodes on one face of the disc. M1 . . Mg are the memory elec-
trodes; the common counter -electrode Mo forms an effective
electrostatic screen between the memory electrodes and the drive
electrodes D. The polarization of the ferroelectric, which contains
the information, is mainly parallel to the surface, but for read-out
the same radial extensional vibration can be used as in the case
of an axial polarization.

+ 0 0-S

Osc

Cc

Cr

Fig. 8. Basic diagram of the circuit used for data s orage in the
remote control of a television set. When the remote control is
used one of these memory electrodes is connected to a positive
or negative voltage via a high resistance R. This causes a slow
change in the polarization of the memory cell and of the output
signal V0, which controls one of the settings of the television set.
Once the desired result has been reached, the remote -control
button is released and the data for the settings remains stored in
the memory.
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can be used instead of a number of motor -driven
potentiometers.

Another application in process control is the storage
of the maximum or minimum value of a signal in a
particular time interval.

so as to store a total of say ten digits, which will be
sufficient for local and trunk calls and for most inter-
national calls. The writing and reading speeds must of
course be matched to the requirements of the local
telephone exchange.

T

>A

±1M4 ..112119

Z,

Osc

Fig. 9. Block diagram of the remote control of four different settings of a television set.
When one of eight buttons is depressed, the ultrasonic oscillator G generates one of the eight
frequencies f3. This signal is transferred through a loudspeaker and a microphone to
the television set, where it is amplified. The output signal of the amplifier is selected by
frequency with the aid of the eight tuned LC circuits fl fa. Because of the diodes con-
nected in series with the load resistors of these circuits, a signal of frequency fi produces a
negative polarization under the memory electrode Mi, while a signal of frequency f2 produces
a positive polarization. The oscillator Osc delivers the drive signal for the memory disc; the
amplifiers Ai ... An pass the setting signals to the appropriate circuits in the television set.

Storage of telephone numbers

A telephone can be made much easier to use if fre-
quently called numbers can be stored in a memory
device and retrieved by simply pressing a button. A
ferroelectric memory can also be used for this auto-
matic facility. Each digit of a telephone number then
has to be stored as an analog signal with ten possible
levels. This can be done by arranging a memory disc

Summary. The development of suitable ferroelectric materials
now allows ferroelectric hysteresis to be used for information
storage as well as the long-established methods based on ferro-
magnetic hysteresis. The PbTiO3-PbZrO3 mixed crystals we have
used have a relatively low coercive field -strength, so that it is pos-
sible to design memory devices that can be polarized withvoltages
as low as about 30 V. The ease with which the degree of polariza-
tion can be controlled makes ferroelectric memories suitable for
the storage of analog information. Non-destructive read-out of
the information is obtained by utilizing the piezoelectric proper-
ties of polarized ferroelectrics. The article concludes with a
description of some applications of ferroelectric analog memories.
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The finite -element method and the ASKA program,
applied in stress calculations for television picture tubes

J. H. R. M. Elst and D. K. Wielenga

The mechanical behaviour of very complicated structures such as aircraft, ships or
pressure vessels is almost impossible to calculate by the classical methods of analysis.
A numerical approximation method was developed in the fifties for the solution of such
problems. This was the finite -element method, in which the calculations are applied to a
model of the structure. These calculations can give a sufficiently accurate approximation
to the behaviour of the actual structure without taking up too much computer time.
Philips have purchased computer software based on this method - the ASKA system -
from its designers, the Institut fur Statik und Dynamik der Luft- und Raumfahrtkon-
struktionen, Stuttgart. Several modifications have been introduced into the system at
Philips, making it more suitable for calculating the stresses in the glass envelopes for
television picture tubes at an early stage in the design.

Introduction

In 1941 A. Hrennikoff put forward a method for
calculating the mechanical behaviour of an elastic body
by substituting for it an equivalent framework, in which
he assigned elastic properties to the cells of the frame-
work in such a way that the behaviour of the frame-
work would be expected to resemble that of the con-
tinuous body [1]. A theoretical basis for this method
was first established in the middle fifties in publications
in Europe and America [2]. This was the origin of the
`matrix method for structural analysis', which rapidly
came into more general use.

Before this method was available, the only methods
for calculating the elastic behaviour of mechanical
structures were analytical methods in which a solution
is sought through a description of the mechanical
behaviOur in terms of differential equations, possibly
with the aid of finite -difference methods or by numeri-
cal integration. In practice these methods could only be
applied to structures of relatively simple geOmetry and
with fairly straightforward boundary conditions.

In the matrix method, which is essentially an ap-
proximation method, the starting point is an idealized
representation of the structure, built up from discrete
eleinents with simplified elastic properties. Since these

Ir J. H. R. M. Elst is with the Philips Electronic Components and
Materials Division, Eindhoven; D. K. Wielenga is with the Philips
Mechanical Engineering Works, Eindhoven; both were formerly
with Philips Research Laboratories, Eindhoven.

elements have finite dimensions (and are not infinites-
imally .small like those used in deriving the equations
of equilibrium for the continuum), the method is
usually called the Finite -Element Method, abbreviated
to FEM. In applying this method so much computation
is necessary that a high-speed computer with a large
memory is necessary for the calculations to be com-
pleted within a reasonable time. Wider application of
the method has therefore only become a practical pos-
sibility after the introduction of the third -generation
computers.

The matrix method was initially mainly used for
stress calculations in aircraft design, and later in such
calculations for ships, pressure vessels, building con-
struction, etc. Later again the method was taken up for
applications outside mechanical engineering: heat -con-
duction problems, fluid flow, the calculation of electric-
al and magnetic potential distributions, etc.[31. There
has also been an increasing interest in recent years in
the fundamental mathematical basis of the method [4].

An example of a structure whose increasing com-
plexity has made it even less amenable to the classical
analytical methods is the glass envelope for a television
picture tube. The main feature of interest here is the
mechanical stress produced when the envelope is
evacuated; it is highly desirable to establish at the de-
sign stage whether the envelope will be strong enough.
In the earlier tubes the geometry was sufficiently simple
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(the first tubes had rotational symmetry) for analytical
methods to give a reasonable accuracy. But as the
geometry increased in complexity more and more sim-
plifications had to be introduced into the calculations,
giving results that were less and less satisfactory. The
mechanical strength of the tubes then had to be checked
by means of strain -gauge measurements on a prototype
of the envelope (fig. 1). Since a prototype had to be
made for every design, this was a very time-consuming
and expensive procedure. The finite -element method
now enables the stresses to be calculated to the desired
accuracy in the actual design stage.

struktionen (ISD) at the University of Stuttgart. The
name ASKA is an acronym for Automatic System for
Kinematic Analysis. The system was chosen because it
was eminently suitable for calculating three-dimensional
stress patterns (like those in the television picture tube).
At the time of our purchase ISD had already put 120
man-years into its development.

The system now consists of four parts:
ASKA I for linear static analysis,
ASKA II for linear dynamic analysis,
ASKA III -1 for elasto-plastic and creep analyses and
ASKA 111-2 for buckling analysis.

Fig. 1. Strain -gauge measurement of the deformation of the envelope for a television picture
tube. The gauges are attached to the inside of the envelope before the two components of the
tube - the screen and the cone - are bonded together. After the tube has been evacuated
the strain gauges are automatically scanned by the equipment visible in the background, and
the measured strain values are recorded on punched tape.

To gain some experience with the method some
simple programs for solving two-dimensional problems
were developed at Philips Research Laboratories. This
work showed however that developing our own pro-
grams for stress calculations in picture tubes would
have taken many man-years, and it was therefore de-
cided to purchase software that had already been de-
veloped elsewhere. After a few experimental calcula-
tions we purchased the ASKA system in 1970.

The ASKA software system

The ASKA system consists of a set of programs for
solving mechanical stress and vibration problems by the
finite -element method; it was designed by the Institut
fiir Statik und Dynamik der Luft- und Raumfahrtkon-

In this article we shall confine ourselves to the ASKA I
program used for the calculation of the picture -tube
envelope. This part has been furthest developed and has
already been taken up by a number of users at Philips.
The other parts are still subject to various restrictions,

A. Hrennikoff, Solution of problems of elasticity by the
framework method, J. appl. Mech. 8, A 169-175, 1941.
J. H. Argyris and S. Kelsey, Energy theorems and structural
analysis, Butterworth, London 1960 (appeared earlier as a
series of articles in Aircraft Engng. 26 and 27, 1954/55).
M. J. Turner, R. W. Clough, H. C. Martin and L. J. Topp,
Stiffness and deflection analysis of complex structures,
J. aeronaut. Sci. 23, 805-823 & 854, 1956.
0. C. Zienkiewicz, The finite element method in engineering
science, McGraw-Hill, London 1971.
J. R. Whiteman (ed.), The mathematics of finite elements
and applications, Academic Press, London 1973.
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both in technical possibilities and in practical applica-
tions.

The ASKA programs are mostly written in FOR-
TRAN, to give the greatest independence from the type
of computer (at Philips the IBM 370/168 computer is
used for ASKA at present). In the design of ASKA
every attempt was made to make it both a useful tool
for the practical design of structures, and also a system
that can serve as the starting point for further research.
To facilitate practical design work an input/output
system has been provided that is matched as far as
possible to the convenience of the user, who must of
course possess an adequate knowledge of the finite -
element method. The programs that perform the actual
calculations do not concern the user at all, since they
are activated automatically. To make ASKA suitable
for research as well, it is largely built up from modules,
which makes it easy to include alterations and addi-
tions. Even so, the use and further development of a
computer system such as ASKA requires considerable
skill and experience; cooperation with software spe-
cialists is essential.

The facility for including modifications in ASKA has
been used to adapt the ASKA I program to the specific
requirements of the picture -tube problem. The program
is used at Philips for a large number of other problems
besides the calculation of these picture tubes. These
include the calculation of the deformations and stresses
in a hydraulic motor, in a centrifuge, in the base -plate
of an automatic coffee -maker, in the cooler housing of a
hot -gas engine, and in a helical -groove bearing. ASKA
is also increasingly used in the calculation of the dy-
namic behaviour of structures. The suitability of ASKA
as a research tool can be seen from the application for
calculating the resonant frequencies of a reverberation
chamber and for calculating the flow of a highly viscous
fluid along an open cavity, since these problems do not
resemble those that ASKA was designed to solve.

In this article we shall start by giving a description of
the finite -element method and deriving the equations
used. Next we shall look at the ASKA I program and
modifications to it. Finally we shall describe the appli-
cation of the system to the calculation of the mechanical
behaviour of the envelopes of television picture tubes.

Calculations for an elastic body

Let us consider a linear -elastic body of volume V
with a surface S of which a part Sp is subjected to a
known load. It is required to find the deformations and
stresses that are produced in the body by the load (it is
assumed that the deformations remain small).

Three sets of differential equations apply for such a
problem: the equations that express the relation be-

tween the strains eij and the displacements ui, the equi-
librium equations, given in terms of the stresses am, and
Hooke's law, which gives the relation between the
stresses and the strains. From these equations it is pos-
sible to derive a set of three partial differential equa-
tions expressed in terms of the displacements ui and
their derivatives, which can be used to describe any
linear elastic problem (see the Appendix). By using
variational methods it can be shown that solving these
equations to obtain the displacements is mathemati-
cally equivalent to finding a displacement field uj(x,y,z)
that satisfies the boundary conditions and for which a
certain 'functional' (a quantity whose value is defined
by the function ui and its derivatives) is at a min-
imum. For the body described above this functional
is:

= f 815 Ek1 d V- f piui dS. (1)
V Sp

Here Eijki is the tensor from Hooke's law, which con-
tains the elastic constants of the material; pi represents
the components of the load on the surface Sp. The
indices i, j, k and I take the values 1, 2 and 3, which
indicate the coordinates x, y and z. The summation
convention also applies here: a summation must be
made over indices that occur twice in a term. The func-
tional 0 has the dimensions of energy; the method
described is known in elasticity theory as 'the principle
of minimum potential energy'.

The principle of minimum potential energy forms the basis of
the finite -element method in the form known as the displacement
method. In this method approximations are introduced for the
distribution of the displacements. It is also possible to derive
variational methods that lend themselves to the introduction of
approximations for the distribution of the stresses (force method)
or of displacements and stresses (mixed methods). In this article
only the displacement method will be described.

The finite -element method

In solving an elasticity problem by the finite -element
method the body is considered to be built up from a
number of small regions of relatively simple geometry,
the elements (e.g. bars, triangles, tetrahedra). A number
of points in these elements are chosen as nodes; these
usually lie on the boundaries of the elements, partic-
ularly at the corners. This network of nodes forms the
idealized model of the body, and the calculations are
made on the model. For each element interpolation
functions are chosen which express uniquely the dis-
placements in the elements in terms of the displace-
ments of the nodes. The displacement field is then cal-
culated for which the functional 0 from equation (1)
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has a minimum value. This displacement field, charac-
terized by the displacement of the nodes, is an approx-
imate solution to the problem.

Since the matrix notation is the most suitable for
describing the finite -element method, particularly for
computer processing, we shall rewrite equation (1) in
matrix notation:

0 = f -isTEE d V - f uTp dS. (2)
V Sp

Here E is the elasticity matrix, formed from the
elements of the elasticity tensor Ewa; e is a column
matrix with the strains as the elements (column
matrices are written as a row of elements between curly
brackets):

a = {Exxayy azz axy ayz azx}

and ET is its transpose, the row matrix

eT = [ezz eyy Ezz Exy Eyz Ezx]

In addition uT is the row matrix [uz uyuz] and p is the
column matrix {pzpypz}.

The functional 0 is obtained for a body divided into
N elements by summing the contributions from the
separate elements :

Q

loX

Fig. 2. a) Division of a thin flat plate into triangular elements.
The three corners of each triangle are taken as 'nodes'. This
means that the displacements of the other points of each element
are expressed in terms of the displacements uxt and uyi of these
points by using interpolation functions. (b) Linear interpolation
functions are chosen for these triangular elements.

=E071 =E[LieT Eitel& dVn -f pn dS.]. (3)
n=1 n=1 If Sp

This summation is only permissible if the boundaries of
the elements themselves make no contribution to 0.
This will certainly not be the case if it is arranged that
the strains at the boundaries are finite. Consequently
the interpolation functions must be such that there are
no discontinuities in the displacements at the bound-
aries of the elements: the continuity of the structure
may not be broken.

For the displacement field of element n we can write:

un = En, (4)

where 4 is the column matrix of the nodal displace-
ments and F., contains the interpolation functions.

We can illustrate the subdivision into elements and the selection
of the interpolation functions by the simple case of a thin plate
loaded in its own plane. The problem can be considered as two-
dimensional (`plane stress'). We can divide the plate into triangular
elements; for each element (see fig. 2a and b):

ii = Inx(x,y)tty(x,y)}, and
d = {11.1 lly1 Ily2 11y2 11x3 110}.

For simplicity the subscript a is omitted here. The displacements
in this element can clearly be interpolated linearly. This can be
expressed in matrix notation by:

[its] [F. F2 0 F3 0
Uy I 0 Fi 0 F2 0 F31

lixj
1y1

11y21'
11x3

Ily3

where F1, F2 and F3 are linear functions of x and y:

Ft(x,y) = atx bty ct.

By including the conditions Fi(xi,Yi.) = 1 and Fi(x2,y2) =
Fi(xa,y2) = 0 the coefficients al, bl and Cl can be expressed in
terms of the coordinates of the nodes. The coefficients of the
functions F2 and F3 can be determined in an analogous way.

After selecting the interpolation functions Fn the
strain can be calculated from

En = (5)

where the matrix Bn is obtained from equation (4) by
differentiation. This gives the functional 0 for element
n:

0,, = f ldT,B,T,EnBn4 d -f 4F,Tpn dSv =
Vn spit

drnqn,

where
kn = f BIEnBndVn-

Vn

(6)

and qn = f F pn dS.;
spn

kn is.the stiffness matrix of the element and qn contains
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the forces at the nodes equivalent to the external load
pn exerted on the element. For the complete body there-
fore

N N
=E0v,Cndn- dnTqn). (7)

n-1 n-1

The nodal displacements of the complete network are
then combined in a single column matrix r; numbers
are assigned to the nodes of the body for this operation.
The relation between the nodal displacements 4
arranged element by element and the global nodal dis-
placements r is stated by the connection matrix A:

{did2d3... dN} = {A3A2,43... AN}r, or d = Ar. (8)

This matrix also relates to the transformation of local
coordinate systems associated with the elements to a
general system that applies to the complete body. If
these systems are the same A is a Boolean matrix (which
only contains ones and zeros).

Substituting from (8), (7) becomes:

0 = -irTATkAr - rTATq, (9)

where k = rkik2k3. . . kNi (these brackets indicate a
diagonal matrix), and q = {qiq2qa qN}. We now
define

K = ATkA and f = ATq; (10)

K is the stiffness matrix of the body subdivided into
elements and f contains the nodal -point forces equiv-
alent to the external load p. Therefore

= -1-rTKr - rTf (11)

Since E is symmetrical, k and K are also symmetrical.
To determine the displacements and hence the values

of r for which the functional 0 has a minimum value,
we calculate the derivatives of 0 with respect to the
various elements of r, and set them equal to zero. This
gives the set of linear equations

Kr = f. (12)

The column matrix f contains all the forces that act
upon the body, and hence the forces at the points where
we wish to support the body. These forces are in equi-
librium; their interdependence is expressed by the six
equilibrium equations for the complete body. This de-
pendence has the result that the matrix K is singular
(i.e. it has no inverse), so that the set of equations (12)
has an infinite number of solutions; a rigid -body motion
is still possible.

To eliminate this interdependence, the values of a
number of nodal displacements must be given in the
statement of the problem; this number must be at least
as many as are necessary to prevent rigid -body motion.
All the displacements whose values have been given

before -hand are called 'prescribed' displacements rp;
the associated unknown reaction forces are denoted
by fp. The remaining unknown nodal displacements,
called 'local' displacements are denoted by ri the as-
sociated known forces by fL. A corresponding arrange-
ment of the matrix Know gives:

KLpi
LKpL Kpp j

rrLi
[rp] L[Aiid

(13)

Multiplied out this gives :

KLLrL KLPrP = fL, and (14)

KpLri, KPPrP =fp. (15)

From (14) it follows that

rL = - KLPrP), (16)

and the reaction forces can be determined from this
and (15).

After the calculation of the unknown displacements
rL the nodal displacements d for each element can be
determined from the now completely known matrix r
with the aid of equation (8). From these and equation
(5) the distribution of the strain can then be found, and
the distribution of the stress in the different elements
can now be found with the aid of Hooke's law. The
stresses and strains for each separate nodal point can
now be calculated as the mean of the values that have
been calculated in the elements that share the node.
These values are not in general exactly equal; this is
inherent in the nature of the displacement method.

From (12), with the aid of equations (10) and (8) it
can be shown that

qr = kd, (17)

where qr represents the internal nodal forces for each
element. These can be calculated if d is known. The
resulting nodal forces Jr = {fifp}, can then be cal-
culated from eq. (10); fL, must of course be equal to the
originally introduced load fL, while fpr gives the
reaction forces. In the ASKA system this method is
used instead of equation (15) to calculate the reaction
forces.

A numerical calculation on a computer, based on the
finite -element method, thus consists in general of the
seven following stages.
- Idealization of the structure. Formation of the con-
nection matrix A.
- Calculation of the element stiffness matrices kn and
formation of the matrices KLL and KLP.
- Calculation of the equivalent nodal forces
fL - KLprp.
- Calculation of the displacements rL.
- Calculation of the nodal displacements 4, the
stresses an and the strains en for each element.
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- Calculation of the mean strains and stresses for
each node.
- Calculation of the reaction forces fp.

In practice the calculation of the various quantities
does not follow these formulae exactly. For example,
the matrix A, which contains very many zeros, is not
formed as a complete matrix, and the stiffness matrix K
is not determined from the formal matrix multiplica-
tion ATKA. More efficient methods have been de-
veloped for these processes, but we shall not pursue
the matter further here.

Fig. 3. Square plate loaded by a parabolically distributed
tension on two opposite sides. The dimensions of the plate are
0.8 x 0.8 x 0.01 m, the modulus of elasticity E is 2 x 1011 N/m2
and Poisson's ratio v is 0.3. The load al, is indicated as a line
load (force per unit length) and is assumed to act over the
complete thickness of the plate; cro = 16 x 105 N/m.

The ASKA I program

As we said in the introduction, the ASKA I program
was specially developed for the solution of linear static
problems by the finite -element method. The program
can be applied for structures in which the displacements
and the strains remain small at the loads imposed. The
material must also have linear elastic behaviour; it
may be anisotropic with the anisotropy defined in
terms of local coordinate systems.

The program consists of a total of 250 000 instruc-
tions, distributed over about 2500 subroutines. The
total storage required for the program is about
2.3 Mbytes (eight -bit bytes); by applying 'overlay'
techniques the main -memory capacity necessary can be
limited to about 310 kbytes. In overlay techniques only
those parts of the program necessary for a particular
phase of the calculation are present in the main memory
during that phase. The rest of the program is stored in
a disc memory. During an ASKA program there is
therefore an intensive traffic of programs and numerical
data between the disc and the main memory.

Procedure for solution

In applying ASKA I for the solution of a practical
problem [5] there are a number of separate phases: the
statement of the problem, the idealization of the struc-
ture, the preparation of the numerical data and the
actual calculation. We shall now discuss this procedure;
by way of illustration we shall indicate what happens
in the solution of the simple problem of fig. 3. This
refers to a thin square plate, loaded on two opposite
sides by a parabolically distributed tension. It is re-
quired to find the displacements and stresses in
the plate. Analytical solutions to this problem are
known [6] [7], and we shall compare the ASKA results
with these.

The statement of the problem

The problem must first of all be clearly described;
this means that the geometry, properties of the materials
and the load must be established. (Fig. 3 and its caption
together form the statement of the problem of our
example.) For a complicated structure it is sometimes
necessary to simplify the structure a little, before
dividing it up into elements, so as to arrive at a model
that can be calculated by the finite -element method.
The mechanical behaviour of this model must of course
correspond sufficiently well with that of the actual
structure.

The idealization of the structure

As we emphasized earlier, the subdivision of the
structure into elements is the most important phase of
the solution process. First the types of element are
selected that might be expected to represent the
behaviour of the structure as closely as possible. The
size and location of the elements are then determined;
the topology of the network is thus established.

To choose the degree of fineness of the network
(mesh), it is necessary to have some knowledge of the
behaviour of the structure under load; at places where
large gradients in the stresses can be expected, the net-
work should be made finer than elsewhere. A finer net-
work does not just give a more accurate solution, how-
ever, it also requires more computer time and is there-
fore more expensive. In practice the idealization of a
structure is always a compromise between the accuracy
desired and the expense.

[5]

[6]

[7]

See also: ASKA part I - Linear static analysis, user's
reference manual, ISD report No. 73, Univ. Stuttgart 1971
(Revision C, 1975).
S. Timoshenko and J. N. Goodier, Theory of elasticity, 2nd
edn, McGraw-Hill, New York 1951.
G. R. Cowper, G. M. Lindberg and M. D. Olson, A shallow
shell finite element of triangular shape, Int. J. Solids & Struct.
6, 1133-1156, 1970.
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In the ASKA I program element types are available
for many categories of problems : for example for struc-
tures built up from bars and beams, continua subjected
to planar stress or strain, axisymmetric continua,
plates, thin- and thick-walled shells and three-dimen-
sional continua. The element library of ASKA I now
contains 48 elements, in various families, such as bar
elements, two-dimensional elements, ring elements,
plate elements, shell elements and three-dimensional
elements. The location of the nodes is fixed for each
element, and also the number of degrees of freedom
and the form of the interpolation functions. These
degrees of freedom can for example be displacements
and their derivatives, and rotations. In the remainder of
this article we shall only refer to displacements.

With a number of elements there is the possibility of
applying them together with other elements in the same
structure. The condition for this is that the variation of
the displacement should be the same at the adjacent
boundary surfaces of the elements. The user himself can
also add new elements to the system.

In idealizing a structure it is not only necessary to set
up the subdivision into elements, the boundary condi-
tions have to be laid down as well. At a kinematic
boundary condition the displacement at a node can be
either prescribed or 'suppressed'. If it is suppressed the
prescribed value is zero (e.g. at a support). As was ex-
plained on p. 60, at least as many displacements must
be specified as are necessary to prevent rigid -body
motion. A boundary condition can also be laid down
by setting the displacements of various nodes equal to
one another, without assigning a specific value. Finally,
initial strains can be specified at nodes or for each
element. Possible static boundary conditions are: ex-
ternal forces at nodes, distributed loading on the
element surfaces and thermal loading specified by
initial strains. The distributed loading can be line load
(force per unit length), surface load (force per unit
area) or volume load (force per unit volume). Both the
prescribed displacements and the forces can be speci-
fied in local coordinate systems selected by the user.
Various loading cases for a structure can be calculated
in a single ASKA calculation.

It is appropriate to mention some of the important
features of the idealization here.
- If there are symmetries in the structure and the
loading it is sufficient to calculate only part of the
structure.
- By assigning appropriate numbers to the nodes a
band structure can be produced in the stiffness matrix;
the elements not equal to zero are then located in a
band on both sides of the diagonal. Since the width of
this band strongly affects the computation time (a wide
`bandwidth' requires a great deal of computer time), it

is important to keep this width as small as possible (see
fig. 4).
- Programs can be developed that can generate the
subdivision into elements for some structures com-
pletely automatically. These 'mesh -generator' pro-
grams start from the geometrical description of the
structure and some basic information about the degree
of fineness desired for the network. They give both the
topological description of the network and the coor-
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Fig. 4. Simple network of triangular elements with the nodes
numbered. The numbering should be arranged to make the
resultant bandwidth of the stiffness matrix of the structure as
small as possible (the bandwidth of a matrix is the width of the
region, on either side of the diagonal, where the elements are
different from zero). This can be arranged by ensuring that the
difference in node numbers is as small as possible for each
element. For the sample given in this figure this means that the
numbering should not run parallel to the long side (a) but parallel
to the short side (b) .

Fig. 5. The two-dimensional element code -named 'TRIM 6', used
in the idealization of the structure of fig. 3. This element has six
nodes (Pi to Pc) with three degrees of freedom at each node.
These are the displacements in the direction of the three coor-
dinate axes. The element only possesses stiffness, however, for
the displacements in its own plane. These displacements follow
quadratic curves, i.e. the interpolation functions F are quadratic.
ti, (2 and t3 give the thicknesses at the three corners.
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dinates of the nodes. The use of a mesh generator saves
a considerable amount of time, because setting up such
an idealization 'by hand' is usually the most time-
consuming part of the procedure. At Philips we now
have mesh generators for two-dimensional problems
and for calculating picture -tube envelopes.
- There may be advantages in using substructures;
this procedure will be discussed separately below.

The idealized structure (types of elements used, num-

0.4 m

The preparation of the numerical data

The numerical data necessary for the performance of
a calculation is now collected. This includes:
- The nodal coordinates; if they are not generated
by a mesh generator they will have to be measured off
from drawings, or from the actual structure, usually a
very time-consuming activity.
- The geometrical data for the elements (e.g. the
thickness).
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Fig. 6. Subdivision into elements for the calculation of the structure of fig. 3. Because of the
symmetry in geometry and loading it is only necessary to consider a quarter of the structure.
At all the nodes along the lines of symmetry the displacements perpendicular to these lines
must be suppressed (drawn as roller supports for a number of nodes). For node 1 this means
that it is fully supported. The value of the load at the nodes is given on the right. The smallest
bandwidth for the stiffness matrix is obtained by numbering the nodes parallel to one of
the axes.

bering of the nodes, suppressed and prescribed dis-
placements) is defined in the 'topological description',
which makes use of a specially designed programming
language.

We shall now return to our example of fig. 3. Since
the plate. is in plane stress, a two-dimensional element
should obviously be chosen; the most suitable one here
is the element known as TRIM 6 (fig. 5). This element
has zero stiffness for displacements perpendicular to
the plane of the element. Because the structure is sym-
metrical in shape and in loading, only a quarter of the
plate needs to be taken into consideration; we choose
the element distribution of fig. 6.

- The elastic constants of the elements. In the iso-
tropic case these are Young's modulus E and Poisson's
ratio v; in the anisotropic case the complete elasticity
matrix must be given.
- The values of the load quantities (prescribed dis-
placements, nodal forces, distributed loads, initial
strains).
- Any local systems of axes in which the load is given
or the anisotropic elasticity matrices are defined.

This data is input into the computer in blocks each
containing a particular kind of data, e.g. the nodal
coordinates. Each block is preceded by a code indicat-
ing the contents of the block.
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The calculation

In the ASKA I program a calculation is divided into
a number of logical stages, such as the data input, the
calculation of the elemental stiffness matrices, the as-
sembly of the stiffness matrix of the structure, etc. The
program modules that perform these stages are called
`processors' in the ASKA system, and are activated by
the user by calling subroutines in a FORTRAN pro-
gram. This program, which directs the actual running
of the program, is called ASKA Processor Control, or
APC for short; it consists of a list of processors that
have to be worked through in succession.

Fig. 7 shows a block diagram of a simple calculation
with the ASKA program. Each block represents an
ASKA processor; the function it performs or the quan-
tity to be calculated is indicated inside the block, and
the name of the processor is indicated in the upper right-
hand corner of the block. The data that is processed
by the processors is grouped in logical entities, called
`books'; these books are each given an alphanumeric
name. The user can perform certain operations with
these books by using this name as argument in a
processor call. In this way the user can decide for
example which books he would like to output as the
result of the calculation, such as displacements, stresses
or reaction forces.

The computer time required for a calculation with
the ASKA I program varies from a few minutes to
several hours, depending on the magnitude of the prob-
lem. For the more complicated problems it is desirable
to run the calculation in several stages, rather than all
at once; the 'books' with the intermediate results (e.g.
the stiffness matrices) are then put on tape and read in
again in the following stage or stages. Special input-
output processors are available in ASKA for this.

During the complete calculation checks are carried
out to see if errors have arisen. An extensive error -
diagnosis system has been built into ASKA that can
give some 600 different error messages. Sometimes
these only contain comments that are of use to the
user, while the calculation continues in the normal way;
but if the error is serious the calculation is immediately
stopped.

Substructures

The ASKA system also offers the possibility of split-
ting a structure into several parts and dividing each
into elements separately. A partial network of this type
is called a substructure; see fig. 8. The substructures
are then interconnected by the nodes that lie on the
boundaries, which means that the displacements at
these nodes are made equal to one another for the
various substructures. In this case we refer to external

displacements. The nodes combining the substructures
in this way together form the main net. The assembly
of substructures to form a main net is essentially anal-
ogous to the combination of elements to forth a net-
work [8].

Fig. 7. Block diagram of a calculation of mechanical strength
with the ASKA I program. Each block represents a processor,
i.e. a program that performs a particular logical stage of the
calculation. The code name for calling the processor in the con-
trol program APC (ASKA Processor Control) is indicated in each
block. In this program the user must establish the procedure to
be followed in the calculation and he determines which results
must be calculated and output.
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The application of substructuring can offer various
advantages:
- It simplifies the idealization of the structure, since
this can now be done separately for each substructure.
- It introduces the possibility of making standardized
`presolved' substructures for parts of structures -that
are used a number of times (in the same or in different
structures). This can save a great deal of computer
time.
- Alterations in the element distribution or in the
actual structure itself can be made much more quickly
and inexpensively, since they are now made for indi-

. vidual substructures where appropriate.
- Substructures permit hinges and sliding contacts to
be included.
- Errors in the input data can be traced and corrected
for the appropriate substructure.

Selective data output can be made substructure by
substructure.

The ASKA system can now also be used to divide a
substructure even further into subsubstructures (recur-
sive substructuring).

Fig. 8. Diagram of a structure divided into three substructures
(1, 2 and 3). The substructures are interconnected by the nodes
at the boundaries, which together constitute the 'main net'.

Assessment of the results

A critical appraisal of the results of an ASKA cal-
culation is desirable. There will always be some un-
certainty about the accuracy of the results, because of
the free choice in the degree of fineness of the network,
particularly if it is not possible to make any predictions
about the behaviour of the structure. Experience will
bring confidence here; in some cases, however, the user
will only be satisfied when he finds that a second cal-
culation with a finer distribution gives results only
marginally different. If results obtained from experi-
ments or analytical calculations are also available, then
comparison will obviously give a check on the Calcula-
tion. When a certain type of structure has to be cal -

[8] J. S. Przemieniecki, Theory of matrix structural analysis,
Mc-Graw-Hill, New York 1968.
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culated repeatedly it is particularly useful to use an
element distribution whose accuracy has been verified
by such a comparison.

Table I shows by way of illustration some results
from the calculation of our example. The displace-
ments and the mean stresses are given at a number of
nodes and these are compared with the results of an
analytical calculation. It can be seen that a good
agreement has been achieved with the selected idealiza-
tion. The highest deviation is less than 2 %.

Table I. Some results from the ASKA calculation of the example
of fig. 3, compared with the results from an analytical calcula-
tion [8]. Values are quoted for a few displacements tri (in m) and
stresses ail (in N/m2) at the nodes 1, 17, 273 and 289, of the
idealized structure; see fig. 6.

ASKA Exact Deviation %

11y17 -0.8828 x 10-4 -0.8852 x 10-4 0.27
11x273 2.9467 x 10-4 2.9548 x 10-4 0.27
11x289 0.7363 x 10-4 0.7439 x 10-4 1.02
11089 0.1058 x 10-4 0.1039 x 10-4 1.83
(7=1 1.3742 x 108 1.3745 x 108 0.02
illiyi -0.2289 x 108 - 0.2255 x 108 1.51
0=17 0.6552 x 108 0.6571 x 108 0.29
arna7 0.0002 x 108 0 -
ayy289 0.0075 x 108 0 -

In a calculation of some magnitude the number of
results is large and their interpretation is often difficult.
To obtain a good interpretation the user will often find
it necessary to apply further processing to the results.
He could for example find it useful to apply transforma-
tions to coordinate systems of his own selection, or to
display the results. It would then be necessary for him
to write his own programs for such processing, because
the facilities that ASKA has to offer here are very
limited.

Some modifications

To adapt the ASKA system to specific needs such as
those encountered in calculating television picture
tubes, a number of additions and alterations to the
program have been developed at Philips Research
Laboratories.

The preparation of the data to be input for an ASKA
calculation is a considerable task, which can only be
automated in a few special cases. The chance that
errors are made in this preparation is consequently so
large that it is necessary to make an effective check on
the correctness of this data before the expensive com-
putation procedure is set under way. This is done in an
`ASKA prerun' (a procedure with a shortened APC);
a special processor has been developed for this

(VERIFY), which starts from the topological descrip-
tion and the numerical data to make a drawing of the
structure that has been input; The user can then check
from the drawing whether the topological description

Fig. 9. Drawing of the network of fig. 6, made with the processor
VERIFY to check the input data. All the elements are shown
here, so that the user can check whether all the elements that
should have been defined are in fact present in the topological
description.

and the nodal coordinates are correct. Fig. 9 shows
such a plot of the input for the problem of fig. 3 as an
example. The user can choose the viewing point for the
structure in VERIFY, and also the scale of the drawing.

A simple extension to the VERIFY processor allows
a drawing to be made of the deformed structure by
superposing the calculated displacements at the coor-
dinates of the nodes. A readily comprehensible presen-
tation of the other results, the stresses and strains at the
various nodes, is a rather intractable problem, partic-
ularly for three-dimensional structures. For two-dimen-
sional structures a processor has been developed that
draws lines of equal stress, and for picture tubes a pro-
cessor has been produced that represents the calculated
results (displacements, stresses, strains) along the line
of interaction of an arbitrary plane with the inner or
outer surface of the envelope.

The ASKA I program can be used to calculate struc-
tures with very large numbers of unknowns (10 000
or more). Equally large, numbers of equations arise in
the process, so that a great deal of computer time is
required. A considerable reduction in this computer
time can be obtained if the subroutines that perform
the various matrix manipulations are rewritten in the
symbolic language of the computer instead of in
FORTRAN. These operations can then be performed
twice as fast as in the original version.
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Even when the calculation has been speeded up in
this way the computation of a large structure requires
several hours of computer time. Since the chance of a
computer failure in such a length of time is by no means

Fig. 10. The diagonal cross-section and the two symmetry cross -
sections of the envelope of the 26 -inch 110° colour -television
picture tube. The envelope thickness is 12 mm at the centre of
the screen.

inconsiderable, it is important to be able to preserve the
intermediate results of the calculation. Then if there is a
machine failure it is not necessary to start the whole
calculation all over again, but merely at the intermediate
point. This is called a `checkpoint/restart' facility. Such
a facility has been simultaneously introduced at both
Philips Research Laboratories and ISD, but in rather
different ways; in calculating picture -tube envelopes a
combination of the two methods is used. Although
retrieving the intermediate results in such a situation is
expensive in computer time and transport costs, this
safety measure is a prudent one for the longer calcula-
tions.

A recent development permits the user to introduce
linear dependences between degrees of freedom. This
can be important for structures idealized with different
kinds of elements, hinged structures or structures con-
taining rigid subassemblies. The theoretical basis of this
development was established at Delft University of
Technology ; it has been, included in the ASKA
system at Philips, with about 80 % of the program made
up from existing ASKA modules.

Calculation of a picture -tube envelope

The calculation of the 26 -inch 110° colour -television
envelope will now be discussed as a representative
example. Calculation of the mechanical behaviour of
television envelopes has the advantage that it is then
possible to determine at the design stage whether the
envelope will bear the stresses due to the evacuation.
The alternative of making strain -gauge measurements
on a prototype is time-consuming and expensive. The
calculations therefore reduce the design time and design
costs for a new type of envelope. They also provide
more information about permissible temperature varia-
tions and hence indicate the way to design an envelope
with the optimum glass thickness for manufacture.

An incidental effect is the possibility of making cal-
culations for the press tools as well.

The statement of the problem

The two symmetry cross -sections and the diagonal
cross-section of the 26 -inch 110° envelope are shown
in fig. 10. The envelope consists of a glass screen and
a glass cone; the two are bonded together by devitrify-
ing enamel. The bond is not taken into account in the
calculation.

We shall only consider the loading case in which the
envelope is subjected to an external overpressure of
1 atm. Because of symmetry in load and geometry it is
only necessary to calculate a quarter of the envelope.

The Young's modulus of the glass is taken as
0.67 x 1011 N/m2 and Poisson's ratio as 0.27.

The idealization of the structure

Since the envelope is fairly thick:and since a three-
dimensional stress pattern is to be expected in the tran-
sition from the front of the screen to the raised edge
-a region where high strains will occur -a three-
dimensional type of element was selected. Elements
that appeared suitable were the TET-10, a tetrahedron
with 10 nodes and a quadratic displacement field, or an
element from the HEXE family - particularly the
HEXEC-27 (see fig. 11). Although trial calculations
showed that the HEXEC-27 required more computer
time, and gave results that were only slightly more
accurate than those from the TET-10, the element dis-
tribution with the HEXEC-27 was so much more con-
venient that this element was adopted.

The element distribution that was used for the cal-
culation (see fig. 12) consists of a single layer of 304
elements; it was assumed that the variation in stress

[9] The exact values were taken from the article of note [7].
[n] H. A. C. M. Spaas, J. G. M. van de Reek and D. K. Wielenga,

Linear constraints in the ASKA programming system,
PROGEL report PRGL-SYST-R 75-2, Laboratorium voor
Energievoorziening en Kernreactoren van de Technische
Hogeschool, Delft.
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over the thickness of the glass could be represented
sufficiently accurately in this way. Substructuring was
applied; the red lines in fig. 12 and the boundary be-
tween screen and cone divide the structure into six
substructures. Since the feature of most interest is the
stress variation at the transition between the front of
the screen and the raised edge the network was made
rather finer here, whereas a relatively coarse network
was satisfactory for the cone. The narrow neck at the
end of the cone was not included in the calculation.
The tube was assumed to be sealed off there; the effect
of this approximation will be local. The lowest point
of the cone is supported in the z -direction (this is the
direction of the axis of the tube). Table II gives the
values of some of the characteristic quantities from the
six substructures and the main net.

Table II. Characteristic quantities for the six substructures of the
idealized envelope and for the main net connecting these sub-
structures. The suppressed displacements (with prescribed value
zero) are at the symmetry cross -sections and at the sealed -off
neck of the envelope, the external displacements couple the sub-
structures together and the local displacements are the remaining
unknown displacements. The number given at the far right of
the table for each substructure is a measure of the 'bandwidth' B
of the stiffness matrix.

Sub-
struc-
ture

No. of
ele-

ments

No.
nodesof

No. of displacements

+(B + 1)
local external sup-

pressed

1 48 663 1644 255 90 290
2 68 921 2229 489 45 319
3 54 741 1761 417 45 319
4 30 441 885 417 21 145
5 24 357 705 345 21 145
6 80 1071 2771 327 115 348

Total 304 - 9995 - - -
Main net - 375 1107 - -

27

4 1

Fig. 11. The HEXEC-27 element, which is used in the idealization
of the envelope of a picture tube. The element has 27 nodes;
the sides are all parabolic. There are three degrees of freedom
at each node: ux, uy and uz; the displacement function is given
by a polynomial of the fourth degree.

Fig. 12. Idealization for the cal-
culation of the mechanical be-
haviour of a picture -tube enve-
lope. Because of the symmetry
in shape and loading it is only
necessary to calculate a quarter
of the envelope. This part is
idealized by a single layer of
elements of the type in fig. 11.
It is divided into six substruc-
tures; the red lines and the
boundary between screen and
cone separate the substructures.

The preparation of the numerical data

The coordinates of the corners of the elements were
obtained by measuring the envelope in fig. 10 on a
coordinate table (the intermediate points were deter-
mined by interpolation). This is only possible for the
calculation of an existing tube, of course; if it is desired
to calculate a tube at the design stage then the coor-
dinates will have to be derived from an engineering
drawing. If a mesh generator for this problem is avail-
able, this will give the nodal coordinates as well as the
element distribution.

The nodal -point loads were calculated by special
ASKA processors from the values of the external load,
which were given for each element.

A check was of course also made in this case on the
correctness of the input data: drawings of the element
distribution were made with the processor 'VERIFY'.
These plots for all six substructures have been combined
in a single diagram in fig. 13.
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Fig. 13. Drawing of the network
of fig. 12, made with the pro-
cessor VERIFY. The drawing
was produced by combining the
plots of the six separate sub-
structures with a small spacing
between them.

-,-.01.11ftwow--
...---...-.00.-

-.1"Irma--="31%010fte0S..---4401-Aftio...ro.........01.-

pm.-.m.----m.r.--..._
'"Isorimii-X4-4 '11410.47:0011:440"..--.'"Vagilw- 6b.Amtpai,.440..

cm NI i m m
°N....,'4illiffillilli" ------....,..... ..:....r..

wv_...-0"Pzivic....vemi,..110,.....Aimiti
wit

wspitalareasir.,,_--- --Ship.... illtka°1Wigig V
- litS01*-3-1411Ni
grarsiiiiiiilit.,..,--.10/,.....s........pose:.,..4, _

e,....,,......,-......zzo.....1r44..,...........sre.....,...,,,,,,,....,::"---f-'qrtiT,IO.b-a-.;:iLm---.p.AviP;mE''dipzirdpip. ,MMI,

1 Wiii..." . C. 114: ..:Il 1:... 11 112 lb I I  I l' ' '.. ISO A P r . .4412 I I 5 rig r ' M 1 1 4 1 I I W

N........ `...?

\N.

11111111111111Milumma

11111111111111Timige
1111111111ibminmerti

Performance

The calculation of this structure with some 11 000
unknowns required about seven hours of computer
time when it was first performed on the IBM 360/75
computer. The costs were correspondingly high. These
costs have now been reduced by about a half by using
the procedures for reducing the computer time and for
minimizing the memory capacity required.

------------

Fig. 14 shows the calculated deformation of the
largest symmetry cross-section of the envelope. From
experience it has been found that in assessing the
strength of a glass structure the most informative
quantity is the strain produced, particularly its positive
maximum. Glass is much less sensitive to pressure.

The calculated strains at the glass surface in the
smallest symmetry cross-section of the envelope are
shown in figs. 15 and 16; comparison of the measured
and calculated values indicates good agreement. The
greatest deviation is at the point R (the transition from
the front of the screen to the raised edge) and at the
end of the cone. We should remember here that in the
idealization the rounded transition to the raised edge
is replaced by a sharp edge, while the measurements at
this location are also less accurate. The deviations at
the end of the cone can be explained by the coarser
element distribution for the cone and the 'sealed -off'
idealization, which does not correspond with reality.
Good agreement is obtained however in the practically
important region on either side of the point R in figs. 15
and 16, where there is considerable bending. There are

Fig. 14. Deformation of the largest symmetry cross-section of the
envelope under the overpressure of 1 atm due to the evacuation.
The scale on which the displacements are plotted is larger than
the scale on which the geometry of the tube is shown; the largest
deflection at the centre of the screen is about 0.2 mm.
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M

L

-L
two positive peaks in sr here on the outside of the tube,
which are approximated very closely in the calculation.

We can conclude that ASKA has been found to be
an indispensable design tool in achieving the aims
stated at the beginning of this section. The ASKA pro-
grams have greatly assisted in reducing the time and
expense required in the design of a television picture
tube.

Other systems

In addition to ASKA there are a large number of
comparable systems available or accessible for use. Each
of these systems has its strong and weak points; we
shall mention here ICES-STRUDL, also available at
Philips, and NASTRAN, SESAM, ASAS, BERSAFE
and MARC [M. The MARC system is very suitable
for solving nonlinear problems, and will also shortly

Fig. 15. The strain s in the glass
along the inside of the envelope
at the smallest symmetry cross-
section. The strain has been
plotted against the position L
on the developed line of inter-
section of this cross-section and
the inside surface; the point M
corresponds to the centre of the
screen, the point R to the transi-
tion between the front of the
screen and the raised edge and
the point K to the transition
between the screen and the cone.
The solid lines connect the cal-
culated values, transformed to
local coordinate systems defined
by the normal n to the glass
surface and the tangents to the
surface in the plane of the cross-
section (radial r) and perpen-
dicular to it (tangential t). Meas-
ured values are also given for
Er (triangles) and et. (squares).
The agreement between the
measured and calculated values
is very good.

Fig. 16. As fig. 15, but now for
the strains at the outer surface,
plotted on the developed line of
intersection between the smal-
lest symmetry cross-section and
the outer surface.

be available at Philips. All of these systems can be
applied to large groups of very diverse problems. They
all have one feature in common with ASKA: specialist
knowledge and experience is necessary in use for ad-
vanced applications. Again, it will in practice often be
necessary to adapt the system to the user's particular
requirements, which means that close cooperation with
software specialists is essential.

Finally, we should like to emphasise that the finite -
element method is a numerical method of solution.
This means that an understanding of the behaviour of
a structure as a function of various parameters can only
be obtained after repeated calculations, which may not
be permissible in practice. Analytical methods, giving

(11] A survey of the various systems is given in:
K. E. Buck, D. W. Scharpf, E. Stein and W. Wunderlich
(ed.), Finite Elemente in der Statik, Ernst, Berlin 1973.

(12] See K. Washizu, Variational methods in elasticity and
plasticity, Pergamon Press, Oxford 1968.
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more closed solutions in which the effect of the param-
eters is immediately visible, are still preferable. Unfor-
tunately, the kinds of problem that can be solved by
such methods are becoming relatively fewer. The finite -
element method, on the other hand, has considerably
increased the range of kinds of problem that are
amenable to calculation.

Appendix: The equations of the theory of linear elasticity

In the theory of linear elasticity the following relations (they
are given here in tensor notation) are applicable.
here in tensor notation) are applicable.

The relation between the strains and the displacements tii is:

= f O(td + um), (Al)

where the subscripts i and j take the successive values 1, 2 and 3,
indicating the coordinates x, y and z, while a subscript following
a comma indicates a differentiation with respect to the appro-
priate coordinate.

For i = j = 1 eq. (Al) gives:

bux bitz bitsezz = H
Ox bx Ox

so that the strain in the x -direction is the derivative with respect
to x of the displacement in the x -direction. If i = 1, j = 2, then
we have:

btiz Oily

where 26.71 is the shear in the x,y-plane (the angular change of
a right angle between the x- and the y -direction). The quantities
eyy, Ezz, Eyz and Ezz follow from (Al) in the same way.

The equilibrium equations for the stresses cril are expressed as

= 0. (A2)

In addition to the convention for differentiation as mentioned
above, the summation convention is also applied: if an index
appears twice in a term then a summation must be made over
this index. For i = 1 eq. (A2) then gives:

baxx baxy bazz =
Ox 0z

This equation can be derived from the equilibrium of the normal
and shear forces acting on a volume element dxdydz in the x -
direction. Corresponding equations for the y- and z -directions
can be derived from (A2) for i = 2 and 3. From the equilibrium
of moments it also follows that alt = aji.

Hooke's law, which gives the relation between the stresses alt
and the strains co, can be expressed as

att = Eiikzek.z, (A3)

where Ewa contains the elasticity constants of the material. For
a three-dimensional iso ropic body this gives six equations that
can be expressed in matrix notation as:

axx -1-v v v 0 0 0 Exx

(Ivy v 1-v v 0 0 0 ELL

azz v v 1-v 0 0 0 Ezz

Crxy
E

0 0 0
12v

0 0 2Exy
- (1+v)(1 -2v)

-
2

ay z 0 (i 0 0-22v 0 2eyz

azx 0 0 0 0 0
1-2v

2Ezx2 -
Here E is Young's modulus and v is Poisson's ratio.

Substituting (Al) in (A3) gives

(To = Elikl . 111,0)

so that (A2) becomes
.EijEt = 0. (A4)

This equation represents a set of three partial differential equa-
tions, for i = 1, 2 and 3. The terms are summed over the sub-
scripts j, k and I; the terms us,lt and tii,k5 represent second
derivatives.

These differential equations (A4) can be used to describe any
problem in linear elasticity theory; in obtaining solutions it is
of course always necessary to take into account the boundary
conditions for the particular problem. If a numerical solution of
the equations is desired, difference methods must be used; how-
ever, setting up the difference equations and finding their solution
is so difficult for a three-dimensional body that there is a strong
incentive to find other methods. One such possibility gives us the
variational calculus; it can be shown from this that solving the
elasticity equations is mathematically equivalent to finding a dis-
placement field iti(x,y,z) that satisfies the kinematic boundary
conditions and gives a minimum for a particular 'functional'
(a quantity whose value is defined by the function ui and its
derivatives). For a body of volume V and with an area Sr of
its surface subjected to a load pi, this functional is

f fEifizz eif Ekl d V- f pi dS. (A5)
sr

We shall give no proof of this here [121.

Summary. The finite -element method (FEM) is a numerical ap-
proximation method for carrying out stress calculations on struc-
tures that are too complicated for the classical analytical methods.
The structure is divided into elements (e.g. bars, triangles, tetra-
hedra), and a number of points in these elements are selected as
nodes. To calculate the stiffness of an individual element the dis-
placements of the points of the element are expressed in terms
of the displacements of the nodes with the aid of interpolation
functions. The stiffness of the structure divided into elements is
next calculated; the displacements of the nodes can then be deter-
mined as a function of the external load. From these it is possible
to calculate the displacements, stresses and strains in each separate
element, as well as the reaction forces at the places where the
structure is supported.

In the article the theory of the finite -element method is derived
from the general equations of elasticity theory; the ASKA com-
puter system that Philips have purchased for carrying out cal-
culations by this method is also described. The ASKA I program
for linear elastic problems, which is applied here, consists of
250 000 instructions, distributed over 2500 subroutines; it occu-
pies 2.3 Mbytes (eight -bit bytes) of memory capacity and requires
a main memory of 310 kbytes. The element library contains
48 elements for various kinds of structures. A description is given
of the solution procedure: the input of the topological and
numerical data from the idealized structure, the application of
substructures, the actual calculation and the assessment of the
results. Some modifications have been introduced into the ASKA
program, in particular for checking the input data, displaying the
results and speeding up the calculation. The calculation of the
envelope of the existing 26 -inch 110° colour -television tube is
given as an example. Because of symmetry in shape and loading
only a quarter of this tube has to be calculated. This part is
idealized by a single layer of elements of the type HEXEC-27,
divided into six substructures. The results of the calculations,
which took seven hours on the IBM 360/75, are in fairly good
agreement with the results of strain -gauge measurements on the
tube. Making these calculations while a new television tube is
still in the design stage allows the design procedure to be speeded
up considerably.
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An equipment for automatic optical inspection
of connecting -lead patterns for integrated circuits

F. L. A. M. Thissen

When every product from quantity production is separately examined by an inspector
to see whether it meets the specifications, some 'bad' ones will almost inevitably slip
through. It is therefore desirable to automate such 'visual inspection' as far as possible.
This applies even more to the growing number of products that are virtually impossible
to inspect visually in practice, for example because they are very small or the production
runs are very large. Automated inspection is then an essential. We shall call this process
`automatic optical inspection', since the information travels by an optical path from
the product to the inspection system. Work on this inspection system has been in progress
at the Centre for Technology ( CFT), where members of some of the Philips product
divisions and the Research Laboratories cooperate on technology projects. An initial
result of this work is a machine that makes an automatic optical inspection of the con-
necting -lead patterns on the flexible plastic 'tape' for mounting integrated circuits
(called IC spiders). An important contribution to this project was made by G. P. J.
Janssen of the Electrical Mechanization Department of the Video Division, which
developed the electronic units for the system. A vital component of this system is the
`data formatter', which will also be used in other inspection systems. The mechanical
units of the system were designed by the Mechanical Mechanization Department of the
Video Division.

Introduction

The final inspection of many quantity -produced
products is carried out by an inspector, who judges
visually whether the product meets the specifications.
For some products occasional sample checks will be
sufficient; for others it may be necessary to subject
every completed item to this visual inspection. A
familiar example in the electronics industry of a product
that has to be individually inspected is the printed -

circuit board. Although it is no exception to have
production runs of hundreds of thousands of such
boards, every single one still has to be inspected
visually. This means that many people are required to
do this work, and since it is tedious and uninspiring
it is inevitable that human errors will occur and that
products with defects will be passed as satisfactory.
Automation of this inspection is highly desirable, and
it also seems perfectly feasible since the criteria are all

Ing. F. L. A. M. Thissen is with Philips Research Laboratories,
Eindhoven.

clearly defined (the conducting tracks must all be
present, there must be no short-circuits or near -short-
circuits, etc.). As in visual inspection, the information
from automated inspection will also pass along an
optical path from the product to the inspection system.
To indicate this we shall use the term 'automatic optical
inspection'.

As a first move towards automatic optical inspection
a machine has been developed for inspecting the 'pat-
tern' of connecting leads on the flexible plastic 'tape'
used for mounting integrated circuits (1). These con-
necting leads are applied to a plastic tape by an
electroplating process; see fig. I. Each pattern of leads
measures about 20 x 8.2 mm; the narrow tracks in
the centre, on which the IC is mounted (the 'bonding
zone'), are only 0.1 mm wide. The pattern has to

[1] A. van der Drift, W. G. Gelling and A. Rademakers, Inte-
grated circuits with leads on flexible tape, Philips tech. Rev.
34, 85-95, 1974.
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meet very close tolerances. In the bonding zone only
very slight dimensional deviations are permitted,
because of the play encountered during the positioning
of the IC on the pattern. The same requirements have
to be met by the solder lands, i.e. the broad contacts
at the end of the tracks with which the connecting leads
are mounted on a board. The only requirements for the
rest of the pattern are that there should be no restriction
to the current flow and that there should be no short-
circuits or leakage paths.

The situation for the inspection of the connecting
leads differs from that for printed -circuit boards: the
fabrication of the connecting leads is not yet combined
with visual inspection; before the inspection system
was put into use only a few pilot runs were made.

where possible defects could cause trouble (for example
the type number, which is also included in the pattern,
is not inspected). Another advantage is that the various
test specifications can easily be met in the various areas
of the pattern.

The centre -line method is a 'global' method, that is
to say one in which the whole pattern (or most of it)
has to be accessible for inspection. This is no problem
with connecting -lead patterns, but with large printed -
circuit boards it can present difficulties. In addition to
these and other global methods there are also methods
for purely localized inspection, e.g. for determining
local deviations in the regularity of the pattern, or for
finding tracks that are too close together, etc.[2]. These
other methods will not be considered here.

raW1VJ A%alLigtd) A7,11.4,0S
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Fig. 1. Part of a tape with connecting -lead patterns for mounting integrated circuits. The
copper tracks are applied by an electroplating process to a tape of transparent plastic with a
width of 8.2 mm. An integrated circuit is soldered to the narrow tracks in the central region
of each pattern; this is called the bonding zone; with the broad leads from the tracks the
whole pattern, after having been cut from the tape, is mounted on a printed -circuit board.
The system has found a fault in the centre pattern (a hole in a track bottom right). The pattern
is then marked by punching a hole in the broad track on the right of it.

Owing to the small dimensions of the connecting -lead
pattern, which makes it essential to use a microscope,
and because of the diversity of the test specifications in
the various zones, visual inspection of the millions of
patterns produced in a year would be quite impossible.
In other words there is no question of automating
human labour, for without automatic inspection it just
would not be possible to produce the required numbers
of patterns. This trend will become increasingly appar-
ent with other products in the future.

For the automatic optical inspection of connecting -
lead patterns we use one of the methods developed for
the inspection of printed -circuit boards, the centre -line
method. This method consists in verifying the width of
each conducting track and of each strip of insulation
between two tracks. Each pattern to be inspected is
compared with a model in which the centre -lines of
these tracks and insulation strips have been established,
as well as the minimum value for the width. A great
advantage of the centre -line method compared with
other methods, in which the whole pattern is scanned
point by point, is that only the areas are inspected

A general picture of the system

The inspection system consists essentially of two
television cameras that take pictures of the patterns,
a transport system that moves the tape with the pat-
terns past the cameras, and a minicomputer that com-
pares the pictures from the cameras with the centre -line
model stored in its memory (fig. 2). Each pattern is
viewed in four parts: one camera takes three fields that
together cover the whole pattern, and the other camera,
with greater magnification, views a field that only
includes the bonding zone (fig. 3). The tape is illumi-
nated by transmitted light - the material is trans-
parent - to obtain a good contrast between the tracks
and the insulation (the plastic) between them.

At the same time as a picture is scanned by the
camera the video information is digitized and stored in
the computer memory. The picture consists of 400 lines.
To obtain the same resolution horizontally and ver-
tically, the lines are divided into 450 picture points in
the digitizing process with the information 'black' or
`white', '1' or '0', corresponding to 'track' or `no
track'. For each field a total of 400 x 450 bits of infor-
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mation are thus stored. Immediately after one of the
fields of a pattern has been recorded in this way, its
image information is compared with the centre -line
model of this field, which is stored in the computer.
Simultaneously the stepping motor is actuated to trans-
port the next field in front of the camera, or a switch is
made to the other camera (or both).

The installation, shown in fig. 2, operates semi-
automatically or entirely automatically, as required.
In semi -automatic operation the inspection process is
interrupted as soon as the computer finds a fault and a
teletypewriter types out coded data relating to the fault,
including the dimensions. In addition the location of
the fault is displayed on a television monitor, which
always shows a picture of the field being inspected. The

The centre -line method

In the centre -line method the model with which the
inspected pattern is compared - four models for the
connecting -lead patterns, one for each picture field -
consists of the centre -line of all the tracks and insula-
tion strips of the pattern ; see fig. 3. Each of these centre-
lines is assigned a test criterion that indicates the
minimum required width of the track, and which also
shows whether the centre -line belongs to a track or an
insulation strip. When the width of a track in the pat-
tern varies along a centre -line, different test criteria are
given for the various parts of the centre -line.

The centre -lines can be established in a model in two
ways. Lines that run horizontally or vertically or at an
angle of 45° (by horizontal we mean here the longitu-

Fig. 2. System for the automatic inspection of connecting -lead patterns on tape. In the part
on the right the plastic tape is transported past a light source so that the patterns can be
viewed one at a time by two television cameras (for two different magnifications). One of the
pictures taken is displayed on the monitor. The central unit is a Philips P 855 minicomputer,
which compares the pictures with a model of the pattern stored in its memory.

location of the fault is indicated on the display by a
cross (fig. 4) or 'cursor'. The data will allow the user
to decide whether or not he should reject the pattern,
and he types in his decision. In entirely automatic
operation the computer itself makes the decision from
the reject criteria stored in its memory. When a pattern
is rejected, a hole is punched into a particular place on
the pattern (see fig. 1) and the inspection continues with
the first field of the next pattern.

Before discussing the operation of the system in more
detail, we shall first give a description of the centre -line
method.

dinal dimension of the pattern) are represented by the
coordinates of the origin or starting point, the direction
in which the line runs (designated by a figure between
1 and 8) and the length of the line (expressed in the
number of image points). Lines at an arbitrary angle
are indicated by the coordinates of the starting and end
points. The required track widths are always indicated
for a horizontal or vertical intersection with the track.

[2] M. Ejiri, T. Uno, M. Mese and S. Ikeda, A process for
detecting defects in complicated patterns, Computer Graphics
and Image Processing 2, 326-339, 1973.
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The centre -line models, four for each type of pattern
to be inspected, are drawn up once, punched in a tape
and stored in the computer memory. A special com-
puter program has been developed for drawing up the
model in a direct dialogue with the computer by means

of an interactive display [3]. We shall not deal with this
here.

The inspection of a track proceeds as follows. For
each centre -line point a check is made to determine
whether there are a sufficient number of 'track' points

Fig. 3. Division of a pattern into four image fields. Fields 1, 2 and 4 are recorded by the
same camera and together cover the whole pattern; field 3, recorded by a second camera
with a greater magnification, covers only the bonding zone, which has to meet the tighter
specifications for the accuracy. In fields 1, 2 and 4 the centre -lines of the tracks in the centre-
line model are indicated. The fields are recorded and inspected in the sequence 1, 2, 3, 4.

Fig. 4. Television -monitor display of field 2 of a pattern in which
a fault has been found. This fault, a hole in a track, is marked
by the computer with a cross (a 'cursor'). In semi -automatic
operation of the system the user decides from the position of the
error and its dimensional data, which are printed out by a tele-
typewriter, whether or not to reject the pattern. In automatic
inspection this fault will certainly lead to rejection. The pattern
with this fault is also shown in fig. 1.
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Fig. 5. Stored image of a vertical track with a width of seven
points. The 'track' points are indicated by a cross, the insulation
spacing by dots; the position of the centre -line from the model
is indicated by a chain -dotted line. Since peripheral points may
be missing as a result of quantization noise, a track width of only
five points is required in the test criterion in this case. No fault is
then found in the track in this example.

symmetrically arranged around each point in the stored
video information. This check is made at a horizontal
or vertical intersection with the track, depending on
how the track width in the model is defined. It is of
course necessary to know which points of the stored
image correspond to the centre -line points of the
model: image and centre -line model must be correctly
positioned in relation to each other. We shall touch on
this aspect later.

Let us now look at the actual situation for a track
with a width of seven points (fig. 5). Owing to quan-
tization noise during the recording and digitizing of the
image, we cannot be certain whether the peripheral
points of the track are present. When drawing up the
centre -line model a width specification of five points is
therefore laid down in the test criterion for this track.
If we now examine the five points arranged symmetri-
cally around the centre -line at the intersection, we may
find any of the following situations.
1) The five points are all present.
2) All five points are there except for a peripheral point.
3) One or more points in the track are missing (and
possibly a peripheral point as well).

In the first case the intersection is correct, as it is for
all of the part of the track displayed. In the second case
we find only four of the five points. This intersection
would therefore really be faulty, but the fact that a
peripheral point is missing indicates that the model may
be positioned wrongly in relation to the picture, since
it may happen that the centre -line does not coincide
exactly with the centre of the track. This situation is
shown in fig. 6. Here the first three intersections satisfy
the criterion, but in the fourth a peripheral point is
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missing. However, if the centre -line is moved one image
point to the left, then this intersection also satisfies the
criterion, without faults arising in the other intersec-
tions. The intersection is then passed as correct. In the
actual inspection of connecting -lead patterns (where

X X X X i< x x
x x x x i< x x
X X X X *

!

X X
X X X x* X

x x x x 1: x x
x x x x 1: x x

Fig. 6. Stored image of a vertical track in which a fault is found
on inspection with a track width of five points. This fault,
however, arises because the centre -line does not coincide with
the centre of the track. Such positioning errors can be remedied
by repeating the inspection of the intersection with a displaced
centre -line when a peripheral point is found to be missing. When
the centre -line in the example shown here is moved one point to
the left the track satisfies the criterion.

the narrowest track always has a width of 10 to 15
points) the centre -line is moved through two points
when peripheral points are missing.

In the third case, where one or more points are
missing in an intersection, a fault has been discovered.
Not all faults, of course, necessarily lead to the rejection
of the pattern; for example a small hole in a wide track
is indeed discovered as a fault, but it will have no
practical consequences. To avoid an unnecessarily high
reject percentage, therefore, the seriousness of a fault
must first be judged before the decision 'pass' or 'reject'
is taken.

Fault appraisal

When a fault is discovered, a subroutine that deter-
mines the dimensions of the fault is initiated. This is
done by making a fault projection; see fig. 7. Starting
with the first intersection in which the fault occurs, the
intersections are scanned and a record is made in a
projection buffer PB of the points that are missing.
Part of the main memory is reserved for this buffer.
In addition to the track points, some surrounding
points are also examined in each intersection. This sub-
routine stops as soon as a completely correct inter-
section is found; the buffer then contains a projection
of the fault.

The following data can be read from the projection.
If the fault is an isolated one, e.g. a hole in a track as
in fig. 7, the maximum width of the hole and also the
widths of the two free conducting paths beside the hole
can be determined from the projection. If the fault is a
constriction, as in fig. 8, the remaining free conducting
path can be determined from the projection. The length

of the fault always appears from the number of suc-
cessive intersections in which part of the fault is visible.
The same procedure is of course used when the fault
is an island of copper in an insulation strip or a pro-
trusion from a track.

X 1 XX PB

./X X X X X X x/
X X X X X X

X x x x/ '

X x x x
X X

X X X
X X X X X X X

X  X X/

X X
X X
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a

b

Fig. 7. Making a fault projection. When a fault is discovered in a
track, the missing points are recorded in a projection buffer PB
for all successive intersections in which the fault is visible. Two
points on either side of the track are also examined. If the fault
is a hole in a horizontal or vertical track, a projection of this
hole is produced in PB on a perpendicular intersection of the
track (a). From the contents of PB it is now possible to read the
maximum widths of the free conducting parts next to the.hole
(here one and two points). If the track is not horizontal or ver-
tical, but runs in an arbitrary direction, a similar result is achieved
by giving the centre -line point for all intersections in the buffer
the same position, in other words the fault is projected parallel
to the centre -line on to a horizontal or vertical line (b) .

X X X
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X X X

I X X X PB

Fig. 8. Fault projection for a constriction in a track. From the
contents of the projection buffer PB the remaining free path can
now be read (here three points).

[3] A similar application of an interactive display is described in:
P. Blume, Computer -aided design, Philips tech. Rev. 36,
162-175, 1976 (No. 6).
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The necessity of a procedure including fault projec-
tion appears from the example in fig. 9. Here a thin
scratch in a track has broken the electrical connection.
Nevertheless there is only a small fault present at each
intersection - in all cases no more than one point is
missing - which in itself is not a reason for rejecting
the pattern. It can only be seen from the projection that
the connection is broken and that the pattern must
therefore be rejected.

Whether a fault of certain dimensions should result
in a reject depends to a great extent on its position in
the connecting -lead pattern. Different rejection criteria
apply to the bonding zone, the zone with the tracks and
the zone with the solder lands. In the model each centre-
line section in addition to the width criterion is given
information indicating to which of these zones it be-
longs. From this information and the rejection criteria
for the three zones, which are stored in the computer,
a decision subroutine can determine whether or not the
discovery of a fault must be followed by rejection. -

Technical design

The camera arrangement

The camera used for inspecting the connection pat-
terns is an XG 7302 type, developed by the Philips
Electro-acoustics Division for use in X-ray systems.
The camera has very high stability for the horizontal
and vertical deflection. The line generator has been
modified to produce a rectangular picture instead of the
original circular one. The 875 picture lines originally
used (in two interlaced fields) have been increased to
876, and a field of 438 lines is scanned every 20 milli-
seconds without interlacing [4]. A number of these
lines must be suppressed (for the field flyback, for
example); about 400 lines remain in each field.

Inspection of the bonding zone of a pattern requires
a resolution of 10 ti.111; the optical system of the camera
that takes the picture of the-33onding zone is therefore
arranged in such a way that the distance between two
picture points corresponds to 10 tLin in the pattern.
With a field of 400 lines with 450 picture points this
means that the camera must cover an image field of
4 x 4.5 mm, large enough for the bonding zone (see
fig. 3). For the rest of the pattern a resolution of 20
is adequate. The second camera is therefore set for an
image field of 8 x 9 mm, so that the complete pattern
can be recorded in three steps.

The arrangement of the camera in relation to the
tape is illustrated schematically in fig. 10. The tape runs
through a guide groove G over a small glass block
through which it is diffusely illuminated. By means of
the semi -transparent mirror S1, the mirror S2 and the
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Fig. 9. Illustrating the necessity for a fault projection. For the
fault shown here, which runs right across a track, only one mis-
sing point is found in each intersection; this alone would not
result in a reject. The projection, however, shows that the con-
nection is completely broken.

Fig. 10. Diagram of the optica part of the system. The tape runs
through a guide G over a glass block through which it is illumi-
nated by the light source L via a diffuser D (a ground -glass
plate). The semi -transparent mirror Si, the lens system Fi, the
mirror S2 and the system F2 form the images in the two cameras
C1 and C2. The lens systems and the object and image distances
are chosen in such a way that Cl operates with a resolution of
10 p.m and C2 with 20 [mt.

lens systems F1 and F2, images of the pattern
are formed in cameras C1 and C2. With a suitable
choice of lenses and of object and image distances,
camera Cl has a resolution of 10 [km and camera C2
of 20 (..tm.
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The tape is transported by means of a stepping motor
that drives a spindle against which the tape is pressed by
a rubber roller. In the detail photograph in fig. // the
roller can be seen to the right of the position where the
tape is illuminated. The transport commands are given
by the computer. The tape is wound on take-up and
feed reels driven by servomotors. This ensures that the
tape always hangs in a loop at both ends.

puter. The video signal is converted here into a binary
signal with the discrete values 0 V or 5 V, representing
`no track' or 'track'. The video mixer VM, which also
receives the synchronizing pulses from SG, makes the
video signal visible on the television monitor Mon.

In the circuit following Ds, the 'data formatter' Df,
the signal is digitized and then fed to the computer.
The data formatter consists of two shift registers, each

Fig. 11. Camera arrangement and tape -transport mechanism. The two cameras are situated
behind the vertical front plate. The glass block through which the tape is diffusely illuminated
can be seen at the centre of the plate; the black box above it contains the two mirrors that
project the light on to the cameras (see fig. 10). The tape with the patterns is transported
from the left-hand reel along the horizontal guide groove to the take-up reel on the right.
The drive is supplied by a stepping motor that drives a spindle against which the tape is
pressed by a rubber roller (right of centre on the front plate). Each reel is driven by a servo-
motor controlled in such a way that the tape hangs down in a loop loaded by a counterweight.
In this way the tape is kept in equilibrium in the middle of the system by the weights on the
left and right. Tape transport is therefore not affected by the feed and take-up of the tape,
but is controlled solely by the stepping motor.

Interface with the computer

Fig. 12 shows a block diagram of the complete
inspection system. The control circuits of the cameras
C1 and C2 are contained in the control units CUi. and
CU2; the synchronization pulses for the two cameras
are supplied by a single generator SG. The video signals
are fed to the multiplexer M, an electronic switching
device that passes on one of the two signals to the level
discriminator Ds when a command is given by the corn -

of which can contain the image information from one
line. These registers are filled alternately; while the in-
formation from a line is being read into the input for one
of the registers, the information is being read out of
the other register by the computer. The shift frequency
during the filling of the registers is such that the video sig-
nal presented to the inputs is divided into the required

[4] The modifications of the camera system were made by B. J.
van Donselaar of these Laboratories.
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450 discrete values per picture line during the input
process. Inputting thus takes place synchronously with
the scanning of the picture; the speed is determined by
the camera system and is slightly more tha7n 12 x 106 bits
per second. The registers are read out discontinuously
in groups of 16 bits (the word length of the computer)
and at the higher speed of 19.2 x 106 bits per second,
determined by the speed of the computer.

The computer is a Philips P 855 minicomputer,
whose main memory has a storage capacity of 32 x 1024
words of 16 bits and a store cycle time of 0.8 p.s. By
means of a special input channel DMA (Direct Memory
Access) the video information from the data formatter
is transferred straight to the main memory. The infor-
mation from one picture occupies about 12 000 words,

CU2

Cu'

SG

Philips tech. Rev. 37, No. 4

In the semi -automatic operation of the system the
user communicates with the computer by means of the
teletypewriter. This can also supply statistical data
about the faults discovered. Such data may reveal cer-
tain manufacturing errors that would otherwise be
difficult to trace, such as a slight undulation in the
series of patterns on the tape caused when the tape is
cut from the wide plastic strip on which the patterns are
made. The system also contains the tape reader TR and
a tape punch TP for entering the model data when
making the centre -line model. In the arrangement
shown in fig. 2 the left-hand part of the cabinet con-
tains the computer; the other circuits are contained in
the right-hand part on which the operating panel is
located.

Df DMA

P855

Comp

MIOS

VM HCG

--1 SC

T

T

TR

OP

Mon

Fig. 12. Block diagram of the inspection system. C1 and C2 cameras with contro units CU1
and CU2 and sync generator SG. M multiplexer. Ds level discriminator. VM video mixer.
Mon television monitor. Df data formatter. DMA input system (Direct Memory Access).
MIOS modular input and output system. CG cursor generator. S stepping motor with servo
controller SC. P punch mechanism. TT teletypewriter. TP tape punch. TR punched -tape
reader. OP operating panel.

which are stored at consecutive addresses. The programs
and the model data are read in by a punched -tape
reader TR; the main memory is large enough to con-
tain this data in addition to the video information, so
that the inspection system requires no backing storage,
such as a magnetic -disc file. The modular input/output
system MIOS of the computer controls the multiplexer
M, the stepping motor S (via the servo -controller SC),
the punch P used for marking the rejected patterns, and
the cursor generator CG. The MIOS also includes an
operating panel OP for starting and stopping the sys-
tem, selecting automatic or semi -automatic inspection
and switching the cursor on or off.

The inspection cycle

We shall now deal with some aspects of the system
in more detail. The inspection cycle for the four fields
of a pattern is shown in fig. 13. The smallest unit along
the time axis of this diagram is the field -scan period of
the cameras (20 ms). The upper line (In) indicates when
an image is read into the computer. By using the data
formatter the image can be read in while the camera is
taking the picture, so that this input takes no longer
than one field -scan period. The following line (Tr)
indicates when the stepping motor is actuated. The line
marked Insp shows the periods in which the four image
fields are inspected by the computer, and the fourth
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and fifth lines indicate which camera is switched on.
The inspection of a field begins as soon as the video

information it contains has been read in; at the same
time the tape transport can start to bring the next field
in front of the cameras. Inspection and transport will
thus coincide to some extent. If the inspection of a field
takes longer than the transport to the next one, the new
field is read in as soon as the inspection is completed (see
transition C, after the inspection of field 3 and the
transport of field 3 to field 4). If on the other hand the
inspection takes less time than the transport, the input
is started by a signal that indicates that the stepping
motor is ready (transitions A and D). This takes a little
longer. During the inspection of field 2 there is no trans-
port, since field 3 is the bonding zone and is recorded

In n

Positioning

During the inspection the pattern must occupy the
same position in the image field as the centre -line
model: the centre -lines in pattern and model must
coincide. As we saw when discussing the centre -line
model, a slight deviation in the relative positioning can
be remedied by moving the centre -lines through a dis-
tance of one or two image points during the inspection,
but a deviation of three or more points makes the in-
spection impossible.

Because there are no mechanical references such as
guide perforations in the tape, the patterns cannot be
placed in the same position under the cameras for
inspection ; transport by the stepping motor cannot
guarantee exact positioning of the patterns. It was

Tr I

Insp

C,

C2

3

Ic

4

1000ms

Fig. 13. Timing diagram of the inspection cycle for a pattern. The periods for image input In,
tape transport Tr, inspection of the four fields Insp, operation of camera C1 and of camera C2
are indicated from top to bottom. The field -scan period of the camera is plotted along the
time axis as the smallest unit. In the case shown, the complete cycle takes one second; the
cycle time depends to some extent on the complexity of the pattern.

with the tape in the same position as for field 2, but
with the other camera. After the input of field 2 a switch
is therefore made to camera 1; field 3 is input when
the inspection of field 2 is complete (transition B).

It follows from the timing diagram that the duration
of a cycle is mainly determined by the speed of the
computer: inspection of the more complicated fields 2
and 3 requires about half the entire inspection time.
During the inspection of fields 1 and 4 the tape trans-
port is the longer process; in principle some improve-
ment could be achieved here with a faster stepping
motor. The system can inspect a tape with its patterns
at a speed of about one pattern per second.

therefore decided to use a method in which the pattern
itself serves as a reference. After the picture has been
taken the positioning of the pattern in the image field
is measured; if this differs from the positioning of the
model, the model is then moved until it takes up the
same position as the pattern 151. In practice this is done
by correcting all centre -line coordinates by the meas-
ured difference before the inspection begins.

The position of the pattern is determined by means
of two measuring windows, one for a horizontal track
edge and the other for a vertical one. When the model

[5] The principle of this positioning method was proposed by
T. Ing. F. A. C. _Brouckaert of these Laboratories.
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is being made these windows are located in such a way
that the edge of the track falls at the centre of each
window; see fig. 14. The coordinates xm and ym of
these track edges in the model are called the nominal
model positions. The coordinates of the track edges
inside the windows are also determined in the image
of the pattern after it has been transferred to the
memory for storage. Let these values be xobj and yobi,
then image and model can be brought into position by
reducing all coordinates of the centre -lines by xm - xobJ
and ym - yobj.

The measuring windows must on the one hand be
large enough to ensure that the track edge always falls
inside the window after the transport of each field, but
on the other hand not so large that another edge could
be visible in it. The size Lz of the x -window must there-
fore be adapted to the accuracy of the tape transport by
the stepping motor (the x -direction is the direction in
which the tape travels). The tape is transported in steps
with a magnitude of five measuring points. If the value
xm - Xobj after transport is greater than five points,
a correction step follows, so that the positioning meas-
urement is also used for adjusting the stepping motor.
The size of the y -window is dictated by the nonlinearity
of the tape travel in the guide and by the accuracy of
the positioning of the patterns on the tape. In practice
the system uses two windows each of 16 x 16 measuring
points.

y

x

x

Fig. 14. Measuring windows for determining the position of the
pattern. The location of the windows is such that when the model
is being made a vertical track edge appears in the centre of one
window and a horizontal track edge in the centre of the other.
The values xm and ym then establish the position of the model.
When a picture of a pattern has been taken and stored in the
memory, the position of the track edges in this picture is deter-
mined in these same windows; the difference between these
measured values and the values of xm and ym then indicates how
far the model must be displaced to cause the centre -lines of the
model to coincide with the inspected pattern. The dimensions Lz
and Lj, of the windows are such that after the tape transport the
edges to be measured fall inside the windows. The x -direction is
the longitudinal direction of the tape.

The computer program

Fig. 15 shows a diagram of the part of the computer
program that carries out the actual inspection of the
image field. It begins with the input of the model data
for the first centre -line: the coordinates of the starting
point, the direction and the length of the centre -line,
and the test criterion (1). It is then known whether the
centre -line belongs to a track or to an insulation strip;
in the first case the 'ones' are inspected and in the other
the 'zeros'. The next question in the program after (1),
whether all the centre -lines have been inspected, is
answered in this stage by 'no'. After the input of the
data the starting point of the centre -line is corrected
from the result of the position measurement, so that
the centre -lines in the image and the model coincide (2).
The program then selects the appropriate inspection
subroutine; depending on the direction of the centre-
line, horizontal or vertical intersections are made and
inspected (3). These subroutines are virtually identical;
the scheme here shows only the inspection of vertical
intersections in full.

The inspection subroutine starts with the intersection
through the first centre -line point (4). If this intersection
satisfies the test criterion (5), the subroutine investigates
whether there is another centre -line point to follow (6),
moves to this point (7) and again makes an intersection.
In this way all the points of the centre -line are dealt
with in sequence. The cycle (4, 5, 6, 7) is thus very
frequently repeated, and it was therefore desirable to
make the cycle as fast as possible. This was achieved by
having as much data available as possible about the
track and the centre -line in the inspection subroutine
and in a number of fast -access registers. If no faults are
found in the track, the data for the next centre -line is
read in (/) and the procedure starts again from the
beginning. Once all the centre -lines have been inspected
in this way (8), another part of the program takes over
to see that the information of a new image field is
read in.

If it is found during the inspection of an intersection
that the test criterion is not satisfied, the inspection
cycle is abandoned and a projection is made of the
intersection that contains the fault (9). The program
then remains in the projection cycle (9, 10, 11, 12), in
which the intersection is made at each successive centre-
line point, inspected and projected until either the
centre -line has been worked through or an intersection
with no fault is found. (In this subroutine the inter-
section is made and inspected at the same time as the
projection.) The next step is to determine from the fault
projection the dimensions of the fault (13); the program
then decides from the rejection criteria whether or not
to reject the pattern (14). If a fault does not lead to
rejection, the program returns to the inspection cycle,
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Fig. 15. Diagram of the com-
puter program for inspecting
one of the four image fields of a
pattern.
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which then works through the rest of the centre -line. If
the pattern is rejected, an instruction is stored in the
memory (15) to the effect that a hole must be punched
in the pattern when it arrives under the punch (this is
located above the transport guide near the position
where the picture was taken). Inspection of the field is
then promptly discontinued and the tape is transported
to the first field of the next pattern in front of the
cameras (16): any subsequent fields of the rejected pat-
tern are then omitted.

Results

The inspection system was recently put into use in
the Philips Video Division. During the period in which
the system was tested in the laboratory about a million
connecting -lead patterns were inspected. During this
trial period the system was steadily improved by com-
paring, in sample checks, the results of automatic
inspection with those of semi -automatic inspection
(where the operator decides on rejects), and then by
appropriately adapting the rejection criteria. A stage
was in fact reached where the sample check showed that
the system made fewer errors in automatic operation
than in semi -automatic operation. Of course, we cannot
conclude from this that the system will be better than a
human inspector in all circumstances. For the inspec-
tion of large series of patterns, however, the system cer-

tainly has the advantage that it is able to decide upon
approval or rejection from quantitative measurements
and exactly defined criteria, whereas human inspectors
make their decisions from rather general impressions,
which may also vary considerably as a consequence of
fatigue and changes in personnel. The system is also
faster and the results are fully reproducible.

When all these factors are taken into account, we are
led to the conclusion that the system comes up to ex-
pectations. The millions of patterns made in a year can
be inspected entirely automatically and at high speed;
which would not be possible with conventional visual
inspection.

Summary. The connecting -lead patterns on plastic tape used
for mounting integrated circuits must all be inspected for faults
after production. An inspection system is described in which the
patterns are viewed in succession by a television camera, and the
video information is then compared with a model in a minicom-
puter. The model consists of centre -lines of the tracks and of
the insulation strips between the tracks, and for each centre -line
there is a test criterion that specifies the required widths of the
tracks and insulation strips. A computer program carries out the
inspection by checking all the centre -lines, making intersections
through the track or the strip at each centre -line point, and
verifying whether the test criteria are completely satisfied. If a
fault is found, its dimensions are determined and rejection criteria
are used to decide whether the pattern should be passed or re-
jected. The system, which has recently been introduced in pro-
duction, is capable of inspecting a tape with its patterns entirely
automatically at a speed of one pattern per second. A hole is
punched in the rejected patterns.
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Very smooth fracture faces for optical glass fibres
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Optical glass fibres used for transmission must have
end faces that are very smooth and reasonably per-
pendicular to the longitudinal axis to minimize optical
losses.

In the existing method for breaking off glass fibres,
a notch is made with a diamond on the outside of a
glass fibre held in tension around the outside of a
cylinder. The ends of the fibre are then pulled, causing
the fibre to snap at the notch, where the tensile stress
is greatest. This kind of method has the disadvantages
that glass particles may be left behind on the end faces
and that very sharp cutting tools have to be used with
great accuracy.

In the new method that we have developed a wire
filament is used to make a 'notch' and at the same time
to determine the place where the tensile stress is at a
maximum. The successive stages of the method are
illustrated diagrammatically in fig. 1. The glass fibre F
is clamped at one end and placed across the filament W
(fig. la). When the filament is heated (fig. lb) the fibre
bends and the free end comes to rest on a support S.
The fibre is then returned to its original position,
clamped and subjected to a tensile force (fig. 1c).
Because of the bend in the glass fibre the tensile stress
is at a maximum at the notch, as desired. The fibre will
therefore fracture across the axis (fig. 1d), leaving two
perfectly smooth fracture faces.

The SEM photomicrograph in fig. 2 shows a glass
fibre (diameter 113 p.m) after it has been heated locally
by a filament with a diameter of 80 pm. Fig. 3 shows
the fracture face of a glass fibre. (The imprint of the
filament can still be seen at the bottom.)

We have now made a hundred fibre end faces in this
way, all of mirror quality, with the aid of a small easily
operated machine. The filament, which replaces the
much more expensive diamond, remains completely
intact.

W. J. J. van Hoppe
G. D. Khoe
G. Kuyt
H. F. G. Smulders

W. J. J. van Hoppe, Ir G. D. Khoe, Ing. G. Kuyt and H. F. G.
Smolders are with Philips Research Laboratories, Eindhoven.
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Ultra -compact optical scanner for `VLP' player

Studies have been made at Philips Research Labora-
tories in Eindhoven to see how the scanning optics of a
`VLP' player can be simplified and made smaller by the
use of a miniature semiconductor laser.

The result of these studies is shown in the photo-
graph. The device that can be seen here contains an
experimental AlGaAs laser, made at these laborato-
ries, which functions as both light source and detector,
as well as the associated optics. It is 4 cm long, the
diameter is 1 cm and it weighs only 16 grams. Because
the functions are combined the number of components
can be kept to a minimum. Since the new scanner is so
small and light the track and the surface of the disc do

not have to be followed with a pivoting mirror [II. The
scanner is moved as a whole in the radial, tangential
and vertical directions by means of three actuators. It
has been found that this scanner (numerical aperture
0.6) gives just as good a picture quality from the disc
as the existing one.

Further studies are continuing on the reliability and
life of the semiconductor scanner. There is very indica-
tion that a considerable simplification in the `VLP'
player will be obtained in the future.

[1] P. J. M. Janssen and P. E. Day, Philips tech. Rev. 33, 190,
1973.
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Cryogenics: a critical review

J. Volger

The article below is a slightly modified version of a recent article by Prof Volger in
Interdisciplinary Science Reviews (ISR), and is published here by kind permission of
ISR's Editor -in -chief. Although no references were given in the original version, we have
included a few references to other articles in Philips Technical Review for the benefit of
those who may wish to study some aspects of the subject in more detail.

Man must have been able to distinguish hot and cold
through direct sensation of the skin, long before he had
a precise concept of what temperature really is.
Through an early technology of fire, the burning of
wood and later of coal, high temperatures became
familiar to our ancestors. The development of our
civilization depended on this. The physics and technol-
ogy of temperatures below ambient appeared only
recently and the penetration of cryotechnology - the
technology of low temperatures - into our modern
world is still modest. It is, however, undoubtedly a
growth area, the more so since cooling equipment of all
kinds, down to the very lowest temperatures, is now
becoming steadily cheaper and more reliable. House-
hold refrigerators are used worldwide and in some
industrialized countries they may consume some
10-15 % of domestic electric power.

In order to obtain high temperatures exothermal
chemical or nuclear reactions are used and the heat so
produced is led by conduction or radiation to the
desired place. The whole biosphere of our planet profits
from the thermal radiation of the Sun.

Low temperatures may be obtained when heat can
be lost to low -temperature heat sinks, such as the cold
universe. Radiation measurements of the dark parts
of the universe have shown it to be extremely cold
indeed, a few degrees absolute. The existence of our
atmosphere does not permit us to profit from the low
temperatures of space on a large scale when really low
temperatures are wanted. Spaceships are of course an
exception. Also, very little may be expected of the use
of endothermal chemical reactions. The classical cool-
ing method of mixing ice and salt lowers the tempera-
ture by some 20 °C only.

So we are left with the conclusion that substantial
cooling requires tricks of a more sophisticated kind.
Before going on to a discussion of these and other

Prof. Dr J. Volger is a Deputy Director of Philips Research
Laboratories, Eindhoven.

items that make the world of low temperatures so
exciting, we shall first look at the basic concept of
temperature, including some simple statistical mech-
anics.

The thermodynamical definition of temperature

We think of a body as a system of atoms exhibiting a
scheme of energy levels, determined by quantum
mechanics. When the body is heated, higher energy
levels are excited. Obviously, the distribution of a
given amount of energy U over all these atomic levels
may be achieved in many ways, each having a certain
probability P. Usually internal energy transitions will
rapidly bring about the most probable distribution,
i.e. the maximum value of P for given U, and then
we speak of thermal equilibrium. From P a quantity S,
the entropy, can be derived: S = k In P. The factor k
(Boltzmann's constant) is independent of the nature of
the system.

If two systems A and B are brought in thermal con-
tact, energy can be exchanged and the combination
reaches a new equilibrium, i.e. equal and uniform
temperatures in A and B. Thermal equilibrium means
that the distribution of the total energy U over the now
combined collection of energy levels has reached
the maximum probability. The law of combination
of probabilities is to form a product, PAB = PA X PB.
So, upon an infinitesimally small energy transfer
d UA = -d UB between A and B we then require

OPAB = 0,
UA

so that

In PA = - In PB, or
UA cO UB

OS A bSB

UA OUB

This means equalized temperatures indeed when - as
is the case in thermodynamics - the basic definition of
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temperature (i.e. absolute temperature) is T = bUIOS,
a definition that appears to coincide, fortunately, with
the absolute temperature as measured in an ideal or
perfect gas thermometer. S = 0 means that P is
minimal, equal to 1 in fact, and this will be the case if
the whole system of atoms has arrived in what quan-
tum -mechanically is called a non -degenerate ground
state. We call this situation perfect order, the absolute
zero point of temperature.

The equilibrium distribution of energy at the various
levels of a system is thus governed or indicated by the
temperature. By way of illustration we calculate T in
a model system : a set of N very simple atoms, each
with a ground state at, say, zero energy and one
excited state with energy 8 only. The total energy
U = ne is given. We seek P, the number of ways in
which the n excitations can be accommodated in the
level scheme. From the theory of combinations we
arrive at

N!
P =

n!(N -n)!'

and to a good approximation it follows that

S
-k= In P = N in N -n In n - (N - n) In (N - n),

and so

OU oUlon
T -

OS OS/On k In {(N-n)/n} 

This expression may also be read in reverse order:
it then gives us the ratio between the occupation num-
bers of the two levels in our model system as a func-
tion of temperature:

n

N -n- exp (- E/kT).

This is the familiar Boltzmann equation. It also holds
for a many -level scheme.

Fig. 1 shows the relation between U, S and Tin this
simple model system. The lower part of the curve is
typical for the normal thermal excitation of any
system. Of course, the higher the scheme of atomic -
energy levels, the further extends the simultaneous
increase of U and S when raising the temperature. For
0 < T < oo in our two -level scheme 0 < n < +N.
A negative temperature means an artificial non -equilib-
rium situation, so that the occupation number of the
upper level has been made larger than the one of the
ground level, e.g. by a vigorous excitation 'pump' as
used in a maser.

The transition probabilities between the relevant
levels play a role here. Sometimes atoms tend to stay
in excited states, which are then called metastable with

respect to those lower levels 'to which they do not
decay. Usually it is possible to distinguish between
subsystems that exhibit their own internal equilib-
rium, i.e. temperature. One should keep in mind that
nature provides energy -level schemes extending over
millions of electron volts, if the nuclear levels are
included. (The atomic energy of the chemical bond has
a magnitude of only a few eV.) Owing to its boisterous
history the part of the universe in which we live has
enormous quantities of nuclear matter in an excited
state: so, if conditions permit, this is unstable with
respect to nuclear fission or fusion. Also, enormous
quantities of biological matter in our biosphere are in
an excited state, chemically metastable with respect to
oxidation. This does not mean, of course, that we
should consider our daily world as having a negative
temperature.

Fig. 1 also shows that the internal energy U of a
system is determined by both T and 8, the latter param-
eter, moreover, being. susceptible to an external in-
fluence, such as a magnetic field. If only heat is supplied
the increase of U is obtained by proceeding along one
specific curve, such as depicted for a fixed value of E.
Also, U may be changed by affecting s, but the number
n of excitations in the model system remains constant
in such a process, and likewise the entropy.

Principles of cooling

In general, for any object for which a temperature
can be defined U can be plotted as a monotonic func-
tion of S. External parameters X, such as pressure or
magnetic field, mark out a set of U(S) curves. Each has
a positive second derivative, which means that decreas-
ing U by extracting heat (X constant) leads to a fall in

Ne

U

TNe

`

oo

T=dU/dS

0.7

Fig. 1. The relation between the total energy U and the entropy S
in a model substance, consisting of N atoms which have only two
energy levels. The temperature at a particular part of the curve is
equal to the slope of the tangent: T =0U/OS. The quantity R
is the constant from the well known law PV = RT.
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temperature. If we cannot lower the temperature by
direct heat transfer to a colder body - which may be
cumbersome below ambient temperature - we may
try to squeeze entropy out of the system by varying
isothermally a suitable parameter. Thereafter its
original value is restored under thermal isolation, or
`adiabatically', which means that entropy is conserved.
This principle is illustrated in fig. 2a and fig. 2b and we
put up these two cases because they are the basis of two
important cooling methods, using expansion refrigera-
tors and adiabatic demagnetization respectively.

The physical basis of these two methods is explained
in the caption of fig. 2. From equations (1) and (2) as
given there it would seem as if arbitrary low tempera-
tures were obtainable by just decreasing P or H to
extremely low values. The actual situation, however, is
different since in any real physical system the particles
always interact, causing deviations from the ideal
conditions: a real gas at low temperatures condenses
into a fluid or solid, and magnetic particles feel each
other's magnetic moment to the effect that a minimum
level splitting so, however small, exists.

Here the third law of thermodynamics is relevant,
stating that any real system at the limit of zero tem-
perature must have zero entropy. It is easily verified
that in our model system of magnetic atoms on which

Fig. 2. a) The entropy S of a monatomic ideal gas, plotted as a
function of T for two values of the pressure P. Cold can be
produced by compressing the gas isothermally (1 --1') and
then allowing it to expand isentropically (i.e. thermally insu-
lated (1' 2)). In the stage (I' 2) the temperature falls from
T1 to T. From thermodynamics it follows that in this idealized
case we have for one mole of gas:

S = R In (T5I2 IP) const.

The process 1 2 therefore leads to a decrease in tempera-
ture that satisfies

T2/Ti = (P/F')215

In the process work is performed by the expanding gas, and an
amount of heat

Q = RT2 ln (P7P) (1)

is extracted from it. In the graph P' = 12P. The temperature is
plotted on a logarithmic scale, the entropy linearly (the quantity
R is indicated as a measure). b) The entropy of a system of two -
level atoms (see fig. 1), as a function of temperature. It is assumed
that in a magnetic field H the energy distance e of the two levels
is proportional to H (Zeeman splitting). From statistical me-
chanics it can be shown that in this case

exp (-e/kT)S = R In { 1 exp (-41cT) xelkTx
1 exp (-e/kT)

The entropy is therefore a function of kT/e only. The process
2 (adiabatic demagnetization) leads to a decrease in

temperature as
= els' = H/H'. (2)

The distribution of the atoms over the two kinds of level remains
the same during the adiabatic demagnetization. In the graph s'
has been made equal to 2s. The temperature is plotted in units of
elk (k is equal to R divided by the number of molecules per
mole).

fig. 2b is based a basic splitting of energy levels so does
indeed cause the entropy to be zero at T = 0. This third
law sets a limit for the attainment of low temperatures.
In equation (2), for example, the smallest value of the
numerator is so. The general conclusion is that for the
production of ultra -low temperatures nearly ideal
systems must be used such as helium atoms, which of
all atoms have the least interaction, and zero nuclear
spin. Very sophisticated cooling methods have been
developed along these lines.

The gas -cycle refrigerating machines, all akin to the
one discussed (fig. 2a) and perfected with the help of
heat exchangers and regenerators, provide effective
cooling, permitting liquefaction of all gases, down to
the most difficult, helium, with a boiling point of 4.2 K.
A well known cryogenerator is the Stirling -Philips

J. W. L. Kohler and C. 0. Jonkers, Fundamentals of the
gas refrigerating machine, Philips tech. Rev. 16, 69-78,
1954/55.
J. W. L. Kohler and C. 0. Jonkers, Construction of a gas
refrigerating machine, Philips tech. Rev. 16, 105-115, 1954/55.
G. Prast, A gas refrigerating machine for temperatures down
to 20 K and lower, Philips tech. Rev. 26, 1-11, 1965.
A. A. Dros, An industrial gas refrigerating machine with
hydraulic piston drive, Philips tech. Rev. 26, 297-308, 1965.
G. J. Haarhuis, The Philips helium liquefier, Philips tech.
Rev. 29, 197-204, 1968.
A. Daniels and F. K. du Pro, Miniature refrigerators for elec-
tronic devices, Thilips tech. Rev. 32, 49-56, 1971.
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Fig. 3. The Philips MC 80 Stirling refrigerator. This small
machine is driven by an electromechanical vibrator like that of a
loudspeaker. It produces 0.5 W of cold at 80 K.

refrigerator [1], which is shown in fig. 3. Below 1 K

other cooling methods take over, for instance the
adiabatic -demagnetization method (fig. 4), with which
a temperature of about 1 mK can be obtained.

The cyclic operation discussed above must here be
contrasted with another group of methods with rather
different features. These methods have in common
that a steady flow of particles (atoms, molecules, elec-
trons) is forced through a border zone, the particles
being in different thermodynamical conditions before
and after passing this zone; this also means different
levels of energy transport per particle. Consequently,

upon passing the contact area the particles either
deliver or take up energy (depending on the direction
of flow) and this makes itself felt as a thermal effect.

In fig. 5 some principles are illustrated. A classical
cooling method is by evaporation (fig. 5a) of a liquid:
molecules migrate through the surface from the liquid
to the vapour, where they are practically free, in so
doing they have to take up energy which is extracted
from the liquid. By letting helium boil at reduced
pressure a temperature slightly below 1 K is obtainable,
with 3He even as low as 0.25 K.

A similar case is the Joule -Thomson effect (fig. 5b).
A gas is expanded from high pressure to low pressure
and at the nozzle a thermal effect occurs. When the
flow is thermally isolated and the temperature is low
enough a decrease of the temperature of the gas results.
When the flow is to occur isothermally the cooling
power must be consumed externally. Still another,

P
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Fig. 4. Diagram of classical apparatus for cooling by adiabatic
demagnetization. Dew dewar vessel. 1-12 liquid hydrogen. 4He
liquid helium. Sp paramagnetic specimen. GI glass support. C1,2
coils for measurement purposes. The specimen can be magnetized
by a magnet whose poles P are shown. Thermal contact is
provided by a contact gas, which can be pumped away later
through tube T. The radiation trap RT prevents external radia-
tion from reaching the neighbourhood of the specimen.
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essentially similar, case is the Peltier effect (fig. 5c).
Here electrons are flowing from (for example) a P -type
semiconductor to an N -type semiconductor and at the
junction thermal energy is needed to promote these
carriers from the lower transport levels (valency band)
to the higher ones (conduction band). So thermal
energy is taken up from the surroundings, which
results in an overall cooling.

Cryotechnology

Cryotechnology as a professional and industrial
discipline dates from the middle of the last century.
The most important economic aspect of cryotechnology
is the liquefaction of such gases as air, oxygen, nitrogen,
argon, methane, and natural gas. Equally important is
the separation of pure components from a mixture, e.g.
oxygen from air. Various chemical and metallurgical

Vap

Liq

a

LP

HP

b C

Fig. 5. The principle of three related cooling effects in which a
steady flow of particles is forced through a border zone: evap-
oration by pumping away the vapour (a), the Joule -Thomson
effect (b) and the Peltier effect (c). Liq liquid. Vap vapour. HP
high pressure. LP low pressure. The temperature is assumed
constant (the cooling power is externally consumed); under these
circumstances the cooling power per unit of flow is equal to the
difference in enthalpy below and above the interface. In the case
of a gas or a liquid the enthalpy is essentially the heat taken up
under constant pressure, i.e. including the amount of work neces-
sary for the change in volume. In the case of Peltier cooling the
corresponding enthalpy difference is called the Peltier coefficient
H, so that the heat Q produced at the Peltier junction by a cur-
rent i is equal to Hi. In the best Peltier devices His about 200 mV.

technologies depend on the application of pure gases,
as commercially supplied in the liquid phase. Oxygen,
indispensable in steel production, has become a raw
material of utmost importance. Helium - once an
esoteric gas available only in minute quantities in two
or three laboratories of the world - is now available
in millions of cubic metres; it plays a key role in space
technology. Many more examples can be given. Big
companies supply very large quantities indeed of cry-
oliquids to steel foundries and other customers. The
business turnover is many thousands of million dollars
and the growth rate of the cryoindustry is approxima-

tely 10 % per year. Fig. 6 is a photograph of a large
plant where helium is separated from natural gas.

The liquefaction of helium and its ready avail-
ability for laboratory experiments has opened vast new
fields in pure and applied physics. During the last three
decades, the introduction of liquefiers of the Kapitza-
Collins type and the Stirling -Philips type have provided
a safe, easy and local production of some 10 litres of
liquid helium per hour, thus answering the demands
of hundreds of laboratories in the world. This devel-
opment is one of the highlights of contemporary
scientific history.

All these installations for gas liquefaction, whatever
their size, are based on gas -cycle refrigerating machines,
including those in which the expansion engine is a
turbine, or on the Joule -Thomson effect.

Domestic refrigerators, air conditioners and the like
are big business, producing cooling and hence safe
storage of fish, fruits and other consumables, aboard
ship and ashore, in the air and on spacecraft. These
facilities provide temperatures down to, say, -40 °C
and rely on cooling by evaporation. The compressor
type, used in countless domestic refrigerators, employs
ammonia, or an organic fluid like CC12F2. This chem-
ical is evaporated, and the vapour compressed and
recondensed in a condenser where the heat of conden-
sation must be removed by some cooling mechanism.
This liquid is fed back again to the evaporator. In the
absorption type of refrigerator, the vapour from an
evaporator, where cooling is produced, is absorbed in
some solvent (for instance NH3 in H20), thus providing
the mass flow. Either continuously or intermittently,
the gas is distilled from the solvent, recondensed and
conducted back to the evaporator. Such refrigerators
have reached a high degree of perfection, efficiency and
reliability, their lifetime often being many decades.

In the fifties and early sixties determined efforts were
made to develop Peltier cooling [21. It was then thought
that with existing basic knowledge of electrical con-
ductivity, including the thermoelectric phenomena,
only some further materials research was needed to
begin a new era in refrigeration. This hope has not
come true. Thermoelectric cooling did not establish
itself in refrigeration, except for a few very specialized
applications, because it proved commercially not com-
petitive. A heavy d.c. current is needed, which requires
expensive auxiliary apparatus. Certainly in household
refrigerators, a Peltier cooler is more expensive than
the cheap compressor type of cooling.

Reduced running costs could compensate if the
coefficient of performance n, the ratio between cool-
ing power and electrical input power, were suf-
[2] W. Lechner, Peltier cooling, Philips tech. Rev. 27, 113-130,

1966.
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ficiently high. However, from very intensive materials
research all over the world it has become apparent
that this ratio has an unpromising upper limit. For
all heat pumps n is at best the (inverse) Carnot efficiency,
Teold/(Thot- Teoid), as follows from the laws of thermo-
dynamics. In actual practice, however, ?I is lowered
considerably by dissipative processes, such as ohmic
heat caused by resistance in the branches of the Peltier

An efficiency of some 50 % is possible if the cooling
power is consumed at 30 °C below ambient.

The millikelvin region has been an area of great
progress in the last decades, of discovering and apply-
ing interesting new physical phenomena. As yet there
are no industrial applications. But let us first look at
some of the remarkable features of the physical world
at very low temperatures.

Fig. 6. A liquefaction plant where 650 litres of liquid helium per
hour are separated from natural gas (Richfield, Kansas, U.S.A.).

modules, and by thermal losses. The reduction factor
appears to depend on the value of the Peltier coef-
ficient H (see fig. 5c), and indeed on the resistivities and
thermal conductivities of the materials used.

The Peltier coefficient His immediately related to the
energy difference of the levels at which the transport of
charge carriers occurs in the two branches. The coef-
ficient should not be chosen too large as high resistivity,
predicted by the theory of conductivity, would follow.
The optimum for II is at a few hundred millivolts, pro-
duced by heavily doped semiconductors. These then
should have as large a carrier mobility as can be found
and at the same time a minimal thermal conductivity.
After many years of research the best compromise was
found in Bi2Te3/Bi2Se3 alloys. When these are used
for Peltier cooling, a temperature drop of 50 °C is ob-
tained, the cooling power there becoming negligible.

Solid-state research at low temperatures

Low -temperature physics has now been a frontier
science for a century 131. Whenever new temperature
regions have been opened up, interesting new proper-
ties or phenomena have been discovered. At present
some 25 % of the contents in the physical `letters' journals
deals with investigations at very low temperatures.

Liquid helium is essential in research laboratories
when physicists require lengthy measurements at low
temperature. At low temperature signals are often
stronger, disturbing noise is weaker and, most impor-
tant of all, energy quantization manifestly affects the
properties of matter.

A striking example is the specific heat of solids, the
ratio between heat taken up and increase of tempera-
ture, c = oUloT. The specific heat vanishes when
approaching the absolute zero of temperature because
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in any real system there is always a finite energy dif-
ference between the lowest levels, whatever their par-
ticular features. In fact, our two -level model (see the
first part of this article) is an example for the general
phenomenon: suppose the number of excitations, n,
that is the number of energy quanta taken up by the
model system, is still very small as compared with N.
The energy content is then to a good approximation

U = ne = Na exp (- eficT),

and the specific heat

U
c = = N/c(8/kT)2 exp (-8IkT).

OT

Due to the exponential function, c vanishes rapidly
near T = 0.

In a small temperature interval near T = slk this specific -
heat function shows a distinct peak. In many paramagnetic salts,
whose magnetic ions have characteristic energy -level splitting
schemes, such a behaviour has indeed been observed.

The most important way in which solids can accom-
modate additional energy is by more vigorous atomic
or molecular excitation and vibrations. These thermal
lattice vibrations reflect the dynamics of the atoms, as
determined by their mass and by the specific forces
keeping the lattice of the solid together. Whatever
complications may thwart the accurate solution of
these quantum -mechanical problems, the general
features of lattice specific heat are always the same:
near absolute zero the thermal energy is found to be
proportional to T4 and, consequently, the specific heat
is proportional to T3; the proportionality factor is a
function of the mass and force constants of the con-
stituent atoms. At T= 0 the total energy of a solid has
not vanished; some potential energy and a residual
value of the vibrational energy are still present. This is
known as the zero -point energy. The entropy, however,
should have vanished at T = 0; the residual motions of
the particles and their positions should then have
reached perfect order.

In the temperature dependence of their electrical
resistivity, metals clearly reflect the scattering effect
which the thermally activated lattice vibrations have
on the electrons that carry the current. In the early
days of low -temperature physics great interest was
evinced as to what would happen to these conduction
electrons near T = 0. We now know that a low residual
resistivity is usually left, due to scattering of the elec-
trons by lattice defects unless, of course, the metal has
become superconducting (see below). Determining the
finer details of conduction electrons, such as their
concentration, their energy levels and their mobility,
requires extensive low -temperature research, both for
metals and semiconductors. True metals retain their

huge concentration of conduction electrons even at the
very lowest temperature, but semiconductors do not.

The conduction of heat in solids shows a somewhat
different pattern, but basically similar concepts. The
thermal conductivity of metals is strongly related to
their electrical conductivity, as heat is mainly carried
by free conduction electrons. However, only a small
fraction of them, proportional to the absolute tem-
perature, T, is fit to take up any extra kinetic energy.
A remarkable exception occurs when the metal has
become superconducting and the accompanying or-
dering of the conduction electrons excludes them from
heat conduction altogether. Moreover, in all solids,
including non-metals, heat can be propagated by wave-
like lattice vibrations. These will undergo little pertur-
bation in a fine, pure crystal at very low temperatures,
this by itself enhancing thermal conductivity. However,
if the vibrational thermal energy is extinguished, as it
is near T = 0, no vehicles are left and so any solid will
ultimately be a perfect thermal insulator at absolute
zero.

Another field of solid-state research which has gained
much from low temperatures is the study of magnetic
materials. In magnetically ordered systems, like ferro-
magnets, the elementary magnetic moments of the
electrons tend to take up parallel positions. Above a
certain temperature, the Curie temperature, this order
vanishes. At T = 0 the ordering is perfect. The interest-
ing thing is to discover what happens just above the
absolute zero, when a small fraction of the elementary
magnets are already starting to withdraw from their
ordered positions. More dilute magnetic systems are
now also being investigated, with materials that have
their Curie temperatures in the liquid -helium range, or,
more spectacular still, in the millikelvin region or
lower - with substances in which the tiny elementary
magnets of some atomic nuclei take up parallel posi-
tions. Such research is not only important for pure
science but equally valuable as background knowledge
which provides the electronics industry with its best
magnetic materials, be they for computer memories or
tape recorders. The work on magnetic resonance [4]
should also be mentioned (fig. 7). This dynamic phe-
nomenon is usually best observed at low temperatures
and its study has led to new materials for sophisti-
cated microwave components and devices, such as
radar and masers.

The use of low temperatures enhances research in
many other and quite different domains, for instance
luminescence, electrical breakdown or semiconduction.

[33 An introduction is given in J. Volger, Solid-state research at
low temperatures, Philips tech. Rev. 22, 190-195, 226-231 and
268-277, 1960/61.

[41 D. J. Kroon, Nuclear magnetic resonance, Philips tech. Rev.
21, 286-299, 1959/60.
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Yet all these success stories are surpassed by the
impact of two typically low -temperature phenomena:
superconductivity and superfluidity. At very low tem-
peratures many physical properties can be studied
`under the magnifying glass', as it were. However, in
the two phenomena just mentioned we have a unique
feature of the physical world such as has not hitherto
been observed under ordinary circumstances.

62

hv=

el

H=O H # 0
Fig. 7. The principle of magnetic resonance. Nuclear levels or
atomic -energy levels split under the influence of a magnetic field
(the Zeeman effect). Radiation for which the quantum energy hv
is equal to the distance E2 - el between two partial levels - there
can also be many more - can be absorbed. This spectroscopy at
radio frequencies gives important information about the nuclear
magnetic moments and atomic magnetic moments in all kinds of
substances, and in particular about the effects of neighbouring
atoms. The method is of interest in solid-state physics, organic
chemistry, biology, etc. At low temperatures the lines of the
absorption spectra are usually sharp and strong.

Superconductivity and superfluidity

Upon cooling, a good many metals and alloys will
eventually become superconducting, but ferromagnetic
metals are among the exceptions. The superconducting
condition is such that, from the thermodynamical point
of view, the superconductor is to be considered as a
different phase, compared to the metal in its normal
state. The transition temperature at which super-
conductivity begins marks a phase transition - com-
parable with the transition of a liquid into a solid.
Though superconductivity has been known since 1911
when H. Kamerlingh Onnes and G. Holst discovered
the phenomenon while working with mercury, a true
understanding of it, including the interpretation of
such a basic datum as transition temperature, did not
come until the late fifties, primarily due to the work
of the Nobel prize winners J. Bardeen, L. N. Cooper
and J. -R. Schrieffer. It seems appropriate to give here
a brief account of some characteristics of this wonder-
ful phenomenon and its analogue, superfluidity. Their
applications and interdisciplinary aspects will be dealt
with in the subsequent sections [5].

Superconductivity in essence means zero electrical
resistance. One of the striking consequences is the
possibility of maintaining an eternally persistent ring
current, once it has been established. A superconductor
is also a perfect diamagnet: up to a characteristic field -
strength it excludes a magnetic field by spontaneous,
persistent currents at its surface, thus compensating for

the outer field, with the effect that internally, whatever
its previous history, it is absolutely field -free. Both
features are a consequence of the strong organiza-
tion of the conduction electrons. The basic concept
is that the superconducting state is a quantum state
on a macroscopic scale: one single wave func-
tion, a concept already familiar in nuclear, atomic and
molecular problems, is considered suitable to describe
the mean behaviour of all electrons and the physical
properties of the entire superconducting body. This
ordering process results essentially from a pairing of
electrons, an attractive binding through interaction
with the lattice. These pairs, consisting of two electrons
with virtually equal and opposite velocity, are looked
upon as a species of pseudo -particles. Governed by
their macroscopic wave function the conduction elec-
trons, particularly the centres of gravity of the pairs,
behave in perfect unison; the common velocity, which
is only small, determines the current, if any. Strangely
enough, the electrons themselves are scattered fiercely
by the impurities that are always present in a metal,
but the pairing overrules these disturbing effects: the
pairs, even in ever-changing combinations of partners,
may be considered as the stable surviving entities,
carrying the frictionless current in perfect match.

Yet the scattering process has an observable effect.
When the mean free path of the individual electrons is
very small, as is the case with alloys, the stiffness of the
macroscopic wave function is also somewhat limited.
This gives rise to a subclass of superconductors called
superconductors of the second kind. Superconductors
of the first kind resist a magnetic field by generation of
surface currents, up to a characteristic field -strength
He, typically of the order of magnitude of 100 kA/m,
followed by a complete breakdown into the 'normal'
condition. However, a superconductor of the second
kind will resist the field completely only up to a much
lower field -strength Hei, after which the superconduct-
ing body starts admitting magnetic flux in the form of
millions of 'flux tubes'. These are tiny vortex -like
structures, typically 100 [Lm in diameter, each contain-
ing the same quantized amount of flux, 2 x 10-15 Wb.
This flux is generated by a certain density of the persist-
ent ring current circulating around its thread -like non -
superconducting core.

The occurrence of flux quantization is one of the
most striking aspects of the macroscopic wave function
mentioned. In between the flux tubes the sample re-
mains superconducting, until at last at a relatively high
magnetic field He% in exceptional cases even above
10 MA/m, the body is crammed full of flux tubes and
normal conductivity is restored. The picture has now
become somewhat more complex and in fig. 8 the
essentials are illustrated. When the average magnetic
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Fig. 8. Schematic representation of the magnetic and electrical
properties of a superconductor of the second kind in an outer
magnetic field.
a) The internal field Hi, plotted against H. In zone I (H < Hei)
there is no difference from a superconductor of the first kind:
the field cannot penetrate the conductor, which behaves as a
perfect diamagnet. In zone II (H01 < H < Hc2) flux tubes can
penetrate the conductor (the 'mixed' state). In the range H >
the superconductivity has completely disappeared.
b) The resistivity as a function of H. In zone 11 the resistivity is
in general not zero, but is however zero at sites where the flux
tubes are firmly pinned, e.g. at dislocations. In a superconductor
of the first kind the interval Hel-Hc2 has disappeared; if the
outer field increases, the superconductor suddenly changes from
a perfect diamagnet into a normal metal. The resistivity of a
superconductor of the second kind will remain zero up to Hes
if enough pinning sites for flux tubes are available in the material.
Such materials are popularly referred to as 'hard superconduc-
tors'.

Table I. The transition temperatures Te of a number of super-
conductors of the first and second kinds and the field -strength
(He or Hc2) at which they change over to normal conduction. The
H -values have been extrapolated to T = 0.

First kind Te (K) He (A/m)

Aluminium 1.18 9 x 103

Indium 3.40 22 x 103
Lead 7.23 65 x 103

Second kind Te (K) Hc2 (A/m)

Nb0.73Ti0.25 (alloy) 10.0 7 x 106

Nb0.7sZro.23 (alloy) 10.8 7 x 106

Nb3Sn (compound) 18.3 22 x 106

V3Ga (compound) 14.4 18 x 106

behaviour is considered, the superconductor of the
second kind in the interval Hel-Hc2, the 'mixed
state', is not a perfect diamagnet. Moreover, a current
through the sample exerts a force upon the flux tubes -
not different from the interaction between a current
and a magnet in every electric motor. If the flux tubes
are not pinned they will move perpendicular to the cur-
rent and it is found that this brings about a measurable
potential difference in the conductor. This is, of course,
nothing other than the occurrence of a resistance in the
mixed state, its specific value being determined by the
fraction of the sample's volume that is taken up by the
non -superconducting vortex cores.

From a practical point of view those superconduc-
tors of the second kind are most interesting which have
substantial irregularities in the build-up of their crystal,
e.g. fluctuations in the composition of alloys, fine
precipitates, or stress fields of lattice defects. Such
irregularities may act as pinning points for the flux
lines, immobilizing them even if heavy currents pass
through the specimen. This ensures that the conductor
remains really non -resistive, even in very high magnetic
fields. The application of superconductors in heavy -
current systems for power transmission is therefore now
a largely solved technological problem.

Two other matters from the rapidly growing body
of knowledge of the superconducting state should be
mentioned; these relate to the transition temperature
and the Josephson effect.

The transition temperatures of thousands of alloys
and intermetallic compounds have now been deter-
mined to see if they fit the theory of Bardeen, Cooper
and Schrieffer and if there is any hope for a really high -
temperature superconductor. The results of all this
work are partly disappointing. With their basic equa-
tion Bardeen et al. predict that 7", is dependent on the
dominating lattice frequency, the electron density and
a parameter characterizing the pair -forming interaction
between lattice and electrons. Generally speaking this
has been verified, but many physicists feel that a
genuine, precise prediction of Te is not yet possible, as
quantitative knowledge of the details of interaction is
missing. In the meantime it has become clear that
superconductors with Te above 20 K are extremely rare
and that a Te of, say, 30 K is unlikely ever to be found.
Table I shows data relating to a number of super-
conductors of the first and second kinds. Fig. 9 shows
the historical record, the trend being an increase of
0.25 K per year so far.

The Josephson effect occurs in a weak link between
two superconductors, the most striking example per -

[5] A more detailed treatment of superconductivity and the
theory of Bardeen et al. is given in J. Volger, Superconduct-
ivity, Philips tech. Rev. 29, 1-16, 1968.
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Fig. 9. The historical development of the highest known transi-
tion temperature TT of superconductors.

haps being two superconductors in contact with each
other through a thin layer of isolating material such as
A1203, obtained by oxidation of aluminium. The
typical property of superconductors is the long-range
phase coherence of their wave function and, as wave
functions are known to extend even through such
isolating thin barriers, the two superconducting bodies
can remain phase -locked. This means, as B.D.
Josephson predicted in 1962, that a supercurrent may
flow through the barrier and, indeed, zero resistance
has been experimentally verified. In retrospect it can be
concluded that experimental evidence for this effect
existed for many years without ever being properly
recognized.

The maximum supercurrent through the Josephson
contact is determined by the overlap of the partial wave
functions. When this maximum value is exceeded the
junction becomes resistant. It is not necessary to dwell
upon the many:interesting features of Josephson junc-
tions, including their a.c. behaviour and their response
in magnetic fields. However, one very sensitive meas-
uring device should be mentioned: this is known as
SQUID (an acronym for Superconducting Quantum
Interference Device), and consists of a closed super-
conducting circuit into which a Josephson junction has
been inserted. As long as the loop, including the
junction, is superconducting, the basic laws of electro-
magnetism require that it should contain a fixed number
of flux quanta. When placed in an outer magnetic field,
a loop current must and will be generated to preserve
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the flux. Since this current may bring the junction into
the resistive state the SQUID is able to detect magnetic
field variations, and that to a fabulous degree of sensiti-
vity, better than 10-8 A/m. This may prove most useful,
for instance in magnetocardiography (see below).

When liquid helium, the normal isotope 4He, is below
2.18 K it assumes an ordered state (He II), comparable
in many respects to the superconducting state of metals.
The helium atoms are then partially condensed into a
superfluid phase in which the liquid shows no vis-
cosity, at least not at low velocities. Here, too, the
physical situation is characterized by one macroscopic
wave function, or order parameter, which is phase -
coherent over the whole volume of the liquid. This
stiffness leads to the hydrodynamical property that
vortices and vortex rings, once generated, may persist
for ever and that their circulation is quantized.

The physics of superfluidity is as intriguing as the
physics of superconductivity. At finite temperature, but
below 2.18 K, a fraction of the molecules do not partic-
ipate in the ordering, so that the entropy differs from
zero. Now, one curious aspect is that when the liquid
is passed through a tube filled with very fine porous
material, such a porous plug being called a `superleak',
virtually only the ordered part of the liquid flows
through. Ideally, the superleak produces helium with
zero entropy, i.e. essentially at zero temperature, but in
actual practice some disturbing imperfection or dissi-
pative process always occurs.

Cryogenic engineering

Liquefaction, handling, storage and use of oxygen,
argon, methane and helium have, as we saw earlier,
developed into large-scale industrial activities. A very
spectacular application is in space technology. The
large rockets that put a spacecraft into orbit contain
thousand -ton quantities of liquid hydrogen as fuel and
liquid oxygen as oxidizer; big quantities of helium
are needed as pressurizing gas.

In interdisciplinary terms, perhaps the most interest-
ing scope of large-scale cryogenic _engineering is the
application in electrical power equipment, in which
superconducting wires can be used: cables, trans-
formers and rotating machines [6]. The expectations of
this revolutionary kind of engineering have been great
indeed, yet in reality there is no breakthrough and it is
worthwhile discussing the underlying factors.

The superconductors of the second kind mentioned
above may yet become the ultimate fulfilment of
Kamerlingh Onnes's anticipation that they could
become vital to electrical engineering. This anticipation
was frustrated in his time; it was soon discovered that
for inconsiderable values of the current, and of the
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outer magnetic field too, the superconducting state in
metals like tin or lead is destroyed. This is typical of
superconductors of the first kind, which happened to
be the ones then investigated (see Table I). It is a
historical accident that systematic investigations of
alloys have come much later: superconductivity of the
second kind was not properly identified before the
fifties.

Hard, type II, superconductors are now available
with current -carrying capacities, indicating the limit of
resistanceless conduction, of the order of magnitude of
3 x 105 A/cm2 for d.c., and very high upper critical
fields, at least 10 MA/m. We have already discussed the
need for flux pinning in the material and this can, in
fact, be done. However, as is typical for any type -II
superconductor, flux lines must have penetrated the
wire to some extent at least when the field -strength is
between Heir and Hc2.

We are, in fact, facing a contradiction here: when the
magnetic field is increasing, an occasional jerky motion
of flux -line packages is unavoidable. This redistribu-
tion of magnetic flux in the metal gives rise to induc-
tion, i.e. dissipation of energy and rise of temperature,
which may locally drive the material into its normal
state. If no countermeasures are taken, flux jumps may
occur in adjacent regions, due to magnetic and thermal
coupling, and soon the whole wire will be normal,
though the true limiting value of current or field has
not yet been reached. This quenching phenomenon
would of course have disastrous consequences.

Fortunately, stabilization of superconducting wires
can be achieved, bringing the practical limit of over-
loading close to the true limit, as determined by the
flux -pinning properties of the material. The methods
adopted to stabilize superconductors are the reduction
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Fig. 10. A cross-section of an Nb3Sn superconductor wire, with
61 x 61 x 19 filaments (each of less than 2.5 tiff' diameter). (From
H. Kuckuck, E. Springer and G. Ziegler, Cryogenics 16, 350,
1976.)

of the wire diameter and the embedding of the wire in
high -purity copper. Reduction of the wire diameter
causes the energy released during a flux jump to be too
small to restore normality to the metal. By cladding the
superconducting wire with a layer of copper, one
provides for an electrical and thermal bypass, so that
the full current can at least be taken temporarily if the
quenching effect threatens to set in. Multifilament
Nb3Sn cable is now commercially available, and often
contains more than a thousand very fine (e.g. diameter
of 60 .tm) filaments, as the cross-section in fig. 10
shows. It is very attractive, extra stability and quench
protection being offered by copper or other low -
resistivity metal fillers between the filaments.

With the advent of well stabilized, hard supercon-
ducting wires electrical engineering may eventually
take an entirely new course. For instance, take the
construction of superconducting a.c. generators. Five -
megawatt prototypes have been built and tested,
demonstrating their technical feasibility as high -power
electric generators in aircraft and even as utility turbine
generators. The electromagnet of the rotor is made of a
superconducting wire carrying a current density two
orders of magnitude greater than the conventional
conductors, and with a magnetic field two or three
times that of conventional rotors. Such generators will
weigh less than a third of what a generator of like power
and conventional design would weigh.

Moreover, the construction of homopolar generators
and a.c. generators with superconducting stators has
been tried. However, the reductions in size and, when
the equipment is fairly large, its cost reduction, are not
enough to bring about a breakthrough. The complex
cryogenic requirements, liquefier and thermal insula-
tion, especially of the helium -cooled rotor, remain a
very weak point in the eyes of electrical engineers, who
rightly demand maximum system reliability. Today
the refrigeration circuits are still too delicate and
vulnerable for the heavy requirements of a power sys-
tem for, say, a town, a ship or a hospital. The same
holds true for superconducting transformers and power
cables.

Very interesting design specifications for power -
transmission cables have been made, based on success-
ful experiments with short test lines. These include
sophisticated electrical insulation up to 400 kV,
terminals, joints and other equipment. Although non -
dissipative power transmission may become highly
desirable or even necessary in heavily powered areas
such as London or New York, at present the state of
the art is by no means advanced enough to make the

61 An application in magnet coils for laboratory use has been
described in A. L. Luiten, Superconducting magnets, Philips
tech. Rev. 29, 309-322, 1968, and 30, 147, 1969.
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introduction of superconducting cables, during the
next ten or twenty years, say, probable. The same
applies to cryocables of non -superconducting metals,
like aluminiuni, used at temperatures of, say, 20 K so
that their resistance is dramatically reduced by a factor
of a hundred or so.

As has occurred so often in the history of industrial
technology, large-scale application of a revolutionary
development can be furthered by a convincing demon-
stration of a successful vehicle. It has been, and still
is, the hope of many workers in this field that the
use of superconducting coils in magnetic levitation for
high-speed rail transport may prove to be the break-
through vehicle. The idea appears sound enough.
In the densely populated areas of the world, millions
of people every day demand fast public transport
over ever-increasing distances, now up to hundreds
of kilometres. Air traffic does not yet appear to be the
best solution to this demand.

It is difficult to exceed the 200 km/h limit of rail cars
with normal rolling wheels because of problems in
stability. However, at 400 or 500 km/h, the best solution
may be magnetic levitation, with vehicles floating on a
bed of repellant magnetic forces. This would mean an
entirely new railway technology. At low velocity the
train could run on normal wheels, at higher velocity
strong magnets in the vehicles would induce magnetic
reaction fields in special, strongly conductive plates on
the track, so that both lift and guidance would be ob-
tained. Propulsion too would be by magnetic force and
here the linear induction motor may find one of its best
applications.

The greatest problem in the development of a levita-
tion train is the construction of sufficiently powerful
magnets. This type of transport is considered seriously
particularly in Japan but also to some extent in Europe.
In test facilities of intermediate size the feasibility of
superconducting magnet coils has already been demon-
strated, the advantages being more magnetic energy for
smaller size and weight, without energy loss. However,

- the tremerido,us task remains of developing a reliable
cryogenic systein capable of operating on board a
train. Also, the electrodynamic parts of the develop-
ment programmes have still to be completed, needing
large-scale effort for the careful analysis of drag forces,
geometric tolerances and elastic deformation, tests of
measuring, control and steering equipment, the study
of starting and landing problems and so forth. At
present it is by no means clear what specifications will
finally emerge for a safe 500 km/h levitation train.
Some policy makers have already decided that a big
expenditure for such a train would not be appropriate
at present. After all, it is by no means yet clear whether
the pressing human communications problem will

ultimately be solved by fast human transport or by
electronic data transmission.

Large-scale cryogenic engineering is used for the
gigantic magnetic coils of the elementary -particle
accelerators like those in the CERN unit in Geneva,
Switzerland, shown under construction in fig. 11, and
in the Fermi Laboratory, Batavia, Ill., U.S.A. Particles
coming from these accelerators collide, giving rise to a
variety of events and these can be made visible in a
hydrogen bubble chamber. The particles taking part in
an event leave tracks in the liquid hydrogen at 20 K in
the form of tiny vapour bubbles which can be photo-
graphed. The bubble chamber may consist of a vessel
4 m in diameter containing liquid hydrogen, and with
large windows in the thermally insulating walls. Around
the chamber a huge superconducting magnet coil pro-
duces a magnetic field of, say, 3 Wb/m2 in that large
volume of liquid hydrogen, so as to deflect the particle
tracks, an essential tool in the analysis and identifica-
tion of the events.

In electronics, it was once believed that mass produc-
tion of the essential logic and memory elements for the
very large computers could best be done with the aid
of superconductivity. These elements, cryotrons, were
considered for miniaturization and large-scale pro-
duction with the help of cheap planar techniques.
Today, this approach is not considered to have much
chance of success, though the packing density, extreme
speed and negligible heat dissipation of recently con-
ceived elements, based upon the Josephson effect, are
very impressive indeed.

Cryobiology

Life itself cannot bear cold. Below -5 °C all elemen-
tary processes usually come to a standstill. Tissue may
become irreparably damaged at still lower tempera-
tures and the lethal effects of ice crystals in tissues are
especially to be feared. For certain micro-organisms it
was an important discovery that after immersion in
glycerol they could be subjected to slow, reversible
cooling and thawing. This led to the widespread low -
temperature banking of living cells, especially sperma-
tozoa and red blood cells. These may survive the state
of anabiosis. However, there is as yet no hope for those
who want to preserve themselves or others in a state of
suspended animation by deep freezing. Cooling to low
temperatures takes too long for larger bodies; before a
temperature low enough to arrest decay and vital
processes can be reached, blood circulation will have
stopped, followed a few minutes later by irreversible
damage to the human brain.

Cryobiology includes investigations of living or-
ganisms under the influence of intense cold, such as
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work on food preservation, botanical studies, the
banking of skin and organs for transplantation, and
the question of what really sets the hazard limit of ex-
posure to extreme cold, in particular when the exposure
is under controlled conditions.

nitrogen temperature (-196 °C), ensuring a virtually
infinite storage life. Fig. 12 shows liquid -nitrogen pro-
duction and storage equipment [7] made by Philips,
together with some of the containers needed in an AI
centre. A typical centre will store the semen of ten bulls,

Fig. 11. The construction of a superconducting magnet (inner diameter 430 cm), to be used
with the hydrogen bubble chamber at CERN, Geneva. This magnet will produce a field of
3.5 Wb/m2 (35 000 gauss).

As a practical application, artificial insemination
(AI) must be mentioned first. It may be considered one
of the most important methods for the development
and improvement of livestock, including the preven-
tion of diseases: it therefore has high priority in agri-
cultural development programmes. By adopting sys-
tematic breeding programmes many characteristics,
such as the quality of beef or milk, can be improved.
It is now easy to have a wide variety of selected bovine
semen available in AI centres even after the death of
the donors. A large stock of semen is collected and
frozen, and thus enables the centre to meet the require-
ments of many breeders throughout the year. The
semen can be diluted with a mixture of chemicals in-
cluding glycerol. It is spread out over small sample
holders, slowly frozen and preferably stored at liquid -

processed in such a way that 100 000 cows can be
inseminated twice a year with it. Fertilized egg cells, of
mice for example, have also been stored at - 196 °C.

Gradually, many other tissue banks are coming into
existence, for bone marrow, blood platelets, and certain
tissue -culture cells. Automatically controlled apparatus
for slow cooling to liquid -nitrogen temperatures are
now being developed. Some tissues, such as skin and
cornea, can be successfully stored but for whole organs,
a task more urgent every day, much still needs to be
done, and effective preservation methods are still

problematic.

[7] The principle of operation of this equipment has been
described in J. van der Ster and J. W. L. Kohler, A small air
fractionating column used with a gas refrigerating machine
for producing liquid nitrogen, Philips tech. Rev. 20, 177-187,
1958/59.



J. VOLGER Philips tech. Rev. 37, No. 4

Fig. 12. Equipment for the production and storage of liquid nitrogen. The Philips PLN 106
liquid -nitrogen unit can be seen in the background; it consists of the PW 7160 refrigerating
machine (right) and the PW 7170 air fractionating column (left). In the foreground are two
large containers for liquid nitrogen alongside containers for the storage of bovine semen.

Cryophysics may obtain entry into medicine in yet
another interesting way. Superconducting magnet coils
may be the only solution where very strong fields are
needed, for instance when magnet -tipped catheters
have to be guided to places not otherwise accessible.
Nuclear -magnetic -resonance measurements on an
entire patient may become a matter of routine, if
identification of malignant tissue by nuclear -magnetic -
resonance mapping methods does, as expected, develop
into a powerful diagnostic tool. Magnetic fields extend-
ing over a sufficient distance and having sufficient

intensity and homogeneity could only be produced by
using superconducting magnets.

Cardiography has recently been enriched by a magne-
tometric method. In addition to the electrocardiogram
(ECG) one can now measure the magnetocardiogram
(MCG); this reflects the fluctuating magnetic field -
at a level of 10-10 Wb/m2 produced by the elec-
trical (ion) current in the beating heart muscle. Such
measurements require an extremely sensitive method,
made possible by using a superconducting pick-up coil
with a Josephson junction, SQUID, as indicated above.
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Magnetocardiograms can be taken in a non-invasive
way and by probing around the torso at least as much
information can be obtained as from ECGs. The
introduction of this new clinical diagnostic technique,
however advantageous it is, could be retarded by
sound medical conservatism and by the complexity
and cost of the cryogenic facilities; the helium liquefier
and its accessories would take some $ 50 000 of the
clinic's yearly budget.

Finally, cryogenic surgery; cold can be used as a
surgical tool, for instance for the inhibition and destruc-
tion of malignant cells. In cryosurgery a cannula of
small dimensions is currently being used, with ther-
mally insulated walls except for the very tip, in which
liquid nitrogen circulates. The probe produces lesions
according to its shape and size and the method is

1.5K

0.7K

0.1 K

Fig. 13. Basic diagram of a dilution refrigerator. The cooling
takes place in the mixing chamber M, where two phases are
present: concentrated 3He (dark shading) and superfluid 4He
that contains only a small percentage of 3He (light shading).
There is a continuous flow of 3He across the interface from the
concentrated to the dilute phase. This mixing process closely
resembles evaporation, and takes up heat in a similar way. The
3He passes through the pipe P2 and enters the vaporization chamber
(or still) V, from which it is pumped away; the vapour consists
almost entirely of 3He, owing to the great difference in the vapour
pressures of 3He and 4He. The 3He is compressed again, con-
densed and returned to M via the pipe Pi. B 4He bath. HE heat
exchanger.

believed to be a very safe approach to the removal of
certain diseased tissues. In practice, cryosurgery has
been applied to skin neoplasms, and controlled destruc-
tion of prostatic obstruction has also been achieved.
In neurological surgery an important application is
the accurate placement of lesions in the basal ganglia
of the brain as a treatment of Parkinson's disease and
similar disorders of movement.

Towards the absolute zero

The millikelvin temperature range had already been
entered during the thirties, by cleverly designed
adiabatic -demagnetization experiments with paramag-
netic salts. This technique is still in use, but the more
spectacular results are now in the microkelvin tempera-
ture range; for this the paramagnetic properties of the
nuclear system in a solid are used instead of those of an
ordinary paramagnetic salt in which the magnetic
properties stem from the electronic shells of the con-
stituent atoms.

What is really fascinating, however, and an absolute
winner in terms of cooling capacity in the millikelvin
range, is the 3He-4He dilution refrigerator; much work
has been done on it over the last decade. A short discus-
sion of its principle is in keeping with this review.

In the dilution refrigerator use is made of a remark-
able property of liquid mixtures of 3He and 4He. At
sufficiently low temperature, below about 0.5 K, the
mixture spontaneously separates into two phases, both
liquid, the one being rich in 4He and superfluid, the
other being very rich in 3He, not superfluid and floating
on top of the first one. As 3He atoms from the almost
pure 3He phase evaporate into the diluted phase they
must pick up energy, so that cooling is produced. The
dissolved 3He atoms are scarcely hindered in the super -
fluid 4He phase and can be considered as forming a gas
in it. We have here, in fact, another example of the
second category of cooling phenomena discussed
earlier.

The principle of the dilution refrigerator is outlined
in fig. 13. The device works so well because it is indeed
possible to remove 3He selectively from the diluted
phase and to recirculate it towards the concentrated
phase so that 3He atoms will continuously pass the
phase boundary. As is to be expected this cooling
device also needs the proper use of heat exchangers for
efficient operation. This is by no means easy because, as
we have seen, the thermal conductivity of the materials
from which a heat exchanger may be made, copper for
instance, vanishes at very low temperature. Moreover,
the heat transfer from the helium liquid to the copper
surface becomes extremely difficult at this point; this is
due to the almost total reflection of the wave -like
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vibrational modes carrying the heat bouncing against
the metal surface.

Recently, ingenious improvements for the classical
dilution refrigerator have been published. A flow pat-
tern of both liquids is added with respect to each
other, so that practically an ideal heat exchange results
from direct contact between the two phases [8]. It
should be noted that the order of magnitude of the
cooling power of such devices, in the millikelvin range,
is still well below 1 mW. However, thermal insulation
techniques are almost perfect and the specific heat of
physical objects to be investigated at those low tem-
peratures is also usually small. The obvious advantage
of the dilution refrigerator is its continuous operation,
never achieved in adiabatic demagnetization. The
latter is essentially a one -stroke method.

A short final remark about another spectacular
discovery along the never-ending road to the absolute
zero. Many have speculated whether pure 3He, cooled
to sufficiently low temperature, would also become
superfluid. For some years now the answer has been
known: at a few millikelvins, roughly a factor of 1000
lower than 4He, 3He becomes superfluid. The reason
for the differences in the properties of both isotopes is,
of course, that their nuclei are different. The 3He atom
has a magnetic nucleus and in terms of statistical
behaviour it is akin to the electron. Consequently, the
superfluidity of 3He resembles the superconductivity
phenomenon, the 3He atoms forming pairs just as the
electrons do in a superconductor. Research on 3He is
presently considered to be one of the main interests of
cryophysics.

Outlook

In this review many aspects of cryogenics have not
been mentioned, for instance, the sophisticated thermal
insulation, indispensable in all cryogenic engineering,
or cryopumping. This is the condensation of gases to
liquids or solids with very low vapour pressures when
in contact with a very cold surface. It is probably the
fastest, cleanest and most effective way of obtaining an
ultra -high vacuum. If and when the large-scale use of

[8] F. A. Staas, Continuous cooling in the millikelvin range,
Philips tech. Rev. 36, 104-114, 1976; this article also gives
further references to the technical literature.

hydrogen as an energy carrier becomes an important
contribution to the solution of the world's energy
problems, cryogenic engineering will then be one of
the most essential technologies.

It has been my aim to illustrate the beauty of a
frontier science, which has found interesting applica-
tions to boot. In this respect low -temperature physics
does not differ from many other branches of physics
which are also developing at high speed, surprising us
again by the discovery of entirely new phenomena or by
the formulation of new basic concepts, helpful in an
understanding of nature. As was pointed out, low -
temperature physics has been and will remain one of
the pillars of the science of condensed matter, some of
its concepts having very wide application indeed. Take
superfluidity for instance: this phenomenon is known
so well now that it has been quite natural for astron-
omers to include superfluidity in their picture of neu-
tron stars! Some scientists believe that certain aspects
of the theory of superfluidity may be found to be of
crucial importance for the full understanding of life.

What else has nature in store for us as we manage
to produce ever -lower temperatures? We do not know.
It might be that in the microkelvin range the solid
system of nuclear magnetic moments with their feeble
interaction could disclose intriguing structures. Or that
the very low -frequency thermal excitation of compli-
cated crystals turns out to be interesting in that tempe-
rature range. For the time being many properties of
both helium isotopes remain puzzling.

The future may bring many practical surprises,
particularly in the use of superconductivity; unfor-
tunately the prospects for essentially higher transition
temperatures remain dim. The wide field of cryogenic
engineering, developing in interdisciplinary coherence
with low -temperature physics, will certainly remain the
interesting growth field it has been during the past
century.

Summary. Some of the highlights an&disappointments In low -
temperature physics and technology are presented in this article.
The emphasis is on concepts and trends rather than on a rigorous
and complete treatment. Cooling methods and the properties of
matter at low temperatures are discussed, both from a purely
scientific and an applied point of view, with some emphasis on
superconductivity.
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Introduction

Lithium niobate as a material
for holographic information storage

H. Kurz

The availability of the laser and holography in the sixties was a strong stimulus to the
development of ideas for optical storage devices, and set the pattern that was to be
followed for some years. Hopes at that time were high: main memories were envisaged
with bit densities of the order of 1 Gbit/mm3. Since then various possible systems - both
holographic and localized - have been investigated in various parts of the world, and
these studies are still continuing. The invariable conclusion has been that performance
targets would have to be less ambitious - though they were still worth aiming at -
owing mainly to limitations connected not with the optical part of the system but with the
storage material. Thin films of a suitable magneto -optic garnet are now expected to give
the best results for localized storage, and ferroelectric crystals whose refractive index can
be changed locally and reversibly by irradiation offer the best prospects for holographic
memories at Philips GmbH Forschungslaboratorium Hamburg. The article below deals
with an investigation of iron -doped lithium niobate as a potentially very useful storage
material for three-dimensional phase holograms. In a subsequent issue we shall publish
an article on a device developed for magneto -optic memories at the Hamburg laboratories.

Three main things are necessary for an optical mem-
ory: a material for storing the information, a light
source for read -in and read-out, and an optical system
to guide the light to the intended position.

In many cases the most suitable light source is the
laser, since it approximates closely to an intense mono-
chromatic point source. Now that lasers of many dif-
ferent types have become available, optical informa-
tion storage has come in for a great deal of attention
in recent years. Great advances have been made in the
development of optical subsystems, such as modula-
tors, beam deflectors and detector arrays [1].

The most difficult problem in making an optical
memory is usually the material in which the informa-
tion is stored. The material is required to have a high
bit density, a long life, to take little optical energy for
reading and writing, to allow stored information to be
erased and new information to be written in, and to
have a low cost per stored bit. In these respects optical

Dr H. Kurz is with Philips GmbH Forschungslaboratorium Ham-
burg, Hamburg, West Germany.

memories have to compete with existing systems, which
are mainly magnetic. The great virtue of optical mem-
ories is that they are able to handle large quantities of
information in parallel operation.

Optical memories may be divided into localized and
holographic types. In localized memories each bit
is separately stored at a small location on the memory
surface. We shall not be concerned with this type of
memory system here [21.

In holographic memories the information is written
in groups of bits on a larger surface, on which the
separate bits can no longer be localized. The principle
of a holographic memory is illustrated in fig. 1. Here
again a laser is used as the light source. The laser beam
is divided into a reference beam and an object beam.
The object beam illuminates a semitransparent plate on
which the information to be stored is contained in the

[1] See for example M. Balkanski and P. Lallemand (eds.),
Photonics, Gauthier-Villars, Paris 1973.

[2] See the article by H. Heitmann et al. to appear shortly in
this journal.
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form of an image or a coded pattern (e.g. a punched .
card or a passive display). The two beams are made to
converge on a small block of a suitable material, and it
is here that a hologram of the information package is
formed. The hologram can be read out later by
illuminating the block with the reference beam alone.
The resultant beam diffracted by the hologram is a
faithful reproduction of the object beam modulated by
the information. A lens produces an image of the

M

LI 0 L2

ions, as a storage or memory material are discussed for
volume holograms.

Their use for this application is based on the change
produced in the refractive index of this material when
it is exposed to visible light or ultraviolet radiation.

A reversible change in the refractive index of LiNbO3
and of a number of other ferroelectric and paraelectric
substances exposed to laser radiation has been dis-
covered as a side -effect in experiments concerned with

C L3 I D

Fig. 1. Optical diagram of a holographic memory. The beam produced by the laser L is divided
into two beams by means of a beam-splitter B. One beam illuminates the object 0; this beam
is focused by the lenses L1 and L2 in a block C of a suitable material. The other beam is
projected on to C through the mirror M. Interference between the two beams produces a
hologram in C. The hologram can be read out by illuminating the crystal by the reference
beam BMC. The diffracted wave is identical with the object wave during the recording. An
image of the reconstructed object I is produced on the detector D by the lens L3.

information pattern on a detector, which may be a
camera tube or an array of semiconductor detectors.

On read-out a complete package of information
becomes available at once. In addition, each bit is
spread out over a relatively larger part of the storage
medium than in localized storage, so that the informa-
tion is less vulnerable. These features distinguish the
holographic memory from the localized memory. But
there is another difference that makes the holographic
memory an attractive proposition.

When the thickness of the recording medium, the
block of storage material, is large compared with the
period of the interference patterns that form the holo-
gram, several holograms can be recorded one above
the other and read out again separately. This can be
done by means of the Bragg effect: a three-dimensional
diffraction grating only diffracts the light effectively
when it is incident at a particular angle. For a grating
or hologram formed by the interference between an
object beam and a reference beam, the direction and
wavelength of the incident beam must be the same at
read-out as those of the reference beam. If the volume
hologram is sufficiently thick the angle of incidence is
sharply defined [31. By rotating the block of storage
material between two exposures different holograms
can be stored and read out separately later.

In this article the properties of single -crystal lithium
niobate (LiNb03), doped with iron or other metallic

nonlinear optics and optical modulation [4]. This effect,
originally referred to as 'optical damage', occurs at
moderate light intensities. As is so often the case, what
was at first regarded as a nuisance turned out later to
have a useful application [3]. Three-dimensional mod-
ulation of the refractive index, produced by illumina-
ting the crystal by the interference pattern of two
beams, results in a phase hologram in the crystal.
Phase holograms have a high diffraction efficiency, i.e.
the relative power of the part of the read-out beam that
is deflected to the detector [3].

The following picture may be put forward to explain
the change produced in the refractive index. When the
crystal is exposed to illumination, charge carriers are
released and these move in a preferred direction because
of the asymmetric structure of the crystal. This results
in an electric current proportional to the illumination.
In addition, a photoconduction current is generated
which is proportional to the product of illumination
and the electric field -strength in the crystal. When the
illumination is spatially modulated, the current follows
this modulation and a space -charge field arises in the

[3]

[4]

[3]

R. J. Collier, C. B. Burckhardt and L. H. Lin, Optical holo-
graphy, Academic Press, New York 1971, particularly
chapter 10.
A. Ashkin, G. D. Boyd, J. M. Dziedzic, R. G. Smith,
A. A. Ballman, J. J. Levinstein and K. Nassau, Appl. Phys.
Lett. 9, 72, 1966.
F. S. Chen, J. T. LaMacchia and D. B. Fraser, Appl. Phys.
Lett. 13, 223, 1968.
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crystal. The total field in the crystal is the sum of the
space -charge field and any external field that may be
applied. Since lithium niobate is an electro-optic
material (this is also related to the asymmetrical
structure of the crystal) the refractive index changes by
an amount proportional to the total field.

In the next section we shall examine the dynamics of
this chain of effects. It is found that the change in
refractive index exponentially approaches a saturation
value. The time needed to reach a given percentage of
the saturation value is inversely proportional to the
photoconduction coefficient. As a result of the same
photoconductive effect any refractive -index distribu-
tion present is erased by illumination. A hologram can
thus be erased by homogenous illumination, making
the crystal useful as a reversible memory material. This
also means, however, that on read-out of the stored
information or when a hologram is written in later the
information present in the crystal is partly erased.
What is more, erasure has the effect of eliminating all
the information stored in the crystal; it is not possible
to erase a number of stored holograms and to let the
others stored in the same volume remain.

The quantity of exposure energy necessary to reduce
a refractive -index change to half its value is equal to the
energy necessary to reach half the saturation value in

The next section describes how the diffraction grat-
ings with a period of about 1µm can be written into
the medium by interference between two coherent
beams. The diffraction efficiency of such a grating as a
function of the energy necessary for writing it in or
erasing it is an important indicator of the usefulness of
the material in optical memories.

The refractive -index change depends not only on the
wavelength of the light but also on the concentration
and nature of the metal ions in the crystal. Our in-
vestigation of the properties of materials, which is
discussed in the third section, has mainly been con-
cerned with iron as the dopant. It is found that charge
transfer between divalent and trivalent iron ions causes
the photocurrent on which the effect is based.

Erasure during read-out can be avoided by giving
the material a thermal treatment during the recording;
this method is also described in the third section.
Thermally fixed holograms can be used for permanent
information storage; the storage time is a few years.

Owing to the erasure effect a non -fixed hologram
can only be read out a finite number of times. The
number of holograms that can be stored in a crystal is
therefore limited to a few hundred. For storing one
hologram only a very small area is necessary. The
maximum bit density is about 5 x 106 bits per mm2. In

Table I. Properties of LiNb03 as a memory material.

Reversible Fixed

Resolution
Efficiency:

for a single hologram
for storage of more than one hologram

Minimum writing energy
Number of read-outs
Erasure energy
Number of superimposed holograms
Capacity
Storage time at room temperature

> 104 lines/mm

95

0.01-1 %
0.1-10 mJ/cm2
105-107

1-100 J/cm2
100-500
106-5 x 106 bits/mm2
15 min -300 days

not known, but lower

95

up to 1%
2-13 J/cm2 [14]
1010

not applicable
> 500
> 5 x 106 bits/mm2
2-3 years

writing in the information. Since it is not always nec-
essary to approximate closely to the saturation value
to obtain an adequate diffraction efficiency, informa-
tion can be written in with much less energy than is
required for erasure.

The time for which a recorded hologram can be
stored in the dark depends on the conductivity caused
in that state by thermal excitation of charge carriers.
At room temperature lithium niobate is a poor conduc-
tor and the storage time is then of the order of some
tens of hours.

the fourth section expressions will be derived for the
number of times a hologram can be read out, for the
number of holograms that can be stored and for the
minimum energy needed for writing a hologram in.
Finally, there is a description of some experiments with
reversible and permanent information storage in digital
and analog form.

The main results of the experiments with diffraction
gratings and holograms are presented in Table I. These
results show that reversible and permanent informa-
tion storage is possible in LiNbO3 crystals with a very
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high bit density and a reasonable read-write sensitivity.
Apart from their use in optical memories, LiNbO3

and related optical materials (for example KNbO3 and
BaTiO3, all of them ferroelectric) also have potential
uses in many other electro-optic components such as
waveguides, modulators, variable beam-splitters, holo-
graphic filters, optical coding, scanners and colour
holograms. These applications will not be dealt with in
this article.

Dynamic behaviour of the refractive index during irra-
diation

The way in which an LiNbO3 crystal doped with iron
or copper oxide behaves under uniform illumination is
illustrated in fig. 2. When the end c -faces of the crystal
are short-circuited, a photocurrent proportional to the
intensity of the illumination flows in the direction of
the c -axis.

Until the crystal has reached equilibrium, there is a
progressive change in the permanent dipole moment,
and this change sets up an induced current. This pyro-
electric current component [6], which also occurs when
the illumination is switched off, will not be taken into
account in the discussion.

The current in the z -direction is given as a function
of the incident radiant intensity /(z) - for convenience
we assume that this depends only on the coordinate z
in the direction of the c -axis - and the electric field
E(z,t) by ET]:

jz(z,t) = Kocci(z) Kiocl(z)E(z,t) crDE(z,t), (1)

where cc is the absorption coefficient and Ko and Ki
are constants that depend on the wavelength of the
incident radiation and on the concentration and nature
of the dopant. Fig. 3 gives a graph of the measured
photocurrent values as a function of an external e.m.f.

The last term in (1) is also found when there is no
irradiation; aD is the conductivity of the unilluminated
crystal. Lithium niobate is an extremely good insulator:
the third term in (1) may be regarded as negligible com-
pared with the other two when the intensity of the
incident radiation is moderate.

The second term in (1) is a photoconduction current
and as such is nothing out of the ordinary: there are
plenty of materials that become conductive upon irra-
diation. The first term in (1) also gives a current when
there is no field, for example with uniform illumination
and the end faces of the crystal short-circuited. D. von
der Linde and A. M. Glass [81 explain this current by a
photovoltaic volume effect. This could arise from the
presence of substitutional lattice defects (e.g. Fe2+ ions)
which give rise to anisotropic excitation and transport

of charge carriers. A complete explanation of the effect
on a microscopic scale has not yet been given. It has,
however, been established that impurities (in particular
iron ions) play an essential part; more will be said
about this later.

The rest of this section will be confined to a descrip-
tion of the effects, taking eq. (1) as our starting point.
When the magnetic field is neglected, Maxwell's equa-
tions give the following relation between current and
field :

oE
jz(z,t) 680

ot
= /OW. (2)

Here Eso is the dielectric constant and jolt) is the
external current, which depends on the circuit to which
the crystal is connected.

I

jz

Fig 2. The current j. in a short-circuited LiNbO3 crystal as a
function of time t when a uniform illumination I is switched on
and off. The switching peaks are due to the pyroelectric effect;
the current takes a certain time to reach the steady-state value
Kcal. In the diagram the arrow indicates the direction of the
c -axis and the saturation field; A is a sensitive current indicator.

-100 -50 0 50 kV/cm
Ea

Fig. 3. The photovoltaic current jz as a function of an external
field Ea during homogeneous illumination at a given intensity and
wavelength. The value of the current for Ea = 0 is given by KootI,
the slope of the characteristic by K1aI. When a and I are known
it is possible to determine Ko and K1.
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From (1) and (2) we obtain a differential equation for
E(z,t), which can be solved after determining the
boundary conditions jo(t) imposed on the crystal. We
shall now try to show that in practical cases jo may be
taken as very nearly constant.

When the crystal is connected to a current source, jo
is at once established. An open -circuit, for which jo = 0,
is a special case of current control. When the crystal is
connected to a voltage generator, the average field is
equal to the e.m.f. of the generator divided by the
length of the crystal. From eq. (2) we see that in this
case jo is equal to the average of js(z,t) over z. A short-
circuited crystal is a special case of voltage control,
with the external current jo approximately equal to
Koch, where /0 is the mean of I(z), as follows from (1).
The approximation is valid for a small modulation
depth of I(z).

The solution of equations (1) and (2), if jo is constant,
may be written as:

i(otiu e-/(z)t/ u), (3)E(z,t)= E(z,0)e- E(z,00)(1 -

where U = eolKia. The field at the time t = 0, E(z,0),
does not necessarily have to be zero or even homogene-
ous: an external e.m.f. may have been applied, and as a
result of a previous illumination a space -charge field
may have remained in the crystal.

For prolonged illumination the field tends towards a
saturation value E (z , oo) given by:

E(z , co) =
KoaI(z)

(4)
Kicc/(z) ap

For an open -circuit E(z, co) is approximately equal to
-Ko/K1. For a short-circuit and a small modulation
depth of 1(z), E (z , co) is given by:

E(z,c0) =
Ko Io- I(z)
K1

Io
(5)

where up is assumed to be negligible compared with
KiaIo. We see that for a short-circuit the saturation
field is proportional to the modulation index of the
interference pattern. As long as the modulation depth
is small, the crystal therefore behaves as a linear storage
medium.

From (3) and (4) it follows that the parameters
Ko/K1 and U determine the dynamics of the field
distribution. The constant Ko/K1, which will be called
Es from now on, has the dimension of a field and deter-
mines the magnitude to which the saturation field can
grow. The constant. U has the dimension of an energy
density and determines the rate at which the saturation
is reached during constant illumination. The orders of
magnitude of Es and U are 100 kV/cm and 100 J/cm2.

Equations (1) to (5) constitute a simple model for the
dynamics of the field in the crystal. Owing to the

presence of this field the crystal lattice is locally de-
formed and the refractive index for light perpen-
dicularly incident on the z-axis is changed. In lithium
niobate this change can be quite considerable, owing
to the polar asymmetry of the crystal.

The refractive index change An caused by a field in
the z -direction is given by:

An(z,t) = -1-n3r33E(z,t), (6)

where n is the refractive index and r33 is an element of
the electro-optical tensor [9].

The way in which irradiation brings about a change
in the refractive index has been shown. When the
illumination is switched off, equations (1) and (2)
indicate that the field distribution decays exponentially
with a relaxation time tD = eco/cip. The quantity tD is
called the storage time, which may range from many
hours to days, depending on the dopant concentration.

To erase a refractive -index change rapidly, the
crystal has to be shorted and uniformly illuminated.
From (5) we see that the existing refractive -index dis-
tribution is then driven to zero. This takes place
exponentially with a relaxation time U//o:

An(z,t) = An(z,0)e-isou (7)

The parameter U is one of the factors that determines
the capacity of reversible memories in which the storage
medium is LiNbO3. We shall return to this subject
presently.

Write-in and read-out from a diffraction grating

Write-in
The change brought about in the refractive index by

irradiation can be measured by illuminating the crystal
with two coherent beams (see fig. 4). A three-dimen-
sional diffraction grating is then produced in the crys-
tal; the intensity of the light diffracted by this grating
during illumination is a function of the parameters of
interest in the storage of information. Since a hologram
is also a kind of diffraction grating, the measurement
made in this way gives a good indication of the use-
fulness of the material as a storage medium for holo-
grams.

Interference between the incident waves gives rise to
an intensity distribution of the form

I(z) = /0(1 m cos Kz) (8)

[6]

[7]
[8]
[9]

C. Kittel, Introduction to solid state physics, 4th edition,
Wiley, New York 1971, page 477. See also E. T. Keve, Philips
tech. Rev. 35, 247, 1975.
H. Kurz, Ferroelectrics 13, 291, 1976.
D. von der Linde and A. M. Glass, Appl. Phys. 8, 85, 1975.
J. F. Nye, Physical properties of crystals, Oxford University
Press, London 1957.
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a

b

in the crystal. The modulation depth m depends on the
ratio of the intensities of the interfering beams, the
wave number K on the angle between their directions of
propagation. If we insert (8) in our model (1)-(5) we
can calculate the change in refractive index at the

D

Fig. 4. Experimental arrangement for write-in and read-out of
diffraction gratings. The beam from the laser L is divided into two
beams by means of a beam-splitter B. One beam is projected on
to the crystal C through a mirror M, the other beam is passed
through a shutter S. The polarization of the beams is parallel to
the plane through the directions of propagation and the c -axis of
the crystal. On read-out the shutter S is closed and the crystal is
illuminated with the beam R; the diffracted light is received by
the detector D.

20 pA/mW

JZ

I

10

2kV/mm
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1

600 500 400 350 nm

red
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am". ...

.. .......7 .. .....
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E0
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ox ,/
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Fig. 5. The current jz and the saturation field Es for reduced and
oxidized crystals as a function of the wavelength A of the illumina-
tion (the photon energy by is also indicated). The intensity of the
illumination was 100 mW/cm2 in all cases. The difference between
the characteristics at an external field E = 0 and at E = 100 V/mm
is proportional to the product Kia.

0

position z. From (5) it follows that the saturation
value is:

An(z, oo) = One . m cos Kz, (9)

where AN = in3r33Es. We have assumed here that the
crystal was short-circuited. From (3) we see that for a
previously unilluminated crystal the refractive index is
given as a function of time by

An(z,t) = An(z ,00)(1 - e-lcott u). (10)

In our investigation of materials, described in the
next section, we measured the writing sensitivity S.
This is defined as the derivative of the amplitude of the
refractive -index distribution with respect to the illu-
mination I(z)t in the limit for small values of I(z)t.
From (9) and (10) we find:

mine
S = (11)

U

The quantity S is the illumination necessary to obtain
a given refractive -index modulation mAns. It follows
from (7) that the illumination necessary for erasure
must always be a few times greater than U.

Read-out
When a crystal containing a diffraction grating is

illuminated by a beam of the same wavelength and
direction as one of the beams used for writing in the
grating, light is diffracted in the direction of the other
writing beam. The power of the diffracted beam is a
function of the amplitude of the refractive -index dis-
tribution An(z,t) in the crystal. The ratio TA of the dif-
fracted and incident power is called the efficiency. For
a crystal of absorption coefficient a and thickness d,
where the refractive index is modulated by an amplitude
Am, the efficiency is given approximately by 1101,

7rAn1 1 -e -adiii=sinRalcos oe -a2
A cos 0 a

(12)

where 0 is the angle between the bisector of the beams
and the normal to the crystal surface. In the following
we shall use the approximation cos 0 1. The factor
R is a correction for reflection losses at the front and
rear faces of the crystal. These are considerable, since
the refractive index is fairly high (about 2.5). In addi-
tion, unwanted multiple reflections may occur. These
side effects can be substantially reduced by means of
vapour -deposited antireflection layers. The maximum
efficiency is then approximately equal to e-aa, that is
to say the light that is not absorbed is diffracted.

In formulating eq. (12) the exponential decay of the
refractive -index modulation along the direction of
propagation of the light was taken into account. If the
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argument of the sine function is equal to v/2, the
efficiency is at a maximum. In practice, the maximum
efficiency can be obtained with a crystal about 0.2 mm
thick. At a wavelength of 500 nm we then have a
refractive -index modulation with an amplitude of
about 10-3.

Resolution

In the derivation of our model (1)-(5) it was assumed that the
current depends only on the illumination and the local field.
This is not strictly true, since the charge carriers are displaced
because of the presence of potential and concentration gradients.
This may give rise to a displacement and a decrease of contrast in
the diffractive grating produced. In lithium niobate both the
diffusion length and the drift length of the charge carriers are less
than 10 nm, so that the effect is negligible with a grating period
of the order of 1 1.1.m.

The constants Ko and K1 are based on transport lengths, which
are proportional to the product of the mobility and lifetime of the
charge carriers. If the writing or erasure sensitivity, which depend
on Ko and K1, were to be made greater, the resolution might
deteriorate.

Materials and treatment of materials

In the previous section we saw that the exposure
energy U necessary for obtaining the maximum refrac-
tive -index change depends on the photoconduction
constant Kl and the absorption coefficient oc. The max-
imum amplitude of the refractive -index modulation is
proportional to Es (= Ko/Ki). The material constants

a and Es are functions of the wavelength; they also
depend on the nature and concentration of the impurity
in the crystal, and can therefore be controlled by treat-
ment of the material. The other constants that play a
part in the writing in are not readily accessible to con-
trol. Their values are therefore given for a wavelength
of 500 nm:

= 32,
n = 2.55,

r33 = 2.2 x 10-9 cm/V,
10/.33 = 1.7 x 10-8 cm/V.

The absorption spectrum of iron -doped lithium
niobate has characteristic bands at photon energies
of 1.1 eV and 2.6 eV. Strong absorption occurs at
photon energies higher than 3.1 eV. The two bands at
1.1 and 2.6 eV are correlated with the presence of Fe2+
ions. This has been confirmed both theoretically and
experimentally in a study that also included EPR and
M8ssbauer spectroscopy (11]. At a given concentration
of Fe ions in the crystal, determined by addition of
Fe203 during growth, the concentration of Fe2+ ions
can be varied by reduction or oxidation.

It has been found that the writing sensitivity S of the
crystal, which from (11) is proportional to the ratio of

Ans to U, and hence is proportional to Koa, first in-
creases with rising relative Fe2+ concentration and then
decreases. It might be deduced from this that Ko is
proportional to the concentration of Fe3+ ions. Little
is to be noticed of the presence of Fe3+ ions in the
absorption spectrum in the visible regicin - apart from
a few weak bands at 2.55 and 2.95 eV, which are at-
tributed to Fe3+. Evidence that Ko depends on the Fe3+
concentration is therefore somewhat indirect.

The values of Koa and Kia can be determined not
only from optical measurements but also from the cur-
rent under homogeneous illumination at a given exter-
nal field. Eq. (1) shows that the current is linear in both
intensity and field -strength. Fig. 5a shows the results of
measurements of the photocurrent as a function of
wavelength at constant intensity, both with and without
external field [12]. The current when the crystal is short-
circuited is proportional to Koa, and the difference
between this and the current found when an external
field is applied is proportional to Kia. A high field
(100 V/mm) has to be applied to observe any appre-
ciable difference between the two values in the visible
region: the photoconductive effect is clearly weak
compared with the photovoltaic effect. Fig. 5b shows
the spectral distribution of the constant Es, which
determines the saturation value of the change in re-
fractive index. There is a marked difference between
the two figures: the values of Kl and a clearly increase
considerably in the near ultraviolet, whereas Ko is large
only in the visible region. The increase in the absorp-
tion coefficient cc is so large that the writing sensitivity S,
which is proportional to Koa, increases strongly in the
near ultraviolet.

The effect of oxidation and reduction is also shown
in fig. 5: reduction can cause a considerable increase in
the visible region both in the photocurrent and in the
saturation value of the refractive index. It can also be
seen that the photoconduction current in the near
ultraviolet is greatly increased by oxidation. Since U is
proportional to 1/Kia, an increase in this current com-
ponent is connected with a greater erasure sensitivity.
Reduction causes a very marked increase in the absorp-
tion coefficient cc. In an untreated crystal after growth,
cc is of the order of 10 cm -1; after heating in an argon
atmosphere, cc can rise to 100 cm -1.

The conclusion that we may therefore draw is that
diffraction gratings or holograms can best be written

Cm N. Uchida, J. Opt. Soc. Amer. 63, 280, 1973.
[11] See H. Kurz, E. Kriitzig, W. Keune, H. Engelmann, U.

Gonser, B. Dischler and A. Rauber, Appl. Phys. 12, 355,
1977.
This study was undertaken by Philips Forschungslabora-
torium Hamburg in cooperation with the University of the
Saarland at Saarbrficken and the Institut fiir Angewandte
Festkorperphysik at Freiburg im Breisgau, West Germany.

[12] E. Kratzig and H. Kurz, Ferroelectrics 13, 295, 1976.
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Fig. 6. Maximum refractive -index modulation Ans as a function
of the Fe203 concentration.

and read in visible light (e.g. with an argon -ion laser)
and in a reduced crystal, whereas oxidation and ultra-
violet light (Kr laser) are better for erasure.

So far it has been assumed that the concentration of
iron ions (irrespective of the valency) is constant in the
crystal. If this concentration is varied in crystals that

maximum at a concentration of 0.1 wt % of Fe203.
Since Ko is approximately constant in that range, K1
must therefore pass through a minimum. A concen-
tration of about 0.1 wt % of Fe203 is therefore satis-
factory for the rapid writing and frequent reading of
information, but erasure is difficult. As an illustration
a graph of ins as a function of the Fe203 concentration
is shown in fig. 6. The experiments mentioned above
lend support to the explanation of the effects noted by
Von der Linde and Glass [8]. More study is required
before the mechanism can be described in detail.

One thing is certain, however: in iron -doped lithium
niobate the Fe2+ ions are the donors from which the
charge carriers originate that give the photocurrent.
From the fact that in a short-circuited crystal the
external current tends towards a saturation value, it
follows that the Fe3+ ions act as acceptors for the
charge carriers. Otherwise, of course, charge -carrier
depletion would occur.

To conclude this section, Table II shows some
representative values for the constants Ko and K1 and
for the parameters ins and S that may be derived from
them. The values of a and of the storage time are also
given, since they are relevant to holographic memories.
It can be seen that oxidation has the effect of drastically
increasing the storage time.

Table II. Material parameters (A = 514 nm).

Concentration Chemical
treatment

Optical
absorption

a
(2.6 eV)

cm -1

Photo-
voltaic

constant
Ko x 10°

Acm/W

Photocon-
ductivity
constant
Ki. x 1014
cm2/11W

Sensitiv-
ity 09

Sx 104
cm2/Ws

Refractive-
index

change
An. x 104

Storage
time

to
in days

wt % Fe2O3
0.1 None 18 2.0 1.66 0.27 3.0 0.5
0.1 Reduced 54 1.66 1.3 0.66 3.2 -
0.1 Strongly

reduced 134 1.11 1.6 1.13 1.66 -
0.015 None 1 1 4 0.04 1.0 10
0.015 Oxidized - 0.2 2 - 0.4 100

wt. % CuO
0.25 None 1 0.3 3 0.004 0.4 50

[*3 Eq. (11) shows that the sensitivity is proportional to the modulation depth m of the illumination. In our
experiments we kept to in = 0.4.

have undergone the same thermochemical treatment,
we can see the following [n]. The writing sensitivity S,
which is proportional to Koa, first increases as the
square of the concentration, and then linearly. Since
the absorption coefficient a increases linearly with con-
centration, we conclude that Ko tends towards a satura-
tion. value. The saturation value Ana of the change in
refractive index, which is proportional to Ko/K1, has a

Thermal fixing of the refractive -index distribution

The erasure of stored information during read-out
can be prevented by fixing the refractive -index distribu-
tion. In this section we shall consider a method in
which the refractive index is thermally fixed by record-
ing the hologram at an elevated temperature and then
cooling the crystal to room temperature [13]. This
method has the incidental advantage that where several
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a b

Fig. 7. Reconstruction of holograms during the various stages of thermal fixing. a) Direct image of the
object, seen through the crystal. b) Reconstruction during recording at 150 °C. c) Reconstruction after fixing.

holograms are superimposed there is no interference
from earlier recorded information. This avoids the
formation of mixing products between the super-
imposed gratings as would follow from eq. (3), which
applies to the normal method of recording at room
temperature.

When the refractive -index distribution is recorded
in a ferro-electric crystal at higher temperatures
(> 100 °C) the mobility of the ionic defects in the crys-
tal is high, whereas the electrons are relatively much
less mobile. The ionic defects then move in a few sec-
onds to places where the highest electron charge is
located, so that the charge distribution of the electrons
is almost completely compensated by that of the ions.
The amplitude of the internal field has now fallen
almost to zero, and so has the change in refractive
index. If the crystal is now cooled, the ion distribution
is 'frozen in'. This gives an ion -field distribution that
is more or less identical with the original distribution
of the space -charge field during the recording. The
modulation depth will decrease slightly owing to ion
diffusion during the recording. Illumination of the crys-
tal now gives rise to a space -charge field of opposite
sign to the ion field in the limit lot oo. This space -
charge field is not removed by subsequent illumination,
which means that a hologram can be read out as fre-
quently as required. Erasure is possible only by heating
above 300 °C, which has the effect of setting the elec-
trons and ions in motion again. For this method it is
useful if the photoconductivity is highly temperature -
dependent. The hologram can then easily be recorded
at a high temperature, so that at a low temperature it
no longer changes. The required temperature depen-
dence can be obtained by doping with manganese OA].

Fig. 7 shows reconstructions of holograms made
during the various stages of the fixing process. There is

little loss of quality to be detected; the interference
fringes due to multiple reflections in the crystal, which
degrade the pictures shown here, can be suppressed by
means of antireflection filters.

The lifetime of thermally fixed diffraction gratings
and holograms is determined by the stability of the
frozen ion distribution. The activation energy of the
ions is about 1.4eV [14], and the storage time at room
temperature is therefore of the order of years.

Thermal fixing is important in memories containing
information that is required to change very little with
time (compilers, translation programs, archives).

Holographic information storage

The main properties that determine the usefulness of
an optical storage medium were mentioned in the
introduction to this article. In this section it will be
shown how these properties depend on the parameters
An, and U and on the sensitivity of the detectors, as
well as on the volume of the crystal. Some experiments
with reversible and permanent information storage will
then be described.

Writing, reading and erasure

The energy required for reading out a hologram
depends on the diffraction efficiency of the hologram
and on the minimum energy that the detector requires
to produce a read-out signal. The detector we have
used is a silicon JFET type, developed at Philips
Research Laboratories, Eindhoven [15]. This has 25
image elements, requiring 10-12J per element.

(13] D. L. Staebler and J. J. Amodei, Ferroelectrics 3, 107, 1972.
[14] D. L. Staebler and W. Phillips, Appl. Optics 13, 788, 1974.
[15] J. Lohstroh, 1974 IEEE Int. Solid -State Circuits Conf. Dig.

tech. Papers, p. 34.



H. KURZ Philips tech. Rev. 37, No. 5/6

4/00W00041000080100
000.5.0

Opplo 000
01001104,....6**441,401,s...

:00041, o
sibolooire.o. oo

OOOOOO 0.0.0004,
ok  1. OOOOOOOOOO     6
V....die .ms.
105541...111.4bee5o

t
*be

eoillergislar" .4061 1640
Ile .WW11.41,104.0.41.10
0.4 OOOOO opmee40 0000 ii. o 

0414,4boodi 000000 641, ft .
.00400040.00.0090.0.600
0000000 *SA se

Olio, o 0.1040000

.6

.
60 o

O. .0

4.411,401, .

. o

a
Fig. 8. Reconstruction of a thermally fixed hologram with a
minimum area (1 mm2). a) Direct image seen through the
crystal. b) Reconstruction of a thermally fixed hologram.

Since the hologram is gradually erased by the ref-
erence beam, the diffraction efficiency decreases during
read-out. This means that with a given initial value of
the refractive -index modulation the number of times
the information can be read out is limited. If the infor-
mation is to be read out once only, then the minimum
value of refractive -index modulation has to be written
in; this determines the minimum writing energy.

The number of possible read-outs for the maximum
refractive -index modulation where the writing requires
an illumination U will now be calculated. From eq. (7)
the curve of the refractive -index modulation Ani can
be found as a function of the illumination lot during
read-out.

The number of possible read-outs M is now given by
the integral of the efficiency over the exposure and the
surface of the crystal, divided by the minimum detector
energy required, Wo. Proceeding from eq. (12) for the
efficiency and eq. (7) we then find:

M = cUAI Wo, (13)

where A is the surface area of the crystal and c is a
numerical factor that depends on the optical density
ad and on the initial phase modulation 27rAni(0)d/2.
With ad = 1 and a phase modulation n it follows that
c = 0.15. An absorption coefficient of 50 cm -1 then
results in a thickness d of 0.2 mm and a refractive -index
modulation Ani(0) of the order of 10-3. UA is the
energy necessary to erase the hologram. For writing a
hologram with refractive -index modulation 10-3 an
energy of the same order of magnitude is necessary. We
know from the previous section that U is of the order
of 100 J/cm2. For a hologram of 1 mm2 and a detector
with 104 image elements, giving a value of about 10-8 J
for Wo, the number of possible read-outs is more
than 107.

The energy required for writing a hologram that has
to be read out once only can be found by equating the
integrated efficiency with Wo. For a hologram with a

surface area of 1 mm2, an optical density ad = 1 and
with Wo = 10-8 J, we find that an initial phase mod-
ulation of about 10-3 is required. At a thickness d of
0.2 mm and a wavelength in the visible region, this
gives an initial refractive -index modulation of the order
of 10-7. For writing this in, an exposure energy of
10-4 U is sufficient, i.e. about 0.1 mJ/mm2. This expo-
sure energy can be delivered by a laser with an output
power of 100 mW in 1 ms over a surface area of 1 mm2.

Consideration of the material parameters and the
detection sensitivity shows that a wide variety of sys-
tems can be built. The writing sensitivity and the num-
ber of read-outs are complementary parameters in this
respect: both cannot be made large at the same time.

The energy density necessary to write a hologram
that can be read out a large number of times is com-
parable with the erasure energy U. If the number of
read-outs is small, the energy density required for writ-
ing is correspondingly smaller.

Memory capacity

If a number of holograms N are written in one on
top of the other, and the crystal is rotated between the
exposures so that the holograms can be read out
separately, each hologram is partly erased by each
subsequent illumination. The hologram that was first
written in is of course the one that suffers most. The
number of superpositions that can be stored will now
be calculated, for the minimum requirement that each
hologram can be read out once only. It is assumed that
the average exposure for each hologram is identical.
From equations (3) and (12) the maximum refractive -
index modulation is reached when the total exposure
is equal to U. For a single grating the refractive -index
modulation must then be equal to mAnsleN. We must
now insert this value in the expression for the efficiency.
Given reasonable values of One and N >> 1 the effi-
ciency is now small. In this case it follows that instead
of (13) we can write:

MN2 = cUA/ Wo, (14)

where c has the same significance as in (13) when
mAnole is substituted for Ani(0). Equation (14) de-
scribes the connection between the number of stored
holograms and the number of read-out cycles. The
numerator on the right-hand side is the product of
two constants that are characteristic of the material
and the crystal surface area; the denominator is the
sensitivity of the detector.

To calculate the capacity of the memory it is also
necessary to know the number of image elements per
hologram. The area of the hologram increases in pro-
portion to the number of bits stored. The number of
image elements of the detector is equal to the number
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of bits stored. Taking L bits, we find that the area A of
the hologram is equal to AiL, where At is the minimum
area per bit.

If we want to read each hologram at least once, the
number of read-outs M must be at least equal to N.
Instead of (14) we can now write :

N3 < cUAiLlWo. (15)

Here Wo/L is the energy required for a single detector
element, about 10-12 J [15). Given U = 100 J/cm2,
c = 0.15 and Ai = 10-4 mm2 we find that the number
of holograms N must be less than 500. (This applies to
reversible information storage; in the case of thermally
fixed holograms, of course, the recorded information is
not affected by being read out.)

The number of holographic superpositions is

limited not only by the diffraction efficiency of the
holograms and by the sensitivity of the detector but
also by the angular sensitivity upon read-out [3]. In the
case of a crystal with optical density equal to 1 and
phase modulation equal to n, the minimum rotation
between two recordings is about 0.3°. In fact not many
more than a few hundred holograms can be stored,
even when the holograms are thermally fixed. With

stored the holograms side by side on small pieces of the
crystal. The storage of holograms side by side has the
advantage that they can be selectively erased by irra-
diating the part of the crystal that corresponds to the
hologram. Fairly thin crystals, giving a lower angular
and spectral selectivity, can also be used [3]. When the
interference patterns are approximately perpendicular
to the front face of the crystal, the reduced wavelength
selectivity then permits read-out with a longer wave-
length, so that the information will not be affected
by the reading process.

A thin crystal has the advantage of allowing a high
absorption coefficient. To make Ki greater for writing
with short -wavelength radiation the crystal is oxidized,
and values up to 5 x 10-14 cm2/ OW have been reached.
With an external field of 2 x 104 V/cm an illumination
of 10 J/cm2 is sufficient to achieve the maximum refrac-
tive -index modulation. For holograms where the num-
ber of bits L is 104 the minimum area of the hologram
must be 1 mm2 [3]. This implies an illumination of
10 mJ per hologram for an efficiency of 1 % and cycle
times between 20 and 100 ms when commercially avail-
able UV lasers are used. A memory of such a type is
attractive because of the large number of bits that can
be processed per unit time.

Fig. 9. Reconstruction of thermally fixed holograms recorded on a crystal of surface area
10 mm2. Left: Reconstruction of the first recorded hologram. Right: Reconstruction of the
hundredth hologram.

thermal fixing the number of holograms that can be
stored in a single crystal is greater if a thicker crystal
is used.

The memory capacity of the crystal is given by LN.
We have seen above that N is limited to about 500;
L is proportional to the surface area A. A sufficiently
thick crystal with a surface area of 1 mm2 has a capacity
of 5 x 106 bits.

Reversible information storage

For this application it is useful if the erase energy is
not unduly high, but a small value of U limits the num-
ber of read-outs and the number of holograms that can
be stored in a crystal (eq. 12). For this reason we have

Permanent information storage

The thermal fixing of holograms makes it possible to
store a large quantity of information permanently.

In the first experiments we took a black -and -white
pattern with 104 bits that was stored in a hologram with
an area of less than 1 mm2 in a crystal 1 mm thick.
Fig. 8a shows the direct image of the object, imaged
through 1 mm2 of the crystal. The image quality gives
an indication of the optical quality of the crystal. The
reconstruction of a thermally fixed hologram (fig. 8b)
shows that the image quality and the signal-to-noise
ratio deteriorate slightly as a consequence of fixing.
The experiment demonstrates the limits of what can be
achieved in the storage of a single hologram.
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Fig. 10. Reconstruction of images with high information density. a) Object. b) Direct image
seen through the crystal. c) Reconstruction of a thermally fixed hologram, recorded at 150 °C.
Area of crystal 50 mm2, thickness 5 mm.

In our second experiment we set out to determine the
maximum number of holograms that can be stored in
one crystal. Between the exposures the crystal was
rotated by 0.3° after each hologram, with the angle
between object beam and reference beam fixed. The
recordings were made at a temperature of 150 °C. To
increase the image quality we used a crystal with a
surface area of 10 mm2. Fig. 9 shows the reconstruction
of the first and the hundredth recorded hologram. The
results indicate an attainable memory capacity of
106 bits/mm2.

The results of our experiment with the storage of
black -and -white patterns were compared with the

Summary. In some ferroelectric and paraelectric substances, such
as LiNbO3, a space -charge field can be induced by spatially
modulated illumination, resulting in three-dimensional mod-
ulation of the refractive index. This allows volume holograms
to be recorded in such crystals. If the thickness of the crystal
is large compared with the period in the hologram, read-out
by means of the Bragg effect is only possible if the light is in-
cident in a closely determined direction. By rotating the crystal
through a small angle between each pair of exposures several
hundred holograms can be recorded. In the iron -doped material
studied and developed at the Philips Hamburg laboratories the
change in the refractive index is the result of a photocurrent
caused by charge transfer between divalent and trivalent iron
ions; this current contains both a photovoltaic and a photo-
conduction component. The rate at which the refractive index

results of experiments with the storage of text and
images with an information content of about 106 bits
per cm2. For these experiments we used a crystal with
a surface area of 50 mm2. The image quality was now
mainly determined by the optical quality of the crystal.
Fig. 10a shows the object, fig. 10b the direct image
recorded through a crystal 5 mm thick. Fig. 10c shows
the reconstructed image of a thermally fixed hologram.

The conclusion to be drawn is that iron -doped
lithium-niobate crystals, provided they are thermally
fixed, are ideally suitable for the permanent storage of
information.

changes depends on the photoconductivity. If the crystal is a
poor conductor in the dark, a hologram can remain undegraded
for several days at room temperature. The stored information
can be erased by homogeneous illumination of the crystal. An
existing hologram is to some extent erased when the next one is
written in. The erasure energy is however 104 to 106 times greater
than the minimum writing energy (1-100 J/cm2 as against
0.1-10 mJ/cm2). The capacity of the LiNbO3 is 1-5 Mbit/mm2.
When a hologram is recorded at an elevated temperature (150 °C),
so that the ionic defects are displaced, and the crystal is then
cooled down to room temperature, the charge distribution is
`frozen in'. The hologram cannot then be erased by subsequent
irradiation, and can therefore be read out an almost unlimited
number of times. These 'thermally fixed' holograms remain
intact for several years.
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Determination of zinc -diffusion profiles
in gallium phosphide and gallium arsenophosphide

with the aid of radioactive isotopes

Zinc is widely used in semiconductor technology as
an acceptor in group III -V compounds. Important
representatives of these compounds are GaP, GaAs
and their mixed forms, which can be used as the start-
ing material for the manufacture of light -emitting
diodes (LEDs). For good efficiency light -emitting
diodes should have the P -N junction situated close to
the surface, which implies that the P -type dopant - in
this case zinc - should not extend very far into the
N -type material, preferably to a depth of no more than
5 to 10 p.m. The zinc is diffused into the N -type mat-
erial at high temperature.

Little is known about the profile of the zinc concen-
tration from the surface to such a shallow P -N junc-
tion; until now it has only been possible to measure
thick diffused layers (50 to 500 p.m). The usual method
is to lap or etch away the doped material in steps and
to determine the zinc content of the successively
removed material, with the thickness of the removed
layer generally determined by weighing. Such methods
are not suited for sufficiently accurate analysis of sub -
micron layers 0.1 1,tm thick, which is necessary when
the total layer thickness is 5µm.

The principle of our new method is twofold. The
gallium compounds are anodically oxidized giving a
thin layer of uniform thickness, and this oxide layer is
selectively dissolved by an etchant [1]. Accurate meas-
urements of the oxidized material and the zinc content
are carried out by means of a 'double tracer technique',
using the radioactive nuclides 32P and 65Zn. The
thickness of the layers removed by etching is deter-
mined from the measured quantity of 32P, and the zinc
present in the material is determined from the quantity
of 65Zn.

In principle this method can also be used for deter-
mining doping profiles in other semiconductor mat-
reials. A condition is that the half-life of the nuclides
used should not be too short and it must also be pos-
sible to discriminate one radiation from the other.
From now on we shall only consider GaP.

The specimens for measurement are prepared from
a GaP substrate on which an N -type epitaxial layer of
GaP or GaAso.iPo.9 has been formed. Radioactive
65Zn is diffused into the epitaxial layer at 675 °C for
2.5 to 16 hours (65Zn has a half-life of 244 days and a

gamma -radiation energy of 1.115 MeV). The diffusion
source is an alloy of 70 wt % Zn, doped with 65Zn, and
30 wt % Ga (specific activity 4 GBq/g; 1 Bq = 1 Bec-
querel = 1 disintegration/second). The diffusion takes
place in silica capsules with a volume of 10 cm3. At
675 °C the zinc pressure is about 2700 Pa (20 torr).

Fig. 1. Arrangement for the anodic oxidation of a specimen S.
G glass plate. T conducting track. C platinum cathode.

After diffusion, the layer is removed from the edges
and from the substrate side, and the specimen is then
placed for 5 minutes in a neutron flux of about
5 x 1013 neutrons/cm2s. From the gallium radioactive
72Ga is formed (half-life 14.1 hours) and from the phos-
phorus radioactive 32P (half-life 14.3 days). The specific
activity of the 65Zn changes by less than 0.1 % under
this irradiation, a change that may be considered neg-
ligible. To permit the quantities of material to be cal-
culated correctly, two reference specimens of undoped
GaP are irradiated at the same time.

After a waiting period of about 280 hours (i.e. about
20 half-lives) the 72Ga activity has decreased to a neg-
ligible level compared with the 32P activity. The spec-
imen to be measured can then be anodically oxidized.
The method is illustrated in fig. I. The specimen S is
provided with a non -rectifying contact layer on the
substrate side and is then attached to a glass plate G
on which a conducting track T has been formed. The
track T makes contact with the contact layer. To
prevent T from coming into direct contact with the

El] J. C. Verplanke and R. P. Tijburg, J. Electrochem. Soc. 124,
802, 1977.
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anodizing bath [2] it is coated with adhesive wax. The
cathode C is of platinum. During oxidation the voltage
V is held to a value such that the current is no more
than a few mA per cm2 of specimen surface. However,
V must not exceed 150 V [3], otherwise the surface
will be irregularly oxidized. After 3 minutes at this
voltage a layer of GaP 0.10 p.m thick is converted into
oxide. (For GaAs0.1130.9 the thickness is 0.14 v.m.)

The oxide layer thus formed is next dissolved
selectively, i.e. without attacking the underlayer, in hot
phosphoric acid at a concentration of 10 %.

Once a layer of the desired thickness has been
removed, which may require repetition of the process,
the anodizing and the etching baths are both analysed.
This is done because 65Zn and 32P are dissolved in the
anodizing bath as well as in the etching bath. Cal-
culated in terms of total amounts of removed material,
it is found that 5 % of the 32P and 70 % of the 65Zn are
dissolved in the anodizing bath. The layer thickness is
determined by measuring the 32P activity by means of
the Cerenkov radiation excited in the two baths because
of the high velocity of the emitted fl -particles. The
intensity of the Cerenkov radiation is determined with
a liquid scintillation spectrometer. From the 32P
activity, originating from the reference specimens, and
the mass of the reference specimens, it is possible to
calculate the conversion factor to be used for the deter-
mination of the quantity of dissolved specimen mat-
erial. The quantity of radioactive zinc is determined
from the emitted gamma -radiation (energy 1.115 MeV)
by a Ge(Li) detector connected to a 2048 -channel
gamma spectrometer (1 keV per channel). This method
of measurement is particularly suitable for 65Zn con-
centrations that are so low that the fluctuations of
background radiation become significant. For higher
65Zn concentrations, measurements using an NaI(Tl)
scintillation detector in the range from 1.00 to
1.25 MeV are more accurate because of the high ab-
sorption coefficient of the detector for gamma radia-
tion. Conversion of the 65Zn activity into the quantity
of zinc is carried out in the same way as for the 32P.

It has been found that the accuracy of the thickness
measurement is about 3 %; the accuracy of the zinc
determination is 5 % for quantities of zinc greater than
10-11 g. The results obtained are so good because none
of the removed material escapes measurement. A good
check on the accuracy of the thickness determination
is to add the molar fractions of the group -III element
and those of the group -V element in both baths and to
compare the results; since the ratio of Ga to P in GaP
is 1:1, this should also be found in the baths.

Figs. 2 and 3 show a zinc -diffusion profile (dashed
line) measured by this method in GaP and in
GaAs0.1130.9. In the first 50 nm the zinc concentration

d

Fig. 2. The concentration czn of zinc atoms diffused in GaP
(dashed line) as a function of the depth d under the surface. The
donor concentration cd in the material is 9 x 1016 at/cm3; the
P -N junction thus lies at a depth of about 5.5 pm. The solid
line is a calculated doping profile.

d

Fig. 3. As in fig. 2, but now for GaAso.I.Po.o. The P -N junction
here lies at a depth of about 7 p.m.
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is very much higher than elsewhere, an effect which has
not yet been fully explained. At a depth of about 3µm
there is a kink in the curve in fig. 2; this kink is not
attributable to inaccuracy in the measurement. It can
be explained qualitatively as due to the diffusion of gal-
lium vacancies. The curve in fig. 3 also has a slight kink.
The P-Njunction in fig. 2 lies at a depth of about 5.5 p.m
(the donor concentration cd is 9 x 1018 at/cm3) and in
fig. 3, where cd = 1.8 x 1016 at/cm3 (outside the figure),
it lies at a depth of 7µm. The solid line represents a
calculated doping profile, based on the theory that the
zinc -diffusion coefficient is not constant but increases
with the square of the zinc concentration [4]. This is
connected with the fact that a zinc atom may arrive at
a substitutional or an an interstitial lattice site where it

[2] The composition of the anodizing bath is described in
H. Hasegawa, K. E. Forward and H. Hartnagel, Electronics
Letters 11, 53, 1975.

[3] R. A. Logan, B. Schwartz and W. J. Sundburg, J. Electrochem.
Soc. 120, 1385, 1973.

[4] L. R. Weisberg and J. Blanc, Phys. Rev. 131, 1548, 1963.
[5] C. van Opdorp, Solid -State Electronics 11, 397, 1968.

may act as an acceptor or a donor. It follows from the
curves that the surface diffusion coefficient Do is
4.3 x 10-12 cm2/s for GaP and 6.5 x 10-12 cm2/s for
GaAso.1P0.o. Normalized to a concentration czn of
1018 at/cm3 at the surface this gives a diffusion coef-
ficient of 1.1 x 10-12 cm2/s and 8.9 x 10-13 cm2/s re-
spectively. The curves also confirm the interstitial
nature of the diffusion.

From the diffusion profile in fig. 2 we calculated a
concentration gradient of 1.1 x 1022 at/cm4 near the
P -N junction [5]. This value agrees well with the value
of (1.3 ± 0.3) x 1022 at/cm4 determined by measuring
the capacitance as a function of the voltage across the
P -N junction.

J. C. Verplanke
R. P. Tijburg

big. J. C. Verplanke and R. P. Tilburg are with Philips Research
Laboratories, Eindhoven.
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A channel -plate image intensifier* for hard X-rays

V. Chalmeton

In industrial radiography the objects usually give greater absorption than in medical
X-ray diagnostics. For this reason it is often necessary to use higher supply voltages for
the X-ray tube in industrial applications than in medical applications. A higher tube
voltage has two advantages here; the X-rays generated have a shorter wavelength and
thus a greater penetrating power, and a higher radiation intensity is generated for the
same dissipated power. To satisfy the requirements for radiation protection at the higher
voltages the X-ray tube and the object under investigation are placed in a cage that
has to be locked during irradiation and whose walls are lined with lead. If the information
is not to be recorded on X-ray film - which does not give immediate results and uses
raw materials such as silver, which is becoming extremely expensive - then the informa-
tion must be obtained in a suitable form for display outside the cage on a closed-circuit
television system. An X-ray image intensifier has been designed for this purpose and
optimized for a tube voltage of 400 kV, a voltage that is used in industrial radiography
for a number of special applications (e.g. in pipelines and spacecraft).

An X-ray image intensifier for use in some types of
industrial radiography has to be optimized to operate
at a tube voltage of about 400 kV, a supply voltage now
available for industrial radiography. The intensification
of the brightness (luminance) must also be variable
over a wide range to allow for marked variations in the
thickness of an object, and hence in its absorption. It
is also desirable that the image intensifier should cause
as little optical distortion as possible. Since these
requirements differ somewhat from those imposed on
an image intensifier for medical X-ray diagnosis, a
medical X-ray intensifier [1], which is designed to
operate at tube voltages between 100 and 150 kV, is
not suitable for all industrial applications.

In the X-ray spectrum emitted at a tube voltage of
400 kV the average energy of the X-ray quanta is about
200 keV. As can be seen in fig. 1, the intensity reduction
that the primary X-ray beam undergoes in this case in
passing through an object is largely due to Compton
scattering, especially in materials with a low atomic
number. The scattered radiation produces a continuous
background in the X-ray image and hence reduces the
contrast. Since, however, the Compton -scattered quanta
have less energy than the primary quanta, it is possible
in principle to reduce the background by means of

Dr V. Chalmeton, Jig. E.S.E., is with the Laboratoires d'Electron-
ique et de Physique Appliquee (LEP), Limeil-Brdvannes (Val -de -
Marne), France.

selective detection of the quanta of primary energy.
We have in fact accomplished this by using as the input
screen of the image intensifier a metal foil of the kind
long used for certain applications as an intensifying
screen for X-ray film [2].

A metal foil as the input screen for an image intensifier

The operation of a metal foil as the input screen of an
image intensifier for relatively high quantum energies is
partly based on Compton scattering, partly on photo-
electron emission. These two effects convert the inten-
sity distribution in the X-ray beam into a distribution
of the intensity of the electrons emitted by the foil.
The brightness of the resultant electron image can then
be intensified electrically. The difference in energy be-
tween the primary and the Compton -scattered quantum
is converted into kinetic energy of an electron. If the
scattering medium is a thin foil, the electron may leave
the foil at the other side (fig. 2). Absorption of X-rays
in a metal foil also gives rise to photoelectric effects.
Photoelectron energy differs from the X-ray quantum
energy by an amount equivalent to the ionization
energy for an electron in the K shell of the atoms of
the foil. The extent to which both effects contribute to
the electron yield depends on the X-ray quantum
energy and the atomic number of the foil metal. At an
X -ray -tube voltage of 400 kV Compton -scattered elec-
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Fig. 1. The solid lines give the total attenuation coefficient ,u as a function of the X-ray
quantum energy E a) for water, b) for aluminium and c) for lead. The dashed lines give
the proportions of Compton scattering (a), absorption (T) and pair formation (x) in the
total attenuation.

trons and photoelectrons have comparable energies
(about 100 keV).

In this conversion of an X-ray image into an electron
image there are two reasons why the high-energy
quanta have the advantage over the quanta of lower
energy. To begin with, the absorption coefficient for
high-energy quanta is lower than that for quanta of
lower energy, which means that beyond a certain depth
in the foil only high-energy quanta will be present and
produce electrons. Secondly, the higher the energy of a
primary quantum the greater will be the energy of the
electron released by the scattering, so that it will have a
greater range inside the foil. Electrons resulting from
the scattering of the higher -energy quanta will there-
fore have a higher probability of leaving the foil. With a
foil of an appropriate thickness, both steps in the con-
version of the X-ray image into an electron image will
give an optimum discrimination between quanta of the
primary X-ray beam, which carry the information
about the object, and the quanta of less energy, which

hv'

hv

Fig. 2. Compton scattering of an X-ray quantum hv in a foil F.
The scattered quantum hv' has lower energy than hv. The energy
difference between the two quanta is transferred to the electron e.
This electron may leave the foil, depending on the position of the
scattering and the energy of the electron.

10' 10' keV
E

result from scattering in the object, and yield no infor-
mation but only a blurring background.

The optimum thickness of a metal foil used as an
input element depends on the depth of penetration of
the X-ray quanta and the 'escape depth' for the elec-
trons. The optimum thickness of a metal foil will be
less than that of a fluorescent screen used on the input
side of an image intensifier for medical applications.
For metal foils used as an intensifying screen in com-
bination with an X-ray film the literature [31 mentions
optimum thicknesses of 30-50 p.m, whereas the caesium -
iodide fluorescent screens nowadays used are about
200 [J.m thick. The smaller thickness of the metal foil
permits better resolution of details in the X-ray image.
This smaller thickness also results in smaller detection
efficiency; but this is of less importance in industrial
radiography where the X-ray dose that the object may
receive is limited only by economic considerations.

The optimum foil thickness

The optimum foil thickness is a compromise between
the absorption of X-radiation (and hence the produc-
tion of electrons) in the first part of the foil thickness,
and the absorption of the electrons in the remaining
part of the foil. Calculations of the optimum thickness
only give very approximate results, since a rather sim-
plified model has to be used for the scattering process.

[1]

[2]

[3]

W. Kuhl, J. Soc. Photo -Opt. Instr. Engrs 56, 80, 1975.
W. Kuhl, Medicamundi 14, 132, 1969.
W. Kuhl and J. E. Schrijvers, Acta Electronica 20, 41, 1977.
R. C. McMaster (ed.), Nondestructive testing handbook,
Ronald Press, New York 1959, page 16.24.
R. Halmshaw (ed.), Physics of industrial radiology, Hey-
wood, London 1966, page 12.
H. E. Seemann, J. appl. Phys. 8, 836, 1937.
See for example the books [2] by McMaster (pp. 15.29 and
16.24) and Halmshaw (p. 168).
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Depending on the model used, and given an X -ray -tube
voltage of 400 kV, the optimum thickness found is
10-15 µm for gold foil [41 and 25 tt.m for lead foil [5].
In practice it is necessary to bear in mind for the op-
timization process that the channel plate itself is sen-
sitive to X-radiation [6] and that the electron multiplica-
tion in the channels depends on the energy of the inci-
dent electrons [7]. The optimum thickness must conse-
quently be determined experimentally.

We therefore verified our calculations by carrying out
measurements on a large number of combinations of
metal foil and channel plate. Scaled -down experimental
image intensifiers were made and foils of different
metals used, a number of foils of different thickness
being mounted in each tube. The results, which agreed
reasonably well with the calculations, are listed in
Table I. The calculated conversion efficiency in a gold
foil as a function of foil thickness is given in fig. 3.
Since the optimum is fairly broad, it is possible to use
commercially available foils of standard thickness.
Partly because of the mechanical properties of the
foils, a gold foil 12.5 tim thick and a tantalum foil
20 p.m thick were good choices.

We also determined the optimum foil thickness for a
tube voltage of 150 kV. In this case it was found that a
tantalum foil 7.5 [Lm thick should be used.

Table I. The optimum thickness of foils of various metals, deter-
mined experimentally, for the conversion of an X-ray image into
an electron image at an X -ray -tube voltage of 400 kV and the
quantum efficiency of the conversion.

Metal Optimum thickness Quantum efficiency

Tantalum 17 ilm 2.5%
Tungsten 25 1.7
Gold 12.5 2.5
Lead 17.5 2.0

1)

3

2

E=400keV

0 10 100µm

Fig. 3. Conversion efficiency y1 of a gold foil calculated as a
function of the foil thickness d for a number of quantum ener-
gies E.

Fig. 4. a) Scanning electron photomicrograph of a microchannel
plate. b) Principle of an electron -multiplier channel. A voltage of
about 1 kV is applied across a capillary of semiconducting
An electron that strikes the inside wall of the capillary near the
negative end produces secondary -electron emission. The second-
ary electrons are accelerated by the potential gradient in the
capillary, strike the wall in their turn and likewise produce
secondary emission. If the potential gradient along the wall is
steep enough, the electrons reach a velocity such that the second-
ary -emission coefficient becomes greater than unity, so that for
every electron entering at one end a large number leave the
capillary at the other.

OV 1kV

F C

Fig. 5. Cross-section of an X-ray image intensifier with metal
conversion foil and a channel plate for electron -intensity ampli-
fication. W titanium foil (thickness 0.2 mm) which forms the wall
of the vacuum chamber at the input side. F conversion foil of an
appropriate metal. C channel plate. G glass plate with fluorescent
layer, which forms the output window of the image intensifier.
The electrical potential differences between the conversion foil
and the various other surfaces in the image intensifier are
indicated.

a
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Construction of the image intensifier

The average energy of the electrons emitted through
the foil is about 100 keV, with considerable spread in
the energy. For this reason the electrostatic lenses used
in medical X-ray image intensifiers [1] are not suitable
for the further processing of the electron image. A very
suitable device for this is the microchannel plate, as
earlier used in an image intensifier for neutron radio-
graphy [8]. The channel plate ( fig. 4) receives the
relatively fast electrons from the foil, multiplies them
and produces an electron image of low -energy elec-
trons [9]. To prevent loss of resolution in the transition
between the two elements, the foil is mounted in direct
contact with the channel plate.

The electrons leaving the channel plate arrive at a
fluorescent screen, causing the electron image to be
converted into a visible image. A potential difference
of about 5 kV between channel plate and screen gives
a faithful image and ensures that the electrons strike
the screen with sufficient energy. Fig. 5 gives a cross-
section of our image intensifier.

All the components of the image intensifier are con-
tained inside a vacuum chamber. The flat glass plate
carrying the fluorescent screen forms the output side of
the chamber. At the input side the chamber is closed by
a titanium window with a thickness of 0.2 mm de-
signed to minimize the X-ray absorption. Because of
the difficulty of completely outgassing the channel
plate, a getter -ion pump is included in the assembly to
remove the residual gas, which is mainly released at
high X-ray intensities. Fig. 6 gives a picture of the
X-ray image intensifier.

The channel plate has a useful area of 120 mm in
diameter. The diameter of the individual channels is
40 p.m and their length/diameter ratio is 60. With a
voltage of 1300 V across the channel plate the ampli-
fication at a tube voltage of 400 kV is about 1700
(cd/m2)/(R/s). This amplification can be varied over a
wide range by varying the voltage across the channel
plate. The quantum efficiency is then about 2.5 %.

The image -transfer system

To enable the output screen of the image intensifier
to be viewed outside the shielded cage, we use an
875 -line television system. A reduced image of the out-
put screen of the image intensifier, which has the same
diameter as the input screen, is produced on the input
window of the television camera tube. The camera is
protected against direct X-radiation by means of the
arrangement illustrated in fig. 7. The television camera
is incorporated in a lead -lined box, and the image
intensifier is mounted in front of a circular aperture in
a wall of the box. The camera sees the output screen of

Fig. 6. An X-ray image intensifier with metal conversion foil and
electron -intensity amplification by means of a channel plate. The
photograph shows the glass output window with the fluorescent
layer. The getter -ion pump, which remains permanently con-
nected, removes the residual gases released from the channel plate
during operation. In this construction there is no room to incor-
porate a conventional absorption getter of sufficiently large
capacity.

Fig. 7. Construction of our X-ray camera, which forms the input
element of the image -transfer system. II image intensifier. TV tele-
vision camera. M mirror. The elements are enclosed in an alumi-
nium box lined with lead: 20 mm thick at the front, 5 mm thick
on the other sides.

V. Chalmeton, Acta Electronica 20, 53, 1977.
U. Shimoni, B. Sheinfux, A. Seidman, J. Grinberg and
Z. Avrahami, Nucl. Instr. Meth. 117, 599, 1974.
J. Adams and I. C. P. Millar, Acta Electronica 14, 237, 1971.
Acta Electronica 14, numbers 1 and 2 1971; and 16, No. 1,
1973.
V. Chalmeton, 7th Int. Conf. on Nondestructive testing,
Warsaw 1973, Vol. III, B-42.
V. Chalmeton, Acta Electronica 16, 73, 1973.
A. J. Guest, Acta Electronica 14, 79, 1971.
J. Adams and B. W. Manley, Philips tech. Rev. 28, 156, 1967.
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Fig. 8. Interior of the X-ray camera.

the image intensifier via a plane mirror, in such a way
that both the imaging lens and the camera tube remain
outside the direct X-ray beam. Fig. 8 shows a photo-
graph of the X-ray camera with the side walls removed.

A silicon vidicon camera tube was used to obtain
sufficient sensitivity for the very small quantity of light
that reaches the camera tube in this way when the
object is highly absorbent. Because of the high sensitiv-
ity of the camera tube the shielding enclosure has to be
made light -tight to prevent stray light from reaching
the camera tube.

The radiant flux delivered by the X-ray tube we used at a tube
voltage of 400 kV is about 0.2 R/s at one metre from the focus.
Assuming an attenuation of 200 times in the object, we find that
the luminance of the output screen is 1.7 cd/m2. With an optical
coupling system of numerical aperture 0.95, the luminous flux at
the input window of a camera tube gives an illuminance of about
1 lux at optimum coupling. Only a silicon vidicon is sensitive
enough for such low light intensities.

Fig. 9. X-ray picture of all electron -optical image -intensifier tube,
obtained with the channel -plate intensifier described here.

System performance

Fig. 9 illustrates what can be achieved with the image
intensifier described here. To have a more objective
yardstick of performance, however, we have used a
number of test objects [101 designed and built at
SNPE [111.

One of the applications for which we designed the
image intensifier was for X-ray screening of blocks of
solid rocket fuel. These blocks have to be examined for
the presence of small cavities and cracks. Test objects
of this rocket fuel were therefore made, both with
cavities of different sizes and with cracks of different
width (fig. 10). Similar test objects were also made of
aluminium. Since narrow fissures in relatively thick
material are only observable if they run parallel to the
X-ray beam, we arranged for all the test objects to
rotate in the beam.

Figs. 11 and 12 show the results of measurements of
the perceptibility of cavities and cracks in test objects
both of rocket fuel and of aluminium at an X -ray -tube
voltage of 400 kV. It is evident that it is useful to rotate
the object to observe cavities as well. The cavities that
are only just perceptible in a rotating object are only
half as deep as in a stationary object.

To assess the image intensifier for an X -ray -tube
voltage of 150 kV we used 'wire penetrameters', which
are widely used for this purpose. A stationary test
object is used that consists of a block of material with

k I 1

a b

Fig. 10. Test objects for evaluating the performance of the
image -transfer system. a) A disc of material 38 mm thick in
which 16 holes have been drilled with a diameter of 6 mm and
with depths increasing from 0.4 to 11.6 mm. A number of solid
discs 50 mm thick can be added to increase the total irradiated
thickness. The assembly can be rotated in the X-ray beam. The
axis of rotation and the direction of radiation are indicated.
b) A divided cylinder; the width of the gap between the two halves
is adjustable. This cylinder can also be rotated in the X-ray beam.
The axis of rotation and the direction of radiation are again
indicated. Extra plates of material can be added in the X-ray
beam to increase the total irradiated thickness.
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wires of different diameter fixed to it. The effective
thickness of the block is varied by adding extra plates
to it, and measurements are made to determine which
wire is only just visible at each thickness. The diameter
of this wire is then expressed as a percentage of the
plate thickness. Fig. 13 gives the results of these meas-
urements. The wire diameter only just perceptible is
plotted as a function of the plate thickness, both for
aluminium and for iron. During the measurements the
wires were placed one by one on the plate in arbitrary
positions unknown to the observer.

8% -

d
I6

4 -

2 -

0 50 100 150 200 250mm
t

Fig. 11. The smallest observable cavity depth din the test object
in fig. 10a, expressed as a percentage of the total irradiated object
thickness t as a function of this thickness. The supply voltage for
the X-ray tube was 400 kV. Curve a was measured for a stationary
test object of rocket fuel; the distance D between the focus of the
X-ray tube and the input window of the image intensifier was
1 m, and the test object was locted midway between tube and
image intensifier. Curve b was measured on a rotating test object
of rocket fuel; D was again 1 m. Curve c was measured on a test
object of aluminium; the distance here D was 70 cm.
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Fig. 12. The gap width w, only just observable, as a function of
the total irradiated thickness t, measured with a test object as in
fig. 10b at a supply voltage of 400 kV for the X-ray tube. Curve a
was measured with an aluminium cylinder of 15 mm diameter,
curve b with a cylinder of rocket fuel of 25 mm diameter. The
distance from the focus of the X-ray tube to the input window
of the image intensifier was 1 m in both cases.
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Fig. 13. The wire thickness d, only just observable for a total
irradiated thickness t, expressed as a percentage of the thick-
ness t, as a function oft and measured for both iron (Fe) and
aluminium (Al). The measurements were carried out at an X -ray -
tube voltage of 150 kV and with a distance of 80 cm between
the tube focus and the input window of the image intensifier.

The performance of the image intensifier was also
studied by measuring the modulation transfer. This was
done with the aid of a grid consisting of lead strips
50 µm thick of varying' widths and distance between
them (pitch). Where the width of the strips and the
pitch was such that there were 2.9 line pairs per mm,
the intensity modulation in the picture on the television
monitor had fallen to 5 % of the maximum value.

Estimate of the effect of scattered radiation

When the X-ray beam is collimated a smaller part of
the object is irradiated, which means that there is less
material that can scatter the radiation. As a result any
background in the picture due to scattered radiation
will decrease in intensity and there will be an improve-
ment in the perceptibility of details in the rest of the
picture. An evaluation of the effect of scattered radia-
tion can be obtained by investigating the extent to
which collimating the X-ray beam affects the percep-
tibility of details.

Fig. 14 shows the results of wire-penetrameter meas-
urements carried out with a collimated beam on the
image intensifier for an X -ray -tube voltage of 150 kV.
Collimation is seen to have hardly any effect on the
quality of the picture. The slight reduction in the per-
ceptibility of the wires when the beam aperture is very
small is attributable to the very small dimensions of the
area observed; because of this the full length of the
wires does not always fall within this area and the
intensity fluctuations are large.

(10] V. Chalmeton, C. Patanchon and C. Mesnage, 8th World
Conf. on Nondestructive testing, Cannes 1976, 3E 13.
C. Patanchon and C. Mesnage, Acta Electronica 20, 65, 1977.

tell SNPE: Societe Nationale des Poudres et Explosifs, 33160
Saint-Medard-en-Jalles, France.
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At an X -ray -tube voltage of 400 kV, collimating the
X-ray beam was found to have just as little effect,on
detail perceptibility.

It may be concluded from these observations that the
sensitivity to scattered radiation is so small with this
image intensifier that scattered radiation has no notice-
able effect on image quality.

Finally, it should be noted that the image intensifiers
described here can be used over a wide range of X-ray
intensities. Apart from the coiltrol facilities in the
closed-circuit television system, the image intensifier
protects itself against overloading. At high radiation
intensities the channel plate takes more current, with
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Fig. 14. The same measurements as in fig. 12, but now carried
out only on iron, with the X-ray beam collimated to a diameter b
just in front of the object. The almost horizontal nature of the
curves indicates the very low sensitivity of the image intensifier
to scattered radiation.

the result that the voltage across the plate falls and so
does the electron multiplication in the channels.

Life tests on an experimental tube have shown that
the characteristics remained unchanged after 600 hours
of continuous operation at maximum load with
3 cd/m2 for 10 nA/cm2 at the screen; after 1000 hours
the luminance had decreased by a factor of two owing
to ageing of the output screen.

For some possible applications it may be desirable to
increase the resolution and the intensification factor
still further. The intensification can be increased by
using a channel plate with longer channels or bent
channels to increase the electron multiplication. Ex-
tensive measurements have shown that improvement
in resolution is most likely to be found in the closed-
circuit television system, since the limiting resolution
of the intensifier itself is significantly better than that
of the complete system.

Summary. The X-ray image in the image intensifier described here
is converted into an electron image with the aid of a thin metal
foil. The electron image is intensified by means of a channel plate
and then converted into a visible image by a phosphor screen.
The electrons that form the electron image originate from
Compton scattering of the X-ray quanta at the atoms in the
metal foil and from photoelectric absorption in the foil. The foil
thickness is chosen in such a way that the high energy quanta in
the X-ray beam are preferentially converted. The radiation due
to Compton scattering in the object, which causes a blurring con-
tinuous blackground in the X-ray image, is thus largely sup-
pressed. This suppression of the background due to scattered
radiation is particularly important in industrial radiography for
the examination of objects containing mainly elements with a low
atomic number, and for examinations of thick objects for which
a high X -ray -tube voltage is necessary to obtain a sufficiently high
radiation intensity behind the object. The sensitivity of the radio-
graphic system at 400 kV corresponds to a minimum flux of
1 mR/s at the input window of the converter for a correct image.
The resolution of the system is about 2.9 line pairs/mm and is
limited mainly by the television system.
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Liquid crystals for numerical displays

W. H. de Jeu and J. van der Veen

The atoms of a crystal form a regular lattice in which they take up fixed positions in
relation to one another. The name 'liquid crystal' is therefore a contradiction in terms.
Nevertheless it has remained in use since it was first introduced in 1900 by Otto Lehmann
to describe organic compounds in states in which, -while possessing the mobility of a
liquid, they show more resemblance to crystals than to ordinary liquids in the fascinating
colour and other optical effects they exhibit under the polarizing microscope. These are
states, or phases, that lie on the temperature scale between the solid and the isotropic
liquid state of the compound. In the sixties these phases aroused growing interest when
it become apparent that there were useful applications for liquid crystals, for example
for digital displays in pocket calculators and watches. The article below is mainly con-
cerned with the relations that exist between the properties of the liquid crystal and its
molecular structure, and with the consequences of these relations on the selection and the
synthesis of the organic compounds for such applications.

Introduction

Liquid crystals combine the mobility of a liquid with
an anisotropy in their optical, electrical and other
properties that is otherwise only found in crystals.
Because of this combination of properties striking op-
tical effects can easily be produced in thin layers of
these substances; for example, by applying a potential
of a few volts, they can be switched from transparent
to opaque. Effects of this type are nowadays used
for numerical displays in pocket calculators and
digital watches. In these applications the liquid crystal
modulates incident light. They therefore use hardly
any power, which often gives them a significant advan-
tage over indicators that emit light themselves (minia-
ture electric lamps, neon tubes, LEDs). In another
respect the two kinds of indicator supplement one
another. Miniature lamps and tubes can be seen in
dark spaces but not so well in sunlight, whereas the op-
posite applies to liquid -crystal displays.

Scientific research on liquid crystals dates from the
end of the previous century. Prominent among the
many workers in this field were Otto Lehmann (1855-
1922), the pioneer; G. Friedel (1865-1933), who made
a classification which is still useful today, and Daniel
Vorlander (1867-1941), under whose supervision nu-
merous organic compounds with a liquid -crystalline
phase were synthesized. Research on these compounds
was greatly intensified in the 1960s because of the

Dr Ir W. H. de Jett and Dr J. van der Veeti are with Philips
Research Laboratories, Eindhoven.

emergence of possible applications, and again many
new compounds were synthesized. In fact the new
interest was in compounds with a strongly anisotropic
dielectric constant in the liquid -crystalline phase, and
with this phase occurring in a convenient temperature
range. The classic liquid crystals cannot be used for
most applications because their temperature range is
far above room temperature.

In this article we shall pay particular attention to the
relationship between the molecular structure and the
temperature range of the liquid -crystalline phase as
well as the dielectic properties, and we shall show how
this knowledge can enable us to synthesize compounds
suitable for practical applications. To enable us to
formulate the practical requirements, we shall first look
more closely at liquid crystals in general, at their aniso-
tropic properties, and at the effects that are used in
practice [1].

Since the name 'liquid crystal' is really a contradic-
tion in terms, liquid -crystalline phases are sometimes
referred to as `mesomorphic phases' or `mesophases'.
Apart from this, the nomenclature in this field is often
confusing, partly because the term 'liquid crystal' is
sometimes understood to refer to the compound even
when it is not in the liquid -crystalline state. Following

[1] A general treatment of liquid crystals is given in E. B.
Priestley, P. J. Wojtowicz and P. Sheng (eds), Introduction
to liquid crystals, Plenum Press, New York 1974/75, and
P. G. de Gennes, The physics of liquid crystals, Clarendon
Press, Oxford 1974.
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the example of many publications, we shall refer to
these compounds as `mesogenic compounds'. We shall
take a liquid crystal to be a mesogenic compound in
the liquid -crystalline phase.

Nature, classification and properties of liquid crystals

Nature and classification

The liquid -crystalline phase lies on the temperature
scale' between the crystalline -solid and isotropic -liquid
phases. The transitions, at the melting point T. and
the 'clearing point' Te, are both of the first order, which
appears from the existence of a latent heat and a step in
the density. At Te, however, these quantities are much
smaller than at Tm. The transition at Te is clearly visible
with the naked eye: the initially opaque liquid becomes
clear.

The molecules of mesogenic compounds are always
elongated; this is illustrated in fig. 1 with three familiar
examples [2]. The liquid -crystalline phase is character-
ized by long-range order in the orientation but not in the
position of the molecules. This is different from the
solid phase, in which both forms of order exist, or the
isotropic liquid phase in which neither exists. Owing to
the thermal motion of the molecules, the orientational
order is never perfect. The 'order parameter' S- which
would be 1 for perfect order and 0 for complete dis-
order - falls in practice from at the most 0.8 at Tm to a
value between 0.3 and 0.5 at Te.

A distinction is made between nematic, cholesteric
and smectic liquid -crystalline phases (fig. 2). These

a CH30
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Fig. 1. The molecular structure of three mesogenic compounds.
a) PAA (p-azoxyanisole); temperature range 116-135 °C.
b) MBBA (N-(p-methoxybenzylidene)-p-butylaniline); tempera-

ture range 22-47 °C.
c) PENTAB (p,p'-dipentylazoxybenzene); temperature range

24-67.5 °C.
PAA is one of the classic mesogenic compounds; the other two
have been synthesized since 1960. Characteristic features are the
two (or more) aromatic rings, connected by a bridging group and
the presence of end substituents, giving the elongated shape [2].

a

Fig. 2. Molecules, represented by dashes, in a nematic (a), in a
cholesteric (b) and in a smectic liquid (c). The unit vector in the
(local) mean orientation is called the director (d). In a and b there
is orientational order, but no positional order of the molecules.
In c there is partial positional order in addition to orientational
order: the molecules are arranged in layers. Because of thermal
motion the orientations of the molecules differ from that of
the director. Cholesteric phases have a helical structure; this is
illustrated by showing the molecules in several planes one above
the other. For clarity the thermal deviations have been omitted
here.

can best be characterized by considering a 'liquid
single crystal', i.e. a region over which the long-range
order is ideal (apart from the thermal fluctuations).

In the nematic phase the long axes of the molecules
- again apart from the thermal fluctuations - are
parallel; there is no correlation over long distances be-
tween the centres of mass (fig. 2a). The average direc-
tion of the long molecular axes is indicated by the unit
vector in that direction, called the director (d). There
is uniaxial symmetry about the director. Reversal of the
director has no physical significance, since a molecule
has no preference for being directed with its 'head' or
with its 'tail' in either of the two directions. In reality
the nematic liquid is not usually a 'liquid single crystal'.
The director then indicates the local mean of the direc-
tions of the long molecular axes, and varies contin-
uously over distances that are large compared with the
molecules. In thin layers under a polarizing microscope
filamentary structures can be seen (Greek means
`wire' or 'filament'). The filamentary structures are
`disclinations', discontinuities in the variation of the
director (fig. 3).

The cholesteric or chiral-nematic phase is a variant of
the nematic phase that occurs in optically active com-
pounds. The liquid is locally nematic, but the director
pattern in a liquid single crystal has a helical structure
over larger distances (fig. 2b). Here again, there is no
long-range correlation between the centres of mass.
When light is incident along the helical axis, and its
wavelength is equal to the product pn of the pitch p of
the helix and the refractive index n, one of the two
circularly polarized components is completely reflected.
If this wavelength pn is in the visible region, striking
colour effects are observed. The pitch p may also be
highly temperature -dependent. Liquids in which both
these effects are found are suitable for thermography.

Smectic phases (fig. 2c), which occur in various
forms, have mechanical properties reminiscent of soap



Philips tech. Rev. 37, No. 5/6 LIQUID CRYSTALS FOR NUMERICAL DISPLAYS 133

(from the Greek criunyµa for soap or salve). In these
phases one finds in addition to orientational order a
partial positional order: the molecular centres are
arranged in equidistant planes.

In the following we shall only consider the nematic
phase. The examples in fig. 1 show that the molecules
themselves are not axially symmetric. We assume
nevertheless that in the nematic phase the molecules are
effectively axially symmetric as a result of rotation
about the long axis, as is suggested by the representa-
tion of the molecules by dashes in fig. 2a.

The various kinds of order discussed above are related to long-
range correlations between the molecules. Short-range correla-
tions between the molecules are always present, even if there is
no long-range order at all. Just as in isotropic liquids there are
short-range correlations between the centres of mass and the
orientations, in the nematic phase there are short-range correla-
tions between the centres of mass in addition to the long-range
correlations in orientation.

Physical properties

Owing to the uniaxial symmetry of a nematic liquid
crystal about the director, the various properties are
usually anisotropic. We shall briefly discuss here the
anisotropy of the dielectric constant e, the diamagnetic
susceptibility x and the refractive index n. The aniso-
tropy of e or x permits the director pattern to be
manipulated by means of electric or magnetic fields.
The effect of this on incident light is due to the aniso-
tropy of n.

The dielectric constant along the director (ell) in
general differs from that perpendicular to the director
(Ei). The difference As (= eii - e1) is positive in some
compounds and negative in others. If the polarization
of the material is pure induced polarization, then Ar is
positive, because the polarizability of the molecule in
the longitudinal direction is much greater than in the
transverse direction. However, if the molecule has a
permanent dipole moment, the orientational polariza-
tion will generally predominate; Ar can then be much
greater than in the first case, and positive or negative
depending on whether the dipole lies more in the
longitudinal direction or more in the transverse direc-
tion of the molecule. Because of the anisotropy of E the
director tends to orient itself in an electric field E, and
it does so in the direction of the field if Ae is positive
and perpendicular to the field if As is negative. These
are the orientations in which the free electrical energy,
-1-AsE2, is at a minimum.

Most nematic substances are diamagnetic. The
greatest contribution to the anisotropy of the dia-
magnetism comes from the occurrence of circular cur-
rents in the aromatic rings (see fig. 1) when a magnetic

field is applied. Since this effect is greatest when the
fields are perpendicular to the director, the 'perpen-
dicular susceptibility' (xi) is greatest in absolute value.
Diamagnetic susceptibilities, however, are negative,
so that Ax (= x - xi) is in general positive. In a
magnetic field the director is in general aligned pre-
ferentially in the direction of the field.

A uniaxial (liquid) single crystal has two principal
refractive indices, no and ne. The first, no, holds for a
linearly polarized light wave whose electrical vector e
oscillates at right angles to the director d; the second,

Fig. 3. A thin layer of a nematic liquid seen through a polarizing
microscope. The 'filaments' are discontinuities in the director
pattern.

ne, holds for a wave where e is parallel to d. For an
`ordinary ray' the refractive index is always no, for an
`extraordinary ray' it lies between no and no; see fig. 4.
By analogy with the convention used above, we shall
write n1 for no and n11 for ne. In liquid crystals nu is
always much greater than n1, which is directly related
to the strong polarizability of the molecules in the
(2) See D. Demus, H. Demus and H. Zaschke, FlOssige Kristalle

in Tabellen, VEB Verlag, Leipzig 1974.
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longitudinal direction. (Permanent dipoles and orien-
tation polarization no longer play any part at optical
frequencies.) The difference An (= nil - n1) is about
0.2 or 0.3, which is thus much higher than for example
in a well known birefringent material like quartz
(A 0.01). The temperature dependence of An (fig. 5)
reflects the decrease of order with rising temperature.

In a nematic liquid the director will vary from posi-
tion to position and from moment to moment if no
special precautions are taken. This leads to marked
variations in refractive index and hence to light scat-
tering, so that the liquid is cloudy. The textures seen in
thin layers between crossed polarizers (fig. 3) give a
direct impression of the director variations. In addition
to the disclinations, dark bands or striae (`schlieren')
are observed, where the continuously varying director
lies exactly in the plane of polarization or in a plane
perpendicular to it.

Apart from the uniaxial symmetry and hence aniso-
tropy of various properties, the tendency of the mole-
cules towards orientational order also appears macro-
scopically as an elasticity of the liquid, which tends to
make neighbouring director orientations the same.
This elasticity is described by three constants, Kul, K22
and K33, which indicate respectively how strongly the
liquid opposes 'splay', 'twist' and 'bend' of the director
pattern; see fig. 6. K11, K22 and K33 are the coefficients
in the expression for the free elastic energy per unit
volume of the nematic phase, Fd:

Fd = d)2 K22(d . curl d)2
K33(dx curl d)2}. (1)

Note that this type of elasticity only corrects directions
and not relative changes of position, as is the case with
the ordinary elasticity in the solid state.

Thin layers; boundary conditions

For research and applications it is necessary to have
liquid crystals possessing a uniform director pattern
(single crystals). A pattern of this kind can be obtained
in thin layers through the interaction with the glass
walls enclosing the liquid. Certain chemical or mechan- 
ical treatments of the surface of these walls will give the
director a strong preferred orientation at the wall. As a
result of the elasticity the director then takes up this
direction everywhere in the layer. As the thickness of
the layer decreases the influence of the boundary condi-
tions becomes greater and the response to disturbances
introduced in the pattern becomes more rapid. Thin
layers are therefore generally to be preferred.

We have homeotropic layers, in which the director is
perpendicular to the wall, and uniform planar layers, in
which the uniform director pattern is parallel to the
wall (fig. 7a and b) .Uniform -planar layers can be made

a b

e

Fig. 4. Propagation of light in a (liquid) uniaxial crystal; k direc-
tion of propagation of the light wave, d director (optical axis), e
electrical vector of the light wave. a) If the light propagates
parallel to the axis there is only an 'ordinary ray' (eo id, refractive
index n1 no). b) If the light propagates perpendicular to the
axis, there is an extraordinary ray as well (ee I I d, refractive index
nil = ne). As a result of the strong polarizability of the molecules
in the longitudinal direction, nil is always much greater than
c) In the general case (k skew with respect to d) the light again
consists of an ordinary ray (eo 1 d) and an extraordinary ray (ee
in the plane through k and d). For the extraordinary ray the
refractive index now lies between n1 and n11.

1.8

n,

n 1.7 -

16 -

15 -

4oso so so
T

nis

Tc 7o C

Fig. 5. Refractive indices of PENTAB as a function of tempera-
ture. The variation of An with temperature reflects the variation
of the order parameter.

K22

a

Fig. 6. Above: deformations of the director pattern: 'splay',
`twist' and 'bend', from left to right. The extent to which the
liquid opposes these deformations is given by the elastic constants
K11, K22 and K33 respectively. Below: the configurations in which
these constants can be determined by measuring a threshold field
(see page 136).
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by rubbing the surfaces in one direction with polishing
agents or by depositing a thin layer of silica on them
by oblique evaporation. The twisted -planar layer in
fig. 7c is obtained from a uniform -planar layer by
rotating one of the glass plates through 90° in its own
plane. Because of the elasticity of the liquid this rota-
tion is uniformly distributed over the director pattern,
so that this acquires a quarter of a helical turn. It is
assumed here that the boundary conditions are rigid,
that is to say that the director at the interfaces remains
fixed under all circumstances. The twisted -planar layer
is very important in the applications because of the
following property: when incident light is polarized
linearly in the direction of the director on the incident
side, or perpendicular to it, the polarization plane
rotates with the director in the layer. Between crossed
polarizers the layer therefore transmits light.

It is assumed that the pitch p of the twist is much greater than
the wavelength A of the light. There is no longer any question of
`rotating with the director' if the director makes so many turns
in a layer that p becomes comparable with A, which is often the
case in cholesteric liquids. In particular, if p is equal to Al 11, then
one of the two circularly polarized components is completely
reflected, as already mentioned.

The use of liquid crystals for displays

There are various effects in liquid crystals that are
put to practical use for displays. In the first place there
are the Frederiks transitions, in which the orientation
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Fig. 7. a) A homeotropic layer, b) a uniform -planar layer, c) a
twisted planar -layer. In a and b the director pattern is shown, in
c the director itself is shown at points on a vertical line; a shorter
dash indicates 'perspective shortening', a rotation of d in a plane
perpendicular to the paper.
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Fig. 8. a, b) Examples of configurations in which Frederiks
transitions occur with increasing field. c) A configuration in which
Frederiks transitions cannot take place. This configuration is
characteristic of the occurrence of 'hydrodynamic instabilities';
for this to occur the liquid must have some anisotropic con-
ductivity.

of the director, whose alignment is initially determined
by the boundary conditions, changes when an electric
field is applied. In an appropriate combination with
polarizers the initially absorbing layer then becomes
transparent. Two configurations in which Frederiks
transitions occur can be seen in fig. 8a and b. Frederiks
transitions can also be produced by magnetic fields.

Another effect is dynamic scattering. For this to
occur the liquid has to possess some (anisotropic)
conductivity. A typical example is the configuration
shown in fig. 8c. The director is already in the align-
ment favoured by the field, so that a Frederiks transi-
tion cannot occur. Above a certain threshold value of
the field -strength, however, the liquid becomes hydro-
dynamically unstable, and starts to flow. When the
field -strength is increased further the flow gradually
becomes turbulent; the resultant dynamic scattering
makes the liquid opaque.

Finally, we should mention the use of a nematic
liquid to which a small amount of cholesteric material
has been added. This results in a cholesteric liquid
crystal with a large pitch. This can be put to use in two
ways. When .6.8 is positive, the pitch can be so greatly
enlarged by applying an electric field that effectively
there is a transition from cholesteric to nematic. Second-
ly, when As is negative, a memory effect is obtained,
in which the dynamic scattering is 'frozen in' when
the field is switched off.

A Frederiks transition in a twisted -planar layer is at
present the most important effect for displays. We shall
only consider Frederiks transitions from now on [3].

In practice the liquid crystal is confined to a layer
about 10 p.m thick between two glass plates. These are
provided with patterns of transparent electrodes
(stannic or indium oxide), which permit patterns to be
generated in the liquid crystal. The various problems
concerned with establishing fixed boundary condi-
tions, filling and sealing the cells, applying the elec-
trodes, etc., will not be discussed here.

Frederiks transitions

Let us consider the configuration in fig. 8a, with fixed
boundary conditions. When the field increases in the
direction indicated, there is a gradual change in the
director pattern once E exceeds a threshold value Ec
(fig. 9). At any field -strength the stable equilibrium
state can be found by minimizing the total free energy
with respect to variations in the director pattern. For
E < Ec this is the state shown in fig. 9a (director every-
where horizontal). For E > Ec this situation has be-
come an unstable equilibrium state; at the slightest

[3] A general review of the effects in liquid crystals used for in-
formation display is given in L. A. Goodman, J. Vac. Sci.
Technol. 10, 804, 1973.
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fluctuation the system jumps to one of two stable
states, b or din fig. 9. In practice the system chooses b
in the one domain and d in the other; the transitions
between such domains (`domain walls') are clearly
visible under the polarizing microscope. The angle
between the director in the middle of the layer and
the horizontal varies from 0 to ± 90° if E in-
creases from Ec without restriction (fig. 9a, b, c, . . . or
a, d, e, . . .). The critical field Ec is given by [4] [5]:

7E 1/K11

1 6.8

where / is the layer thickness. The critical field -strength
is thus high when the liquid strongly opposes deforma-
tion (K large), when the boundary conditions are im-
portant (1 small) and when the field cannot readily
manipulate the liquid (Ae small). The critical voltage
Ile depends only on the properties of the liquid and not
on the geometry:

Ku.Vc = 1E0 =
As

(2)

(3)

The constant K11 can in principle be determined by
measuring the critical voltage. With other configura-
tions K22 and K33 can be determined in an analogous
way (see fig. 6). In practice, it is desirable to make such
measurements in a magnetic field to avoid any un-
wanted effects due to conduction.

Minimizing the free energy, i.e. the sum of the free electrical
energy per unit volume, --1-AsE2, and the free elastic energy per
unit volume, Fd of equation (1), integrated over the volume of the
layer under given boundary conditions, is mathematically a
complicated problem. The existence of a threshold value in the
field can however be explained in a simple way. Let us consider a
non -equilibrium situation, i.e. one in which the director pattern
is not the equilibrium pattern at the given field -strength E. Only
patterns of the type in fig. 9, characterized by a single parameter,
the angle sb, are taken into account. There then acts on the liquid
a stabilizing, elastic torque rn and a destabilizing electrical torque
rE, proportional to E. If only small values of ¢ are considered,
the problem is a linear one: F. and rE are both proportional to
91.,(fig. I0a). Then either the stabilizing or the destabilizing torque
in fig. 10a predominates; these two cases are illustrated by E = El
and E = E2. In the first case ¢ = 0 is the stable state, in the sec-
ond case the system tries to get away from this state. The bound-
ary line lies at E

The stable equilibrium states at a value of E that is greater than
Ec are determined by the nonlinear part of the problem. At any
value of E > E. there are two stable solutions for st. (0 0), i.e.
patterns where the destabilizing and the stabilizing torques com7
pensate each other (fig. 10b).

Optical effects

Let, us consider the configuration of fig. 8a - a
uniform planar layer with positive As in an orthogonal

E4Ec E> Ec E»Ec

a

iE

de>0

Fig. 9. Frederiks transition. The configuration a is stable as long
as E is lower than a certain critical field Ec. If E becomes greater
than Ec, then a is no longer stable, and the system changes to the
state b or d, which gives core if the field is increased further.

a k

Fig. 10. Torques acting on the director in the centre of the pat-
terns of fig. 9, as a function of 0. Solid line: the stabilizing elastic
torque 1'n; dashed lines: the destabilizing electric torque rE for
three values of the field -strength, Ei < Ec and E2 > E.
a) For small values of 0. For E < Ec (e.g. Ei) the stabilizing
torque is dominant, for E > E. (e.g. E2) the destabilizing torque
is dominant. b) At greater values of ¢ the torques are no longer
proportional to 0. As a result points of intersection occur that
determine the equilibrium values of # for E > (e.g. ± 02 at
E = E2). The curves are only qualitative.
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Fig. 11. Intensity I of the transmitted light as a function of the
voltage V across the layer in the configuration of fig. 8a between
crossed polarizers for monochromatic light. The polarizers are at
angles of 45° to the director.
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a

Fig. 12. Director in the twisted -planar layer (E orthogonal,
As > 0); a) for E < Ec; b) for E > Ec;'s) for E >> Ec. A shorter
dash again indicates 'perspective shortening' of the director.

z
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2

Fig. 13. The angle of twist y of the director in a twisted -planar
layer as a function of the vertical coordinate z. Solid curve:
E < Ec; for values of E greater than E0, y(z) is represented by
curves like the dashed one.

3V
V

Fig. 14. Intensity I of the transmitted light as a function of the
voltage V across a twisted -planar layer with a thickness of 121.m.

field - between crossed polarizers at 45° to the direc-
tor. For the ordinary ray (see fig. 4c) the refractive
index is always n1. For the extraordinary ray the layer
has an effective refractive index neff that, for E < Ec,
is equal to n11, but for E > Ec is dependent on E; if E
increases without limit neff tends towards n,. The phase
difference between the ordinary and extraordinary rays
after passage through the layer thus depends on E, and
so therefore does the transmission; see fig. 11. The
minima in fig. 11 lie at the values of E given by

(flea - n1)1=

where 1 is the layer thickness and k is an integer. For
E < Ec (neff = n11) the transmission depends on the
value of n11- n,; for E>> Ec (neff n,) the transmis-

sion tends to zero. All this applies to monochromatic
light; with white light there are colour variations.

This effect is not particularly suitable for applica-
tions. Since it is very sensitive to the thickness 1, for a
fixed value of the field -strength variations in light
intensity or colour shifts can easily occur over the plane
of the layer. In addition the result is highly temperature -
dependent through An (see fig. 5).

A more suitable effect for application is that of an
orthogonal field on a twisted -planar layer with As > 0
between crossed polarizers (fig. 12). If the field -

strength is zero, the system transmits light (see page
135); the twist 1p of the director as a function of the
vertical coordinate z is then linear (solid curve in
fig. 13). If the field -strength is now increased above the
critical field Ee for this situation, the director then also
assumes an angle to the horizontal plane; this angle is
greatest in the middle. This makes the twisting easier,
so that the variation in 1p takes place mainly in the
middle (fig. 12b; fig. 13 dashed curve). For E >> Ec the
director is vertical, except near the interfaces (fig. 12c).
There is then no longer any question of a gradual twist
- the orientations above and below are `decoupled' -
and with crossed polarizers the layer no longer trans-
mits light. The intensity I of the transmitted light as a
function of the voltage across the layer is shown in
fig. 14.

The critical voltage for a twisted -planar layer with a
twist vm between the glass plates is found by replacing
K11 in eq. (3) by the expression

Keff = Kll + (K33 - 2K22) 1/1in2170.

When the voltage is switched between zero and a value
much higher than Ve (see fig. 14), no colour or thickness
effects are produced. In practice Ve is 1 to 2 V. The
switching voltages are about three times higher. In the
application of liquid crystals for displays this effect is
currently the most important. It is used on a large
scale in digital watches and to an increasing extent in
pocket calculators.

When the field is turned off from the `decoupled'
situation of fig. 12c, then the quarter turn that again
arises might be either clockwise or anticlockwise. The
addition of only a small quantity of a cholesteric com-
pound gives the liquid a natural preference for one of
the directions, and thus avoids the occurrence of do-
main walls.

[4]

[5]

The equations given in this article are intended for use with
the International System of Units (SI). The quantity e is the
product of the relative dielectric constant Cr and the dielectric
constant of free space so = 8.854 x 10-12 F/m. The equations
given here can be modified for use with the c.g.s. system by
substituting ever for s and 1/47r for the so's.
H. Gruler, T. J. Schetfer and G. Meier, Z. Naturf. 27 a, 966,
1972.
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Molecular structure and clearing point

Many of the well known mesogenic compounds have
the configuration shown in fig. 15a as the basic molec-
ular structure: two aromatic rings connected by a
bridging group X and with two end substituents R
and R', which give the molecule its elongated shape [2].
In this article we shall consider four types of compound,
shown in fig. 15b to e, that differ from each other in the
bridging group: these are azobenzenes, azoxybenzenes,
Schiff's bases and stilbenes. The terminal or end sub-
stituents considered here are non -branched alkyl chains
(-(CH2).-CH3) or alkoxy chains (-O-(CH2)m-CH3) or
groups that only consist of a few atoms. The spatial
structure or 'conformation' of the molecules of these
compounds is closely dependent on the bond angles
and bond lengths in the bridging group. For example,
azobenzenes and stilbenes generally have a planar con-
formation, whereas the two aromatic rings in the
azoxybenzenes and Schiff's bases do not usually lie in
the same plane.

In the following sections we shall also consider sub-
stituents other than end substituents (substituents
located at the para- position). End substituents do not
usually have any effect on the steric orientation of the
aromatic rings in relation to one another. This is also
usually true for substituents introduced at the neigh-
bouring meta- position. However, if substituents are
introduced at the ortho- position, which lies one posi-
tion further on, this often does affect the relative orien-
tations of the aromatic rings: these are then rotated in
relation to each other (twisted) in such a way that space
is made for the ortho-substituents (`steric hindrance').

A characteristic feature of mesogenic compounds is
the high polarizability, which is a result of the non -
localization of the n -electrons of the aromatic rings.
Since the bridging group also contains double bonds
- and is therefore more or less rigid - conjugation
occurs : the n -electron systems of the constituent parts
combine to form one single elongated system. The
result of this is that the polarization is also strongly
anisotropic.

In the explanation for mesogenic behaviour that has
been given by W. Maier and A. Saupe [6] the aniso-
tropic polarizability is essential. The basic idea in their
approach is that the Van der Waals attraction between
the molecules is therefore also anisotropic. This attrac-
tion is attributed to the fact that neighbouring mole-
cules can reduce the energy of the system by 'polarizing
one another'. In the case of anisotropic polarizabilities
the energy gain is largest for such cross -polarization
in the 'easy' direction; as a result these directions tend
to become parallel. This approach therefore indicates a
relationship between the molecular structure and the
clearing point: the greater the anisotropy of the polar-

izability, the higher the clearing point. A relatively high
clearing point would thus be expected for molecules
with a planar conformation, since the. conjugation is
greatest in planar molecules.

Maier and Saupe's model leads to the following rela-
tion between the clearing point Te and the longitudinal
and transverse polarizabilities at and at of the mole-
cule (a]:

0.0084(ai- at)21.
kTe -

so2V2
(4)

where k is Boltzmann's constant, Ian energy represent-
ing the jumps in molecular energy that arise on polar-
ization, and V is the molar volume. I is often identified
with the ionization potential. Some of the theoretical
background to this formula, which only gives a qual-
itative description of nematic behaviour, is given in
Appendix A.
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Fig. 15. a) The basic structure of many mesogenic compounds:
two aromatic rings are connected by a bridging group X and have
end substituents R and R'. In (b), (c), (d) and (e) the molecular
structure of the four types of compound considered in this article
are given: azobenzenes, azoxybenzenes, Schiff's bases and stil-
benes, which all have different bridging groups.

Maier and Saupe only take into account the anisotropy of the
polarizability; they do not consider factors such as anisotropy in
the shape of the molecules; their model relates to anisotropically
polarizable spherical molecules. If the elongated shape is also taken
into account, then in the first place there are important modi-
fications to the analysis of the Van der Waals forces. In the second
place, and quite independently of this, there is the tendency of
hard elongated bodies to align themselves parallel to one another,
rather like matches. Here the repulsive forces, which prevent the
hard bodies from penetrating one another, play an essential part.



Philips tech. Rev. 37, No. 5/6 LIQUID CRYSTALS FOR NUMERICAL DISPLAYS 139

We shall now start by looking at the effect of the
length of the end substituents on the clearing point Te.
In fig. 16a, b and c the clearing point Te is shown as a
function of the number of carbon atoms m in the end
substituent for a number of azobenzenes with non -
branched alkyl and alkoxy groups as end substituents.
Since the oxygen atom in the alkoxy group makes
about the same contribution to the length of the molec-
ule as a carbon atom, this oxygen atom is counted as a
carbon atom. What we arc ultimately interested in is
the entire temperature range, and therefore this figure
also gives the melting point Tm (dashed curve). This will
be discussed in more detail later. A similar curve for
To is obtained when corresponding azoxybenzenes,
Schiff's bases and stilbenes are considered.

R=F? l= Cm N2m..1

160t

120,

TMC

8 0,-

40

0

I
I
I

\ °

m=2 4 6 8 10

a

160t

is interrupted by kinks with different directions. At the
same time the chain becomes more flexible, especially
at higher temperatures. This is clearly observed in
compounds with a relatively high clearing point (fig.
16c). Both the increasing number of kinks and the
greater flexibility reduce the difference in the increment
of at - at as m increases [7].

Fig. 16 also clearly shows that the oxygen atom of
the alkoxy group gives an additional contribution to
at - at, resulting in marked increases of Tc. An alkoxy
group makes a greater contribution to at - at than an
alkyl group of similar length because of the easy in-
corporation of the non -bonded electron pair of the
oxygen atom into the .7z -electron system (mesomeric
interaction, which is also a form of conjugation).

//N-(0)-Ri

R=Cm142m#1

R1=Cm_1112m_1 0

120,

TMC

1 80

40

0

0

m=2 4 6 8 10

b

160'C

120
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40

0

R=R1=Cm_1142m_i 0
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Fig. 16. Measured clearing points Te (open circles) and melting points Tm (points) as a func-
tion of the number of carbon atoms in in the end substituent of the azobenzenes shown in
the figure. Where the melting point lies above the clearing point the mesophase is super-
cooled. Where a smectic phase occurs, the clearing point is indicated by a filled circle.

It is interesting to note the marked alternation of the
clearing points with changing m in fig. 16, especially at
small values of in. Although the same alternation is
indeed maintained at larger m -values, it is somewhat
less pronounced. The alternation is explained from the
fact that the carbon chain of the end substituent makes
alternately larger and smaller contributions to the
anisotropy of the polarizability because of its zigzag
shape. We attribute the less pronounced alternation to
the fact that the longer the carbon chain becomes, the
more often the continuation of the normal zigzag shape

This is connected with the observation that in com-
pounds where Te at small m has a high value (fig. 16c)
Te tends to decrease with increasing m, whereas in
compounds where Te is initially low (fig. 16a) it tends
to rise. This effect has also been observed in the three
other types of compound considered.

A qualitative explanation of this effect can be based
on the assumption that for the complete molecule the
[6] W. Maier and A. Saupe, Z. Naturf. 14 a, 882, 1959, and

15 a, 287, 1960.
[7] See W. H. de Jeu and J. van der Veen, Mol. Cryst. liq. Cryst.

40, 1, 1977.



140 W. H. DE JEU and J. VAN DER VEEN Philips tech. Rev. 37, No. 5/6

factor (al at)2/ V2 from eq. (4) is an average of the
contribution from the various groups that constitute
the molecule. In the first type of compound the con-
tribution originating from the central part of the molec-
ule is large compared with the contribution from a
CH2 group, so that an increase in the length of the end
substituent leads on average to a decrease in Te. In the
second type of compound this ratio is probably
reversed. In the case illustrated in fig. 16 it is in fact
the oxygen atom of the alkoxy group, with its non -
bonded electron pair, that makes the factor (al- cx02/1/2
relatively large for the central part of the molecule.

In a more quantitative study [8] of the relation be-
tween al at and Te we have synthesized a number of
Schiff's bases of the type:

0
CH30

H

with the groups -F, -CH3, -CI, -NO2 and -CN as the
end substituent R'. In this sequence the contribution
from the C -R' bond to al at increases in value from
0.6 to 4.8 x 10-40 Fm2.

If we can assume that the polarizability of the whole
molecule can be obtained by adding the polarizabilities
of the different groups that make up the molecule, then
we can write:

al- at = (at oct)c + (at- at)R, (5)

where the two terms on the right-hand side relate to
the non -varied part of the molecule and to the end
substituent R' respectively. According to Maier and
Saupe, Te is proportional to (ai at)2, and hence from
(5) the quantity Te is proportional to (al at)c2

2(ai at)c(oci oct)R (oci oct)R'2. If we neglect
the last term, because (al at)R is much smaller than
(at- at)c, we may then expect a linear relation between
Te and (al at)R for the whole series, in which
Oct oct)c is a constant, and in which the molar
volume V does not vary greatly. Fig. 17 shows that
such a relation holds approximately.

It would be interesting to know more about the in-
fluence of the bridging groups on Te. However, there is
not enough quantitative information about the degree
of Conjugation still possible when there are deviations
from the planar conformation to form any definite
conclusions here.

Even in cases where the necessary information is available,
results are sometimes found that do not correspond to Maier and
Saupe's equation (4). For example, dialkoxystilbenes have higher
Tc values than corresponding dialkoxyazobenzenes, although the
(rxi - at) value for the bridging group of the dialkoxystilbenes is
certainly no higher than that for the compounds of the second

kind. Since both bridging groups give a planar conformation, and
both bridging groups are also non -polar, this difference in Te
cannot be attributed to differences in these factors. We assume
that these discrepancies between theoretical prediction and
experimental findings arise, at least in part, because Maier and
Saupe's model does not take the repulsive forces into account, as
mentioned on page 138.

Molecular structure and dielectric anisotropy

Let us now consider the relation between the molec-
ular structure and the dielectric constant. Onsager's
theory for the dielectric properties of isotropic liq-
uids [9] has been extended by W. Maier and G. Meier to
nematic liquids [10]. They consider molecules with
longitudinal and transverse polarizabilities al and at
and a permanent dipole it/ at an angle fl to the longi-
tudinal axis, and arrive at the following relations be-
tween the macroscopic dielectric constant s and the
molecular quantities al, at and ,u :

T- so = NhFla F-T1, (6)
3k

A8 = NhFIcci - at + F (3 cos2/3- 1)1 S. (7)
2kT

Here 8 is the mean dielectric constant, a is the mean
polarizability, N is the number of molecules and S the

420K

CN
390 x

Tc

360
x
NO2

330

CH3
x

x
CI

300
F

CH30
/N

C

2700
1 2 3 4 5 x10-4°Fm2

-B. (al- at)Ri

Fig. 17. The clearing point Te as a function of the contribution
(al - oct)R, of the bond between end substituent R' and aromatic
ring to the total anisotropy of the polarizability, for the com-
pound given in the figure with the end substituent R': -F, -CH3,
-Cl, -NO2 and -CN.
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order parameter. The theoretical background to these
equations and the definitions of h and F are given in
Appendix B. The last term between curly brackets in

e/eo
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a 22
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Fig. 18. The relative dielectric constants sills°, ejeo and eislso
(parallel or perpendicular to the director and the value above the
clearing point) as a function of temperature T for the azobenzenes
shown in the figure.
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eq. (7) gives the contribution of the permanent dipole
moment to As. It can be seen that this changes sign at
a particular value off3(13 ti 55°).

We have tested the above expressions mainly for the
effect of the end substituent. The effect of the bridging
group is more difficult to investigate, largely because
not enough is known about the direction of the per-
manent dipole moment of the various bridging groups.

The main compounds we have studied are azoben-
zenes and azoxybenzenes with alkyl, alkoxy and cyano
groups (-CN) as end substituents. Azobenzenes and
azoxybenzenes are interesting to compare, because
although they are both closely related chemically, the
bridging group of the azobenzenes is non -polar where-
as that of the azoxybenzenes is polar. The alkyl groups
used as end substituents have a - relatively small -
permanent dipole moment in the direction of the long
molecular axis. The symmetrical dialkylazobenzenes do
not therefore have a permanent dipole moment in the
molecule as a whole and are therefore suitable as a
`reference'. The cyano group is interesting because of
its relatively large dipole moment (13.5 x 10-30 Cm).

In fig. 18 the measured relative values of 8" and 8,
are plotted as a function of temperature T [11]. At the
clearing point To the difference between these two
quantities has of course disappeared; beyond this point
the dielectric constant is then denoted by eta.

If we consider a larger number of dialkylazobenzenes,
we find that Ae, like T0, alternates with increasing
length of the end substituent, as would be expected
since both quantities depend on al - at. We also find
that if an alkyl group is replaced by an alkoxy group of
the same length, both 811 and Ei increase in value
(fig. 18a and b), but that the increase in ei is rather
larger, so that Ae decreases slightly in value. The sub-
stitution of a second alkoxy group for an alkyl group
leads to a further reduction in Ae to nearly zero
(fig. 18c).

The explanation is as follows. When an alkoxy group
is substituted for an alkyl group as end substituent
the molecule acquires a permanent dipole moment
of 4.3 x 10-30 Cm at an angle of 72° to the axis
between the two para- positions of the benzene
ring on which the substitution is made. This axis is at
an angle of about 10° to the long molecular axis, about
which the molecule rotates, so that the angle between
the permanent dipole moment and the long molecular
axis varies between 62° and 82°. This therefore leads
[0]

[D]

[10]
[11]

A more detailed description is given in J. van der Veen,
J. Physique 36, CI -375, 1975.
Onsager's theory is discussed in C. J. F. Bottcher, Theory of
electric polarization, 2nd edition, Vol. I, Elsevier, Amster-
dam 1973.
W. Maier and G. Meier, Z. Naturf. 16 a, 262, 1961.
A more detailed treatment is given in W. H. de Jeu and
Th. W. Lathouwers, Z. Naturf. 29 a, 905, 1974.
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to a relatively large contribution to s.. However, as
long as the order parameter is not equal to unity, the
component of the dipole moment perpendicular to the
long molecular axis also contributes to el i. In addition,
the mesomeric effect of the alkoxy group increases the
polarizability along the molecular axis (as reflected in
the increase of TO and these two effects together cause
el i to increase, but less than 81. The result is thus a
reduction in As. When the second alkoxy group is
substituted for the alkyl group, both alkoxy groups,
freely rotating, contribute to 61 while the parallel com-
ponents of their dipole moments now cancel out, so
that As falls to almost zero.

If we now look at the effect of substituting a cyano
group as end substituent, we see that the large dipole
moment of this group, which has about the same direc-
tion as the long molecular axis, is dominant over all the
other contributions, thus giving a high positive value
of As.

Let us now use fig. I9a and b to compare a dialkyl-
azobenzene with a corresponding dialkylazoxyben-
zene Eill. The azoxybenzenes differ from the azoben-

zenes in the presence of a permanent dipole moment of
magnitude 5.7 x 10-30 Cm in the bridging group. It is
usually assumed that this dipole moment is directed
along the N -O bond. Comparing the azoxybenzenes
with the azobenzenes, we then find that both a, and sii
increase in value, but the increase in Ei is somewhat
greater. As we have seen in the azobenzenes, substitu-
tion of two alkoxy groups for the alkyl groups makes a
much greater contribution to the value of 61 than to
that of EH, with the result that AE in dialkoxyazoxy-
benzenes is negative (fig. 19c).

It is also interesting to consider the situation in
asymmetrically substituted azoxybenzenes, e.g. with an
alkyl group as one end substituent and an alkoxy group
as the other. The synthesis of such azoxybenzenes
produces a mixture of two isomers in which the end
groups are interchanged with one another. A mixture

of this type is generally difficult to separate into its
components.

Fig. 20 gives the dielectric constant of a mixture of
the two asymmetrically substituted azoxybenzenes I
and II shown in the figure. Fig. 20a gives the value of
As for the mixture formed under the usual conditions
of synthesis, and consisting of 62 % of isomer I. Fig. 20b
gives the value for a mixture in which this percentage
has risen to 88 %. It can be seen that s, hardly changes
at this increase, whereas sii decreases. Fig. 20c gives the

value of 6.8 for isomer II as calculated from fig. 20a
and b, proceeding from the assumption that the
dielectric constant of the mixture can be obtained by
adding the values of the separate isomers. It can be
seen that As for isomer II has a positive value [12].
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Fig. 19. As in fig. 18, for the azobenzene (a) shown in the figure,
a corresponding azoxybenzene (b) and an azoxybenzene with two
alkoxy groups instead of alkyl groups as end substituent (c).

The reason why 61 does not change much when the
ratio of the isomers changes is that, provided the alkoxy
group rotates freely, interchanging the end groups has
little or no effect on the transverse components of the
dipoles. This is not so for the longitudinal components.
If we can assume that the permanent dipole moment of
the CH3O group is approximately perpendicular to the
long molecular axis, and hence has little effect in the
longitudinal direction, then the dipole moment of the
C4H9 group in isomer / will have the opposite direction
to that of the longitudinal component of the dipole
moment of the azoxy group, so that these moments will
partly compensate each other. In isomer II these dipole
moments add, however, giving a high value for the
longitudinal component of the dipole moment and
hence for en.

The temperature dependence of AE as expressed in
figures 18, 19 and 20 can be understood with the aid of
eq. (7). We see from this equation that in non -polar
molecules Cu = 0) the dielectric anisotropy As depends
only indirectly on the temperature, through the order
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Fig. 20. a) and b) The values of the relative dielectric constants as
a function of temperature for a mixture of two isomers I and II,
shown in the figure, consisting of 62 % and 88 % of isomer I. In
(c) the values are given for the relative dielectric constants of
isomer II, calculated from the data from (a) and (b) .

parameter S; in polar molecules the temperature is
also directly involved.

In the non -polar dialkylazobenzenes (figs. 18a and
19a) we see that lAel does indeed increase with decreas-
ing T and hence with increasing S, with the most
marked increase near Te, where the increase in S is also
greatest. On decreasing the temperature further, S

tends to saturate, making the variation of lAel small.
What can we expect from equation (7) if the mole-

cules are polar? Since the effect of the permanent dipole
moment u is generally much greater than that of the
anisotropy of the polarizability oci- at, the factor SIT
will determine the temperature dependence. Here
again, 1t181 will increase with decreasing T, as can be
seen in figures 18d, 19c and 20a and b, but in this case
lAel goes on increasing, even if the temperature is
decreased further.

In the special case where the dipole contribution is
about the same as the contribution from the anisotropy
of the polarizability - either because the value of
(1 - 3 cost 13) is very small, i.e. at a 13 of about 55 °,
or because the dipole moment ,u itself is so small - the
situation is different. The effect of S is greatest at a
temperature just below Te, and lAel increases with
decreasing T. At lower temperatures the factor S
becomes practically constant, but the opposite effect of
the factor SIT remains, so that the total effect is that
16,61 remains practically constant with decreasing T
(figs. 18c and 19b) or even becomes smaller.

Suitable compounds

The theoretical work discussed in the two previous
sections served as a guide in the search for compounds
suitable for practical applications. The search was
directed more especially at finding compounds with an
appropriate temperature range and possessing a large
lAsl. For a twisted -planar layer, which is important for
practical applications, and for the case of a transition
between a cholesteric phase and a nematic phase, it
is desirable to have a large positive As. For applica-
tions based on dynamic scattering (e.g. the memory
effect) it is important to have a large negative De. In
looking for suitable compounds the emphasis was
sometimes on the required temperature range and
sometimes on a high value of IAel, but the aim was of
course always to find compounds that combine both
properties.

In practical applications there are obviously other
requirements to be met, such as a low threshold volt-
age, chemical and photochemical stability, the absence
of toxicity and of colour, but it is beyond the scope of
this article to deal with the various ways and means
used for meeting these requirements.

The main problem in obtaining a suitable tempera-
ture range is usually the melting point (see fig. 16). As
we have seen, the melting points of the classic liquid
crystals are too high for most applications. One way of
lowering the melting point is to remove permanent

[12] A more detailed treatment is given in W. H. de Jeu and
Th. W. Lathouwers, Chem. Phys. Lett. 28, 239, 1974.
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dipoles. In other respects the behaviour of the melting
point on a change in molecular structure is difficult to
predict; research on low -melting -point materials is still
largely empirical. In practice it is common not only to
remove permanent dipoles, but also to investigate
molecules that do not have a planar conformation (thus
reducing Tc), in the hope of finding a low -melting -point
compound. To obtain a suitable temperature range,
eutectic mixtures are also used; these often have a lower
melting point than the corresponding melting points
of the components, whereas the clearing point is not
much lower (fig. 21).

In the following we shall see how a number of com-
pounds have been synthesized to give liquid crystals
with useful properties. We shall classify these com-
pounds in terms of the various substitutions used in
these syntheses.

One of the main objects of a substitution at an ortho-
position or in the bridging group is to obtain a low
melting point. The value of Tc is reduced by the rota-
tion of the aromatic rings in relation to one another
(the twist) - often caused by such a substitution -
and also, in the case of an ortho-substitution, by the
broadening of the molecule. Up to a certain point this
is acceptable provided it is offset by a marked decrease
in the melting point, which can result from the rotation
of the rings.

The pare- position is frequently a suitable position
for the introduction of a substituent with a large per-
manent dipole moment in the direction of the long
molecular axis, so as to obtain a high positive 6.8. The
bridging group is particularly suitable for the introduc-
tion of a substituent with a permanent dipole moment
perpendicular to the long molecular axis.

Some of the more interesting chemical aspects of this
work are briefly mentioned in the final section of this
article dealing with actual syntheses.

Ortho-substitution

As can be seen in Table I, substitution of a methyl
group at the ortho- position of certain Schiff's bases
does in fact produce changes in the required direction.
Thus, the octyloxy compound (m = 9) has the accept-
able Tc value of 68 °C, while the melting point is low-
ered by no less than 50 °C with respect to the non -
substituted compound [13].

An even greater reduction in the melting point can
be obtained by substitution of a hydroxyl group at the
ortho- position of azo- and azoxybenzenes [14]. When
the OH group is introduced in azo- and azoxybenzenes
an intramolecular hydrogen bond is formed (fig. 22).

Instead of the ortho-substitution causing steric hin-
drance, the ortho-substituted OH group is found to
stabilize the molecule in a planar form by the forma-

tion of the six -membered rings shown. This substitu-
tion gives an extra contribution to the anisotropy of the
polarizability. Some of the azo-compounds are found
to have the desired low melting point (27°, 23° and
even 8 °C), as well as a fairly high Tc.

Para -substitution

Azo- and azoxybenzenes with alkoxy groups at the
para- position as end substituent were already well
known [15] when we began our work on synthesis in
this field. In particular, we found that the synthesis of
azo- and azoxybenzenes terminally substituted by alkyl
groups was a fruitful line of investigatiorr. As can be
seen in Table II, we obtained a fairly large number of
compounds that combine a sufficiently high clearing
point with a low melting point [16).

A high positive As was mostly obtained by sub-
stituting a cyano group at the para- position I-17], since
this group has a relatively large permanent dipole
moment (13.5 x 10-30 Cm). We also thought that the
isothiocyanato group (-NCS) might be a suitable sub-
stituent. Although the permanent dipole moment of

A -x
Fig. 21. To obtain a good temperature range it may be advantage-
ous to use a mixture if this forms a eutectic with a relatively low
melting point, as illustrated here. The clearing point T. and the
melting point Tm are shown as a function of the mixture ratio x
of the components A and B.

O
a

b

Fig. 22. The structure of an azobenzene (a) and an azoxybenzene
(b) substituted with a hydroxyl group at the ortho- position. The
dashed lines represent hydrogen bonds.
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this group (9.6 x 10-30 Cm) is smaller than that of the
cyano group, we hoped that the greater oc1- at of the
isothiocyanato group, compared with that of the cyano

Table I. Melting points Tm and clearing points Te (in °C) of a
number of Schiff's bases and azo- and azoxybenzenes, both sub-
stituted and non -substituted at the ortho- position, with the
following molecular structures:

,N °Cm- 1H2m-1
A: CLHOO

0Cm-IH2m-1
C4H90 C

H CH3

0Cm-I H2m-1

C: C4H90 N8

N OC m -I H2 m-1

0 C4H90
\H-0

-H-0

N OCR, -1 H2m-1

E Cit/90 N8

In
A B C D E

Tm Te Tm Te Tm Te Tm Te Tm Te

4 67 68 54 62 68 82
5 65 75 40 83 66 93
6 43 66 36 74 60 88
7 105 119 70 - 44 74 8 82 57 93
8 99 116 78 - 23 79 53 91
9 101 117 51 68 27 81 59 93

Table II. Melting points Tm and clearing points Tc (in °C) of a
number of symmetrical dialkylazo- and azoxybenzenes, with the
following structures:

CmH2m., N

Cm112,77.1 ON8
0

CmH2m.7

C,,,H2m.7

The clearing points indicated by an asterisk are transitions from
the smectic to the isotropic phase.

in
Azobenzenes Azoxybenzenes

Tm Te Tm Te

3 81.5 30.5 . 65 60.5
4 28.5 -5 22 32
5 48.5 42 24 67.5
6 37 24 24 54.5
7 40 47 34 71
8 47.5 41.5 39 67
9 37 52.5* 45 76.5*

10 42 53 * 50 76 *

group, would give a good temperature range for the
mesophase. This did not prove to be the case, however,
and we obtained compounds with somewhat lower Te
values than that of corresponding cyano compounds[18].
This is probably because the isothiocyanato group has
a larger molar volume than the cyano group (the sul-
phur atom in particular is rather large), and this, as can
be seen from expression (4), leads to lower values of Te.

Substitution in the bridging group

The bridging group is a suitable position for the
introduction of substituents with a large permanent
dipole moment perpendicular to the long molecular
axis, since substitution at this position does not gen-
erally broaden the molecule very much.

Schiff's bases, which have a hydrogen atom in the
bridging group, seemed in principle to be suitable for a
substitution of this type. However, the results of in-
troducing a cyano group in this way were not very
satisfactory [19]. This is because the permanent dipole
moment of the cyano group is to a large extent com-
pensated by that of the bridging group of the Schiff's
base.

This result suggested that compounds such as the
stilbenes, which have a non -polar bridging group with
two hydrogen atoms, could be of interest [20). We have
in fact succeeded in synthesizing compounds in this
category with a large negative As Ph]. A promising
compound, for example, is:

C2 H5 0

,C

CN

0 C6 H73

This compound has a AE of -5.5, and admixture with a
compound of the same type having C4H90 and C7H15
as end substituents yields a temperature range of
8-42 °C.

[13]

[14]

[15]

[10]

[17]

[18]

[19]

[20]

[21]

Further details are given in J. van der Veen and A. H. Grob -
ben, Mol. Cryst. liq. Cryst. 15, 239, 1971.
Further details are given in J. van der Veen and Th. C. J. M.
Hegge, Angew. Chemie 86, 378, 1974.
See H. Arnold, Z. phys. Chemie 226, 146, 1964, and
R. Steinstrasser and L. Pohl, Z. Naturf. 26 b, 577, 1971.
A more detailed treatment can be found in J. van der Veen,
W. H. de Jeu, A. H. Grobben and J. Boven, Mol. Cryst. liq.
Cryst. 17, 291, 1972. See also J. van der Veen, W. H. de Jeu,
M. W. M. Wanninkhof and C. A. M. Tienhoven, J. phys.
Chem. 77, 2153, 1973.
See G. W. Gray, K. J. Harrison and J. A. Nash, Electronics
Lett. 9, 130, 1973.
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Friedel-Crafts
+ CI -C -R' +HCI

Al CI3

0 0

C -R' + NaN3

0

N -C -R' +KOH
// H

0

N

N//t

`0V

Chemical aspects of some syntheses

Ortho-substitution

N -C -R'
/1 11

NH2 +

0

In the synthesis of azoxybenzenes the problem of
selectivity enters into the picture. A synthesis is selective
when the desired compound alone is produced, free
from other substances such as isomers. In syntheses of
the type described above various types of undesired
isomers can be produced. When it is desired to sub-
stitute a molecule at the para- position ortho- or meta -

0 0
CF3-C-N

011 //

CF3-C-N

OH 14

NH2+ (CF3- C-IO

0

0 0

0 0
0 0

+ C/- C -C4 H9

0

0 0
Friedel-Crafts

Al CI3

CF3-C-N
II H

red
C-C4H9

H2NNH2

011

NH2 + Cl2 CS

Fig. 23. Reaction scheme for the synthesis of
dialkylazo- and azoxybenzenes, with each newly
substituted or newly formed group indicated in red.

substituted molecules may also be produced. In
asymmetric molecules like the azoxybenzenes, an
isomer may also be formed whose end substituents are
interchanged with respect to the (asymmetric) bridging
group.

The undesirability of the occurrence of isomers has
already been illustrated by the example in fig. 20. To
obtain the maximum positive Ac it would have been
necessary to synthesize the isomer II selectively.

Azoxybenzenes are generally synthesized by oxida-

N-C-CF3+CF3-C-OH

0 0
II

0 0

C5 H77

C- C4 H9 + NCI

0

0 0
0 0

C511471

NCS+2HCI

Fig. 24. Reaction scheme for the
synthesis of p-pentyl-p'-isothio-
cyanatobiphenyl.
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tion of the corresponding azobenzenes. In this process
the oxygen atom of the azoxy group may attach itself
to either of the two nitrogen atoms of the azo group:

N

N
OX_

N/
\O

giving in effect two compounds for which the end
groups are interchanged.

Compounds with a hydroxyl group substituted at the
ortho- position represent a special case (fig. 22b). The
hydrogen atom here has the effect of screening off one
of the nitrogen atoms, so that the oxidation can only
take place at the other nitrogen atom and the synthesis
is completely selective.

Para- substitution

To synthesize the symmetrical dialkylazo- and dial-
kylazoxybenzenes (Table II) the obvious method is to
start with aniline (C6H5NH2), then to substitute the
desired alkyl group at the para- position of aniline, and
finally to obtain the required azobenzene or azoxy-
benzene by oxidation:

NH2 NH2 OX

N/

(

R-(0
\O

There are two difficulties here. The first, and the less
serious, is that in addition to the desired alkylation at
the para- position, there would also be alkylation at the
ortho- position. There is a standard method of avoiding
this unwanted side -effect, and that is to use the Friedel-
Crafts method of acylati on [161; see fig. 23.

C2H50 C -CN +
H2

C2H50

H- C

0

//C

CN

006 H73

006 H73
+ H2O

Fig. 25. Reaction scheme for the synthesis of p-ethoxy-p'-hexyl-
oxy-a-cyano-trans-stilbene.

The second difficulty in introducing the alkyl sub-
stituent is the presence of the highly reactive NH2
group in the molecule, which would also be sub -

0

/NN

stituted if no special precautions were taken. In cases
like this the required substitution would therefore have
to be preceded by steps to screen off the reactive group.
We shall give below an example of a synthesis with this
temporary screening.

In the synthesis that we carried out, illustrated in
fig. 23, we adopted a different approach, which avoided
the need for screening by initially excluding the reactive
NH2 group. There is then no great problem in carrying
out the desired substitution of the alkyl group. The
NH2 group is then subsequently introduced with the
aid of the compound sodium azide (NaN3).

Also of interest is the last step of the synthesis.
Depending on the oxidizing agent used, hydrogen
peroxide (H202) or activated manganese dioxide
(Mn02), the azo- or the azoxybenzene is obtained. In
this case no selectivity is required for the oxidation to
azoxybenzene, since we are concerned here with sym-
metrically substituted compounds.

Fig. 24 gives the reaction scheme for a compound
that we have synthesized with a para-substituted iso-
thiocyanato group :p-pentyl-p'-isothiocyanatobiphenyl.
In this synthesis the presence of the reactive NH2 group
makes temporary screening with a COCF3 group nec-
essary. Here again the Friedel-Crafts method of acyla-
tion was used to obtain exclusively para-substituents.

Substitution in the bridging group

Finally, fig. 25 gives an example of a very simple and
completely selective substitution in the bridging group,
consisting in the introduction of a cyano group into the
bridging group of a stilbene.

Appendix A. Maier and Saupe's theory on the nematic phase

The theory due to W. Maier and A. Saupe [6] starts from the
assumption that the nematic order is based on the dispersion
forces or London -Van der Waals forces between the molecules,
i.e. the forces that exist between two molecules because they are
able to 'polarize one another' (fig. Al). The tendency towards
orientation is then a consequence of the fact that the energy gain
is greatest on polarization in the `easy' (longitudinal) direction.
In this theory there is assumed to be no other cause of orienta-
tion. No account is taken of the elongated shape of the molecules,
which certainly does have an effect in reality. In discussing this
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Fig. Al. Two molecules that polarize
each other. This leads to the well known
London -Van der Waals attraction, but
in the case of anisotropic polarizabilities
it also leads to a tendency towards
orientational order.

Fig. A2. The curve f (#) and the straight lines S(0) = (kTI A)#
for various temperatures; # =AS/kT. At the temperature Tz the
solution Pi corresponds to the isotropic phase, Pa to the nematic
phase; P2 is not stable. Below T1, where the straight line is
tangential to the curve at Pi, the isotropic phase is no longer
stable; above Ta, where the straight line is tangential to the curve
at the upper bend, the nematic solution no longer exists.

theory it is appropriate to think of spherical molecules with an
anisotropically polarizable centre. The 'axis' of a molecule is
considered to be the direction of greatest polarizability.

As in the Weiss theory of ferromagnetism the influence of the
surrounding molecules on the molecule is described by a 'molec-
ular field'. This field is due to the order of the environment; its
strength is proportional to the order parameter S, defined as

S = cos2 B - (Al)

Here 0 is the angle between the long axis of a molecule and the
director; the brackets indicate averaging over the molecules.
Defined in this way, S is indeed equal to zero in the absence of
orientational order (isotropic phase, (cos2 0) = +) and equal to
1 for the hypothetical case of perfect order ((cos2 0) = 1). The
potential energy Wi of the molecule i in the 'molecular field' is:

Wi = -AS(( cos2 01- 4-). (A2)

Wi has a minimum for Oi = 0. In orientation, the molecule i is
thus situated in a 'potential well' of depth proportional to S. (We
shall come back to the factor A later.) The statistical behaviour of
molecule i thus depends on S. Conversely, S can be calculated
from the statistical behaviour of molecule i, since statistically all
the molecules behave identically. To be more exact, S must be
equal to the statistical mean of cos2 Oi -+ over the states of

molecule i during its thermal motion in the potential well (A2),
for a given value of the parameter S. Calculation of this statis-
tical mean amounts in effect to weighting the a priori probability
of each orientation by a Boltzmann factor exp(- Wi/kT). The
variable th disappears in the averaging process, and the result is a
function of ASIkT only:

cos2 01- = f (13), # = ASIkT.

The quantity f (fl) plotted as a function of i is S-shaped; this is
shown greatly exaggerated in fig. A2. This reasoning leads to an
implicit equation for S

S = f (ASIkT).
For a given temperature the value of S is thus found in fig. A2 by
taking the intersection of the curve f (#) with the straight line
S = (kTI A)6, whose slope is proportional to T. The solution is
stable only if the straight line is steeper than the curve at the point
of intersection. At the temperature T2 we therefore find an iso-
tropic phase (Pi, S = 0) and a nematic phase (Pa, S 0); the
solution P2 is not stable. Stable solutions are only possible in the
temperature range from Ti to Ta (see fig. A2); below this range
the isotropic phase is not stable, above it the nematic phase is not
a solution of the problem.

Of the two solutions in the temperature range Ti T3, the
one for which the free energy, F = U- TE, is smallest is the
thermodynamically stable solution, and the clearing point Tc lies
where Fnematic Fisotropic is zero. The internal energy
U (= (Wi)) and the entropy E for both phases, and hence Te as
well, can be calculated in this model. The result is:

kTe = 4.54A, S(Te) = 0.43. (A3)

Assuming that the dispersion forces between the molecule i
and all the surrounding molecules are responsible for the 'molec-
ular field', we find the following approximate value for the con-
stant A in (A2) by a quantum -mechanical calculation [7]:

A - 1 (as- at)2
L (A4)

540 s02 V2

It is assumed in this calculation that the centres of mass of the
molecules lie in a spherically symmetrical distribution around the
molecule being considered. It is also assumed that the jumps in
molecular energy that are relevant to the polarizations lie in a
single narrow band (at the value I). These are the main approx-
imations used in the calculation. The factor V2 in the denom-
inator is directly connected with the marked decrease in the
dispersion' forces (cc R-6) with increasing distance (R) between
the polarizable centres.

Substituting (A4) in (A3) gives equation (4) on page 138.

Appendix B. Maier and Meier's theory on the dielectric constant

The theory due to W. Maier and G. Meier is an extension to
nematics of the Lorentz-Debye-Onsager theory 03 for the polar-
ization of isotropic matter. In the Lorentz-Debye-Onsager
theory the molecules surrounding a given molecule are repre-
sented by a continuum of dielectric constant s; the molecule
considered is situated in a spherical cavity in the continuum. The
quantities h and F in equations (5) and (6) are directly related to
the fields encountered in this cavity under various conditions.

We shall first consider polarizable molecules with no per-
manent dipole moment (a 0 0, u = 0). The polarization is

Pc, = NaEi, (B1)

where Ei is the 'internal field' to which the molecule is subject in
the cavity, i.e. the field found in the cavity when the charge distri-
bution of the surroundings is first fixed and the molecule is then
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removed (fig. Bla). This Lorentz field, as it is called, is gi;ien by:

Ei -
s 2eo

E. (B2)

It differs from the 'cavity field' Eo that is found when the sur-
rounding environment is allowed to readapt after the molecule
has been removed (fig. Bib). This field Ed is given by:

Ec = hE, h - 3e

2e ± 60
(B3)

On applying the formal relation

P = (s - eo) E, (B4)

equations (B1) and (B2) give the Clausius-Mossotti equation:

- Co Na
s 2so 3so 

If the molecule also has a permanent dipole moment u, the situa-
tion is much more complicated. The mean contribution of a
molecule to the polarization now consists of two parts. First
there is the mean induced moment:

p = otEi, (B6)

where El is again the field found in the cavity when the charge
distribution of the surroundings is first fixed and the whole
molecule then removed (fig. B2a). The second part, the mean
permanent dipole moment, is determined by Boltzmann statistics
for a permanent dipole in the field to which it is subjected:

31.12kT Ed
(B7)

L. Onsager showed that Ed in (B7) should not be identified with
the internal field Ei, since Ei contains a component that is not
relevant to the Boltzmann statistics of the dipole. This part of the
field is known as the reaction field R, the field that the dipole itself
excites in the cavity through its polarization of the surrounding
environment; it is always parallel to u and does not therefore
have any orientational effect on 'I.

Direct calculation of the reaction field R of a non -polarizable
dipole in a spherical cavity of radius a gives:

1 2e- 260
R = f f - (BS)

47rsoa3 2s + so

For the reaction field of a polarizable dipole we must have

R = f (tt aR),

and therefore

R = fFtc, F = (1 - fa) -1. (B9)

a

Fig. Bl. Internal field Et and cavity field Ed. a) Ei is the field that
is found in the cavity when first the charge distribution of the
environment is fixed and the molecule is then removed; Ei deter-
mines the induced dipole moment. b) When the environment is
allowed to readapt after removal of the molecule, the 'cavity
field' Ed arises.

The internal field is therefore composed of the mean reaction
field and the 'directing' field Ed in (B7):

Et = Ed k =-- Ed + f Ftt- (B10)

The directing field Ed can be determined by a hypothetical
experiment in which the permanent dipole in fig. B2a is removed
and the environment and the induced dipole are allowed to
readapt (fig. B2b). The reaction field is thus removed and Ed
remains. If the induced dipole is now removed as well and the
environment is again allowed to readapt (fig. B2c), then the
cavity field Ed is obtained (B3). It follows that the difference
between Ed and Ed is the reaction field of the induced dipole aEd
of fig. B2b:

Ed = Ec focEd,
(B5) and hence

Ed = FEc = FhE. (B11)

The equations (B6), (B7), (B10) and (B11) can now be combined
to give an expression for the total polarization N(p ,11.) in terms

of E. Together with (B4) this yields Onsager's result:

2

e- eo = NhF(a F
3k T)

(B12)

The quantities h and F are themselves combinations of s and a,
while in addition F contains the radius a of the cavity. This radius
is usually chosen in such a way that the volume of the cavity is
equal to the volume available per molecule:

47ra3/3 = 1/N. (B13)

Maier and Meier's theory for anisotropic molecules (10] links
up closely with that of Onsager. Here again it is assumed that the
molecule is contained in a spherical cavity in a continuum. In
addition the anisotropy of e and a is not taken into account in the
correction factors h, j and F. The general pattern of the calcula-
tion is as follows.

Let us consider a molecule whose longitudinal axis I (the direc-
tion of easy polarization) makes an angle 0 with the director
(along the z-axis); see fig. B3. We assume that a field E acts on
the molecule in the z -direction. To find the induced dipole moment
in the z -direction we first have to resolve E into its components
along the 1- and t -axes, and the components in the z -direction of
the resultant induced moments must then be summed. This gives:

< p1 1 > = (al cos2 0 + at sin2 0) E.

Taking the mean over the orientation of all the molecules gives

pi = La + Mai- 0051E, (B14)

Ei

a b

Ed E,

Fig. B2. Internal field Ei, directing field Ed and cavity field Ed.
a) Et is obtained by first fixing the environment and then remov-
ing the molecule. b) Ed is obtained by first removing the per-
manent dipole, then fixing the environment and finally removing
the molecule. c) Readaptation of the environment to the empty
cavity again gives Ed.
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where

= .1(a0 -I- 2cct).

Equation (Al) has been used here to express (cos2 0) and
(sin2 0) in terms of S.

Fig. B3. The long axis / of the molecule is assumed to be at an
angle 0 to the preferred direction z. To calculate si an electric
field E is applied in the z -direction.

For the contribution of the permanent dipole moment of the
molecule in a particular orientation (see fig. B4) to the dipole
moment in the z -direction we find :

/411 = au, cos 13 cos 0 + sin /3 sin # sin 0.

We must now calculate the mean value of u11 in the presence of
both the electric field as well as the 'nematic potential' W (eq. A2).
The first averageing process is indicated, just as in the isotropic
case, by a bar, and the second, as in Appendix A, by brackets.
For the potential energy U of the dipole in the electric field we
have: U = -12.E. In the usual linear approximation :

exp {-(U + W)IkT} = (I - UlkT)exp(-WIkT),
we find:

= <lzu2) E/kT. (B15)(/t11) = (1z11(1 + itriElkT))

With (sin2 #) = 4, and again using (Al), we find:

_µz [1 (3 cost - OS].

Now bearing in mind, as in Onsager's approach, that the field in
(B14) is an internal field and that the field in (B15) is a directing
field, we find:

a2
811 - Co = NhF[a at)S + F3kT {I + (3 cos2 13-1)S}1,

and, similarly:

2- = NhF[-o-c- i(cci «OS + F
a

4(3 cos213- OS}I.

With 7 = 2s1) and As = ell - ei the equations (5) and
(6) then follow.

Summary. In the liquid -crystalline phase exhibited by many or-
ganic compounds with elongated molecules (`mesogenic' com-
pounds) - which lies on the temperature scale between the solid
and the isotropic -liquid phase-the compound is liquid but also
anisotropic in quantities such as the dielectric constant s and the
refractive index n. In nematic liquid crystals, the main subject of
the article, neighbouring molecules have their long axes parallel,
except for deviations due to thermal fluctuations; the director
gives the mean local direction. By setting appropriate boundary
conditions thin 'homeotropic' and 'uniform -planar' layers, with a
uniform director pattern, and also 'twisted -planar' layers can be
obtained. Because E is anisotropic a voltage applied across the
layer can change the director pattern (Trederiks transition'),
resulting for example in a change from transparent to opaque of
a twisted -planar layer between crossed polarizers. For digital dis-
plays in watches and pocket calculators this is currently the most
important effect.

Our research on liquid crystals has, been aimed primarily at
establishing relations between the molecular structure of a
mesogenic compound and its physical properties. The article
above deals in particular with the effect of the molecular structure
on the clearing point and the dielectric properties of the nematic
phase. Mesogenic compounds of four types - azo- and azoxy-
benzenes, Schiff's bases and stilbenes - are taken to illustrate
how the theoretical knowledge obtained has made it possible to

Fig. B4. Calculation of the component in the preferred direction z synthesize compounds suitable for practical applications. Some
of the permanent dipole It.; 13 is the angle between the permanent interesting chemical aspects of some of the syntheses are also
dipole and the long axis I. discussed.
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Ferroxdure

C. A. M. van den Broek and A. L. Stuijts

Permanent magnets are found everywhere in our modern civilization. In toys, cupboard
catches, electric clocks, cassette recorders, loudspeakers and television receivers; in
windscreen wipers, fans, tachometers and ammeters; in ore separators, cranes, milling
and grinding machines, relays and precision motors. The materials for these magnets may
be divided into two groups: the magnetically hard alloys which, like the Philips product
Ticonal, were introduced in the thirties, and the magnetically hard ferrites of the fifties.
Unlike the alloys, the ferrites contain no scarce and expensive materials such as nickel
or cobalt. This is the main reason for their economic success; in about 1970 the ferrites
took the lead over the alloys in world production measured in tonnes per annum. Some
minor deviations apart, the chemical composition of these ferrites is either barium hexa-
ferrite or strontium hexaferrite. Carefully controlled ceramic processing is essential to
give the products the desired properties. At the time of their discovery and development
these materials were given the name Ferroxdure. It is now 25 years since Philips first
introduced Ferroxdure with a publication in this journal and an exhibition of the first
applications at the Hanover Trade Fair. We think this is a proper occasion for drawing
attention once again to the research on this material and its technology.

In 1952 mention was made for the first time of a
group of new materials, called Terroxdure' [I]. These
materials, ceramically processed ferromagnetic oxides,
are magnetically hard and dre therefore suitable for
permanent magnets. The opinion expressed at the time
was, that these new materials were of great economic
importance. That opinion has been fully confirmed:
the total world production of magnetically hard fer-
rites - which, in composition and crystal structure, all
belong to the same group - is now estimated at about
70 000 to 80 000 tonnes a year, with a value of some
200 million dollars. Fig. 1 shows how these ferrites
have acquired an ever increasing share of the world
production of permanent magnets, measured in tonnes
per annum.

Compared with other materials for permanent
magnets, Ferroxdure was characterized by an excep-

Jr C. A. M. van den Broek is with the Ceramics Laboratory of the
Philips Elcoma Division, Eindhoven. Prof. Jr A. L. Stuijts, is a
Scientific Adviser with Philips Research Laboratories, Eindhoven,
and is Professor Extraordinary in the Technology of Inorganic
Materials at Eindhoven University of Technology.

tionally high coercivity, combined with a remanence
which, though not very high, is valuable for practical
purposes. With such a material, it became possible to
produce magnets of shapes such that they would have
almost completely demagnetized themselves if made of
a different material. Typical cases were flat ring mag-
nets, magnetized perpendicular to the plane of the ring,
or transversely magnetized rods with many north and
south poles closely adjacent to each other (fig. 2).
Ferroxdure is also highly resistant to external demag-
netizing fields, as encountered in d.c. motors, for
example. These novel properties were exploited on a
large scale, e.g. for making flat loudspeakers and com-
pact d.c. motors.

Let us examine these properties in somewhat more
detail. A magnetic material is often rated in terms of
its 'maximum energy product' (BH)max, the maximum
of the BH product along the demagnetization curve
(B is the magnetic flux density, H the magnetic field).
[1] J. J. Went, G. W. Rathenau, E. W. Gorter and G. W. van

Oosterhout, Philips tech. Rev. 13, 194, 1951/52..
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Ferroxdure does not, in fact, have a particularly high
BH product (fig. 3), and indeed a particular field -

strength in a given air gap can be obtained with a smal-
ler volume of other materials. But Ferroxdure does
have the special feature of a broad demagnetization
curve. After it has been magnetized to saturation, a
magnet arrives at the operating point P (fig. 4). This is
the point where the demagnetization curve intersects
the load line 1, which is determined by the shape of the
magnetic circuit. With the high and narrow demagnet-
ization curves of the older materials a steep load line,
i.e. a long and thin magnet, is necessary if the magnet
is to be left with any significant flux; a 'short and thick'
magnet (load line 1' in fig. 4) is irreversibly demag-
netized. This is not the case with Ferroxdure. An
`optimum circuit' - a circuit whose operating point
coincides with the point of maximum BH - can be
much more compact with Ferroxdure, 'squarer', than
with a material such as Ticonal. The historical devel-
opment of the slope of the optimum load line, i.e. the
development of magnets from long and thin to short
and thick, is illustrated in fig. 5.

The great economic success of Ferroxdure is due in
the first place, however, to the low price per unit of
available magnetic energy (fig. 6). It is, therefore,
mainly used not so much as a technical improvement
but more as a substitute for more expensive com-
ponents, such as Ticonal magnets in loudspeakers or
stator coils of windscreen -wiper motors. Ferroxdure is
inexpensive because it does not contain any rare mat-
erials such as nickel or cobalt, and it is relatively easy to
manufacture: it is only necessary to 'mix a few cheap
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Fig. 1. Estimate of the world production of permanent magnets.
1 total, 2 alloys, 3 ferrites [2].

Fig. 2. Transversely magnetized Ferroxdure rods with (left) ten
and (right) five north and south poles side by side [fl.
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Fig. 3. The values of (BH)max attained since 1880; filled circles:
steels and alloys; open circles: Ferroxdure [31

1 C steel
2 W steel
3 Co steel
4 Fe-Ni-Al alloy

5 Ticonal II
6 Ticonal G
7 Ticonal GG
8 Ticonal XX

9 PtCo
10 SmCo5
11 (Sm,Pr)Co5

12 FXD 100
13 FXD 300
14 FXD 330
15 FXD 360

oxides' and to 'bake them to the right shape'. Never-
theless, this process has some interesting aspects, and
we shall return to these presently.

Finally, Ferroxdure - an oxide - has a high elec-
trical resistivity, so that there are hardly any eddy -
current losses. This is an important advantage in radio -
frequency applications and also in certain types of
electric motor. A disadvantage is the relatively high
temperature coefficient of the remanence and the
coercivity. This makes the material less suitable for
certain professional applications.
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pol-10Pohlb
Fig. 4. Demagnetization curves in the B-1uoH diagram: a) for a
magnetic alloy, e.g. Ticonal, b) for Ferroxdure (schematic, not
drawn to scale for clarity). Br remanence, H. coercivity. The
operating point P is the point where the demagnetization curve
cuts the load line 1, which is determined by the magnetic circuit.
The classical alloys call for long thin magnets (steep load line 1,
operating point Pi); in short thick magnets (1') demagnetization
occurs (P1'), which is irreversible: when H decreases again, the
material follows the dotted arrow. With the same load line there
is no irreversible demagnetization in Ferroxdure. In this figure,
and in the text of the article, H represents the value of the
demagnetizing field, i.e. a field which, at positive H, is opposite to
the original magnetizing field.

Ferroxdure is manufactured either in solid ceramic
form or in the form of ceramic particles dispersed in a
plastic. Both forms can be isotropic or anisotropic.
Anisotropic material has to be magnetized in a particular
direction, and it has better magnetic properties in that
direction than isotropic material. The isotropic material
is more suitable for multipole magnets, and is cheaper.
The solid form is hard and brittle, so that magnets of this
material can only be finished by grinding. The `plasto-
ferrite' is of lower magnetic quality, but it can be
stamped and cut and can be produced in the form of
flexible sheets. Table I shows some typical applications
of the various types [4].

The properties of each of these types can be varied
quite considerably by variations in the method of prep-
aration. As an example fig. 7 shows the demagnetiza-
tion curves of some varieties of sintered anisotropic
Ferroxdure. The good use that can be made of this
freedom may be summarized very schematically as
follows. We assume that the demagnetization curves in
the J- poH diagram are rectangular, where J is the mag-
netic polarization (fig. 8a). We further assume that the
saturation polarization is a fixed quantity, given by

[2]

[3]
[4]

G. W. Rathenau, Proc. 3rd Eur. Conf. on Hard magnetic
materials, Amsterdam 1974, p. 7.
H. Zijlstra, Philips tech. Rev. 34, 193, 1974.
More details of the properties and applications of Ferroxdure
are given in Philips Data Handbook, Components and
Materials, Part 4b.

Table I. Applications of Ferroxdure.

Anisotropic
Ferroxdure

Isotropic
Ferroxdure

Anisotropic
plastoferrite

Isotropic
plastoferrite

Loudspeakers

Windscreen-
wiper motors

Fan motors

Industrial
motors

Magnetic
holding (catch)

systems

Magnetic
separators

Clocks

Relays

Small electric
motors (toys,

recorders)

Correction
magnets for
television

tubes.

Holding
magnets .

Rotors for
cycle dynamos

Small electric
motors

Refrigerator-
door magnets

Correctionr
magnets fo
television

tubes
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Fig. 5. The slope (B//201/) of the optimum load line - for which
the operating point coincides with the point of maximum BH -
for the materials in fig. 3 [2]. A low slope allows short thick mag-
nets to be made.
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the number of atomic magnetic moments per unit
volume, and that the coercivity can always be in-
creased, depending on the expense and trouble in-
volved. A simple calculation then shows that the
optimum operating point for demagnetization curves
of type 1 in fig. 8b (Ito& < Pr) lies at the 'knee' P1,
but that for curves of type 2 (,uoHe > -1-Br) it lies at
Pm (RH = B = Pr). With increasing He, (BH)max
increases until He reaches. the value 1-Brhuo; it then
remains constant. There is therefore no point in making
He larger than iBr/itto, if it is assumed that the only
criterion is the highest possible (BH)max. Nevertheless,
Ho generally has to be made higher, because the opera-
ting point must never fall beyond the knee (fig. 8c).
Two things that might bring this about are a tempera-
ture reduction, which will produce a decrease of He, at
least in the case of Ferroxdure (fig. 8d), and strong
fluctuations in the demagnetizing field (e.g. in motors).
These effects might be cumulative, as when switching
on the motor of a frozen windscreen wiper at a tempera-
ture of -30 °C. The requirement that the stator magnet
should remain fully magnetized even under such
extreme conditions led to the development of the type
FXD 270 (see fig. 7).

poH=0.4T 03 0.2 0.1 0)
4k0e 3 2 1 0

4kGs

3

2

1

0

-1-
FXD
270 380 330 360 300

350kA/m 300 250 200
H

Fig. 7. Demagnetization curves at 25 °C for varieties of solid -
sintered anisotropic Ferroxdure.

-0.1

150 100 50 0

0.31

0.2

After the discovery of Ferroxdure - the discovery
of a 'stubborn' kind of magnetism in a new oxidic
powder - it was very soon developed into a viable
permanent -magnetic material. This could be done
because ferrites and permanent -magnet steels and
alloys were the subject of intensive research at Philips
Research Laboratories at the time of the discovery.
Among the results of this research were the soft
Terroxcubes' and the alloy Ticonal. In these circum-
stances rapid progress could be made in grasping the
physical and chemical fundamentals of the new ferrite
and determining the desired microstructure for the
ceramic product.

In this article, after summarizing the knowledge of
the crystal chemistry, magnetic and microstructural
aspects gained by about 1954, we shall discuss a num-
ber of investigations and developments that have taken
place since that time. They will be divided, somewhat
arbitrarily, into two categories: 'materials research'
and 'technology' [5].

Chemical composition, saturation polarization and aniso-
tropy; the desired microstructure

Except for minor differences necessary for the
ceramic process, the composition of Ferroxdure is
MFelS019, where M stands for Ba, Sr or Pb. The com-
position is often refereed to as a `hexaferrite', since it
can be thought of as a compound of MO and Fe203 in
the ratio of 1 to 6. Most of the research has been on the

0.47- barium compound. The strontium compound is a little

B more expensive, but is superior if a high coercivity is a
prime requirement, as in electric motors. The lead
ferrite is not used because of the associated environ-
mental pollution problems and because it is more
expensive.

The value of the saturation polarization J8 was satis-
factorily explained in 1952 on the basis of the crystal
structure, which had been determined in 1938, and by
applying the theories of L. Neel and P. W. Anderson

0.1 on ferrimagnetism [1]. The iron ions are divided among
five sublattices. They interact in. a `superexchange'
process in such a way that out of the twelve iron ions
per formula unit there are eight whose magnetic mo-
ments (`spins') have the same orientation and four
whose magnetic moments have the opposite sense.
Together with the strong 'magnetic dilution' with
oxygen, this partial compensation of magnetic mo-
ments is responsible for the relatively low values of Je
and Br. The subject of the (hexagonal) crystal structure
and the sublattices will be dealt with presently in a
broader context (see fig. 12).

The magnetic hardness of the material depends
essentially on the hexagonal, strongly anisotropic crys-
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Fig. 8. Schematic situation with rectangular demagnetization
curves in the J-,u0H diagram, a fixed saturation polarization and
a variable coercivity. a) The demagnetization curves in the J-,ttoH
diagram. b) The demagnetization curves in the B-polf diagram
(B = -141H J). In curve 1 the optimum operating point lies at
PA, in curve 2 at Pm. c) When the operating point goes from P to
Q and the demagnetizing field decreases, the material follows the
curve g instead of the old curve; flux has been lost. d) With
decreasing temperature the coercivity of Ferroxdure decreases
(T' < T); as a result the operating point may go beyond the knee.

(%A

a

Fig. 9. Ferroxdure with non -oriented crystals (above) and with
oriented crystals (below). a) Non -magnetized material, b) the
material in a saturating field, c) the material after saturation
without external field. The small rectangles represent cross -
sections of the plate -like crystals, the arrows their magnetic
moments. These have a preference for the c -axis, perpendicular
to the platelet.

tal structure; the hexagonal axis (the 'c -axis') consti-
tutes a strongly preferred (easy) direction for the result-
ant moment. A measure of this 'intrinsic hardness' is
the anisotropy field HA, the field theoretically required
to reverse all the spins as one unit in a saturated single
crystal. This is given by:

HA = 2K/J6, (1)

where K is the anisotropy constant, i.e. the work neces-

sary to rotate the polarization from the easy direction
into the direction perpendicular to it. In barium hexa-
ferrite the value of HA is about 1400 kA/m (17 kOe).

The quantity HA can be considered an absolute
maximum for the coercivity H. In practice, however,
He is always much smaller, mainly because relativ-
ely weak fields may often be capable of changing
the magnetization through domain -wall movements
(Bloch -wall shifts). According to C. Kittel's 'single -
domain' theory, to obtain a high coercivity the material
must therefore be divided into such small particles that
each particle consists of only one magnetic domain,
and therefore has no Bloch wall. Although this theory
does not in fact give a valid explanation for the
existence of a coercive field [3], its application was very
successful. The critical particle size in barium hexa-
ferrite was calculated to be about 1µm from this
theory, and indeed it is found that at this particle size
the value of He increases very strongly when an initially
coarse powder is more finely ground. The ceramic end -
product Terroxdure' must therefore have a micro-
structure of crystallites no larger than about 1µm.

The existence of a coercive field is undoubtedly a
much more complicated effect than is suggested by the
single -domain theory. It is not so much a question of
whether Bloch walls are present or not, but more of the
ease with which they arise and are displaced when the
field changes. Bloch walls occur more easily, for
example, in particles with a rough surface than in
particles with a smooth surface. It has been found that
the coercivity of a powder produced by milling a
sintered product can be increased from say 150 to
400 kA/m (2 to 5 kOe) by tempering the powder at 900
to 1000 °C. Bloch walls are also generated more readily
at certain types of crystal defect than elsewhere in a
crystal. Presumably the success of the single -domain
theory is not therefore attributable to the absence of
Bloch walls in a subcritical particle, but to the.fact that
the probability of a crystal defect in such a particle is
very small. The magnetic hardness of Ferroxdure
would in this respect show some resemblance to the
mechanical strength of 'whiskers'.

In 1954 the material was substantially improved by
orienting the crystallites [6]. In isotropic material the
magnetic moments of the crystallites, in zero field after
saturation, are randomly distributed over a hemisphere
(fig. 9). In anisotropic Ferroxdure, on the other hand,
which is the material now most widely used, the c -axes
and hence the moments after saturation are approx-

[5]

[6]

More information on both soft and hard magnetic ferrites is
given in : J. Smit and H. P. J. Wijn, Ferrites, Philips Technical
Library, 1959, and on hard ferrites in: G. Heimke, Keramische
Magnete, Springer-Verlag, Wien/New York 1976.
A. L. Stuijts, G. W. Rathenau and G. H. Weber, Philips tech.
Rev. 16, 141, 1954/55.
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imately parallel. Consequently the remanence is about
twice as great and (BH)max is about four times higher.

At the time it was a surprise that the attempts to
produce crystal -oriented Ferroxdure were so successful.
It was feared, quite reasonably, that the orientation of
the crystallites, achieved with much difficulty in the
compacted product, would be lost during sintering.
The result exceeded all expectations; the texture was
not only preserved but was indeed greatly improved.
Eventually it turned out that this was because the grain
growth that occurs during sintering is mainly a growth
of the well aligned crystals at the expense of the poorly
aligned crystals.

The orientation does introduce some slight reduction
in the coercivity, however, because the 'pressure' of a
demagnetizing field on a Bloch wall is greater in an
oriented particle than on a wall in a non -oriented
particle; see fig. 10. For this reason, if the material is
to be subjected to strong demagnetizing fields, as in
d.c. motors, a compromise must often be found be-
tween high remanence and a large coercivity.

To sum up, the materials technologist has to produce
a densely sintered hexaferrite with a microstructure of
small and preferably oriented crystallites. We shall
return presently to the associated technological prob-
lems.

Materials research since 1954

The steady improvements in the properties of Ferrox-
dure since 1954 have been mainly technological. Scien-
tific research on the chemistry and physics of the mat-
erials has not really led to actual intrinsic improve-
ments since that time. It has, however, led to new,
interesting lines of investigation, to a better under-
standing of the properties of the materials and to a
broadening of their technical possibilities. We shall
touch here on some highlights of this research.

Related compounds; Ferroxplana; crystal structure

A new line of investigation was initiated by the
discovery of a new compound, BaFe2Fe16027 (W in
fig. 11), which is closely related chemically and mag-
netically [7]. This compound turned out to be very
difficult to synthesize, however: the balance between
the ferric and ferrous ions can be very easily upset if the
atmosphere during preparation is slightly too reducing
or too oxidizing. Such considerations led to the sub-
stitution of Ni2+, Co2+, . . for the ferrous ion. Similar
substitutions in the cubic ferrites had resulted in the
successful, magnetically soft Ferroxcubes. As a result
of this research, barium-Ferroxdure may be regarded
as a member of a family of magnetic ferrites shown in

fig. 11, the upper part of the ternary diagram for the

BaO-MeO-Fe203 system. Here Me represents a small
divalent metal ion: Mn, Fe, Co, Ni, Zn or Mg. The
Ferroxcubes are represented by S, Ferroxdure by M.
B is the non -ferromagnetic compound BaFe2O4.

The compounds W and Z thus produced closely
resemble M; owing to a strong preferred direction for
the moments they are magnetically hard. There is one
exception, however: when cobalt is substituted the
moments try to avoid the c -axis, and prefer to align
themselves in the plane perpendicular to it. This marked
the discovery of a new class of materials, called Terrox-
plana' [8]. In the compound Y, which is the most
important representative of the class, the magnetic mo-

H

Fig. 10. Crystallite with a Bloch wall (dashed) in a demagnetizing
field H. Above: a non -oriented particle, below: an oriented
particle. The energy gain per centimetre shift of the Bloch wall,
and hence the pressure on the Bloch wall, is greater, in the
oriented particle than in the non -oriented one.

mot % Ba0

Fig. 11. Upper part of the ternary diagram of compositions in the
system BaO-MeO-Fe20a Me represents the divalent ion of Mn,
Fe, Co, Ni, Zn or Mg. S Ferroxcube, M Ferroxdure. B is non -
ferromagnetic. In the compounds Y, Co -Z and Co -W (`Ferrox-
plana') the plane perpendicular to the c -axis is the preferred plane
for the magnetic moments. As in M, the c -axis is the easy direc-
tion of magnetization in the other Z and W compounds. Com-
position of the compounds:
S: MeFe204, W: BaMesFeiaOs7,
B: BaFesO4, Y: BaMeFe6011,
M: BaFeisOto, Z: BaaMe2Fe24041.
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ments have a preferred plane for all of the substitutions.
The crystal structures of the compounds in fig. 11

are closely related; they are all close -packed sphere
structures of 02- ions in which the Ba2+ ions, of about
the same size, occupy oxygen sites, and the much smal-
ler Fe3+ and Me2+ ions occupy the interstices between
the 0 ions. The relationship goes much further than
this, however. If we start from the familiar spinel
structure (the structure of S), we can think of the
structures of M, W, Y and Z as built up from spinel
layers - slabs of the spinel structure four or six oxygen
layers thick - with one or two layers with barium be-
tween them [9]. Fig. 12 shows the structure of M.

m2b 0 °2d4f2.
0 0 0

12k0
x 1 2cnk

0 '47ci 0
0 12-k 0

4f2 0
oxygen

0 barium  threefold axis
 iron x centre of symmetry

d`c

Fig. 12. Crystal structure and magnetic sublattices of Ferroxdure
(M in fig. 11). The figure on the left shows the atoms in a mirror
plane that contains the c -axis. From this the whole crystal can be
reconstructed by rotations of 120° about the threefold axes (the
vertical lines) and reflections in the mirror plane m. (The spin
states are not reflected.) Right: three planes perpendicular to the
c -axis, demonstrating the ± 120° rotations.

The indications by the iron ions correspond to the sublattices,
which are specified in the table below. The table gives the type of
site occupied by an iron ion, the coordination (the number of
oxygen neighbours, the corners of the site), the number of ions
per formula unit and the orientation of the spin. In the figures on
the right the six oxygen ions that form the octahedron containing
the 12k ion in the layer in between are shown hatched.

The square bracket at the left indicates a 'spine] slab', a piece
of the spinel structure. The crystal may be regarded as built up
from spinet slabs of four oxygen layers joined by barium -contain-
ing oxygen layers.

Sublattice 12k 4f1 4f2 2a 2b

Site

Coordination

Number of ferric
ions per formula unit

Spin

Octa-
hedron

6

6

T

Tetra-
hedron

4

2

i

Octa-
hedron

6

2

1

Octa-
hedron

6

1

T

Trigonal
bipyramid

5

I

Substitution research

Fig. 12 also shows how the eight `spin -up' and the
four 'spin -down' ferric ions per formula unit are dis-
tributed among the sublattices. The substitution of
non, magnetic ions for 'spin -down' ions would increase
the saturation polarization Js and thus intrinsically
improve the material. A great deal of experimental
work on substitutions was directed towards this, but
without success. In the first place, substituted ions often
take the place of `spin -up' ions. But even if they take
the place of 'spin -down' ions, as in the case of
Zn substitution, the effect on the saturation polariza-
tion at room temperature is nevertheless negative,
because the magnetic structure has been weakened.
This is reflected most clearly in a marked decrease in
the Curie point.

Substitutions can, however, be used for other pur-
poses. When Js is reduced, and K remains unchanged,
the anisotropy field HA increases (see eq. 1), and this
leads to expectations of an increased coercivity. In
practice the relative increase in He due to the sub-
stitution is often found to be much greater than in HA.
With Al and Cr substitutions, for example, the coer-
civity could be substantially increased without greatly
reducing the remanence DM. A substitution of this type
accounts for the special properties of FXD 270 (see
fig. 7). Substitutions are also used in high -frequency
applications (e.g. in microwave isolators), for tuning
the resonant frequency by varying HA [10].

Mossbauer spectroscopy

A valuable aid in substitution research is Moss-
bauer spectroscopy. Here the spectrum of the res-
onance absorption of gamma radiation by the iron
nuclei is determined, with excited iron nuclei from
radioactive cobalt forming the radiation source [11].
The Mossbauer spectrum of an absorbing iron ion is
strongly affected by its nearest oxygen- and iron -ion
neighbours. Since the five sublattices each have dif-
ferent nearest -neighbour environments, the sublattices
can be studied separately. It is for example possible to
follow closely how the Al ions in BaAlzFen-z019 first
occupy 2a sites when x is increased and then, when the
2a lattice is full (x = 1), take up positions in the 12k
lattice [12].
[7] H. P. J. Wijn, Nature 170, 707, 1952.

P. B. Braun, Nature 170, 708, 1952.
[8] G. H. Jonker, H. P. J. Wijn and P. B. Braun, Philips tech.

Rev. 18, 145, 1956/57.
A. L. Stuijts and H. P. J. Wijn, Philips tech. Rev. 19, 209,
1957/58.

[9] P. B. Braun, Philips Res. Repts. 12, 491, 1957.
Do] See for example L. G. Van Uitert, J. appl. Phys. 28, 317,

1957.
(11] See for example J. S. van Wieringen, Philips tech. Rev. 28,

33, 1967.
[12] See for example J. G. Rensen, J. A. Schulkes and J. S. van

Wieringen, J. Physique 32, C1-924, 1971.
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Fig. 13. a) The internal field (Hi) of the various sublattices of Ba-
Ferroxdure as a function of the temperature T, from Mossbauer
measurements. b) The saturation polarization J. of Ba-Ferrox-
dure as a function of temperature. The solid curve is derived from
(a), taking into account the number and orientation of the spins
in each sublattice, as indicated in the table in fig. 12. The polar-
ization per atom of a sublattice is proportional to Hi. The
circles are experimental values; the vertical scale is adapted to
give the best match to the curve [111.

a

b

Fig. 14. Anisotropy due to dipole -dipole interaction in a system
of two coupled magnetic moments. When the two moments are
coupled in parallel (e.g. due to superexchange), they have a lower
energy in position a than in position b, because of their magnetic
interaction. By the same principle, large spin systems may also
exhibit anisotropy.

The application of Mossbauer spectroscopy to
Ferroxdure was an important step in the explanation
of the unusual variation of the saturation polarization
with temperature. In most magnetic materials this
variation approximates to a Brillouin function, but in
Ferroxdure it is roughly linear. From M6ssbauer
measurements it may be concluded that the reason for
this anomalous behaviour is to be found entirely in the
12k lattice; see fig. 13. The unusual form of the polar-
ization of this lattice has a dominant effect on the total
polarization, since the 12k ions occur in relatively large
numbers and in addition the other lattices partially
compensate one another.

Origin of the strong anisotropy

A question of scientific interest is the origin of the
strong anisotropy of Ferroxdure. The mechanisms that
can account for it are dipole -dipole interaction and spin -
orbit coupling [13]. The contribution of dipole -dipole
interaction can be calculated accurately for each lattice
of magnetic moments (see fig. 14). In spin -orbit coup-
ling the spin direction of the ion is coupled to the lattice
via the orbit. This effect is difficult to calculate for the
ferrite considered here, largely because free ferric ions
in the ground state have no orbital moment (L = 0),
so that the mixing of excited states (L 0) into the
ground state by 'perturbations' is essential here. The 2b
lattice is a special one in this connection: the ions in
this lattice are strongly 'perturbed' due to the unusual
fivefold coordination, and the spin -orbit coupling of
these ions might therefore make a considerable con-
tribution to the anisotropy.

Assuming that the spin -orbit coupling is responsible
for the difference between the measured anisotropy
coefficient K and the calculated dipole -dipole term, it
must largely account for the high positive value of the
anisotropy constant K in Ferroxdure M, since the cal-
culated dipole -dipole term is relatively small. In Y, on
the other hand, the calculated (negative) dipole -dipole
term has a substantially higher absolute value than the
(negative) experimental value of K; apparently the spin -
orbit coupling here compensates part of the dipole -
dipole interaction.

The contribution from spin -orbit coupling that is
obtained in this way is greater for M than for Y. The
difference may well be due to the contribution from the
2b lattice of M (see above), since no such lattice is
found in Y [13). In the M6ssbauer spectrum a perturba-
tion of the ferric ion is manifested in a shift of the
absorption lines, and the lines of the 2b spectrum are
indeed found to be more displaced than the others.
However, it should not be inferred from this that the
2b lattice has a dominant effect on the anisotropy, since
the other lattices - which together contain eleven
times as many ions - also exhibit fairly marked line
shifts [M.

It is also interesting here to mention the compound
LaFe12019 [14]. Because La is trivalent, one out of
every twelve iron ions is a ferrous ion. The compound
is very strongly anisotropic (at low temperature K is
about 21 times greater than in Ferroxdure). This is
undoubtedly due to spin -orbit coupling of the ferrous
ion, which does have an orbital moment.

Magnetic bubbles

Finally, we should remember here that the cylindrical
magnetic domains now known as 'bubbles' - carriers
of a single bit of information in bubble -domain mem-
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ory devices 1151 - were first extensively studied in
single -crystal wafers of barium hexaferrite [161. The
c -axis is perpendicular to the plane of such a platelet.
Magnetic domains can be made visible by means of the
Faraday effect. Fig. 15 shows three of the domain
structures observed at the time; the dark patches in
fig. I5c are the stable cylindrical domains of opposite
magnetization, which were then the subject of extensive
theoretical investigation.

a b

ficiently small and can be oriented. These are obtained
by milling larger crystal clusters consisting of crystal-
lites that are not too small. The particles of the aniso-
tropic varieties are oriented in the shaping process.
When the material is pressed or moulded in a magnetic
.field, the orientation results because the grains have an
axis of easy magnetization that takes on the direction of
the field. When the material is extruded through a nar-
row slit, or is rolled, the orientation results because the

Fig. 15. Domain structures in thin single -crystal wafers of barium hexaferrite in an orthogonal
magnetic field H [NJ. a) H = 0 Oe, b) H = 3080 Oe, c) H = 3500 Oe. The 'spots' in c are
stable cylindrical domains of opposite magnetization. Similar domains (in other materials)
are now known as magnetic bubbles, carriers of information in bubble -domain memory
devices.

Technology

Fig. 16 gives a broad outline of the steps in the manu-
facture of various types of Ferroxdure. Prefiring pro-
duces the hexaferrite by a solid-state reaction between
the basic materials BaCO3 or SrCO3 and Fe203. The
clusters of crystallites thus formed are then finely
ground in a mill to a powder with a particle size of
about 1 gym. During or after this process a dry or wet
mass is formed, or a plastic mass after the addition of
plasticizing agents. Objects are formed from this mass
by various shaping processes: dry pressing, wet pressing
and extrusion for Ferroxdure that is subsequently
sintered, and extrusion, injection moulding and rolling
for plastoferrite. The plastoferrites, after cutting or
punching to size or shape, are then ready for use. The
shaping of the solid varieties is followed by a high -
temperature treatment, in which sintering produces
strong, hard objects, which are then ground to the
required dimensions. The magnetization is usually left
to the user, since the non -magnetized products are
easier to handle, e.g. during transport and assembly.

The milling process on the one hand increases the
sintering reactivity, as for all ceramics, and on the
other - especially for Ferroxdure - it should produce
as many single -crystal grains as possible that are suf-

particles are of platelet form and tend to settle in the
plane of the ribbons or sheets produced. (The easy
direction of magnetization is perpendicular to the plane
of the platelets.) By far the best orientational effect is
obtained by wet pressing in a magnetic field. Products
pressed or moulded in a field are demagnetized after
shaping, again to facilitate handling.

Grinding objects of sintered Ferroxdure is expensive,
but it is usually necessary because the previous ceram-
ic process cannot be controlled sufficiently accurately
to ensure that the products meet strict dimensional
tolerances without being ground. Since Ferroxdure is
so hard it must be ground with a diamond tool. The
grinding of Ferroxdure is in itself a major problem and
has been the subject of intensive study [171.

In the following we shall briefly discuss some interest-
ing developments and investigations related to powder
preparation, shaping and sintering.

[131 J. Smit, J. Phys. Radium 20, 370, 1959.
1141 F. K. Lotgering, J. Phys. Chem. Solids 35, 1633, 1974.

A. M. van Diepen and F. K. Lotgering, J. Phys. Chem. Solids
35, 1641, 1974.

[15] See for example A. H. Bobeck and H. E. D. Scovil, Sci. Amer.
224, No. 6, 78, June 1971.

[161 C. Kooy and U. Enz, Philips Res. Repts. 15, 7, 1960.
[171 A. Broese van Groenou, J. D. B. Veldkamp and D. Snip,

J. Physique 38, C1-285, 1977.
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Fig. 16. Diagram illustrating the manufacture of Ferroxdure.

b c

Fig. 17. The structure of a) synthetic, b) mineral and c) regenerated iron oxide. The synthetic
powder has a well defined grain size. In the mineral powder, obtained by milling and sieving a
coarse powder, there is a considerable variation in grain size. The regenerated iron oxide
slightly resembles the synthetic type, but the grains form large clusters. Scanning -electron -
microscope photomicrographs, magnification 1500 x .

Powder preparation

Since 1970 there have been developments, relating to
the iron oxides used, that have considerably reduced
the production costs [18]. It was formerly the practice
to use synthetic iron oxide, obtained from the pigment
industry. Raw -material costs then accounted for some
20 % of the price of the product. This percentage is very
much lower since the change -over to cheaper raw

materials: mineral iron oxide and iron oxide obtained
as a by-product in the regeneration of pickling liquids
used in steel rolling mills. As can be seen in fig. 17,
these raw materials are not so well defined, and may
vary appreciably from one source to another; the sup-
pliers do not usually accept exact specifications. How-
ever, these materials are satisfactory because the pre -
firing process is carefully controlled. Crystallites of the
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required dimensions are obtained by carrying out this
process at high temperature (about 1300 °C) with
additives (including the impurities) that ensure that
there is also a liquid phase. As shown in fig. 18, the
raw materials under these conditions lose their original
identity; the mixing room has become 'omnivorous'.

Accurate control of the continuous prefiring process
depends essentially on a regular flow of the mixture of
raw materials through the furnace. The untreated
powder mixture is not suitable for this. Formerly the
mixture was passed through the furnace in the form of
pressed blocks, but a special crushing operation was

then necessary afterwards to repulverize the blocks,
which became very hard. Nowadays the prefiring takes
place in rotary kilns (fig. 19), and the feed is in the
form of granules with diameters ranging from 3 to
10 mm. Fig. 20 shows a granulating mill in action.

Powders for the plastoferrites are dry -milled in
vibratory mills, and those for sintered Ferroxdure are
wet -milled in ball mills to 20 m3. The milling introduces
crystal defects in the particles, which have the effect of
lowering the coercivity. In the plastoferrites, however,
these defects can be eliminated by annealing after the
milling, and in sintered Ferroxdure by the sintering
process itself. The milling time will be dealt with later.

Shaping

Dry pressing, extrusion, injection moulding and rol-
ling are familiar shaping methods in the ceramics and
plastics industries. We shall confine ourselves here to
the technique specific to Ferroxdure: 'wet pressing'
(pressure filtration of an aqueous slurry) in a magnetic
field; a great deal of development effort has gone into
this technique.

Fig. 21 shows a schematic diagram of a pressing
cycle. Controlled amounts of the suspension of ferrite
particles in water, forming a slurry with a water content
of about 40 wt %, are injected by a pump under high

Fig. 18. A mixture of Fe203 and SrC0a,
left: before prefiring, right: after prefiring.
Scanning -electron -microscope photomi-
crographs, magnification 1500 x .

pressure (50 to 100 atm) into the compression space
(fig. 21a, b). In this space, formed by a die plate and
two punches, a magnetic field is applied. Water is
drained off through filters in the punches; the slurry is
densified to a water content of about 13 %. The applied
field orients the particles. Additional densification is
produced by the lower punch moving up a few milli-
metres (fig. 21c), and the compacted product is
demagnetized and removed from the die (fig. 21d).

[18) C. A. M. van den Broek, Proc. 3rd Eur. Conf. on Hard
magnetic materials, Amsterdam 1974, p. 53, and Ceramurgia
Int. 3, 115, 1977.
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Simple shapes such as blocks, discs and rings, and
more complicated objects such as ring segments with
radial orientation can be produced in this way. Filtra-
tion during injection into the die and after -pressing
(fig. 21a, b and c) takes from 10 to 25 seconds, depend-
ing on the product, and the total cycle lasts from 20 to
40 seconds. Multiple dies have been developed to
increase the production rate; these may be very com-
plicated in construction (fig. 22). Press -forming meth-
ods, such as the high-pressure injection method 1191, and
punch constructions are often protected by patents.
The high cost of the dies makes quantity production
desirable to keep down the price of the products. A
complete press can be seen in fig. 23.

Fig. 19. Rotary kiln in which the
mixture of raw materials is con-
verted into the hexaferrite by a
solid-state reaction.

Particle orientability; milling time

Suspensions of specially prepared powders have been
studied to determine what happens during the orienta-
tion of the particles in a magnetic field [203. In the zero -
field state the particles in the suspension lie in con-
voluted chains (fig. 24a). When a magnetic field is

applied, the polarization of the suspension increases
sharply at about 40 kA/m (500 Oe). The structure of
convoluted chains is apparently broken fairly suddenly
to form the structure shown in fig. 24b, in which the
chains are stretched in the direction of the field. Tests
to determine the `orientability' of the particles (see
below) have shown, however, that some hundreds of
kA/m (thousands of oersteds) are necessary to ap-

Fig. 20. Granulating mill. Because
of the rotary movement and the ad-
dition of water, spherical granules
are formed from the powder. The
largest granules 'float' to the surface
where they enter the outlet tube.
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a
Fig. 21. Diagram of the pressing cycle. M die, S,S' punches, P injection pump, F suspension,
C magnet coil. The punches contain filters and drainage channels for the water. a) Before,
b) after the material is injected into the compression space; the slurry is densified from 40
to 13 % water content, and the particles are oriented by the magnetic field. c) After-densification
by slight upward movement of the lower punch, the amount of the movement depending on
the thickness of the product; demagnetization. d) Removal of the compacted product.

proach complete orientation of the particles. A
detailed picture of the chains of fig. 24a, after drying,
is given in fig. 24c.

For suspensions of particles that can be completely
oriented the remanent polarization Jr is equal to the
saturation polarization J8. If the particles cannot be
oriented and therefore remain in random orientation,
Jr is equal to Vs. A good measure of the degree of
orientation (r) of the particles is thei efore Jr/J8, a
figure between -; and 1. With the milling procedures
used for this study there is a maximum in the orien-
tability as a function of the milling time after about
10 hours of milling (see fig. 25). The field does not
therefore have an optimum effect if the powder is milled
for a shorter or much longer time than 10 hours. In the
first case there are apparently still too many particles
in the polycrystalline state; in the second case the mil-
ling treatment gives rise to new, unyielding clusters of
particles that can no longer be oriented.

Fig. 22. A die for pressing eight
radially oriented segments simul-
taneously.

d

Texture of the pressed product

The success of the method depends to a great extent
on whether the texture of stretched chains (fig. 24b) is
preserved during the filtration under pressure in the
magnetic field. A further study [21] has demonstrated
that this is indeed so, at any rate up to a fairly high
degree of densification. Thin suspensions of the
specially prepared powders mentioned above were fil-
tered under pressure, both in a field parallel to the di-
rection of compression and in a field perpendicular to it
(fig. 26a, b). Two stages were distinguished: a stage of
`cake formation' - where the pressure required for a
particular filtration rate rises relatively slowly - and a
`cake-densification' stage, where the pressure rises
steeply (fig. 26c). At the pressure Pc at which the cake
had just formed, the porosity was always found to be
119] E. Haes and A. van der Maat, U.S. Patent 3.530.551.
[201 F. Kools, Proc. 3rd Eur. Conf. on Hard magnetic materials,

Amsterdam 1974, p. 98, and Ber. Dtsch. Keram. Ges. 52, 213,
1975.
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Fig. 23. Press comprising die and punches for producing seg-
ments.

about 60 vol. %. However the permeability p of the
cake to water - as calculated from Pe and the filtration
rate - was different in the two cases given in fig. 26: at
H > 200 kA/m (2500 Oe) the value of piilp_, was no
less than about 2 (fig. 27). This is just about the value
that was found both theoretically and experimentally

(1

10 20 30 40 50 60h-m
Fig. 25. 'Degree of orientation' r (= Jr/Js) of the particles in sus-
pension of hexaferrite as a function of the milling time m in a) a
ball mill and b) a vibratory mill. Jr is the remanent polarization of
the suspension, Js the saturation polarization.

114
Pc

X

a

Fig. 26. Filtration under pressure of a suspension with excess of
water, a) in a magnetic field parallel to the pressing direction,
b) in a field perpendicular to it. c) The pressure P as a function of
the punch displacement x at constant filtration rate (constant
water flow w). At P = Pr the 'cake -formation' stage changes to
the 'cake-densification' stage.

for the ratio between the longitudinal and the trans-
verse permeability of stacks of long, cylindrical, parallel
particles to liquid.

A further confirmation of the picture thus obtained
of the 'cake' - compressed but still oriented chains of
particles - is obtained by applying to the chains the

Fig. 24. a) Photomicrograph of particles of a specially prepared powder in suspension. b) As a,
but in a magnetic field. c) Electron -microscope photomicrographs of particle clusters, after
drying. Magnification of (a) and (b) 110 x , of (c) 2800 x .
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theoretical relation between the longitudinal per-
meability pH of parallel stacked cylinders and the
diameter of the cylinders. With the measured values for
pH diameters are then found that correspond rea-
sonably well to the diameters of the particles as es-
timated, for example, from scanning -electron -micro-
scope photomicrographs of the original powder.

As stated earlier, this study related to the structure of
a cake with a porosity of about 60 vol. %. Further
measurements have shown that the degree of orienta-
tion (Tr/TB) of the product that is completely compacted
in a parallel field is about 10 % lower than that of the
original suspension [22].

Sintering

Ferroxdure is sintered by firing it in an oxidizing
atmosphere. In the factory this is usually done in elec-
trical or gas -fired furnaces with a capacity of 1000 to
4000 tonnes per year.

For both prefiring and sintering it is essential to have
a knowledge of the phase diagram. The phase dia-
grams of the systems used are now reasonably well
known. Fig. 28 shows part of the diagram for the
system SrO-Fe203.

We shall now discuss the results of a large series of
experiments with crystal -oriented Sr-Ferroxdure, which
clearly demonstrate the effects of the sintering tempera-
ture and the composition on the sintered product [24].
In these experiments a standard sintering programme
was used with only one variable, the sintering tempera-
ture Ts (fig. 29). The powder used in all the experiments
was milled to a mean particle size of 1-2 p.m.

It has long been known that the sintering reactivity
is very low for a stoichiometric composition, and can
be greatly increased by an excess of the alkaline -earth
ion. This is clearly demonstrated in fig. 30. Here n is
the molar ratio between Fe203 and SrO (n = 6 for the
stoichiometric composition). As can be seen, at
n = 5.90 the material is far from completely sintered
even at 1300 °C, whereas at n 5.5 it is already den-
sely sintered at 1150 °C. This effect is generally attri-
buted to an increased diffusion rate due to lattice
defects or to the occurrence of a liquid phase. The
results of fig. 30, combined with those of fig. 28, sug-
gest that a liquid phase does not occur here: there is
dense sintering apparently even below the eutectic
temperature (1210 °C).

[21] S. Strijbos, Proc. 3rd Eur. Conf. on Hard magnetic materials,
Amsterdam 1974, p. 102.

[22] F. Kools, to appear shortly in Ber. Dtsch. Keram. Ges.
[23] P. Batti, Ceramurgia 6, 11, 1976.
[24] This investigation was carried out by Ir G. S. Krijtenburg, of

the Ceramics Laboratory of Philips Elcoma Division, Eind-
hoven. See also Proc. 3rd Eur. Conf. on Hard magnetic
materials, Amsterdam 1974, p. 83.
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Fig. 27. Permeability to water, p, of a cake just formed (P = Pe
in fig. 26) as a function of the strength of the applied magnetic
field; pit, field parallel to the pressing direction; p field perpen-
dicular to it.
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Fig. 28. Part of the phase diagram of the system SCO-F0203 [23].
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Fig. 29. Normalized sintering programme with one variable, the
sintering temperature T. a)Rapid heating to 1000 °C. b) Tem-
perature rise of 100 °C per hour to the desired sintering tempera-
ture. c) Sintering for ten minutes at the temperature Ts. d) 'Free'
cooling.
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It has also long been known that sintering is asso-
ciated with grain growth. Because of this the sintering
temperature is a compromise: a higher temperature
gives a higher density, and by the same token more
atomic moments per unit volume and hence a higher
remanence, but at the same time it results in larger
grains and consequently a lower coercivity. The great
importance of a high sintering reactivity is therefore in
the first place that it makes high densification possible
at temperatures where grain growth is still moderate.
The beneficial effect of the excess SrO ceases when the
remanence is too greatly reduced as a result of the
increasing concentration of the non -ferromagnetic
phase Sr7Fe10022 (see fig. 28). Initially, however, this
has little effect (see fig. 31), so that the main thing is to
choose n sufficiently small, e.g. less than 5.8.

The relation between sintered density and grain size
is clearly demonstrated by the straight line A in the
Br -He diagram in fig. 32. This represents a large
number of samples with a 'good' composition (n r-sy. 5.5;
the crosses x ). Sintering temperature, density and
grain size increase from bottom right to top left.

In ceramic technology grain growth is also more
directly restrained by means of modifying agents and
grain -growth inhibitors. The principal grain -growth
inhibitor for Ferroxdure is Si02. Its effect is demon-
strated in fig. 32 by curve B, which represents samples
with n N 5.5 to which about 1 % of Si02 was added.
In fact, the samples naturally fall into the groups A
and B because, with increasing Si02 content, the
transition A B takes place fairly sharply. Fig. 33a -d
also shows a difference in microstructure between the
A and B samples.

At higher densities (higher temperatures) the grain -
growth inhibitor ceases to have any useful effect. The
curve B bends over towards A. This is caused by an
undesirable effect familiar in sintering technology and
called 'discontinuous grain growth', in which some of
the grains abruptly grow very large. This effect is the
greatest practical limitation to the quality that can be
achieved. The theoretical maximum for (BH)max (see
fig. 8) at room temperature is 45 kJ/m3 (5.7 MGsOe).
The (BH)max of commercial products (fig. 7) is about
28 kJ/m3 (3.5 MGsOe). By optimizing all the steps in
the production process, laboratory values of about
40 kJ/m3 (5 MGsOe) have been achieved [25).

Anisotropic shrinkage

During the sintering of ferrites there is very consid-
erable densification; the sintered product is about 20
smaller in linear dimensions than the pressed product.
Anisotropic Ferroxdure products not only change in
size but also in shape, because the shrinkage is also
strongly anisotropic. The shrinkage of Ba-Ferroxdure,

5.0g/cm3

4.0

3.0
1200

. 7-5

Fig. 30. Density d of the sintered product as a function of the
sintering temperature Ts, for various values of the mole ratio a
between Fe203 and SrO. The greater the deviation from stoi-
chiometry, the lower the temperature at which the product is
densely sintered. For the stoichiometric composition, ii is equal
to 6.

1100

30kJ/m3

(87-1)ma,

25

1300°C

Fig. 31. The 'quality' (BH)max of the sintered product as a func-
tion of the composition parameter n. For each composition the
sintering temperature was optimized with respect to (BH).,,,,.
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Fig. 32. Br -Ho combinations for a large number of samples.
Stoichiometry or excess Fe20s 6.0), x surplus Sr0 (n F:f 5.5),

both with little or no addition of Si02 (in < 0.6, where m is the
mole ratio of the added Si02 to the excess Sr0). 0 Excess Sr0
(n ke 5.5) and added SiO2 (m > 0.6). Q n 5.5 and m kJ 0.6.
The sintering temperature increases from lower right to top left;
a, b, c and d represent the samples in fig. 33.
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Fig. 33. Microstructure of Sr hexaferrite samples with n = 5.5 for
different quantities of added SiO2. The figure shows etched
surfaces containing the orientation direction; on average the
particles thus exhibit their 'flat cross-section'. Magnification
1200 x . a) 0 %, b) 0.24 %, c) 0.36 %, d) 0.6 % SiO2. Between b and
c the 'flatness' clearly decreases. For the Br and Ho values see
fig. 32 (a, b, c, d). e) Discontinuous grain growth.

for example, is about 23 % in the direction of the
texture and 11.5 % at right angles to it. Homogeneously
magnetized products thus change in size much more in
the one direction than in the other. A radially oriented
segment behaves in an even more complicated way: not
only does it become smaller and relatively thinner, but
it also changes in angle (fig. 34). Added to all this is
the shrinkage that takes place during cooling to room
temperature (about 1 %); this shrinkage is also aniso-
tropic because the expansion coefficient a is aniso-
tropic (fig. 35) [26].

This leads to complications in the production. In the
first place, the change of shape has to be accurately
taken into account when designing the dies. In the
second place, the shrinkage behaviour of a newly pre-
pared powder with a given die has to be checked and
if necessary corrected, by means of additives, since the
shrinkage is rather sensitive to the properties of the
powder.

In radially oriented rings anisotropic shrinkage
usually leads to fracture. An investigation of this [271
has shown that this kind of fracture is not due to the
anisotropic shrinkage during sintering but to aniso-
tropic shrinkage during cooling. We shall look at this
a little more closely. A change of shape as described in
fig. 34a is not possible for a ring. If a cut -open ring is
taken as a 360° segment (fig. 36a), then after shrinkage
the material occupies more than 360° (fig. 36b). To
obtain a ring again the segment has to be forced open;

l25] These results were obtained by E. Haes and Ir G. S. Krijten-
burg of the Ceramics Laboratory of Philips Elcoma Division,
Eindhoven. See also page 78 of the book by Heimke (note [5]).

(26] An experimental and theoretical study of these effects was
made by Ir F. X. N. M. Kools, of Philips Research Labor-
atories, Eindhoven, Ir R. J. Klein Wassink and Ir J. H. R. M.
Elst, who were then with these laboratories.
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b

the inside surface is then put into tension and the
outside is put into compression. These are typical of
the stresses that occur during cooling. During sinter-
ing, on the other hand, the ions are of course highly
mobile, and no stress of any significance can therefore
occur. The stresses that develop during cooling are
greater in thicker rings than in thinner ones. The in-
vestigation shows that rings whose inside diameter is
greater than 0.85 times the outside diameter always
remain intact and that thicker rings always break.

No account has been taken here of the fracture that
can easily occur when the pressed ring is being heated
up before sintering, as a consequence of the anisotropic
expansion combined with low mechanical strength.

5.
55

Fig. 34. Change in the shape of a radially oriented segment as a
result of anisotropic shrinkage. a) Solid line: a segment before
sintering. Dashed line: the result of isotropic shrinkage. The shape
indicated by the dotted line represents the same shrinkage in the
radial direction but less in the tangential direction. The angle of
the segment has thus increased. b) Laboratory demonstration of
this effect. A radially oriented ring was cut into two after pressing.
The photograph shows the two halves after sintering.

The strength of the product can be increased and
fracture avoided by subjecting the ring to isostatic com-
pression under high pressure after the normal pressing
process.

The main application for radially oriented rings
would be as stator magnets in d.c. motors. In practice,
for reasons connected with the difficulties just dis-
cussed, two radially oriented segments of 120° to 163°
or four segments of about 70° are usually used.

Finally, there is a further complication that must be
taken into account in the production of segments and
other shapes; it even occurs with isotropic Ferroxdure,
but is less serious in this case because of the greater
strength of this material. We refer to the rapid varia-

200 400 T
T

600°C

Fig. 35. The expansion coefficient of oriented Ferroxdure (Sr-
Ferroxdure 370) in the direction of orientation (a1) and perpen-
dicular to it (a as a function of temperature. Te Curie point
(450 °C).

a b

Fig. 36. a) Cut -open ring before sintering, regarded as a 360°
segment. b) The same segment after sintering (see fig. 34), assum-
ing that the illustrated change of shape (the overlapping) is pos-
sible, for example because the ring is very thin.

(271 F. Kools, Science of Ceramics 7, 27, 1973.
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tion of a at the Curie point (see fig. 35). The tempera-
ture gradient in the material during cooling introduces
stresses that are proportional to a and to the tempera-
ture difference LIT between the 'hot' inner regions and
the 'cold' outer regions. At constant cooling rate there
are no marked variations in the temperature difference
but, as we saw above, the expansion coefficient does
vary. As a consequence the stresses increase by about
30 % when the Curie point is passed. In practice this
means that the Curie point has to be passed very slowly.
In the factory a transitional tunnel at the outlet of the
sintering furnace is used, to spread the temperature
decrease of the product over a longer time.

* *

*

If we look back over the 25 years of the existence of
Ferroxdure, we notice at once that hardly any non-
metallic materials have been used for permanent mag-
nets apart from those that were given the name
`Ferroxdure' in 1952. Barium and strontium `hexa-

Summary. The great success of Ferroxdure, the name given to a
group of ceramic magnetically hard ferrites introduced in 1952,
is mainly due to the low price per unit of magnetic energy. The
broad demagnetization curve leads to 'short thick' magnets. The
main constituent is (Ba, Sr)Fej.2019. The crystal has five magnetic
sublattices which partly compensate each other (ferrimagnetism).
The magnetic hardness is connected with the strongly anisotropic
crystal structure and also with the microstructure of small crystal-
lites or grains which, in the anisotropic varieties, are magnetically
oriented.

Further research led to new materials, notably to Ferroxplana.
Substitution of Al or Cr ions for Fe ions can increase the coer-

ferrite' were the important compounds right from the
beginning. They are still important Philips products,
processed into ceramic magnets under the name of
Terroxdure' or `Magnadure'. Now that the patent
rights have expired they are also produced elsewhere
and marketed under other names, as indeed they al-
ready had been under licence.

The development from discovery to commercial
magnetic materials took place at the beginning of the
1950s. The sixties saw a marked shift from the barium
to the strontium ferrite, connected with the large-scale
use of this material in small electric motors for the
automobile industry. In the last ten years Ferroxdure
has become steadily cheaper with the introduction of
larger manufacturing centres and the use of cheaper
raw materials.

The market for Ferroxdure products is still growing
strongly. In addition to the rising demand for products
such as Ferroxdure stator magnets for small electric
motors in the automobile industry (about 50 W) there
is now a growing market for stator magnets for indus-
trial motors up to 10 kW.

civity. The sublattices can be studied separately by means of
Mossbauer spectroscopy. 'Spin -orbit coupling' appears to be
responsible for the anisotropy. Magnetic 'bubbles' were first
observed in BaFei2010.

Developments and research relating to the technology of these
materials are discussed, with emphasis on the prefiring process
(introduction of cheaper raw materials), wet pressing in a mag-
netic field (complicated punch -tool constructions; the formation
and preservation of oriented chains of particles in the suspension)
and the sintering process (dense sintering without grain growth
by non-stoichiometry and the addition of Si02; complica-
tions due to anisotropic shrinkage during sintering and cooling).
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The design and construction of a
non -rectangular reverberation chamber

The rather strange structure now taking shape at the
Philips Research Laboratories complex in Eindhoven is
a reverberation chamber. This is a chamber with hard
sound -reflecting walls and is of great value in acoustic
measurements. The chamber now being built should be
ready by about March 1978 ; it will be used for inves-
tigations connected with noise abatement. These will
include measurements on appliances such as vacuum
cleaners and washing machines, to help in the design of
quieter products, and measurements on production
machines, so that noise can be reduced in workshops
and factories. A reverberation chamber is also neces-
sary for for testing the quality of sound -absorbent
material.

When a reverberation chamber is available it is pos-
sible to obtain a quick and reliable measurement of the

acoustic power radiated from an acoustic source. In
the ideal case an acoustic source in a reverberation
chamber produces a homogeneous and isotropic
acoustic field, whose level is directly related to the
power of the source. The acoustic field is homogeneous
and isotropic because a large number of standing -wave
patterns are excited simultaneously. As a result of the
superposition of all these standing -wave patterns there
is no preferential excitation of any one frequency, and
no one place or direction is systematically favoured.
The result is an almost continuous spectrum of res-
onant frequencies. Any chamber in the form of a
rectangular parallelepiped and with a volume of 200 m3
corresponds fairly well with this ideal picture at fre-
quencies above about 250 Hz, i.e. at wavelengths
shorter than about 1.4 m. For longer waves, however,
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the possible number of standing -wave patterns in such
a chamber is limited, and the chamber then has a
clearly discontinuous spectrum of resonant frequencies.

It has long been known that a better approximation
to the ideal behaviour of a reverberation chamber can
be obtained at these low frequencies by making the
walls oblique in such a way that the chamber is asym-
metric in all three dimensions. This has the effect of
producing irregular spatial patterns of standing waves.
Superposition of the few standing -wave patterns oc-
curring at low frequencies then leads to a more homo-
geneous acoustic field than in a 'rectangular' chamber.
This asymmetry also has the effect of producing the
desired uniform distribution of the resonant frequencies
over the frequency scale.

The standing -wave patterns and resonant frequen-
cies of a rectangular reverberation chamber can be cal-
culated analytically [1]. This is not possible if the cham-
ber is not rectangular. In the past this was often held to
be a major drawback of a non -rectangular chamber.
Nowadays, however, the behaviour of a non -rectan-
gular chamber can be calculated numerically by means
of the finite -element method [2].

In spite of the greater technical problems, we there-
fore decided to build a reverberation chamber of irreg-
ular shape. In calculating the sound -pressure distribu-
tion with the finite -element method the total volume of
the chamber is divided into a large number of tet-
rahedral elements, and the differential equation for the
acoustic field in the chamber is replaced by a set of
equations for the field at the nodes of the tetrahedral
network. The results of such a numerical calculation
will be more accurate the finer the meshes of the net-
work. To keep down the amount of calculation re-
quired, we only considered the frequency range below

lx=5m

..7m

(3) (

(n4) ( (,D (11) (3) ( '2 ) 1(1)) C3)(1) ) I ) ( )

200

10

00 20 30 40 50 60 70 80 90 100Hz
fr

Fig. 1. Behaviour of the resonant frequency fr of a two-dimen-
sional rectangular chamber of total area 5 x 7 m2, when one of
the short walls is rotated through an angle 0. Each of the resonant
frequencies is characterized by a pair of numbers (n.ny) that
indicates the number of half -periods in the standing -wave pattern
in the x- and y -directions of the rectangular chamber.

125 Hz; this is the range where the various resonant
frequencies are relatively far apart.

We calculated a number of standing -wave patterns
in this frequency range, for both two-dimensional and
three-dimensional chambers [3].

The first thing that we noticed during these calcula-
tions was that if the angle of one of the walls was
changed slightly, the effect on the resonance spectrum
was completely unpredictable. Fig. 1 shows the cal-
culated behaviour of a number of resonant frequencies
in a two-dimensional chamber, with a surface area of
5 x 7 m2, as one of the walls is rotated through an
angle. The result of changing the angles of two walls
cannot be found by superimposing the results of chang-
ing the angles of each of the two walls separately. Fig. 2
shows a number of calculated standing -wave patterns
for the two-dimensional rectangular chamber and for
a non -rectangular chamber with the same area. At
higher frequencies in particular there is hardly any
agreement between the pattern in a rectangular cham-
ber and that in a non -rectangular chamber.

The computer time necessary for calculating the
acoustic field in a single three-dimensional chamber is
considerable, and the geometry of a three-dimensional
non -rectangular chamber is determined by a large
number of parameters. The method of calculation is
therefore not so suitable for calculating the optimum
values of all these parameters, and hence the optimum
shape of the chamber. It is however possible to cal-
culate the acoustic field in_a given chamber. From cal-
culations of this kind it can be seen quantitatively why
a non -rectangular chamber is superior to a rectangular
one, both in the homogeneity of the acoustic field and
in the regularity of the spectrum of resonant frequen-
cies in the low -frequency region.

We arrived in this way at a shape that promised
acceptable behaviour even at frequencies lower than
100 Hz, and which has characteristics that come within
the limits recommended in the ISO standards [4]. This
means that our future measurements will be imme-
diately comparable with measurements made elsewhere
in other reverberation chambers constructed to these
standards. This basis for intercomparison is particularly

[1] P. M. Morse, Vibration and sound, McGraw-Hill, New York,
2nd edition 1948, chapter VIII.
J. W. Strutt, 3rd Baron Rayleigh, The theory of sound, Vol. II,
Macmillan, London, 2nd edition 1896, sections 267 and 299.

(2] The principles of the finite -element method are described in
the article by J. H. R. M. Elst and D. K. Wielenga in this
volume of Philips tech. Rev., p. 56 (No. 2/3).

137 J. M. van Nieuwland and C. Weber, to be published shortly.
[4] International Standard ISO 3741-1975: Acoustics - Deter-

mination of sound power levels of noise sources - Precision
methods for broad -band sources in reverberation rooms.
International Standard ISO 3742-1975: Acoustics - Deter-
mination of sound power levels of noise sources - Precision
methods for discrete -frequency and narrow -band sources in
reverberation rooms.
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Fig. 2. Calculated sound -pressure distributions in a two-dimensional rectangular chamber and
in a non -rectangular chamber of the same area. The calculations were carried out for a number
of the lowest resonant frequencies. The resonant frequency I', is indicated in each case. The
nodal lines (zero sound pressure) are the bold contours. The pressure value in relative units is
indicated next to the other contours of equal sound pressure. The correspondence in shape
between the patterns in the two chambers is soon lost at higher resonant frequencies.

desirable since future recommendations and specifica-
tions are expected that will quantify the permitted
sound levels from equipment such as domestic ap-
pliances.

The shape finally chosen for the reverberation cham-
ber after we had considered the results of our calcula-

A'

A

tions is shown in fig. 3. The floor is not rectangular,
only two of the four side walls are perpendicular to the
floor, and the ceiling consists of two planes that are not
parallel to the floor. The volume of the chamber is
227 m3. To check the calculations we made a model
from concrete slabs, at a quarter of full scale, in which

Fig. 3. Plan of the reverberation chamber (left) and a vertical cross-section along the line AA'
(right). The concrete wall of the reverberation chamber is shown grey; the sound -insulating
brick walls of the enclosure are shown black. To prevent external vibrations from entering the
chamber through the floor, the 150 -tonne concrete chamber is mounted on 80 steel coil springs.



Philips tech. Rev. 37, No. 7 NON -RECTANGULAR REVERBERATION CHAMBER 179

100dB

Lp 980

70
60
50

100dB

LD 90
80
70
60

50 70 90dB
Lp

50 70 90dB
Lp

the sound pressure was measured at a large number of
locations. As can be seen in fig. 4, the results of these
measurements are in good agreement with the calcula-
tions.

The chamber is built entirely of reinforced concrete.
Special precautions were taken to make the inside sur-
face as smooth as possible to give the maximum sound
reflection from the walls.

The unpredictable and sometimes drastic effect of a
small change in dimensions on the characteristics of the
chamber, as mentioned earlier, meant that the dimen-
sions specified in the design had to be adhered to very
accurately in the construction. A heavy wooden struc-
ture, supported by steel girders, was therefore made for
the internal shuttering (formwork) of the concrete
chamber, as shown in the title photograph. This wood-
en structure was later covered with a cladding of special
very hard smooth plywood boards. The exterior of the
boarded formwork exactly followed the dimensions of
the interior of the chamber.

To reduce external interference as much as possible
during the measurements the entire reverberation cham-
ber is enclosed inside a space with heavy brick walls.
These walls are lined inside with sound -absorbing
material to prevent resonances in the gap between the
walls and the outside of the chamber. The weight of the
chamber will be 150 tonnes, and it will stand on 80
steel coil springs located around the outside edge of the
base. The natural frequency of the complete structure is
at about 3 to 4 Hz, so that external vibrations at a fre-
quency higher than about 10 Hz will have no noticeable
effect on the chamber. Very high frequencies may how-
ever be transmitted along the springs; to prevent this,
rubber pads are placed between the springs and the
foundation. The wall of the reverberation chamber has
openings, which can be tightly sealed, for ventilation
and for introducing cables. The chamber itself and the
surrounding structure are closed with heavy sound-
proofed doors.

50 70 90dB
Lp

Fig. 4. Distribution of the sound pressure Li, as a function of the J. M. van Nieuwland
x-, y-, and z-coordinate in the final design of our reverberation A. Pettersonchamber. The solid lines give the distribution calculated for the
full-sized chamber at a frequency of 91.4 Hz, the points give the C. Weber
measurements for the quarter -scale model at a frequency of
365.5 Hz. In the neighbourhood of the nodal lines the difference
between measurements and calculations may be relatively large.
At these positions small deviations in the location of the micro-
phone used for the measurements result in large errors, and the Dr Ir J. M. van Nienwland, Ing. A. Petterson and Dr Ir C. Weber
dimensions of the microphone will also have an effect. are with Philips Research Laboratories, Eindhoven.
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An edge -enhancing double -focus camera for image processing

W. G. Baig

In processing pictorial information one of the activities of the human brain is the
`strategic' reduction of data. This is necessary to distinguish essentials from inessentials,
and image processing machines must do something similar if they are to be of any real
help. The first step in extracting features from pictures is therefore data reduction. The
article below describes a camera in which the amount of data is reduced by means of a
double-thresholding technique. The new camera produces information that is remarkably
free from noise, and at the same time it gives good spatial resolution.

Image processing

In machines for processing pictorial information the
input device is often a camera that converts optical
information into electrical signals. The (spatial) resolu-
tion necessary for such a camera to be able to ac-
curately localize particular details is so high that much
of the output signal consists of information about the
point-to-point variations in reflection (the grey scale)
from the surface of the object. This information may
not be required at all by the image -processing machine,
however. In -optical character recognition (OCR), for
example, it is not necessary to distinguish between the
numerous shades of grey. It is then advantageous to
reduce the amount of information about the grey scale
before the recognition procedure is started.

One method for such a reduction of information is
to apply a threshold to the output signal from the
camera. In this way binary information is produced,
i.e. information consisting of black or white picture
elements only, depending on whether the output signal
exceeds the threshold level or not. The binary form is
of particular interest for further processing of the data.

Fig. 1 shows the block diagram of a complete system
for image processing. The arrangement includes a
camera, which produces analogesignals, a 'threshold'
Unit, which converts the analog signals into binary
signals, and a 'recognition' unit, which processes the
binary signals. In an OCR application the output
signal might be the identity of a number that the cam-
era has observed, whereas in the assembly of mechan-
ical or electronic devices the signal might be the posi-

W. G. Baig, M.Sc. (Eng.), formerly with Philips Research Labor-
atories, Redhill, Surrey, England, is now with the University of
Petroleum and Minerals, Dhahran, Saudi Arabia.

tion of a small locating lug or mark on the object.
In this article a new method of image processing,

with a double -focus camera, will be discussed. A cam-
era of this type, shown schematically in fig. 2, operates
with a split beam to give simultaneous scanning with
two images; one image is sharp, the other is blurred.
The blurred image is used for the local determination
of a threshold level for the sharp image; this level
therefore varies. The essential difference between the
new method and others is that in addition to the local -
area threshold it simultaneously employs a fixed (or
single) threshold. The threshold unit therefore has a
double function. The new thresholding procedure
allows a high resolution to be maintained, although
short -distance variations in reflectance are ignored.
When camera and thresholds are properly adjusted the
image edges are enhanced whereas noise is suppressed.
(For simplicity the term 'camera' will from now on be
used to indicate the combination of the blocks CA and
TB in fig. 1.)

The performance of the double -focus camera has
been investigated by using an OCR system that includ-
ed this camera to read documents in machine -print and
handprint characters. The camera was connected to a
minicomputer, via a machine that could sort and posi-
tion documents. However, it should be emphasized that
the argument put forward would be equally valid in all
applications where thresholding is employed.

The following section deals with the nature of both
kinds of threshold level, in particular the local -area
threshold. Details of the camera arrangement are then
given, and finally an account is given of the perform-
ance of the system with the new camera as applied to
the reading of machine -print and handprint text.
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Fig. 1. Block diagram of systems for image processing by machine.
D object scanned. CA camera. TB thresholding circuits. RE
recognition equipment. S output signal.
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Fig. 2. The arrangement of a double -focus camera for processing
pictorial information with the aid of a local -area threshold.
D document to be processed. L imaging lens. M semitransparent
mirror. A1,2 linear arrays of solid-state detector cells. Al is placed
at the focal plane. The array As, which provides the threshold, is
placed at an out -of -focus position; it can be adjusted.

 SP
. ,

V Ie

Fig. 3. An example of edge enhancement in optical character
recognition (OCR), as obtained with the camera of fig. 2. D doc-
ument to be scanned. SP position of scanned line. The focused
array, Al in fig. 2, then produces the image signal Is and the
defocused array A2 produces the local -area threshold Ithr. The
resulting output /e produces the picture shown, in which noise
(points Ps) close to the character edges is eliminated; the noise
(points Pi) in the white parts of the document cannot be elim-
inated.

Thresholding

In image processing the selection of a threshold is in
essence the determination of a value, on the grey scale
for the object observed, at which the decision between
black and white will be made. The choice occurs
somewhere between the maximum and minimum values
of the video signal.

As was pointed out above, there are two kinds of
threshold: the single threshold and the 'local -area'
threshold. The single threshold has a constant value for
the whole of the object to be processed. The local -area
threshold is a level that is determined by the immediate
surroundings of the object element involved. When a
camera with a local -area threshold is used it labels
the element as 'black' only if it is significantly darker
than the immediate surroundings. This procedure gives
particular enhancement to the edges in the image.
Edge enhancement is particularly useful in processing
poor -quality pictures, where the edges represent the
most useful information.

The single threshold

The single threshold is the more simple of the two:
it is a fixed level that in theory should lie between the
absolute black level and the absolute white level. In
practice there are two possible ways of selecting such a
level: in the first the maximum levels of blackness and
whiteness on the document are determined and the
threshold is set at some intermediate value; in the
second the threshold is set at a value between the
observed maximum whiteness and the level for absolute
black. Both ways of level setting are only suitable for
high -contrast characters on a clean background, in
other words for good -quality printing.

In processing characters with poor contrast or char-
acters on a noisy background the single threshold is
not satisfactory, because the small separation between
the peak levels in the black and white areas makes the
threshold setting too critical.

The local -area threshold

As we saw above, in local -area thresholding each
picture element is compared with its immediate sur-
roundings. The machine must then look for the rel-
atively small changes that occur when a character is
present. The small size of the changes may result from
poor contrast between the text and the surrounding
white or from noise. For most documents the noise,
even when it is high, remains fairly constant over the
whole area. The noise then makes the background
more grey, reducing the contrast with the text.

The operation of local -area thresholding will now be
explained with the aid of fig. 2 and fig. 3. There is a
scanning system with two linear arrays of solid-state
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detector cells. Array Al is placed in the focal plane of
the camera lens and array A2 in an out -of -focus plane;
each cell of Ai therefore records the image of one
individual element (or 'point') of the document, while
each cell of A2 looks at a certain area around that same
point.

In white areas free from spurious dark points, the
output signals of the two arrays will be equal, but when
spurious dark points are encountered the focused array
Al responds to these, whereas the other array, A2, is
hardly affected. Now, when the white/black boundary
is approached, the defocused array A2, which looks at
a larger area, is the first to see the boundary and its
output increases. At this instant array Al is still looking
at the scatter, and therefore its output remains low. As
the boundary is crossed the output of Al rises sharply
until it is considerably above that of A2 - since the
array A2 is still affected by the white area. When the
white area in the centre of the dark region is reached,
the output of Ai falls sharply but that of A2 falls only
slightly.

The output of the defocused array A2 is used as local -
area threshold and the output of the focused array Al
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Fig. 4. Schematic diagram of the threshold circuits of the double -
threshold camera. A1,2 linear detector arrays; Al captures the
sharp image, Az the blurred one (see fig. 2). The output signal of
the detector A2 is compared with the output of Al and with a
single threshold T. The pictorial output /e is formed via two
comparators DA and an AND gate. /e represents a black picture
element (or '1') only if Ai > Az and As > T simultaneously; in
all other situations /e represents a white element (or '0'). The
clock circuit C controls the read-out of the arrays.

oI
Fig. 5. One of the two gain -correction circuits. A input signal,
obtained from the arrays Al or As (fig. 2). The corresponding
video output signals are Vi and V2. The variable resistors correct
for any change in the sensitivity of the array. The potentiometer
RS provides an offset voltage for correction of the zero.

R2

°V2

as read-out signal. In the result obtained points like Pi
will still be present, but points like P2, which are close
to large dark areas, will have disappeared. In the final
picture, therefore, character edges will be enhanced,
whereas the overall picture will be rather noisy. This
noise is a characteristic of most local -area thresholding,
and it can be present even when good -quality text is
processed.

The camera with double threshold

The way in which the two thresholding methods are
combined in the new camera is shown in diagrammatic
form in fig. 4. The output signal from the defocused
array of detector cells acts as local -area threshold, and
is compared with the output signal from the focused
array and with a single threshold level as well. This
single threshold level is derived from the maximum
blackness level detected on the document and the
maximum whiteness level; it lies just above the
document background level. The diagram shows that
for a point to be labelled 'black' the in -focus output
signal must exceed the local -area threshold and that
in addition the local -area threshold must be higher than
the single one.

The lens of the camera has a focal length of 25 mm
and an f-number (ratio of focal length to diameter) of
1.9; it is used with the aperture fully open. As the
transmission and reflection coefficients of the semi-
transparent mirror are not equal, an optical attenuator
has been positioned in one ray path; in this way the
light falling on the two arrays can be balanced. The
array A2 can be moved along the axis.

As the array As is moved farther from the focal plane the field
of view of the individual detector cells continuously increases;
the edge -enhancing effect, however, does not increase commen-
surately. There turns out to be a defocusing distance at which the
edge -enhancing effect is at a maximum. At larger distances the
actual threshold acts more and more as a single threshold that
depends on the peak -black level.

The detector arrays are MOS bucket -brigade devices
of an experimental type, but standard arrays can be
used. Since each array is composed of 64 photodiodes,
64 elements in line can be scanned at the same time.
With the focused array each photodiode is independ-
ently affected by a single element (a point) of the
document; with the defocused array several photo -
diodes are affected simultaneously. The detected signals
are available sequentially, via a shift register. The out-
put signals from the two arrays are each fed into a
correction circuit (fig. 5). These circuits produce the
video signals Vl, corresponding to the focused -array
output, and V2, corresponding to the defocused -array
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output, which are corrected for differences in sen-
sitivity. The signals V1 and V2 are fed into two com-
parator circuits (fig. 6), together with the single -
threshold signal T.

The output signals from the comparators, together
with a timing signal, are fed via a NAND circuit to a
bistable circuit at the appropriate time during the clock
cycle. The final thresholded pictorial output informa-
tion is produced at the terminal Q of the bistable cir-
cuit.

The single -threshold signal T is given by:

T= W m (B- W),
where W is the maximum whiteness level of the doc-
ument and B is the maximum blackness level; the coef-
ficient m is set to some value between 0 and 1. The
signals W and B are derived from the 'peak -white' and
the 'peak -black' follower circuits (fig. 7). These fol-
lower circuits consist of a comparator whose output
controls the discharging or charging, as appropriate, of
a small capacitor by means of an MOS switch. The
capacitor is connected to a source follower, whose
output represents the actual peak value of the incom-
ing signal. The output of the source follower forms one
of the inputs to the comparator. The initial condi-
tions for the two capacitors are 'absolute black' for
the peak -white signal and 'absolute white' for the
peak -black signal, as determined by the auxiliary signal
DP (`document present'). DP is 'high' when the doc-
ument is not present and low' when it is present.

Performance

To assess the qualities of the new camera in OCR,
two sets of characters were processed. The first set
contained examples of machine -print characters and
the second set examples of handprint characters in
pencil; both groups contained examples at different
levels of quality. The two sets have also been processed,
for reasons of comparison, by an OCR machine
(Philips X-1300) that uses a single -array camera with a
single threshold based on the peak -white level; the
recognition in this machine is by the well known
procedure of 'mask -matching' 111.

Reading machine -print characters

Fig. 8 shows the results for the machine -print ex-
amples. The single threshold in the camera was set to a
level corresponding to 15 % of the difference between
the peak -black and the peak -white levels, as detected
by the defocused array.

The results of fig. 8 indicate that an OCR machine
fitted with the new camera will adequately process a
set of good -quality characters followed by a set of poor -
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Fig. 6. Circuit of the comparators (DA in fig. 4). Comparisons are
made between the video output signals Vi and V2 (fig. 5) and
between V2 and the single threshold T (fig. 4). LS line -scan signal,
'1' only during scanning. C actuating clock signal (fig. 4). The
NAND circuit N produces a '0' at D only if VI > V2 during a
line scan and at the same time Vs > T. The pictorial output sig-
nals I. ('1' for black element, '0' for white element) appear at the
0 terminal of a D -type bistable circuit. R condition -input ter-
minals for presetting and clearance.

+0
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C
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0

I SF

Fig. 7. Circuit of a peak -black follower. V2 video output signal
(fig. 5). B signal representing the maximum blackness level in the
dark areas of the document being scanned. CI capacitor whose
charge determines B via the source follower SF. The MOS switch
M controls the charging (and discharging) of CI. The comparator
circuit CF is triggered by the clock signal C (fig. 4). DP signal
that sets the initial condition of CI (e.g. '0' if document present).
A similar circuit is used to determine the maximum whiteness
level in the light areas of the document.

quality characters of the low -contrast type or vice
versa, without any manual intervention. On the other
hand, after processing good -quality characters it is not
immediately possible to process automatically a set of
poor -quality characters of the 'heavy' type such as those
obtained with a fresh carbon in a typewriter. In such a
case the single threshold has to be raised slightly for
acceptable results. Fig. 9 shows the results obtained
with the X-1300 machine, for the same set of machine -
print characters as used for fig. 8. A comparison of
figs. 8 and 9 shows that the camera with the double
threshold is better for processing poor -quality char-
acters of the low -contrast type, as clearly revealed by
the G, M, N and Q. The X-1300 machine, on the other
hand, is better for processing poor -quality characters

L. Uhr, Pattern recognition, learning and thought, Prentice -
Hall, Englewood Cliffs 1973, chapter 2.
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Fig. 8. The output pictures obtained with
a set of machine -print characters of good
quality (a), poor quality of low -contrast
type (b), poor quality of 'heavy' type (c),
all processed by an OCR machine that
included a camera with a double thresh-
old. The material for figs. 8b and 8c was
also processed by an X-1300 machine
(fig. 9).

Fig. 9. The output pictures obtained from
a set of machine -print characters of poor
quality of low -contrast type (a) and poor
quality of heavy type (b), both processed
by the X- I 300 machine. Comparison
shows that the results of fig. 8b are bet-
ter than those of fig. 9a, whereas the re-
sults of fig. 9b are better than those of
fig. 8c.

...... ..;

...

b

...

;!P

a

of the heavy type. With such characters the high resolu-
tion of the new camera is a disadvantage. It accentuates
the irregular shape of the characters - they are fairly
broad and surrounded by noise - so that odd marks
along the edges tend to join together and ill-defined
pieces of white inside characters tend to become
bridged.

Both systems produce clear unbroken characters
when scanning good -quality documents, and the
results are then very similar.
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Reading handprint characters

In processing handprint characters the new system
does not always produce output that can be success-
fully read by the present character -recognition proce-
dure for handprint. With both sharp and blunt pencils
there are more errors than with the X- l 300 system 121.
The main reason for the larger number of rejects or
errors with sharp pencils is that the camera gives a very
detailed reproduction of the edges of the characters.
Small irregularities at the corners and junctions are
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Fig. 10. a) An example of handprint. The numbers 1, 2, . . . , 9,
0 were written with a sharp pencil under heavy pressure. b) The
number 2 as reproduced by an OCR machine with the new cam-
era. This picture was rejected by the recognition procedure be-
cause of the highly detailed peculiarities at the edges of the figure.

accentuated by the local -area threshold of the camera
and reproduced as 'projections' or 'tails' attached to
the boundaries of the binary picture. Part of the
recognition procedure searches for the number of ends
and junctions in a character and therefore the projec-
tions may result in the character being rejected or
incorrectly read.

Two examples of the processing of handprint by the
new camera are shown in fig. 10 and fig. 11. The orig-
inal documents are shown in fig. 10a and fig. I la. The
characters as reproduced by the machine with the new
camera are shown in fig. 10b, rejected by the recogni-
tion procedure, and fig. 11b, which was read incor-
rectly.

The high reject or error rates for the handprint char-
acters written with a blunt pencil are caused primarily
by the increased width of character limbs. This in-
creased width does not suit the field of view of the
defocused array of detector cells. The effect of this can
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Fig. 11. a) Another example of handprint. The numbers 1,
2 ..... 9, 0 were written with a sharp pencil under light pressure.
b) The number 7 as reproduced by an OCR machine with the new
camera. This picture was incorrectly read by the recognition
procedure.

be that the output of the defocused array is raised
above that of the focused array, which gives a dis-
placement of the centre in the final picture (fig. 12).

The field of view of the defocused array has a width
corresponding to five cells, the optimum value found
from applying the system to machine -print characters.
Black areas of 7 x 7 cells, however, are not uncommon
for characters written with a blunt pencil, particularly
at the corners and junctions of limbs. The defocused
array cannot then see any background, and this affects
the local -area threshold. The effect can be corrected by
increasing the field of view of the defocused array.
This is not without its problems, however, since it
lowers the sensitivity of the camera and leads to dif-
ficulties in establishing the threshold for characters of
poor contrast.

(2) Modified thresholding, in a variable -level system devised by
D. M. Connah of Philips Research Laboratories, Redhill.
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Fig. 12. An example of severely mutilated handprint output. The
original, the number 4 written with a blunt pencil under heavy
pressure, had limbs so wide that the defocused array (fig. 4) could
not see the background in some locations. Increasing the field of
view of the defocused array could overcome this difficulty, but the
sensitivity of the camera would then decrease.

For the results from the handprint characters to be
seen in the proper light, it should be realized that the
camera discussed here and the recognition procedure
are not perfectly matched to one another. The recogni-
tion procedure was in fact developed during an earlier
stage of the work, and the training material consisted
of characters obtained with the camera of the X-1300
system.

Although the assessment of the camera has been
limited to OCR, the main conclusion to be drawn is
that the method with the double threshold is highly
useful wherever small low -contrast characters or marks
have to be detected. The new method therefore has
potential applications in equipment for other functions.
An example is shown in fig. 13. The main features of
the method are that it is sensitive to edges or 'white/
grey' boundaries, but insensitive to large variations in
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Fig. 13. Image processing in an assembly line for wafer switches. The input camera produces
signals that will provide all the orientational information for passing the spindle of the switch
through the correct hole in the central terminal ring.
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illumination; we have found the overall performance
of the camera unaffected by variations of 50 % or more
in the illumination.

In conclusion, we should note that the output signals
of the camera with the threshold system discussed here

Summary. The construction and performance of a double -focus
camera for image processing are described. Local -area thresh-
olding and single -level thresholding have been combined to
retain high resolution and edge enhancement, while redundant
information is suppressed. The camera operates with a 'split -
beam geometry and two solid-state line scanners - one focused,
the other defocused - and produces a binary output. The per-
formance has been tested by reading machine -print characters.

do not produce analog pictures, but binary sequences
of black and white picture elements. It is however pos-
sible to obtain an edge -enhanced analog picture. This
can be done by gating the signal of the focused array of
detector cells by the binary sequences.

Good -quality characters followed by poor -contrast characters
can be processed without manual readjustment of the threshold-
ing; poor -quality characters of 'heavy' type, such as typewritten
copy from a new carbon, cannot. The reading of handprint char-
acters is still liable to include rejections. The system is best suited
to processing low -contrast characters and marks; it is sensitive to
edges or white/grey boundaries. Changes in illumination by
± 50 % do not affect performance.
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Products of pyrolytic graphite

W.F. Knippenberg, B. Lersmacher and H. Lydtin

The old competition between carbon and certain of the high -melting -point metals such
as tungsten will be well known to anyone familiar with the history of the rivalry between
the carbon filament lamp and the metal -filament lamp in about 1910. Although it has
long been clear that the metal -filament lamp was the victor, the carbon filament lamp
has nevertheless been the subject of recent investigations 1*1. It will not perhaps be
so well known that competition between such apparently dissimilar materials has also
been of significance in transmitting valves. In the forties electrographite was used for the
control and screen grids of transmitting valves, but this material was later completely
superseded in this application by tantalum, tungsten and molybdenum. Whereas in
carbon -filament lamps the main difficulty was that the filament material evaporated
rapidly at the operating temperature, it was the more limited scope for design with
electrographite grids that decided the issue in favour of the metal grids. The article below
describes recent developments in the manufacture of pyrolytic-graphite products by
chemical vapour deposition that may yet give carbon the opportunity of an extended role
in transmitting -valve technology.

In existing technology `pyrolytic graphite' has
mainly been made and used in the form of thin layers
adhering to a substrate [11. The layers are formed by
chemical vapour deposition (known as the CVD meth-
od) in which carbon layers are deposited from a carbon -
containing gas subjected to pyrolysis. Now, however,
our knowledge and control of the method of preparing

Dr W. F. Knippenberg is with Philips Research Laboratories,
Eindhoven; Dr B. Lersmacher and Dr H. Lydtin are with Philips
GmbH Forschungslaboratorium Aachen. Aachen, West Germany.

pyrolytic graphite have advanced to a stage at which
it is now possible to make 'self-supporting' objects
with very thin walls with this material.

In this article we shall demonstrate the possibilities
of the method by discussing the manufacture of grid
electrodes 0.1 to 1 mm thick for experimental trans-

(*] See W. J. van den Hoek and W. A. Klessens, Philips tech.
Rev. 35, 316, 1975.

[n See for example W. F. Knippenberg, B. Lersmacher, H. Lydtin
and A. W. Moore, Philips tech. Rev. 28, 231, 1967.
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mitting valves for high frequencies and high powers.
We shall first give a brief recapitulation of our

knowledge of the formation of carbon deposits on
substrates by pyrolysis of a carbon -containing gas,
and a description of the two fundamentally different
methods used in practice, the hot -wall and cold -
wall methods.

Deposition of. carbon from gaseous hydrocarbons

Pyrolytic graphite is a form of graphitic carbon that
is deposited from certain gases at temperatures above
about 2000 °C. The original development of the meth-
od was very largely empirical, but at a later stage
thermodynamic calculations and kinetic studies pro-
vided a clearer understanding of the method. These
studies were mainly concerned with gas/solid-carbon
systems produced by heating hydrocarbons of low
molecular weight such as methane (CH4), ethane
(C2116), propane (C3118), ethene (C2H4), propene
(C31-16), etc. The calculations show that the 'solubility'
of carbon in these gas systems has a minimum value
between 1000 and 2500 °C, depending on the pressure
(fig. 1). The solubility of carbon is here taken to be
the ratio C/H of the number of carbon atoms present
in the gas phase (whether or not in bound form) to the
number of other atoms present (in this case always H
atoms). The occurrence of a reduction in the solubility
on increasing the temperature may be understood from
the fact that the molecules present in the initial state
(e.g. CH4) are more readily converted at temperatures
above 1000 °C into hydrogen and molecules that con-
tain proportionally more carbon atoms (e.g. C2}12,
C2H, etc.), while some of the carbon is deposited. At
temperatures above 3500 °C all the hydrocarbons dis-
sociate to form carbon and hydrogen; see fig. 2.

The different sign of the gradient of the carbon -
solubility curves on either side of the minimum
indicates that the carbon in the equilibrium systems
considered here can be deposited in two different ways
by a chemical transport reaction [2]: either on a sub-
strate at a higher temperature than the temperature
corresponding to' the local gas/solid-carbon equilib-
rium, or by deposition on a substrate at a lower tem-
perature.

In practice the methods used are not based on chem-
ical equilibria; but instead, purely and simply to obtain
the desired deposition rate, CVD methods are used in
which the gas system throughout is in a state that dif-
fers considerably from the equilibrium.

The CVD methods can be carried out in two ways,
with temperature gradients of opposite sign at the loca-
tion of the substrate. In both methods the substrate is
placed in the centre of a reaction. vessel (fig. 3). The

2000 3000 4000 5000 6000°K

Fig. 1. The thermodynamically calculated 'solubility' C/H of
carbon in the gas phase as a function of the temperature T to
which methane gas (CH4) is subjected at pressures of 10-6, 10-2,
1 and 102 bars when it is in equilibrium with solid carbon. The
solubility is expressed here as the ratio of the numbers of carbon
and hydrogen atoms in the gas phase. There is a distinct minimum
in the solubility.
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Fig. 2. Composition of the system C -H as a function of tempera-
ture, as produced on heating hydrogen in equilibrium with solid
carbon at a total pressure of 1 bar. (Courtesy of R. Kuthe,
Interne Mitteilung des Instituts fur Chemische Technologie der
Technischen Hochschule Braunschweig.)

essential difference is in the position of the source of
heat. In the one case the substrate itself is heated and
therefore becomes hotter than the wall of the reaction
vessel; in the other case the substrate is surrounded by
a heating element and the wall is hotter than the sub-
strate. This is why the names 'cold -wall' and 'hot -wall'
are used in the descriptions of the two methods. The
contribution to the deposition resulting from the dif-
ference in solubility at differing temperatures is very
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a b

Fig. 3. Diagram of the equipment for the cold -wall method (a)
and the hot -wall method (b). W wall of reaction vessel. I and 0
input and output for the gas mixture to be pyrolysed. S substrate
and also heating element in method (a), consisting of electro-
graphite. H heating element.

8

Fig. 4. Temperature Tas a function of concentration c (mol CH4/1)
in the peripheral zone (5 around the substrate where the diffusion
processes and reactions take place. This zone, in which there is
no flow, is very narrow (about 1 mm) compared with the total
space in which the gases are supplied and removed.

Fig. 5. Polarized -light photomicrograph of pyrolytic graphite
made by the cold -wall method. It can be seen that most of the
nucleation centres, which can initiate the growth of carbon
`bundles', are concentrated on the surface of the substrate; hence
the term 'substrate -nucleated pyrolytic graphite'.

small compared with the deposition resulting from a
large 'forced' supersaturation; we shall return to this
shortly.

In looking at the advantages and disadvantages of
these two methods, we have to remember that in both
of them the carbon is deposited in a gas system whose
state is very different from an equilibrium in a wide
region, and not just at the location of the substrate.
The initial reagents with compositions corresponding
to a CI H ratio of 0.25 to 1 are supplied at a pressure of
10-3 to 10-1 bar (1 to 100 mm Hg), while the deposition
on the substrate takes place at a temperature from 1600
to 2200 °C. This combination of conditions implies, as
can be seen from fig. 1, that the solubility is so low
(CI H is 10-3 to 10-2) that it gives a high degree of
supersaturation of carbon in the gas phase where it has
acquired these temperatures. The quantity of carbon
that can be transported to the substrate in this way is
many times greater than the quantity that would in
practice be transported by chemical transport reac-
tions based on equilibrium states. In such a case it
would only be possible to cause the transport by creat-
ing a very large temperature difference across a very
short distance, which is an extremely difficult combina-
tion of experimental conditions.

We shall now look at the consequences of the high
supersaturation for the two different methods of carbon
deposition.

Comparison of the cold -wall and the hot -wall methods

In the cold -wall method the substrate is heated by
passing an electric current through it or by induction
heating. At the flow rate at which the gas for pyrolysis
is supplied (about 50 m/s), it is in a turbulent state, and
the temperature and concentration (e.g. for CH4 in
mol/1) behave in the manner shown in fig. 4. The tem-
perature decreases rapidly and the concentration rises
rapidly in a relatively narrow zone around the sub-
strate - this is where the method differs essentially
from the hot -wall method. All the diffusion processes
and reactions that lead to the deposition of carbon on
the substrate take place in this peripheral zone, which
is a few millimetres wide. At the temperature of the
surface of the substrate (1600 to 2200 °C) the mobility
of the molecules supplied is so great that the carbon
atoms arriving at the substrate can arrange themselves
in the pattern of the ideal graphite lattice. This ordering
takes place on a number of simultaneously formed
nuclei that act as traps, each with its own radius of
action, so that a 'bundled' structure is produced instead
of a single -crystal structure (fig. 5). The pyrolytic
graphite formed in this way is called 'substrate -
nucleated pyrolytic graphite'.
[2] See for example A. Rabenau, Philips tech. Rev. 26, 117, 1965.
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The pressure of the gas feed is one of the factors that
determines the degree of nucleation in both the solid
phase and the gas phase, and it is the degree of nuclea-
tion in the gas phase that determines the probability of
`cluster' formation, i.e. the formation of carbon
agglomerates of varying magnitude that can be trapped
inside the growing graphite layer and act there as new
growth centres (fig. 6). The nuclei form anywhere in
the peripheral zone, in which the temperature is higher
than the dissociation temperature and the carbon is
present in a high degree of supersaturation. In the
method described here the formation of the clusters
can be fairly easily controlled in such a way that the
grown layer has a high degree of perfection without
this having too great an effect on the growth rate of
the layer.

There are three factors that make this possible.
Firstly, the number of clusters is not very large, because
of the narrowness of the zone; secondly, clusters once
formed encounter a rising temperature as they ap-
proach the substrate, so that they are dissolved again
provided they have not exceeded a critical magnitude;
thirdly, such clusters also tend to drift away from
the substrate by thermal diffusion owing to the direc-
tion of the temperature gradient. This fortunate com-
bination of factors enables us to obtain a virtually per-
fect graphite layer at a growth rate of about 10 p.m/min.

Fig. 6. Polarized -light photomicrograph of carbon growth that
has started at some distance from the substrate in a trapped
`cluster'.

The disadvantages of the cold -wall method are
connected with the necessity for keeping the surface
temperature of the substrate uniform and constant
during the deposition of the carbon. Whether this tem-
perature control depends on inductive heating or on
the use of direct electrical heating with appropriate
adjustment of the energy supply during the growth of
the graphite layer, the desired goal can only be reached
if the substrate is a body that has rotational symmetry;
this means that it is very difficult to cover a large num-
ber of substrates uniformly at the same time. What is
more, in both methods of heating there is a tempera-
ture gradient in the growth direction during the deposi-
tion of the carbon, and with direct electrical heating
this gradient may be as much as hundreds of degrees per
millimetre. This introduces stresses during the growth
of the graphite layer; during the cooling these stresses
are much increased because of anisotropic shrinkage.
The result is that the layer formed will crack or
crumble unless it is thinner than about 10 µm and very
strongly attached to the substrate, or if the layer is
thicker than 0.5 to 1 mm. This means that the cold -wall
method is not suitable for making self-supporting
objects with wall thicknesses between those values,
because in the production of thin -walled objects of
pyrolytic graphite it is necessary to remove the layer of
deposited graphite in its entirety from the substrate by
the use of controlled cooling.

In the hot -wall method this problem is far less
serious. Here the substrate is heated by a surrounding
element (fig. 3b), and the substrate surface is easily kept
at a uniform and constant temperature during the
deposition by radiation and heat conduction, even
when the substrate does not have cylindrical symmetry,
or when several substrates are being processed simul-
taneously. Stresses only occur during the cooling, of the
products, but if the cooling is suitably controlled the
stresses can be kept below a level at which they in-

troduce unwanted effects.
In the hot -wall method, however, the fact that the

carbon in the gas system is in a highly supersaturated
state is a much greater disadvantage than it is in the
cold -wall method. This is because in the hot -wall meth-
od the entire volume of gas is heated to above the dis-
sociation temperature (fig. 7), so that nuclei can now
form anywhere in the volume of the gas and also on
other parts of the system, such as the heating element.
An added difficulty is that the direction of the tem-
perature gradient at the substrate is the opposite to
that in the cold -wall method, so that clusters do not
tend to redissolve. Furthermore, these clusters now
move towards the substrate because of thermal dif-
fusion. The risk of clusters forming - or even of
`sooting up' - is therefore so great that much lower
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gas pressures have to be used than in the cold -wall
method, and this considerably reduces the rate of
deposition. In practice a pressure is used at which the
formation of clusters is just invisible. We are then able
to produce very dense graphite layers, at a rate of 0.1 to
1 ti.m/min, but with growth centres distributed uni-
formly throughout the entire volume. This product is
known as 'continuously nucleated pyrolytic graphite' ;
see fig. 8.

The growth centres in the pyrolytic graphite formed
in this way reduce the electrical and thermal conduc-
tivities, though only to a slight extent, but on the other
hand they improve its mechanical strength. We thus
have a second factor that makes the hot -wall method
particularly suitable for producing self-supporting
objects with wall thicknesses between 10 p.m and 1 mm.

The hot -wall method in general terms; properties of sub-
strate and material produced

In producing thin -walled objects of pyrolytic graph-
ite, with which we shall mainly be concerned here, it is
necessary to be able to detach the deposited graphite
layer from the substrate in one piece by cooling. This
means that the coefficient of expansion of the substrate
in the direction of the surface should be greater than
that of the deposited pyrolytic graphite. In addition, it
is usually preferable for the substrate to be made from
an easily machinable and thermally stable material that
does not react too strongly with the deposited graphite
at the high deposition temperatures employed. Electro-
graphite 131 is a substrate material that fully meets all
these requirements; another material that can some-
times be used is tantalum.

Electrographite meets the second condition because
it is chemically identical with pyrolytic graphite. To
return to the first requirement, the coefficient of
expansion of pyrolytic graphite, which is strongly
anisotropic, is smaller in the direction of the surface on
which the material is deposited than it is perpendicular

Fig. 7. Temperature Tas a function of concentration c (mol CH4/1)
in the hot -wall method. In this case the various reactions take
place in the entire gas volume. The shape of the concentration
profile in the peripheral flow zones adjoining the substrate and
the heating element is the same as in fig. 4.

Fig. 8. Polarized -light photomicrograph of pyrolytic graphite
made by the hot -wall method. Nucleation centres are clearly
seen throughout the entire volume, hence the term 'continuously
nucleated pyrolytic graphite' for this material.

to the surface. The expansion coefficient of electro-
graphite, which is virtually isotropic, is an average of
these values, and therefore does indeed have the mag-
nitude required. If the deposited layer is thicker than
about 10 p.m, it separates spontaneously from the sub-
strate on cooling to room temperature.

The improvement that we referred to earlier in the
mechanical strength of pyrolytic graphite made by the
hot -wall method is also important for the further treat-
ment received by the detached product, and for the
various operations that may be necessary in producing
the final shape of the product or for connecting it to
other components.

In making thick-walled objects of pyrolytic graphite
there are usually no great problems in obtaining the
required mechanical strength. The problems here are
mainly those related to the production of the desired
shape within the desired tolerances.

Other properties that make pyrolytic graphite so
attractive for various applications are its high resist-
ance to chemical attack or mechanical effects at high
temperatures, its high thermal and electrical con-
ductivities (in the direction of the surface, at any rate),
and above all its high thermal -radiation coefficient and
its high thermionic work function. Properties such as
these make the material suitable for the manufacture of

[3] Electrographite itself was used as a material for the control
and screen grids of transmitting valves in the forties. How-
ever, the increasingly difficult requirements placed on trans-
mitting valves could not be met when this material was used.
A comparison of the properties of electrographite with those
of pyrolytic graphite can be found in the article of note [1],
and in W. F. Knippenberg and B. Lersmacher, Philips tech.
Rev. 36, 93, 1976, particularly pages 93 and 95.
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the example we have taken here: control and screen
grids for high -power r.f. transmitting valves.

Although the products considered here as examples
are cylindrical, other shapes can also be produced with
this method, e.g. by using composite substrates.

Grids for high -power r.f. transmitting valves

As the design frequency for a transmitting valve in-
creases, the spacing required between the grids and the
other electrodes decreases and a finer mesh is required
for the grids. Also, as the power that the valve is
required to handle is increased, the temperatures to
which these grids are subjected increase. The heat
produced can only be removed by conduction to other
parts of the valve and by radiation, and this means that
the grid material must have both a good thermal con -

Fig. 9. General view of the equipment
for pyrolysis by the hot -wall method.
The technician is measuring the tem-
perature of the substrate with a py-
rometer.

ductivity and a good thermal radiation coefficient.
Another and very important requirement is for high
mechanical stability at the high temperatures encoun-
tered: there must be no deformation that could allow
the grids to touch each other or the other electrodes.
To minimize parasitic currents it is also necessary that
the primary and secondary electron emission from the
grids should be as low as possible. This indicates that
the thermionic work function should be high.

Until recently metals such as tantalum, tungsten and,
most commonly, molybdenum have been the basic
materials used in making control and screen grids for
frequencies from 500 to 1000 MHz. These metal grids
are made from wire, using a rather laborious spot-
welding technique. To improve the radiation and pri-
mary and secondary emission from the surface, the met-
al is often coated with carbon or with certain carbides.

Fig. 10. Hollow cylinders of pyrolytic
graphite, detached from the substrate
by cooling.
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The main weakness of these grids is their mechanical
instability at high operating temperatures. This prob-
lem is particularly troublesome when it is desired to use
higher operating frequencies, since grids with an even
finer mesh are then required 01.

grinding. Fine -meshed grids are made by methods such
as sandblasting, electrochemical treatment, spark
machining and cutting with an electron or laser beam.

We have found laser -beam cutting the most satis-
factory for making control and screen grids. A fixed

Fig. 11. 'Windows' cut by a laser beam in a hollow cylinder as in fig. 10.

Making control and screen grids from pyrolytic graphite
with a 0.1 -mm wall

At the Philips Aachen laboratories and at the devel-
opment laboratory for transmitting and microwave
valves in Eindhoven, experimental grids are being made
entirely from pyrolytic graphite with thicknesses from
100 11.1T1 to 1 mm.

A number of cylindrical pieces of electrographite are
simultaneously coated over their complete surface with
a thin layer of pyrolytic graphite by the hot -wall meth-
od in a pyrolysis equipment like the one illustrated in
fig. 9. After cooling the cylinders and sawing off one of
the ends it is a simple matter to detach from the sub-
strate a thin -walled hollow cylinder of pyrolytic graph-
ite of the desired length and closed at one end (fig. 10).
If a coarse -meshed grid is then required, it can be
produced by operations such as milling, drilling and

laser beam is focused on the workpiece, which is then
shifted by means of numerical control in such a way
that windows of the required dimensions are cut out
of the material (fig. 11). The cutting operation is
usually carried out in air, so that the desired cut is
obtained through both evaporation and oxidation.

Cutting with the laser beam is associated with the
formation of spherical carbon condensates. These are
difficult to remove mechanically. We have developed a
more satisfactory method in which the cut workpiece
is briefly annealed in an oxygen -containing atmosphere
at about 900 °C. This after -treatment both removes the
unwanted carbon condensates by combustion and also
removes the sharp points and edges formed during the
cutting process. This reduces the risk of electrical

[41 See also P. Gerlach and P. Graf, Fernmelde-Praxis 53, 171,
1976.
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Fig. 12. Part of an experimental high -power r.f. triode with a
control grid of pyrolytic graphite.

breakdown during the operation of the finished prod-
uct. For the same reason the grid is also subjected to
a second pyrolytic carbon -deposition process to cover
it with a pyrolytic-graphite layer 3 to 5 p.m thick.

The grid produced in this way (see the title photo-
graph) is either screwed, clamped or soldered to the
other components of the valve. The best solders for
this application are alloys of Zr and Mo with Ni, Co
or Fe, because they are resistant to high temperatures
and have suitable values for the thermal expansion
coefficient. To obtain a good bond with the solder it is
often desirable to apply a localized coating of tungsten
or molybdenum to the grid.

Part of an experimental r.f. triode with a pyrolytic-
graphite grid made by the method described in this
article is shown in fig. 12.

Summary. Pyrolytic graphite can be made by two different pro-
cesses: the cold -wall method and the hot -wall method. In the
cold -wall method the substrate on which the carbon is deposited
is the heat source; it is heated by passing a current through it or
by r.f. heating. In the hot -wall method the substrate is heated by
means of a heater element surrounding it. The first method is
mainly limited to the production of objects that have rotational
symmetry, and the objects cannot be removed from the substrate
without crumbling or cracking if the wall thickness is between
10 um and 1 mm. This limitation is overcome when the other
method is used, although the thermal and electrical conductivities
are then slightly lower. The scope of the hot -wall method for
producing self-supporting objects is demonstrated by a descrip-
tion of the method used for producing 0.1 -mm thick cylindrical
control or screen grids for high -power r.f.transmitting valves.
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MOPS, a magneto -optic storage wafer of
the discrete -bit type

H. Heitmann, B. Hill, J. -P. Krumme and K. Witter

Work has been going on for some time at Philips GmbH Forschungslaboratorium Ham-
burg on the development of certain garnets, intended as a material for magneto -optic
memories of the discrete -bit type. The digital laser deflector now available - it was
described in No. 5 of our last volume - makes possible in principle the construction of a
fast optical backing store (about 10 bits), with completely non -mechanical addressing.
The work on thin garnet films discussed here forms a promising complement to the work
on lithium niobate, a material for a holographic memory, as discussed in a recent
issue.

Optical memories and ferrimagnetic garnets

The work on optical memories is based on two com-
pletely different kinds of system: holographic systems
and local or discrete -bit systems. A materials study
made in connection with a holographic system has
already been described in an earlier issue of this jour-
nal [1]. In the present article we shall discuss a study of
certain ferrimagnetic garnets intended for use in the
form of thin wafers as storage elements in discrete -bit
memories [2].

The basic idea in the use of light in these memories is
the addressing of the individual storage cells in a
bistable magnetic film by means of a focused beam of
laser light; the addressing is then followed by the
thermomagnetic writing or reading of data. The read-
ing depends on a magneto -optic effect, Faraday rota-
tion. The writing is done by thermomagnetic flux
reversal; `thermomagnetic' means that the desired
reversal of the directions of magnetization is achieved
by heating the material in the presence of an external
magnetic control field. In principle, the heating could
be provided by the focused laser light. However, so
that a laser of only moderate power could be used, we
applied a thin photoconducting layer to the storage
material. The thermal energy required for switching a
storage cell is generated in the photoconducting layer
as Joule heat, which penetrates to the cell by thermal
conduction. The laser beam for addressing thus merely
switches on the electrical heat source at the desired
address. Reading requires much less energy; the (polar-

Dipl.-Phys. H. Heitmann, Dr B. Hill and K. Witter are with Philips
GmbH Forschungslaboratorium Hamburg, Hamburg, West Ger-
many; Dr J. -P. Krumme, formerly with these laboratories, is now
with Philips Research Laboratories, Eindhoven.

ized) laser beam is itself sufficiently powerful to provide
signals of high magneto -optic contrast.

In addressing by means of a laser beam there is no
electrical contact to individual storage cells, nor is there
any requirement for complicated electrical circuits -
two significant advantages. The main motivations for
the development of a magneto -optic storage wafer,
however, are the very high packing densities and short
access time that should be obtainable. Laser beams in
the visible part of the optical spectrum can be focused
to a spot with a diameter of a few microns; with such
a small spot size a packing density of more than
10 kbit/mm2 can be achieved. A short and uniform
access time can also be achieved now that the PFH
digital laser deflector is available [3]. This will deflect a
laser beam to any one of more than a quarter of a
milion (29 x 29) positions within less than 0.5 If
passive beam-splitters are added to the deflector [4] the
addressing capacity can be increased by a factor of
1000. The original single laser beam is multiplied by
the beam-splitters to form a collection of up to 1000
`fingers' that simultaneously record or retrieve a word

H. Kurz, Lithium niobate as a material for holographic in-
formation storage, Philips tech. Rev. 37, 109-120, 1977
(No. 5/6).
B. Hill, U. J. Schmidt and H. J. Schmitt, Optical memories,
J. appl. Sci. Engng. A 1, 39-48, 1975. See also B. Hill, Op-
tische Speichersysteme, paper read at the Conference on
Digital Storage, Stuttgart 1977.
U. J. Schmidt, Electro-optic deflection of a laser beam,
Philips tech. Rev. 36, 117-132, 1976 (No. 5).
B. Hill, J. -P. Krumme, G. Much, R. Pepperl, J. Schmidt,
K. P. Schmidt, K. Witter and H. Heitmann, Polycube op-
tical memory: a 6.5 x 107 bit read-write and random access
optical store, Appl. Optics 14, 2607-2613, 1975.
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Fig. 1. Photograph made by scanning electron microscope of
part of a prototype MOPS (Magneto -Optic Photoconductor
Sandwich) storage wafer. Each 'island', composed of a ferri-
magnetic garnet material, functions as a single -bit storage cell.
The islands protrude about 3µm above the substrate. In the
finished wafer there is a photoconducting layer on the islands;
the photograph was taken before this layer was applied.

of up to 1000 bits. The number of fingers is equal to the
word length in writing and reading; we shall return to
this presently.

The storage wafer that has been developed (fig. 1)
consists of small islands (about 8 x 8 p.m) of single -
crystal gadolinium iron garnet, containing a few per
cent of bismuth and gallium, on a substrate that is
paramagnetic. Each island is an individual storage cell
with uniaxial magnetic anisotropy; the free space be-
tween the islands provides thermal and magnetic isola-
tion. Interference at neighbouring cells during writing
is thus minimized. The photoconducting layer is located
between transparent electrodes on top of the islands.
The wafer is therefore a kind of five -layer sandwich,
which has been given the name MOPS, standing for
Magneto -Optic Photoconductor Sandwich [5]. The
construction of the wafer is shown in fig. 2. The sub-
strate is a rigid layer with a thickness of 0.5 mm. The
other layers have a total thickness of about 5µm.

Manufacture

The MOPS wafers are made [6] by using well known
planar technology. The problem in the materials studies
has been that of finding the optimum choice of sub-
stituents for the storage film and for the photoconduct-
ing layer. The 'molecular architecture' of the material
is of importance, as we shall see later, to make sure that
the best temperature for storage operation is in fact
room temperature and that at the same time there is
sufficient Faraday rotation and an adequate recording
sensitivity.

The material for the storage film is grown by liquid-

phase epitaxy to a thickness of 2 to 3µm [7], on a (111)
plane of the substrate, a gadolinium gallium garnet,
which is paramagnetic. The substrate is partly sub-
stituted with calcium and zirconium to give better
matching of the lattice constants of film and sub-
strate [81. The uniaxial magnetic anisotropy appears in
the film during the growth; the mechanism responsible
for it is not as yet fully understood. We shall return to
this later, and also to the matching of the lattice con-
stants.

The next stage in the manufacture is the production
of the island structure. This is done by sputter -etching
at radio frequencies, in an argon/oxygen plasma. The
mask material is titanium. Titanium masks do not
crumble away during sputter -etching, since titanium
has a smaller etching rate than the garnet, so that thin
masks can be used. The resolution of grooves to be
etched into the garnet via titanium masks is of the same
order of magnitude as the groove depth in the garnet
film; this sets a limit to the packing density of cells
made by the present technology. In fact, the MOPS
concept would also work well with smaller islands and
channels.

Finally, the islands are subjected to a series of evap-
oration and sputtering operations for the deposition
of the remaining layers (fig. 2).

The ferrimagnetic properties

The net magnetization in a gadolinium iron garnet
(Gd3Fe5012) can be interpreted as the sum of the mag-
netic moments of two Fe3+ sublattices with antiparallel
alignment and the Gd3 F sublattice [9].

The three sublattice moments are all spontaneously
aligned in the direction normal to the plane of the thin
film - this direction is the easy axis induced by the
growth process mentioned above. The antiferro-

laser

E E

Fig. 2. Cross-section of a storage wafer. S paramagnetic sub-
strate. F ferrimagnetic garnet film. P photoconducting layer.
E planar electrodes. The photoconducting layer is about 3µm
thick and consists of CdS doped with a trace of Cu to give suf-
ficient photoconductivity at the wavelength of the laser radiation
(632.8 nm). The layers E are transparent, like the other layers of
the 'sandwich', and consist of Ins% doped with Sn02; the
electrical leads (not shown) are evaporated -aluminium strips.
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magnetic ordering of this type associated with the
sublattice moments is called ferrimagnetism.

A characteristic feature of gadolinium iron garnets is
that the three sublattice moments have different tem-
perature dependence. Because of this there is a 'com-
pensation point', that is to say a temperature Tcomp at
which the resultant of the magnetic moments of the
sublattices is zero. The material is still magnetically
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Fig. 3. The saturation magnetization M0, in Bohr magnetons, as
a function of the temperature Tin a gadolinium -iron -garnet film.
M. is the sum of the magnetic moment moc arising from the Fe3+
ions at the octahedral sites, /me from the Fe3+ ions at tetrahedral
lattice sites, and mdo from the Gda+ ions at the dodecahedral lat-
tice sites. Tcomp compensation point. T. Curie point. The easy axis
of magnetization is in the direction normal to the film owing to
the growth process; the compensation point is the temperature at
which M. passes through zero.
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Fig. 4. The field -strength H. necessary to switch a storage cell
of the film of fig. 3, as a function of the temperature T. The com-
pensation point Tcomp is taken as the zero. To obtain maximum
selectivity in switching, the slope of this curve should be as large
as possible; a high slope is associated with a relatively small
anisotropy.

ordered, i.e. the compensation point lies below tlie
Curie point. The compensation point is chosen as the
operating temperature for storage and retrieval, since
external magnetic fields cannot then easily destroy the
data content - because the net magnetization in the
material is then zero. At temperatures above the com-
pensation point, however, an external magnetic field
can switch an addressed cell from its existing direction
of magnetization to the desired one (writing of '0' or
`1'). The value of Tcomp for the garnet films for MOPS
has been chosen such that it approximately coincides
with room temperature.

Fig. 3 shows how the net magnetization in a thin film
of gadolinium iron garnet, partly substituted as de-
scribed above, depends on the temperature. Above and
below the compensation point the polarity of the net
magnetization has opposite values, unless an external
magnetic field is applied.

Fig. 4 shows the magnetic field -strength that is

necessary to switch the direction of magnetization of a
storage cell, as a function of T- Tcomp. The net
magnetization - and hence each of the magnetic
moments of the sublattices - can be rotated, provided
that the applied field is sufficiently strong to override
the coercivity of the material. When the temperature
increases, the coercivity will decrease sharply. For the
material of fig. 4 a field -strength of about 10 kA/m is
sufficient if the temperature rises to about 20 degrees
above Tcomp. Switching only occurs in the cell that is
heated; the applied field is however too weak to switch
any other cells, as can be appreciated from the strongly
negative temperature gradient in fig. 4.

About 0.1 1.0- is necessary per cell for the required
increase in temperature. When the material has cooled
to the compensation point again, the new direction
pattern will remain 'frozen in'. The material can there-
fore store data permanently without the need for any
energy input. (A memory with this special feature is
called 'non-volatile'.) The Faraday rotation at the
compensation point is positive or negative depending
on the stored bit; as we said earlier, it is this effect that
makes reading possible.
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System design

Fig. 5 shows a design for a magneto -optic memory
system that incorporates MOPS wafers as storage
elements [5]. The inset is an enlarged part of the wafer
with four individual cells (the islands) in cross-section.
The magnetic alignment of the sublattices, which
correspond to the ferrimagnetism in the material, is
indicated by the three small arrows in each cell; the
patterns represent either a stored '0' or a stored '1.

L A

2mW
He- Ne

a

The positioning is carried out by two electromechanical
loudspeaker systems. The storage capacity would be
about 107 bits, with random access times of a few ms.

A third potential application is in a device for storing
images. Here each storage cell functions as a 'black'
(or 'white') point of an extremely small raster. This
collection of points is projected on a screen to produce
an enlarged image that can be read or examined by an
observer. A device such as this could be used for the

Fig. 5. Basic scheme for a magneto -optic memory of the discrete -
bit type. The main components are the laser light source L, the
addressing unit A, the storage matrix M, and the detection and
display unit D. The channels for data input and output are Ci
and Ce ; the channel for address input is Ca. The enlarged inset
depicts some single -bit cells or 'islands'. The arrow patterns,
which refer to the alignment of the magnetic sublattices in the
garnet material of M, represent an example of stored data, '0'
and 'I'. The laser, with an output power of 10 mW, is a standard
He-Ne type. The unit A comprises an electronically controlled
digital laser -beam deflector [31 and, for high -capacity applica-
tions, passive beam-splitters (not shown) [4]. FF focusing optics,
used in addressing. PP polarizing optics, used in reading by
means of the Faraday effect. CC magnetic -field coil, used in writ-
ing, to switch the arrow pattern in an addressed cell. MM thermo-
magnetic storage medium; a ferrimagnetic garnet film, heated up
for writing by an electric current in a photoconducting top layer
(fig. 2). H magnetic field -strength, i electric current, / laser light.

The design for a 'polycube' optical memory
(POCOM [41) is a good example of an application of
the MOPS wafers in a system for backing storage; it
incorporates a digital laser -beam deflector with a pas-
sive 'polycube' beam splitter. The storage capacity is
comparable with that of a magnetic disc store. The
(random) access time, however, is rather smaller: it is
of the order of 100 ps. POCOM has a completely non -
mechanical method of addressing.

Another (inexpensive) backing -storage system that
can be considered employs mechanical addressing by
x -y positioning of the storage plane with respect to a
light source - or more than one light source, if desired.

D

storage of (erasable) alphanumeric information in a
format comparable with microfilm.

In the remaining sections of this article we shall first
discuss the place that the MOPS wafers can occupy as
a component of a large storage system. This will give
the characteristic features the greatest emphasis. We
shall then pay some attention to the solid-state physics
of the storage film, the substrate, and the photo -
conducting layer. Finally, we shall give some results of
the work on switching cycles in a recent version of a
MOPS wafer. A batch of samples has now been made
with a diameter of about 2 cm; this version will give
packing densities of up to 5 kbit/mm2.
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The MOPS wafer as system component

The performance of a magneto -optic storage wafer
with regard to information processing and the as-
sociated limitations to its operation in a memory system
are best expressed by certain figures of merit [11). These
figures are characteristic of the reading efficiency, the
magneto -optic contrast and the (optical) recording
sensitivity. The recording sensitivity relates to writing,
the other two parameters to the reading of data. Before
discussing these figures of merit, let us first have a
closer look at the writing and reading operations.

The individual cell: writing and reading

The writing of data into a particular individual cell
is performed under the control of three variables
(fig. 5): laser light, which illuminates the cell (address-
ing); electric current in the photoconducting layer,
which provides the energy for heating up the cell ad-
dressed; .field -strength of the applied magnetic field,
which switches the magnetizations of the sublattices
into one of the two stable directions.

Some of the heat developed in the cell that has been
addressed will eventually reach the neighbouring cells.
Precautions against cross -talk must be taken by ensur-
ing that the temperature increase does not exceed a
certain maximum when the magnetic field is still ap-
plied. The electric field at the photoconductor is there-
fore only switched on for a limited time to restrict the
thermal input to the cell addressed [11]. The magnetic
field only has to be switched on during a short period
around the instant at which the temperature in the ad-
dressed cell is at a maximum.

The maximum pulse duration r can be estimated from the
relation for heat flow

Ax = (Dr)+,
where D is the mean diffusion constant of the medium through
which the heat is being transported and Ax is half the distance
across an island (about 4µm). On applying the equation above
we find that r should not exceed a few is.

After switching the cell cools to the ambient tempera-
ture again, and the stored data can then no longer be
affected by external magnetic fields, since the compen-
sation point of the material approximately coincides
with the ambient temperature.

The polarization -optics system for reading the infor-
mation contained in an individual cell is also shown in
fig. 5. The laser beam in the system first passes through
a linear polarizer before striking the storage film. Be-
hind the film there is an analyser and a photodetector.
(In practice the polarizer and the analyser take the
form of thin sheets of dichroic plastic attached to the
MOPS wafer.) The transmission direction of the anal-

yser is oriented in such a way with respect to the trans-
mission direction of the polarizer that the light emerg-
ing from a cell whose content represents a '0', say, is
strongly absorbed, whereas the light from a cell whose
content represents a '1' is partly transmitted. The
photodetector transforms the corresponding difference
in transmitted light intensity into a difference in elec-
trical -signal level.

Reading and writing; some figures of merit

The reading efficiency n represents the difference in
the detected radiant fluxes 01 and 00 in reading a '1'
and a '0', expressed as a percentage of the power Oe
delivered to the storage cell in question by the laser
beam, so that

01- 00-
T'e

100 %.

It will be clear that both radiant fluxes, and hence
their differences, depend on the setting of the polar-
ization optics - in practice on the angle between the
directions of transmission of the polarizer and the
analyser. When this angle is exactly equal to 90° both
signals are transmitted at equal strength; it is impos-
sible to distinguish between '1' and '0' = 0). At
slightly higher values n increases approximately linearly
with the angle (fig. 6).

The magneto -optic contrast C, i.e. the ratio 01/0o,
also depends on the same angle. Fig. 6 shows that C
has a maximum value as a function of the angle. To
obtain a clear distinction between '0' and '1' it is im-
portant to make the contrast as high as possible. The
reason for this is twofold: the optical properties of the
material will vary to some extent from cell to cell, and
the output power of the laser will never be absolutely
constant. A setting with C equal to about 5 is an
acceptable choice. The associated reading efficiency for
the film of fig. 6 is about 0.5 %.

A third kind of noise that limits the operating
characteristics is shot noise from the photodetector
itself. (Other sources of noise, such as statistical fluctua-
tions in the number of light quanta and noise in the
load resistor of the photodetector can be neglected [12].)
To obtain some idea of the values involved, it can be
assumed that the noise from a reasonable photodetec-
tor corresponds to a power of about 10 nW. The weaker
reading signal, which corresponds to reading a '0',
requires a signal-to-noise ratio of at least 1 for reliable
detection; this in turn implies that the time constant of
the photodetector should be at least 100 µs (the avail -

[111 J. -P. Krumme and H. J. Schmitt, Ferrimagnetic garnet films
for magnetooptic information storage, IEEE Trans. MAG-11,
1097-1102, 1975.

[121 R. P. Hunt, Magnetooptics, lasers, and memory systems,
IEEE Trans. MAG-5, 700-716, 1969.
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able signal-to-noise ratio increases as the square root
of the time constant). The period of 1001J.s has therefore
also been used as the (minimum permissible) cycle time
for the POCOM memory system. The only other time
constants in the system with a value anywhere near
100 [Ls are the rise and decay times of the heating cur-
rent induced in the photoconducting layer of the actual
wafers during writing. Their values (about 50 [Ls) limit
the cycle time to about the same value.

20
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Fig. 6. The reading efficiency n and the magneto -optic contrast C
for a MOPS storage wafer, both calculated as a function of the
azimuth angle 13, the angle between the planes of maximum trans-
mission of the fixed polarizer p and the adjustable analyser a; the
components p and a belong to the polarization optics in fig. 5.
The Faraday rotation employed for reading data is equal to deF,
the product of layer thickness d (5 (.1.rn) and the specific Faraday
rotation (3000 degrees/cm). Curve C is valid for a typical MOPS
prototype wafer, at A = 632.8 nm. The maximum of C occurs at
about dOp. SP operating point.

91 92 93

The storage system of fig. 5 can be brought to one of
its sensitivity limits if the addressing unit is extended by
adding passive beam-splitters that produce a thousand-
fold spatial division of the laser beam by a multiplexing
operation. A system extended in this way could reach a
maximum reading rate of 10 Mbit/s, with a cycle time

of 100 p.s. The reading rate is then a word of 1000 bits
per cycle. A laser with a power of 20 mW could then
simultaneously transmit 2 [.F.W to each of 1000 storage
cells (it is assumed that 90 % of the laser power is dis-
sipated in the addressing unit). For reading the mag-
netic state of lower transmission 10 nW is then avail-
able (at = 0.5 %), which is equal to the equivalent
power level of the detector noise. The requirements for
an acceptable signal-to-noise ratio and a sufficiently
high magneto -optic contrast are then completely satis-
fied. (In anticipation of the next section we ought to
mention here that it is readily possible to make mat-
erial with a stronger Faraday rotation.)

The third figure of merit is the (optical) recording
sensitivity. This is the minimum amount of energy
necessary for switching one bit of information, or in
other words the minimum amount of energy required
for switching a storage cell. The energy that the laser
can produce is 2 x 10-10 joule per bit - as in reading -
which is 500 times less than the amount required for the
increase in temperature. The photoconducting layer of
the addressed cell bridges this 'energy gap', as was
stated earlier; in this way the presence of the layer
increases the recording sensitivity by a factor of 500, if
the laser beam is taken as the power input in the usual
way.

Application in backing systems

In memories of a 'multichannel type' intended for
backing systems, simultaneous illumination by means
of passive beam-splitters can be extensively applied, as
we saw earlier. There are however certain limitations
here, which are connected with the existing technology
and also with the developments in backing systems in
general. We shall have more to say about this at the end
of this section.

All the MOPS wafers, which together form such an
optical backing system, are addressed by a multiplexed
laser beam. As we noted before, three parameters are
available for switching the separate cells, and the laser
light is already used for the addressing; the magnetic
field or the electric field must therefore be used in such
backing systems for differentiation between the writing
of a '0' or a '1' in the addressed cells. Which of the two
fields is chosen depends very much on the technol-
ogy [10]. The generation of the magnetic field (about
10 kA/m) requires 'macroscopic' coils, whereas the
voltage for the electric field can be applied with evap-
orated electrodes that satisfy integrated -circuit stan-
dards. Where a large number of wafers have to be
combined it is therefore preferable to distribute the
electric field rather than the magnetic field. The writing
of a word then requires a two -stage procedure: firstly,
all the 'zeros' are written, giving the common magnetic
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field the corresponding direction; secondly, all the
`ones' are written with the magnetic field reversed.

Fig. 7 shows how a storage plane can be combined
with a coil for a magnetic field. The coil is located in
grooves in two base -plates on either side of the wafer.
The geometry of the coil minimizes its inductance, so
that the field can be generated in the form of pulses of
no more than tis duration and of high repetition rate,
as required for fast access in backing systems.

should exceed about 3000 degrees per cm (at a wave-
length of 632.8 nm). This lower limit implies a dif-
ference in rotation of the plane of polarization of about
2 degrees for the two opposite directions of magnet-
ization. This difference allows the information contents
`0' and '1' to be distinguished from one another (fig. 8).
The addition of Bi3+ ions is particularly effective for
increasing the Faraday rotation. For the composition
quoted above the rotation is about 5000 degrees per cm.

Fig. 7. Geometry of the coil for the external magnetic field H, which determines whether a
`0' or a '1' is written in the storage cells addressed. CP transparent carrier plates, in which the
field coil is mounted. M MOPS storage wafer (fig. 10). AL aluminium electrode leads. 1 cur-
rent in the field coil.

Materials studies

The storage film and the substrate

The main purpose of the 'molecular engineering' in
the development of the storage wafer has been to find
the optimum quantities of diamagnetic substituents for
incorporation in the storage film [7] [11], These sub-
stituents are Bi3+ and Ga3+ (or A13-9 ions, which take
up some of the positions of the Gd3+ and Fe3+ ions in
the garnet lattice. These substituents are added to
satisfy two important conditions. The first has been
stated earlier: the compensation point should approx-
imately coincide with room temperature. In such a
situation stabilization of the temperature, if necessary,
will not introduce so many problems. The diamagnetic
substituents have been found to affect the compensa-
tion point considerably, but to have only a small effect
on the Curie point. The composition used at present,
(Gd2.8Bio.2) (Fe4.sGao.2)012, has a compensation point
of 26 °C.

The second condition is that the specific Faraday
rotation, the angle of rotation per unit film thickness,

In designing the composition of the material attention must of
course be paid to the optical absorption. The best way of doing
this is to use another figure of merit: the ratio 20F/a, where a
represents the optical absorption coefficient of the film and
represents the specific Faraday rotation. This ratio has the dimen-
sions of an angle; it is strongly dependent on the optical wave-
length and is related to the signal-to-noise ratio in reading (see
the part of the previous section that deals with the other figures of
merit). For storage cells of adequate quality in POCOM it is
required that 20F/a should be more than 2 degrees. In the
present case the value is more than twice the lower limit. (This
applies for room temperature and for light at a wavelength of
632.8 nm.) The optimum thickness for the film, i.e. the thickness
for the maximum signal-to-noise ratio, is about 1011m. In
practice, however, a smaller value has been chosen because it
gives better resolution and heat transport.

An increase in the percentage of Bi3+ does not only
increase the Faraday rotation, but also gives a stronger
uniaxial anisotropy. This anisotropy is responsible for
the bistability of the material. It would therefore seem
desirable in every way to increase the Bi3+ content; on
the other hand, however, when the anisotropy in-
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Fig. 8. Part of a MOPS wafer, in which the letters PFH are writ-
ten thermomagnetically. The single -bit cells show up either dark
(` I ') or light (`0'), a distinction which arises from using polariza-
tion microscopy (the Faraday effect).

creases the recording sensitivity decreases, which means
that more heat is necessary for switching a memory cell
at a given value of the magnetic field -strength. The
reason for this is that for writing the rotation of the
magnetic moments - away from the easy axis - re-
quires a quantity of magnetic -field energy that is of the
order of the anisotropy energy. This anisotropy energy,
calculated per unit volume, should remain below a few
hundred joules per m3.

Until an independent and accurate way of control-
ling the uniaxial anisotropy has been found, some sort
of compromise for the Bi3 content will therefore have
to be adopted.

It seems probable that the trade-off between record-
ing sensitivity and reading efficiency is connected with
certain boundary conditions of a chemical nature that
arise during the growth of the crystalline layer. As
indicated earlier, the exact origin of the growth -induced
magnetic anisotropy is still not well understood.

The relation between the amount of Bi3+ substitution and the
degree of anisotropy is not straightforward. Theory indicates that
uniaxial anisotropy may arise from an ordering process during
the growth of the layer and that the anisotropy increases with the
growth rate. On the other hand, the addition of Bi3+ as a sub-
stituent is the more successful the more oversaturated the melt,
which implies a higher growth rate - which is in turn associated
with greater anisotropy [131.

The magnitude of the uniaxial anisotropy is also
affected by lattice stress in the magnetic film [14].
Depending on the kind of stress in the material -
tensile or compressive - and on the sign of the mag-
netostriction constant, the uniaxial anisotropy is either
reinforced or weakened. In our garnets, which have a
negative magnetostriction coefficient, the anisotropy is
weakened by a compressive stress. Complete com-

pensation of these high anisotropies by magneto-
striction would require too great a mismatch between
the (free) lattice constants of the substrate and the film,
which would make epitaxial growth impossible. The
substrate is therefore partly substituted by calcium and
zirconium, which makes its lattice constant no more
than 0.01 to 0.1 % smaller than that of the growing
film [8]. In this way an acceptable compressive stress
can be incorporated into the storage cells, and a higher
Bi3+ content is permissible. Since substitution of Bi3+
and Ga3+ or A13+ ions affects the lattice constant of the
film, it provides a fine control of the mismatch between
the film and the substrate.

The localized heating that occurs during writing
causes local thermal expansion. This increases the
compressive stress, and the uniaxial anisotropy in the
storage cell is further reduced via the magnetostriction.
On the other hand, a gradual and uniform heating up
of the entire storage layer has only a small effect on the
switching sensitivity, since the total anisotropy of these
stressed films is not very large in the temperature range
of interest (another factor that helps to decrease the
accuracy required in stabilizing the temperature of the
film [14]).

The photoconducting layer

The substitution of copper into the CdS film causes a
considerable increase in the photosensitivity in the wave-
length region above 600 nm (fig. 9), where the helium -
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Fig. 9. Example of a measured spectral response of a CdS (Cu)
layer - the photoconducting upper layer of a MOPS storage
wafer (fig. 2). Tr optical transmission and ip normalized photo-
electric current, both plotted against wavelength. The copper
reduces the dark current and it extends the photosensitivity into
the red part of the spectrum, where the laser operates (fig. 5). The
dashed curve is the photoelectric current in single -crystal CdS
with no Cu dopant. The shape of the curve for jp is not as good
as it would be under normal operating conditions (one of the
differences is the light intensity; in the storage system it would be
at least 1000 times as large).
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neon laser operates. Pure CdS only has a substantial
photosensitivity near 510 nm, associated with an
`absorption edge'. An increase in the photoelectric
response due to doping with copper implies an effective
increase in the optical recording sensitivity of the
MOPS wafers.

The thickness of the CdS(Cu) layer should of course
be such that the laser beam is not too strongly at-
tenuated. The CdS powder that we have used for
vapour deposition of the photoconductor contains
some chlorine as a dopant; the chlorine acts as a
`coactivator' in the photoconduction process. On the
other hand, the chlorine also introduces donor levels
that increase the dark current [61. This undesirable
effect is counteracted by the copper doping. However,
too much copper leads to recrystallization of the CdS
film accompanied by a general deterioration of the
optical properties. The optimum concentration of the
copper dopant is of the order of a hundred ppm. In
photoconducting CdS films of this type the ratio of the
resistances of the dark and illuminated states is greater
than 104, at 632.8 nm wavelength and typical laser -
power levels in POCOM.

For approximately rectangular laser pulses, the rise
and decay times of the induced photocurrent are shorter
than 50 i.s. The decay time is not determined by the
electrical characteristics of the cell, but by its thermal
characteristics, as absorption measurements have
shown.

Fig. 10. A MOPS prototype wafer consisting of 9 (= 3 x 3) groups
of 128 x 128 single -bit storage cells. The cells, made from a ferri-
magnetic garnet material, lie like 'islands' (fig. 1) on a thin para-
magnetic disc 18 mm in diameter. The large square is the photo -
conducting layer, CdS with Cu, between transparent electrodes;
the nine black regions are aluminium connecting leads to the
individual upper electrodes of the photoconducting layer.

Prototypes and their performance

The technology described here has been used in
making a number of prototypes of the storage wafer;
see fig. 10. The garnet layer of this prototype is divided
into 3 x 3 subpatterns, each consisting of more than
16 000 cells. Each subpattern has a separate upper
electrode, with a vapour -deposited aluminium lead and
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Fig. 11. Oscillogram of four switching cycles, 'I' '0', '0' -> 'I',
etc., induced in a storage cell of a MOPS wafer (fig. 10). The
upper signal is from the photodetector, obtained by means of
Faraday rotation. Switching occurs when three signals coincide:
a laser pulse (duration 400 vs), an extreme value of the external
magnetic field (the sine wave, lower trace, half -period I ms), and
the electrical pulse (the spikes on the lower trace, duration 30 ps).
With the field -coil geometry of fig. 7 the magnetic field could also

the advantage of shorter cycle time and lower
energy dissipation. The laser pulse duration is made long here to
give good visibility to the detail of the oscillogram; the contrast,
here about 2 : 1, would in practice have another value.

is addressed by only one partial beam. This arrange-
ment allows each subpattern to be switched individ-
ually, whether or not storage cells in the other sub -
patterns are illuminated at the same time. Each individ-
ual storage cell of MOPS can therefore be switched
selectively.

The prototypes of the storage wafers, as shown in
fig. 10, have been closely investigated [6]. A study was
made of the behaviour during a limited number of
reading and writing cycles, and also of the long-term
behaviour. An example of the results from the long-
term study is that more than 10 million switching cycles
of randomly selected storage cells did not give any
deterioration or change in any of the characteristics.
No cross -talk between adjacent storage cells was
observed during these tests.

Table I lists the operating conditions used in testing
the individual writing and reading cycles. The external

[13] J. -P. Krumme, G. Bartels, P. Hansen and J. M. Robertson,
Control of the growth -induced magnetic anisotropy in ferri-
magnetic garnet films grown by liquid -phase epitaxy, Mat.
Res. Bull. 11, 337-346, 1976 (No. 3).

[14] J. -P. Krumme, P. Hansen and K. Witter, Thermomagnetic
switching of ferrimagnetic garnet films at their compensation
temperature, J. appl. Phys. 47, 3681-3689, 1976 (No. 8).
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magnetic field was pulsed or varied sinusoidally. Fig. 11
shows several switching cycles for the case of a sinus-
oidally varying field and also the output signals when
the recorded information is read. Switching for writing
can only occur when the magnetic field assumes an
extreme value. The contrast ratio between reading a
1' and a '0' is at least 2. This ratio is not entirely satis-

factory for the intended application in backing stores;
a reduction in the optical scattering at the edges and
increased Faraday rotation will considerably improve
this ratio.

Summary. A magneto -optic storage wafer of the discrete -bit type
is described. These wafers are potential building elements for
optical backing stores (about 105 bits) and for certain image -
processing equipment working at two levels (large-scale projec-
tion and erasable microstorage), all non-volatile. Prototype waf-
ers consist of a dense (5 kbit/mm2) 'open island' structure with
1.5 x 105 single -bit storage cells, on a paramagnetic substrate, and
allow fast random access (cycle time about 100 ps) by a laser beam

= 632.8 nm, 2 mW). The cells consist of a bistable ferri-
magnetic garnet film (Gd, Bi)3 (Fe, Ga)5012, and a photo -
conducting top layer, of CdS(Cu) sandwiched between
In203(Sn02) electrodes, which increase the optical recording
efficiency by a factor of 500. The writing of data corresponds to
the alignment of the sublattice magnetizations in the addressed

Table I. The operating conditions used in thermomagnetic switch-
ing single -bit cells of a MOPS wafer.

Laser (He-Ne) ,

Wavelength

Focus

Energy density
(writing and

reading)

632.8 nm

6µm diameter
2µW intensity (per bit)

612.1/mm2, pulsed

Cycle time about 100 (Is

External field 10 kA/m pulsed (50 vs
duration) or sinusoidal

Electric field 5V, pulsed (30 1..1.s duration)

cell with a control field (about 10 kA/m) at about 20 °C above the
compensation point of the material. The addressing laser beam
triggers the required heating up (0.1 µJ/bit) locally in the photo-
conductor. The reading of data depends on Faraday rotation,
using a (linearly polarized) laser beam of the same power. The
transmission (i.e. the reading efficiency) of the wafers is about
0.5%. 'Molecular engineering' has been applied successfully in
adjusting the compensation point to room temperature, raising
the specific Faraday rotation to about 5000 degrees per cm, and
obtaining a better match between the photoconductor sensitivity
curve and the wavelength of standard helium -neon lasers. A
trade-off between recording sensitivity and reading efficiency is
discussed. Some results of long-term tests and also of single write/
read cycles are given for prototype wafers.
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Speaker recognition by computer

E. Bunge

We all know from experience that. people can be easily recognized by their voices.
This comes about not just from their individual habits of speech, but from the endless
variety of the acoustic parameters of the vocal tract throughout the population - it is
almost impossible to find two voices that are perfectly identical. The voice may therefore
serve as a passport, provided there are technical means of distinguishing the individual
voices from one another with a sufficiently high degree of reliability. This is where the
techniques for speech analysis come in. These were developed years ago for resolution and
resynthesis of the speech signal to condense the information so that speech could be
transmitted in narrower frequency bands; now they have been turned to the more general
applications of man -machine communication by voice. As might have been expected,
computers have come to play a large part in this. Whereas the prospect of a free and
fluent conversation between man and machine still seems to be a long way off, the simpler
task of recognizing a person by his voice has been proved to be well within the capabil-
ities of a machine and high reliability has been obtained. Research projects on this subject
are going on in several places in the world. One of these is a government -sponsored
project called AUROS at Philips Forschungslaboratorium Hamburg, in West Germany.

Introduction

When listening to somebody who is talking, a human
listener perceives what is said, who is speaking and how
it is said. The human brain is capable of splitting up the
complex information contained in the speech signal to
answer simultaneously questions about the meaning of
what is said, the identity of the speaker and his
emotional state. Investigations have been going on for
some time to see whether the artificial intelligence avail-
able in computers can be employed to perform at least
part of this task.

Speech recognition by computers - i.e. computers
undetstanding what is said - still seems to be a very
difficult problem and to give valuable results only with
restricted vocabularies and restricted groups of speak-
ers. On the other hand, speaker recognition - the
identification of who is speaking - seems to have made
considerable progress and to be nearly ready for prac-
tical application.

The value of a device for speaker recognition is ob-
vious. It would be highly efficient if a simple voice

Dr E. Bunge, formerly with Philips GmbH Forschungslaboratoriunz
Hamburg, Hamburg, West Germany, is now with Bundeskriminal-
amt, Wiesbaden, West Germany.

utterance was sufficient in all those cases where a
person's identity has to be established or verified. The
human voice is very specific to the individual speaker;
it cannot be lost or stolen, it cannot easily be imitated [1],
and it can be transported over long distances at low
cost. For all these reasons the human voice would
provide an ideal 'acoustic passport'. This passport
could be used to supplement existing systems to in-
crease their security, or by itself, e.g. to allow author-
ized access to money from banks and to confidential
information from data banks and government au-
thorities. A second application is in crime investigation,
where recorded voices of blackmailers and kidnappers
have to be compared with the voices of suspects.

Systems for speaker recognition have one or more
speech -input terminals, connected to a central com-
puter. The connection may be made via the public
telephone system. The voice is analysed in the com-
puter and compared with stored voice -patterns.

[1] B. S. Atal, Automatic recognition of speakers from their
voices, Proc. IEEE 64, 460-475, 1976.
A. E. Rosenberg, Automatic speaker verification: a review,
Proc. IEEE 64, 475-487, 1976.
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Speaker identification has to be distinguished from
speaker verification. In speaker verification an un-
known speaker claims to be a certain person X, and by
comparing his voice data with that of speaker X the
system decides whether he really is speaker X or an
impostor. For speaker identification, an unknown voice
is compared with a stored voice -pattern library and the
system finds out if the voice is present in the library,
and if so, who it belongs to.

The greater part of this article is a description of an
experimental speaker -recognition equipment called
`AUROS' (AUtomatic Recognition Of Speakers),
which has been designed at Philips Forschungslabor-
atorium Hamburg, in West Germany, for a govern-
ment -sponsored research project at PFH. The system
has been set up to enable us to compare the merits of
different speaker -identification and verification proce-
dures. Attention is given to the error rates in exper-
iments with larger groups of subjects, and also to the
computer time required and the complexity of the
equipment, which is quite different for different proce-
dures. The experiments already made - which will be
reported in the last section - indicate that the error
rates are of the order of one per cent for procedures of
average complexity [2].

In speaker recognition by computer there are two
fundamental problems: first, all speech utterances are
unique and not exactly reproducible, and, secondly, the
amount of data to be processed in short time intervals
is extremely large. Let us look more closely at these two
problems and at the procedures that they compel us to
adopt.

The non -reproducibility of human speech

No-one can pronounce a sentence twice in an iden-
tical manner. Each repetition yields a different acoustic
representation. Fig. 1 shows three curves of sound
pressure as a function of time for three utterances of
the vowel 'a' pronounced by the same speaker. The
differences between the three curves are evident al-
though the speaker tried hard to produce identical
utterances.

The non -reproducibility also holds for any feature
extracted from the original time function. Fig. 2 shows
as examples the Fourier spectra and the `cepstrum'
functions of the three versions of the vowel 'a'. This
function is obtained by computing the power spectrum
of the logarithm of the Fourier spectrum. The Fourier
spectrum has periodic ripples corresponding to the
harmonics of the speech signal; the frequency spacing
between these ripples is equal to the fundamental fre-
quency of the speech. The cepstrum, which is again a
time -domain function, will have a peak corresponding
to the periodicity of the Fourier spectrum, and in -

tilt
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Fig. 1. Sound pressure p as a function of time t for three utter-
ances of the vowel 'a' by the same speaker. The different curve
shapes demonstrate that human speech is not exactly reproduc-
ible; this constitutes a problem in speaker recognition by com-
puter.

dicating the fundamental pitch period of the speech [3].
It follows that the voice of a speaker cannot be

described by one single utterance, because other utter-
ances produce different data. Instead, it is necessary to
process a set of utterances statistically to determine the
characteristic features of a voice. This can be done
systematically by pattern -recognition techniques.
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Fig. 2. Fourier spectra (a) and cepstra (b) for the three utterances of vowel 'a' represented in
fig. 1. Spectrum and cepstrum functions also appear not to be reproduced exactly. P power
density. f frequency. C cepstrum function. T pitch period.

The large amount of data to be processed

The sampling theorem shows that with an upper
limiting frequency of 5 kHz, 1 second of human speech
can be represented by a string of 10 000 samples. With
a dynamic range of 48 dB, each sample can be coded as
an 8 -bit computer word. Under these circumstances
-- which correspond to those in our experiment -

[2] E. Bunge, Automatic speaker recognition system AUROS for
security systems and forensic voice identification, Proc. 1977
Int. Conf. on Crime Countermeasures - Science and en-
gineering, Oxford 1977, pp. 1-7.
E. Bunge, Vergleichende systematische Untersuchung zur
automatischen Identifikation and Verifikation kooperativer
Sprecher, dissertation, Darmstadt 1977.

[3] A. M. Noll, Short -time spectrum and `cepstrum' techniques
for vocal -pitch detection, J. Acoust. Soc. Amer. 36, 296-302,
1964.
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the amount of information contained in 1 second of
human speech is equal to 80 kilobits. Since many
seconds of speech by many different speakers have to
be stored and processed, problems of amount of
storage and computer time are inevitable. Fortunately,
the speech signal has high redundancy; the same char-
acteristic features are encountered over and over
again. These features can be extracted by specially
developed processors, which is preferably done in real
time. Instead of the speech signal it is only necessary to
store these voice -specific features in the computer, to
form the reference with which newly arrived speech
utterances are compared in a manner similar to the
procedures used in optical -pattern recognition by
computers. The term 'pattern recognition' will there-
fore be used here.

General description of the AUROS equipment

A meaningful approach to the speaker -recognition
problem is to combine real-time speech -analysis tech-
niques with statistical pattern -recognition methods.
But there is no a priori knowledge that indicates which
combination of analysis and pattern -recognition
methods will give the highest recognition rates for large
populations. The AUROS equipment allows the merits
of different combinations to be assessed. It consists of
a general-purpose computer for pattern recognition
and a set of the signal -analysis processors referred to
above. These have been specially designed by us for
this application; the voice features resulting from the
signal analysis are stored in the computer memory. A
dedicated computer for simulation is also available.

Most of the processors perform an analysis in real
time on consecutive time segments of the speech signal.
Each segment is described by a set of numbers re-
presenting quantities such as the output voltages of a
filter bank used to measure the frequency spectrum.
These numbers are considered as the components of a
multidimensional vector. The probability -density dis-
tribution over the vector space, or a mean vector, is
calculated from the consecutive vectors.

A second set of analysis procedures is based on
linear transformations such as the fast Fourier trans-
form, the Walsh-Hadamard transform and inverse
filtering. They are used off-line to obtain pitch contours
and cepstrum functions, and the frequencies and band-
widths of the higher -order speech resonances (the
formants).

An explanation of the three linear transformations
mentioned here is perhaps appropriate. The fast Fourier
transform is simply a computer algorithm enabling us
to carry out the complicated computations - implying
several multiplications - of the Fourier coefficients in

a reasonable time. The repeated computation of
Fourier spectra required in some applications has only
become feasible thanks to this algorithm [4].

Like the Fourier transform, the Walsh-Hadamard
transform is used to compute a frequency spectrum. In
place of the sine and cosine functions, however, it uses
square -wave functions for the set of orthogonal fun-
tions required for the signal decomposition [5].. The
square -wave functions only have the values +1 and
-1; their use simplifies digital implementation.

Inverse filtering, finally, is based on the observation
that the frequency spectrum of the human voice, char-
acterized by the frequencies and bandwidth of the
formants, derives mainly from the acoustic resonances
of the vocal tract; the excitation by the glottis - which
sets up a pulse train - has in itself a rather flat fre-
quency spectrum. If we succeed in filtering the speech
signals in such a way that a flat spectrum is again ob-
tained, then the filter has a transfer function that is the
inverse of the acoustic transfer function of the speak-
er's vocal tract. The parameters of the inverse filter are
therefore characteristic of the speaker [6].

In the AUROS system the analysis data, obtained
either in real time or by the more time-consuming linear
transformations mentioned above, is fed to the gen-
eral-purpose computer for statistical evaluation and
`classification', i.e. assignment to a known speaker.
A large set of pattern -recognition methods is available.

A supervisory program allows a special analysis
procedure and a pattern recognition method to be
selected and combined for special experiments. The
input to the system takes the form of voice signals,
which can either be received from microphones in an
on-line experiment or recorded on magnetic tape for
off-line experiments with large data bases. The output
of the system takes the form of statistical data de-
scribing voices, recognition rates, error rates and
rejection rates.

The procedure followed in speaker recognition can
generally be described by three phases :
- preprocessing the speech signal,
- 'training' the system, and
- testing its reliability.
Each of these three phases will now be dealt with in
more detail. This provides a 'natural opportunity to
present an outline of several speech -analysis proce-
dures and classification algorithms.

(4] J. W. Cooley and J. W. Tukey, An algorithm for the machine
calculation of complex Fourier series, Math. of Comp. 19,
297-301, 1965.

[5] A good introduction is given by W. K. Pratt, J. Kane and
H. C. Andrews, Hadamard transform image coding, Proc.
IEEE 57, 58-68, 1969.

[°] J. D. Markel, Digital inverse filtering - a new tool for
formant trajectory estimation, IEEE Trans. AU -20, 129-137,
1972.
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Preprocessing phase

As was stated earlier, the acoustic speech signal
contains information concerning what, who and how,
and the most suitable approach is therefore not to use
the redundant speech signal for the recognition proce-
dure, but to describe it by a set of features that are
typical of the speaker's identity. This is what has to be
done in the preprocessing phase. In speaker recognition

P
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Short -time analysis of a preselected segment

The idea behind the procedure of analysis of a single
preselected segment is that the speaker -specific in-
formation is already contained in a segment of a few
tens of milliseconds of speech. So, using a segmentation
algorithm, a special segment of this length, e.g. a few
pitch periods of a nasal sound, is selected from the
acoustical signal. The same segment is selected from

10 15 20 25ms

5 10 15

Fig. 3. Four analyses of a 20 -ms segment of vowel 'a'. Even in such a short segment the speech
data is characteristic of the individual speaker and can provide sufficient data for voice patterns
to be recognized by a computer. a) Fourier power spectrum. b) Power spectrum derived by the
Walsh-Hadamard transform. c) Cepstrum function. d) Autocorrelation function. r correlation
coefficient. x time shift.

there are three general ways of feature extraction. One
way is to rely on the analysis of one short preselected
time segment of the speech utterance. Another method
is to measure contours such as those of pitch or energy
content, during a specific utterance. The third way is
to compute the mean (or the probability -density distri-
bution) of the feature vectors characterizing successive
time segments. Each of the three methods was studied
by means of the AUROS system.

20 25ms

the same 'code word' for all the speakers. Operations
such as a Fourier transform, a Walsh-Hadamard trans-
form or a cepstrum transform are performed on this
segment. The coefficients of these transforms are the
components of feature vectors used in the pattern -
recognition procedure. Fig. 3 shows four examples of
an analysis of a 20 -ms segment of vowel 'a'.

The problem in short-term feature extraction is the
accuracy of the preceding segmentation algorithm. If
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the defined segment in the acoustic signal is not located
exactly, the following steps are not meaningful since
representations of physically different events are being
compared.

Contour analysis

Contour analysis describes the temporal structure
of an utterance. The acoustic signal is segmented
equidistantly. For each segment only a single feature,
e.g. the pitch period or the energy, is evaluated. The
sequence of these segment features forms the resulting
contour curve. Fig. 4 shows as an example the pitch
contour of the sentence 'My name is Nemo' which was
obtained by applying cepstrum analysis and peak detec-
tion to the segments (about 100) of this speech utter-
ance.

The results can be combined to form a feature vector
of a dimensionality equal to the number of segments.
The consequence of this is that if a given sentence is
spoken slowly the dimensionality will be high (because
many segments are produced), and if it is pronounced
rapidly a low dimensionality will result. However, since
the pattern -recognition algorithms assume equal
dimensionality for each speaker, complicated time -
normalization methods have to be applied to the con-
tour vectors to stretch them for fast speakers and to
compress them for slow speakers. These time -normal-
ization or time -warping methods are complicated and
require a great deal of computer time [7].

The use of contour analysis for feature extraction in
speaker recognition entails a restriction to code -word -
related recognition, as with the previous method. Text -
independent recognition is not possible because the
time -normalization methods are adapted to a given
code word.

m y na...me is nemo...

0 2 3s

Fig. 4. Contour analysis describes the temporal structure of an
utterance. Here the value of the pitch period T has been evaluated
for each 20 -ms segment, and the sequence of pitch values is
combined to the pitch contour curve of the sentence 'My name
is Nemo'. These contour curves differ from speaker to speaker
and can function as specific features in a recognition procedure.

Statistical speech -signal analysis

The speech signal is divided into a sequence of 20 -ms
segments by equidistant segmentation. A set of coef-
ficients is evaluated for each segment by one of the
available methods of analysis; these include its linear
transformations mentioned earlier and also the deter-
mination of the autocorrelation function. As men-
tioned earlier, a feature vector is combined from the
sequence of these sets of coefficients, either by evaluat-
ing the mean -value vector or by approximating prob-
ability densities of event groups.

This kind of statistical feature extraction will give
speaker recognition without the condition that all the
speakers speak the same prescribed text; however, we
found that the processed speech signal should last at
least 10 seconds. There are no segmentation or time -
normalization problems. These advantages turn out to
be of considerable importance, which is why, in the
course of our investigations, we have come to prefer
this.itatistical method in our research project. As an
example of this technique, fig. 5 shows the averaged
long-term Fourier spectrum, the long-term Walsh-
Hadamard transform, the long-term cepstrum, and the
long-term autocorrelation function. All of these have
been evaluated from the same text.

Training phase

To characterize the voice of a speaker it is necessary
to combine the analysis results of a few utterances (at
least ten) to a typical voice reference. Because of the
poor reproducibility of human speech a single utterance
does not contain a sufficient amount of information.
It is in the training phase that a reference 'pattern' for
each voice is stored in the system.

Each feature vector generated by preprocessing the
speech signal can be mapped as a pattern point in an
N -dimensional feature space, where N is a quantity
such as the number of Fourier coefficients. Each utter-
ance of a speaker produces a new point in this space.
The entirety of all the pattern points of the training
phase forms a 'cloud' in the N -dimensional space.

Different methods can be followed to find out
whether a pattern point produced by an utterance from
an unknown speaker must be assumed to belong to a
given speaker or not. It depends on the method which
further operations the voice data will have to undergo
while training the system. One method is to evaluate
the distance from the point to the centre of gravity of
the cloud of pattern points belonging to the known
speaker. Another method establishes whether the new
point lies inside the (hyper)sphere enveloping the cloud.
A third method divides the N -dimensional space into
subspaces and determines the probability for each
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subspace that a point in it will belong to any of the
given speakers. The operations performed during the
training phase on the points in the N -dimensional
space in the first case consist in the evaluation of the
centre of gravity of the cloud of points, in the second
case in the construction of the (hyper)sphere, in the
last case in the determination of the probabilities for
the individual subspaces.

a
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Minimum -distance classificator

The centre of gravity of the cloud of pattern points
is evaluated independently for each speaker and stored
as reference vector. An unknown pattern point is
classified by evaluating the distances from this point to
the centres of gravity of each cloud. This point is then
associated with the cloud whose centre of gravity is the
nearest.

ii

r
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T

ri

0 5 10 15 20 25ms--r
Fig. 5. Long-term averages over an utterance about 10 s long of Fourier spectrum (a) , Walsh-
Hadamard spectrum (b), cepstrum function (c), and autocorrelation function (d). The
statistical feature -extraction method avoids the problems of segmentation and time normaliza-
tion and permits text -independent speaker recognition.

We have used the three methods outlined here in
speaker -recognition experiments. There were many
modifications for measurements of distance, data
normalization and probability -density approximation.
These methods will now be described in some more
detail. The assignment of a point to a given speaker is
called 'classification', which is related to the term 'class'
used for the array of pattern points of a speaker; the
algorithm performing the assignment is called a
`classificator'.

The distance measure used for defining the proximity
of points may be the usual Euclidean distance. The
distance measure may also be based on the correlation
between the two corresponding feature vectors. The
correlation is at a maximum when the two vectors
coincide; the distance may be defined as the amount
by which the correlation falls short of this maximum.

(71 G. R. Doddington, A computer method of speaker verifica-
tion, dissertation, Madison 1970.
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Let the feature vectors be X and Y with components
(xi, x2, , xN) and (Yi, yz, , YN). The Euclidean distance is

dE(X,Y) = VE (xi - yi)2. (1)

The correlation between the two vectors is expressed by the cor-
relation coefficient, whose maximum value is 1. By subtracting
the true correlation coefficient from 1 we obtain the distance
measure

cle(X,Y)= 1 -

EXiyi

N
E E yi2

(2)

Both distance measures can be altered by weighting
each dimension by the inverse of its variance between
different utterances of the same speaker, to base the
decision mainly on the parameters of the feature vector
with the highest reliability.

Distribution free tolerance -region classificator

The region occupied in multidimensional space by a
cloud of pattern points can also be taken as its prime
characteristic, regardless of the distribution of the
points over this region. This region may be demarcated
by evaluating an enveloping hypersphere of the cloud
of pattern points in a manner that avoids intersections
between different classes. The mathematical equation
of this hypersphere defines the tolerance region inside
which a point must fall to be classified with the corre-
sponding speaker, and thus represents his voice charac-
teristics. To classify an unknown pattern point a check
is made for each class to see whether the point lies
within its hypersphere or not. If the point cannot be
found in any tolerance region, it will be rejected.

Minimum -risk classificator

With the minimum -risk classificator, the N -dimen-
sional pattern space is subdivided into subspaces of
equal volume. For each subspace a conditional prob-
ability is approximated by counting the number of
pattern points in this volume independently for each
speaker. This conditional probability indicates the
likelihood that a pattern point, given that it belongs to
a certain speaker, will lie in that subspace. For classi-
fication of a pattern point a check is made to find out
which subspace it lies in, and the values of the corre-
sponding conditional probabilities for this subspace are
compared. The unknown point is then classified with
the speaker having the highest conditional probability.
In this way the risk of loss due to a wrong classification
is minimized. Fig. 6 shows the principle for the one-
dimensional case.

Reliability -test phase

During the reliability -test phase, utterances that have
not been used for training are offered to the system for
classification. In a speaker -identification test the utter-
ance belonging to one of the speakers entered into the
system may be either correctly classified, or wrongly
classified, or rejected as unclassifiable. The wrong
classifications and rejections together determine the
typical error rate for the system performance. Wrong
classifications cause speaker confusion; by counting
the number of confusions the probability of confusion
of each pair of speakers can be represented in a 'con-
fusion matrix'.

In speaker verification the system only has to decide
between the alternatives of acceptance or rejection. An
error may be either the false rejection of a customer or
the false acceptance of an impostor. Fig. 7 shows a
simplified speaker -verification experiment with real
data. Speaker X spoke a test sentence 15 times. A long-
term spectrum was evaluated for each utterance.
Fig. 7a shows a plot of these 15 spectra. The non -
reproducibility is clearly seen. In a 'model' training
phase, a tolerance region was constructed in form of a
mask by connecting all the minimum and maximum
values (fig. 7b); no consideration was given to the distri-
bution of the values between the maximum and min-
imum. For verification, the speaker X repeated the
same text, and the result of the analysis was compared
with the reference. It was accepted, as this long-term
spectrum was within the tolerance region (fig. 7c).
When speakers Y and Z claimed to be speaker X, they
were rejected, because their curves did not fit the
tolerance -region template (fig. 7d).

x

Fig. 6. Principle of the minimum -risk classificator shown for a
one-dimensional case. One-dimensional space (the abscissa x) is
subdivided into equal lengths for each of which the number of
points belonging to the different classes is counted (two classes Si
and Sz are shown). From these numbers it is possible to calculate
the conditional probability CP(x) that a point, given its class
membership, will lie in the subspace with abscissa x. An unknown
point in subspace x will be assigned to the class with the highest
conditional probability CP(x) in that subspace. In the figure for
abscissa xi this is class Si. The risk of a wrong classification is
then at a minimum.
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Fig. 7. Example of a speaker -verification experiment with real
data. a) Speaker X speaks a sentence fifteen times. The long-term
spectrum is evaluated each time. n number of frequency channel.
b) From the fifteen long-term spectra a speaker -specific template

Test results obtained with the AUROS system

A number of classification procedures have been
tested using the AUROS system, each of them employ-
ing several kinds of voice features, some of which have
been mentioned above. In experimenting with different
kinds of voice features the advantages of long-term
spectra - the absence of segmentation and time
normalization - turned out to be very important, as
was the possibility of text -independent voice -feature
extraction. We therefore found it preferable to use the
long-term spectra for our most important tests; the
results of these tests will now be reported.

In the AUROS system the long-term spectra are
derived in real time, and this is very important for any
practical application. Spectral analysis is performed by
a 43 -channel filter bank covering the frequency band
from 100 Hz to 6 kHz; each filter has a bandwidth of
nearly 10 per cent of the centre frequency. Equidistant
segmentation is carried out by scanning the filter out-
puts every 20 ms. The short-term spectra are averaged
by a special digital multiplex integrator, which also
performs a rough energy normalization. For a com-
parative study 5000 utterances of 82 male and 18 female
subjects have been processed. Fig. 8 shows long-term
spectra of a 12-s utterance of two men (a) and two
women (b). The absence of energy in the first three
channels for the women indicates the higher pitch of
their voices.

It turns out that for a given data base the variations
in the recognition rate with the chosen pattern-

recognition algorithm are considerable. Each al-
gorithm only operates in the optimum fashion when a
set of a priori assumptions is satisfied, e.g. concerning
the kind of distribution of the features or the correla-
tion and covariance of the data of each individual
speaker (which may be expressed by a correlation and
a covariance matrix). For that reason, investigation of
the statistics of the data base is necessary to adapt the
pattern -recognition algorithm to the data structure.

From the correlation matrix of the 43 frequency
parameters averaged over 2500 long-term spectra (see
fig. 9) it can be seen that the 43 parameters of the
feature vector are not statistically independent but
correlated. The average correlation coefficient is 0.4.
This correlation has to be taken into account when
designing an appropriate pattern -recognition algorithm.

For optimum performance of most of the pattern
recognition algorithms it is assumed that the com-
ponents of the feature vectors are not cross -correlated.
It can be shown from vector analysis that this, if it is

is constructed by connecting all the minimum and maximum
values. c) A new long-term spectrum from speaker X fits the
template, and he is accepted. d) Long-term spectra from speakers
Y and Z do not fit the template. These speakers are rejected.
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indeed possible, is only the case in one particular posi-
tion of the system of basic vectors of the vector space.
The basic vectors are brought into this position by
rotations in accordance with data provided by the
covariance matrix mentioned above. In this way decor -
related, 'whitened' feature vectors are obtained. Apply-
ing the minimum -distance classificator with Euclidean
distance to the whitened data corresponds to 'Ma-
halanobis classification' [8); in our tests this yielded
error -free identification for all the speakers tested.

10 20 30 40

minimum -risk classificator (with histogram approx-
imation) were considerably faster and required far less
storage capacity, while the recognition rates did not
drop below 98.5 %.

Speaker identification

For the recognition experiments the 5000 processed
 utterances have been divided into two data bases of
2500 utterances each. This allowed code -word -related
recognition and text -independent recognition to be in -

Tr

10 20 30 40

a

Fig. 8. Long -term -averaged frequency spectra of two male voices (a) and two female voices (b).
The spectra, which cover frequencies between 100 Hz and 6000 Hz, are obtained by scanning
a 43 -channel filter bank 50 times a second and adding the output voltages for every separate
filter in a multiplex digital integrator. Because of their higher pitch the female voices do not
give energy in the lowest three frequency channels.

Whenever recognition rates are being compared, it
is necessary to consider all the assumptions and bound-
ary conditions. In speaker -identification tests the
Mahalanobis classificator achieved: recognition rates
of 100 % for 2500 utterances of 50 speakers; the ut-
terances were the same apart from the name of the
speaker given in each utterance. However, the Ma-
halanobis classificator is a rather 'expensive' algorithm
in storage capacity and computer time. 'Economical'
classificators like the minimum -distance classificator or

vestigated separately. The speaker -identification tests
were performed with 'economical' pattern recognition
algorithms. All the speakers tested were known to the
system and the system was made to classify any ut-
terance presented; rejection as 'unclassifiable' was not
allowed. Recognition rates of 99.5 % were achieved for
both data bases, code -word related as well as text -
independent. For training the classificators 10 to 20
utterances seem to be necessary to obtain this high
recognition accuracy.
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Speaker verification

While in speaker identification only one rate - that
for correct classification - has to be considered, a
speaker -verification experiment is characterized by two
error rates; the rate for false acceptation (mix-up) and
the rate for false rejection. There is a functional relation
between these two error rates, given by the decision
threshold. During the training phase of speaker veri-
fication, in addition to the reference pattern, this

speakers will be falsely rejected because of the vari-
ability of their utterances. On the other hand, if the
threshold value is too high, speakers with similar voices
will be falsely accepted and thus be mixed up with the
real speakers. So the value of the threshold is a trade-
off between security of the system (low false -accept
rate) and customer convenience (low false -reject rate).
The interdependence of these three variables is shown
in fig. 10 for a minimum -distance classificator.

Fig. 9. Cross -correlation between the frequency channel outputs of the filter bank is expressed
by vertical deviation in the figure; n is the channel number. The figure is the average for 2500
long-term spectra. The highest correlation is between adjacent channels.

threshold is evaluated. If a pattern with a claimed class
membership has to be verified, it is compared with the
reference of that class using the classificator-typical
similarity measure. If the similarity exceeds a given
threshold the claimed class membership is confirmed
and the speaker is accepted; otherwise the speaker will
be rejected.

The relation between the threshold value and the
error rates for false acceptance and false rejection is
easily seen: if the threshold value is too low, many

Various methods for decision -threshold evaluation
by the computer have been compared. The most effec-
tive method is to evaluate the mean of the distance
measure determined by the absence of correlation (see
above, p. 213). First, the mean is taken within each class,
for the distance between each pair of points, and then
the results are averaged over all the classes.

[83 K. Fukunaga, Introduction to statistical pattern recognition,
Academic Press, New York 1972.



218 E. BUNGE Philips tech. Rev. 37, No. 8

24%

20
FAf

16

12

8 FR ee
4

0
Th

Fig. 10. The dependence of false -accept rate (curve FA) and false -
reject rate (curve FR) on threshold level Th in a speaker -verifica-
tion system. A higher threshold value Th means that a greater
distance is permitted between the pattern point of the speaker
claiming to be speaker X and the centre of gravity of speaker X's
cloud of pattern points.

The distance measure referred to here is de, expressed by eq.
(2). The threshold value obtained by averaging de is

ThNN =

M-1 M
rn
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N
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I=1

N

/ E xok2 E ,2
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, (3)

where S is the number of speaker classes and M the number of
utterances per class. R is a scaling factor allowing the threshold
value to be shifted along the horizontal axis in fig. 10 to obtain
the desired false accept/false reject ratio. Generally R = 1; in
particular cases, however, R is adjusted by hand to another value.

Th
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Fig. 11. During the training phase with a growing number a of
samples offered to the speaker -verification system the similarity -
threshold level Th gradually approaches a steady value that is
high enough to make false rejections extremely unlikely. Some
20 samples appear to be required to reach a steady level.

It is important to know how many speech samples
have to be used for training to establish a suitable
threshold value. Fig. 11 shows the threshold value as a
function of the sample size of the training phase. The
threshold was initially evaluated using two samples and
the third sample of the same class was verified. Then
this third sample was included for training, a new
threshold was evaluated and the fourth sample was
verified, and so on up to 49 samples for training. The
threshold value is drawn as a stepped curve, while the
actual distance for verification is plotted as a bar. As
long as the bar is below the threshold, the sample is
correctly accepted, otherwise it is falsely rejected as in
the case of the third bar. By adding this sample to the
training phase the threshold, which was obviously too
small, is increased, and the following samples are
classified correctly. After another correction by the
ninth bar, the threshold adapts almost asymptotically
to a value at which no false rejects occur. For this
picture the false accepance rate was 0 %.

In general, the verification experiments showed that
10 to 20 samples for the training phase seem to be
necessary to obtain reliable results.

Applying the verification system to the two voice -
data bases of 2500 samples yielded error rates of about
1 % for false accept and false reject in both cases, code -
word related as well as text -independent.

The effects of transmission by telephone line

For commercial application of a speaker -recognition system it
is important to know how telephone transmission of the speech
signal affects the security.

Transmitting speech over a telephone channel means freqency-
band limitation from 300 Hz to 3500 Hz. The transfer char-
acteristic in this frequency range is not flat but changes its shape
depending on the line selected by dialling. The spectra available
from telephone lines are therefore band -limited and also multi-
plied by a transfer function of unknown shape. As a first step it
could be shown that band -limiting the long-term spectra to tele-
phone quality did not affect the recognition rate significantly.
However, weighting the spectra by arbitrary transfer functions
made recognition based on long -term -averaged spectra unreliable
because in some cases the effect of the transfer function on the
spectra outweighed the voice characteristics. To overcome this
difficulty a novel feature set has been introduced to eliminate the
effect of the unknown transfer functions. These features, which
we call the modified standard -deviation profiles (MSP), are a
function of the voice characteristics only and are not affected by
the channel transfer function.

The j-th component Su; of this novel feature vector is ex-
pressed by

Sbi -
,=,

,

aixti- E ajXij

Ei25.7Cif

(4)

In the numerator a modified standard deviation of the j-th
spectral component of the i-th short-term spectrum is evaluated,
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Fig. 12. The effect of a hypothetical, erratic telephone -line trans-
fer function (c or f) on a long-term spectrum (a) is shown by (d)
and (g) respectively, the effect on the modified standard -deviation
profile (b) is shown to be non-existent (e, h). First recognition
experiments using the modified standard -deviation profile as a
feature vector yield promising results.

where I is the number of spectra taken. A large value of the
numerator points to a high short-term variability of the speech
signal. The numerator still contains the frequency -weighting
factor aj of the unknown transfer function. The average in the
denominator, on the other hand, describes the long-term prop-
erties of the voice on which the unknown line characteristic is
superimposed. Since the unknown weighting factor aj occurs in
both numerator and denominator it vanishes and in this way the
effect of the unknown transfer function is eliminated. Fig. 12
shows a long-term spectrum (a) and an MSP vector (b). Simulating
a telephone line by a characteristic like that in fig. 12c or f changes
the long-term spectrum to the curve in fig. 12d or g respectively,
while the MSP vector remains unchanged (e, h). First recognition
experiments with these MSP vectors and related functions yield
promising results.

The work described was sponsored by the German
Federal Ministry for Research and Technology under
contract No. 0812014 Kap. No. 3004 Titel 68301. Re-
sponsibility for the contents of this publication rests
with the author.

Summary. AUROS, an experimental system for speaker recogni-
tion by computer, has been developed at Philips Forschungs-
laboratorium Hamburg, in West Germany, in a government -
sponsored research project. The system comprises several speech -
signal processors which extract different characteristic features
from the signal in real time, and can also use procedures such as
the fast Fourier transform, the Walsh-Hadamard transform, and
computation of the autocorrelation and cepstrum functions. A
general-purpose computer is programmed to compare the fea-
tures with the stored data from a group of known speakers;
5000 utterances from 100 speakers are stored in a data base.
Several different measures of similarity are being tried. Some of
these are more economical than others in computer time and
storage capacity, but yield slightly higher error rates. In speaker -
identification experiments using economical classificators rec-
ognition rates of 99.5 % have been obtained. Experiments where
a speaker's claimed identity is verified yield error rates of about
1 % for false acceptance and false rejection.
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4 052 340
Method for reproducing a voltage dependent resistor and
a voltage dependent resistor obtained therewith
R. K Eunthoven
J. T. C. van Kemenade
Voltage dependent resistor obtained by sintering a body of a
mixture of ZnO and other metal oxides in an atmosphere which
contains bismuth.

4 052 605
Interpolating non -recursive digital filter
L. D. J. Eggermont E
An interpolating non -recursive digital filter for generating output
signal samples which occur at a given output sampling frequency
and which are related in a predetermined way to a sequence of
input signal samples has an output sampling frequency which is
an integer multiple of the frequency of the input signal samples.
In order to make more efficient use of the storage capacity of a
storage device in the filter, multiplying coefficients representative
of the difference between two samples of the impulse response
which belong to different sets but to the same sampling period are
used.

4 052 633
Restorable cold cathode in a gas discharge electron gun
T. M. B. Schoenmakers
Restorable cold cathode in a gas discharge electron ion gun in
which the eroded material in the active surface of the cathode is
restored by supplying new material in the form of a wire which
is moved through a hole in the cathode body by means of a screw
spindle.

4 052 681
Gas -discharge laser
K. Bulthuis
B. J. Derksema
H. T. Dykstra
J. van der Wal

An advantage is that the Brewster -window may have any con-
venient diameter and that the laser tube need not be drilled to
form a cavity.

4 052 683
Microwave device
J. H. C. van Heuven
F. C. de Ronde
A microstrip waveguide transition where the substrata is arranged
in a symmetry plane of waveguide and is situated parallel to the
field lines of the electrical field and the longitudinal axis of the
waveguide. The asymmetric microstrip conductor structure is
coupled, via a symmetrical -asymmetrical transformer, to sym-
metric band line provided on the substrate. To be conductive for
RF energy, the individual conductors of the band line are con-
nected to opposite walls of the waveguide via broadening con-
ductors.

4 052 707

Magnetic device having domains of two different sizes.in
a single layer
W. F. Druyvesteyn
H. M. W. Boob
A magnetic 'device comprising at 19ast one thin layer of a mag-
netizable material having a preferred direction of magnetization
which is approximately perpendicular to the surface of the layer
in which magnetic domains are generated, maintained and pos-
sibly annihilated in the layer. A domain guiding structure which
with a given magnetic field substantially in the preferred direction
enables the occurrence of two types of magnetic domains. The
area of the largest domain is at least 15 % and at most 125.%
larger than that of the other domains. The device also has means
which convert one type of domain into the other type of domain.

4 052 747
E Device for magnetic domain storage of data having a

shift register filled with coded series of domains
J. Roos E

A gas -discharge laser having a Brewster window near at least one
of the reflectors which is secured directly to the laser tube. The
Brewster window is secured to a surface of the laser tube and a
normal to the window makes an angle equal to the Brewster angle
with the axis of the laser tube. The surface may be a slot in the
laser tube or a recessed end face of the laser tube near a reflector.

A magnetic bubble domain device for recording information on
A magnetizable recording medium including a shift register filled
with a series of bubble domains coded in accordance with the
information to be recorded, the whole bubble domain pattern
being printed, in combination with a magnetic transfer field, in
one time on a recording medium, new information replacing the
old information by shifting of the bubble domains in the register.



4 052 748
Magnetoresistive magnetic head
K. E. Kutfic E
A magnetic head for detecting information -representing mag-
netic fields on a magnetic recording medium and comprising an
elongate magneto -resistive element of a magnetically anisotropic
material which at its ends has contacts for connection to a current
or voltage source. In order to linearize the playback characteristic
of the element, the easy axis of magnetization coincides with the
longitudinal direction of the element and means are present
which force the current to travel at an angle of minimum 15° and
maximum 75° with the longitudinal direction. These means
consist in particular of equipotential strips provided on the el-
ement.

4 052 853
Hot -gas reciprocating machine comprising two or more
working spaces, provided with a control device for the
supply of working medium to the said working spaces
J. H. Abrahams
A hot -gas reciprocating machine involving a plurality of cycles
having a mutually different phase, during each crank shaft revolu-
tion working medium from a source of pressurized working me-
dium being successively supplied to each cycle separately, via a
control device, comprising one or more slides which are controlled
exclusively by the variable cycle pressures.

4 053 207
Electro-optic devices
E. T. Keve
K. L. Bye

wettable by a solution of the pyroelectric material so that an
adherent continuous layer is formed thereon. The pyroelectric
layer may be in the form of a mosaic of islands separated by an
electrically conductive material covered with an electrically in-
sulating material.

4 053 887
Doppler radar system
K. Holford R

A Doppler radar system for controlling portable traffic signals in
response to on -coming traffic. Each of two channel amplifiers of
the system is fixed at high gain and passes both noise signals and
Doppler signals to a phase detector. A threshold element provides
a control signal when the average level of the phase detector out-
put between high and low levels changes sufficiently, due to the
presence of Doppler signals, from a mean level which is due to
noise alone.

4 055 961
Device for liquefying gases
P. S. Admiraal E
A liquefactor includes a refrigeration stage for cooling a com-
pressed gaseous body, and a first duct containing a first Joule -
Thompson valve for connecting the refrigeration stage to a col-
lecting container for use when the gaseous body comprises a
single gas. A second duct parallelly connects the refrigeration
stage to the collecting container and contains a second Joule -
Thompson valve for use when the gaseous body comprises a mix-
ture of two gases to be separated.

R 4 056 810
Integrated injection logic memory circuit

An electro-optic device having a platelet of PLZT material, the
birefringence of which depends on an electric field. The thickness
of the platelet preferably is smaller than the thickness of one
grain. As a result of this the sensitivity is large and this permits a
low operating voltage in the device.

4 053 796
Rectifying circuit
R. J. van de Plassche E
A rectifying circuit for balanced input currents, of which the two
components are applied to a first and a second point of a selective
current mirror circuit respectively, either the first point constitut-
ing the input and the second point the output, or the first point
constituting the Output and the second point the input of the
'selective current mirror circuit, depending on and under control
of the polarity of the difference between the two components. As
a result, the selectiVe current mirror circuit follows either the
greater or the smaller of the two components of the balanced
input current. The first and the second point are each connected
to the Output terminal of the rectifying circuit via a current cir-
cuit. These current circuits each have a reverse direction and each
comprise the main current path of a transistor for transferring the
difference between the output current of the selective current mir-
ror circuit and the component of the balanced input current which
is appliedld thd relevniit output to the output terminal in a Volt-
age decoupling manner.

4 053 806
Pyroelectric detector comprising nucleating material
wettable by aqueous solution of pyroelectric material
A. A. Turnbull
H. Sewell
A pyroelectric detector employing a substrate supporting a thin,
i.e., 0.5 to 5 p.m thick, solid layer of pyroelectric material with an
intermediate layer of nucleating material, i.e., a material which is

C. M. Hart
A. Slob
A new integrated circuit in which bias currents are supplied by
means of a current injector, a multi -layer structure in which cur-
rent is supplied, by means of injection and collection of charge
carriers via rectifying junctions, to zones to be biased of circuit
elements of the circuit, preferably in the form of charge carriers
which are collected by the zones to be biased themselves from
one of the layers of the current injector. By means of said current
injector circuit arrangements can be realized without load resis-
tors being necessary, while the wiring pattern may be very simple
and the packing density of the circuit elements may be very high.
In addition a simple method of manufacturing with comparatively
few operations can in many cases be used in particular upon ap-
plication of transistors having a structure which is inverted
relative to the conventional structure.

4 055 953
Hot -gas reciprocating engine.
A. M. Nederlof E
A hot -gas reciprocating engine in which the tubular connection
members interconnect a heater duct inside the heat pipe with the
engine's expansion space and regenerator, each connection mem-
ber extends transverse of the center line of the relevant unit, and
is connected to the heat pipe wall with a flexible sealing member.

4 056 832
Servo system for controlling the position of a reading
head
J. de Boer
A. Walraven
A servo system for controlling the position of a magnetic reading
head relative to the center of a selected information track. During
recording a long -wave positioning signal is recorded below the



data signal in the tracks. Upon reading out, the head not only
reads the information of the selected track but, as result of cross-
talk, also the positioning signals of the adjacent tracks. After
filtering out and processing the positioning signals, a control
signal for controlling the head is obtained.

4 057 063

Device for sterilization by transuterine tube coagulation
A. C. M. Gieles
G. H. J. Somers
A device for sterilizing human females by transuterine fallopian
tube coagulation wherein the substantial increase in impedance
of the tissues during coagulation is used to signal for termination
of treatment.

4 057 125

Device for measuring local radiation absorption in a body
W. Wagner

A device for measuring the spatial distribution of radiation
absorption in a body wherein a multiplicity of radiators are
regularly distributed about a circle surrounding the body, each
radiator emitting a wedge-shaped beam of radiation in the plane
of the circle toward a different arc portion of the circle between
two other radiators, a multiplicity of adjoining detectors in each
arc portion measuring radiation from the radiator emitting
radiation to that arc portion, the spatial distribution of radiation
absorption being calculated from the measured radiation values
of all the detectors.

4 057 728

X-ray exposure device comprising a gas -filled chamber
K. Peschmann A
H. -G. Junginger
An x-ray exposure device comprising a flat and plane rectangular
chamber containing an ionizable gas and having walls provided
with electrode structures which generate a potential distribution
corresponding to that of two concentric spherical electrodes, an
insulating foil on which charge carriers resulting from ionization
of the gas by the x-radiation and displaceable in the longitudinal
direction of the chamber being arranged therewithin.

4 057 796
Analogkligital converter
A. Hoogendoorn
R. E. J. van de Grift
T. J. van Kessel

WItil.WEINtet
4 057 831
Video record disc manufactured by a process involving
chemical or sputter etching
B. A. J. Jacobs
J. van der Wal
G. B. Gerritsen
A mother for manufacturing long-playing video records is
provided by (1) selectively exposing a photoresist disposed as the
outer layer on a substrate comprising a disc -shaped plate, a thin
layer of base material, e.g., an oxide or nitride, adhering to the
plate and a thin metal layer, e.g., chromium, silver, nickel or
titanium, coating the base material layer, (2) removing non -
activated sections of the photoresist layer and (3) sputter or chem-
ically etching the thin metal and base material layers in sections
corresponding to the removed sections of the photoresist layer.

4 057 833
Centering detection system for an apparatus for playing
optically readable record carriers
J. J. M. Braat
An apparatus as described for reading a record carrier on which
information, for example video and/or audio information is
stored in an optically readable track -shaped information structure.
A deviation between the center of a read spot which is projected
on the information structure and the center line of a track to be
read can be detected with the aid of at least two detectors which
are disposed in the far field of the information structure in dif-
ferent quadrants. With the aid of the same detectors a reference
signal is obtained which is used for deriving a control signal for
correcting the position of the read spot relative to the track to be
read.

4 058 382
Hot -gas reciprocating machine with self-centered free
piston
J. Mulder
A hot -gas reciprocating machine having a free piston, one face
of which varies the volume of a working space while its other face
bounds a buffer space of constant pressure. A control mechanism
maintains a constant nominal central piston position by mo-
mentarily connecting the working space and the buffer space.

4 058 743
E Pulse generating circuit

D. R. Armstrong

An analog-digital converter in which a capacitor is charged or
discharged by a reference current with the aid of transistor
switches, a continuous current flows through the capacitor which
is determined by an input difference voltage. One side of the
capacitor is connected via a comparator to a flip-flop, to which
flip-flop a clock signal is applied and which flip-flop drives the
transistor switches. The other side of the capacitor is connected
to the first input of a differential amplifier, which differential
amplifier forms part of a negative feedback loop which maintains
the voltage at the first input of the differential amplifier equal to
the voltage which is applied to the second input of the differential
amplifier.

R
A pulse is generated in an output transformer and this pulse is
used to provide a spark across a spark gap for the purpose of
igniting any gas/air mixture present. The circuit operates from a
1.5 volt d.c. source.
A blocking oscillator is energized by a two position switch which
is operated to a first position, and this charges a capacitor. The
capacitor is then dischafged through an output transformer to
produce the spark when the switch is returned to its original rest
position. The winding used to charge the capacitor from the
blocking oscillator is also used in the discharge path for the capaci-
tor and this inductive loading provides a slower discharge and a
more controlled lower energy spark which is found to be better
for gas ignition.
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The behaviour of phosphors with aluminate host lattices

J. L. Sommerdijk and A. L. N. Stevels

The ultraviolet radiation from the low-pressure mercury discharge in a fluorescent lamp
is converted into visible light with the aid of phosphors. The aim is to combine the max-
imum luminous efficacy with a good colour rendering. With the conventional halophos-
phate phosphors the maximum luminous efficacy is in the region of 80 lm/ W; any
improvement in colour rendering is usually obtained at the expense of the luminous
efficacy. It is however possible to achieve good colour rendering with a high luminous
efficacy by using three phosphors that give blue, green and red luminescence in the cor-
rect intensity ratio, each within a relatively narrow spectral range. Among the phosphors
developed for such lamps, the blue and green phosphors have an aluminate host lattice.
The article below gives some results of an investigation into the fundamentals of the
behaviour of these new aluminate phosphors. The investigation has provided an improved
general understanding of the quantum efficiency and energy transfer between the various
centres in phosphors of this type.

Introduction

In a new type of fluorescent lamp, which combines
good colour rendering with a high luminous efficacy,
there are three phosphors: one emits red light, another
emits blue light, and the third emits green light [1]. The
red phosphor is an yttrium oxide activated with trival-
ent europium - a phosphor widely used in colour-

television picture tubes. The blue and green phosphors,
developed by the Philips Lighting Division, are based
on the luminescence of rare-earth ions incorporated in
an aluminate lattice [2]. Some aluminate phosphors of
this type are particularly suitable for use in fluorescent
lamps; they emit the right colour, they are resistant to
the corrosive effects of the mercury discharge in these
lamps and they give a high light output under the
conditions that exist in these lamps.

Our investigation was mainly concerned with the
fundamentals of the behaviour of Eu24 and CO+ ions
in aluminate lattices, either by themselves, or com-
bined with Tb3+ or Mn2+ ions. Fig. 1 illustrates some
of the possibilities that these phosphors offer in the
conversion of ultraviolet radiation into visible light.

The structure of the aluminate lattice has been found
to have a considerable influence on the properties of
the phosphors. We shall therefore start by describing

Dr J. L. Sommerdijk and Dr Jr A. L. N. Stevels are with Philips
Research Laboratories, Eindhoven.

Fig. 1. Some of the phosphors dealt with in this article, irradiated
by an ultraviolet lamp. From left to right: two blue phosphors,
Sr0.9Lao.iMgo.iAlti.9019 :Eu2+ (i.e. Sr -La -Mg aluminate acti-
vated with divalent europium) and BaMgAlio017:Eu2+, the red
phosphor: La0.68Euom.Mno.eoAlii.52019.11, the blue-green phos-
phor: (Ca,La)A11.2019:Eu2,-,Mn2+ and the two green phosphors:
BaMgA110017:Eu2+, Mn2+ and Ce0.67Tbo.ssMgAl11O1s.

[1/ M. Koedam, J. J. Opstelten and D. Radielovie, J. Ilium.
Engng. Soc. 1, 285, 1972.
See also: J. J. Opstelten, D. Radielovi6 and J. M. P. J.
Verstegen, Philips tech. Rev. 35, 361, 1975.

[21 J. M. P. J. Verstegen, J. Electrochem. Soc. 121, 1623, 1974.
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the structure of two types of aluminate that act as the
host lattice for the phosphors we shall discuss here.
This will be followed by a discussion of some phos-
phors and the background to their behaviour [3].

In an aluminate lattice the Eu2+ ion usually gives a
blue luminescence band. It is in fact an Eu2+-activated

a b

Mn2+, sometimes red as well. We shall take a closer
look at the properties of the combination Ce3+-Tb3+,
which is used in the green phosphor for the fluorescent
lamp mentioned above. It is found that a very reason-
able explanation can be given for the behaviour of this
combination.

Fig. 2. The crystal structure of magnetoplumbite (a) and of fl -aluminium oxide (b). In both
cases half a unit cell is shown; the complete cell is obtained by mirror reflection of this part
from a lower or an upper plane. (Taken in part from C. A. Beevers and M. A. S. Ross,
Z. Kristallogr. 97, 59, 1937.)

aluminate phosphor that is used for the blue com-
ponent in the fluorescent lamp mentioned above. In
one particular host lattice, however, Eu2+ can also give
luminescence in the ultraviolet. As a rule, Ce3+ ions in
an aluminate lattice give ultraviolet luminescence, but
in some cases blue emission is also observed. In dealing
with the Eu2+ and Ce3+ phosphors we shall examine
the factors that determine the colour of the lumines-
cence, and also examine the dependence of the effi-
ciency of the luminescence on temperature and concen-
tration.

The energy that Eu2+ and Ce3+ ions absorb when
subjected to ultraviolet radiation can be given up not
only by luminescence but also by the transfer of energy
to other ions deliberately incorporated in the lattice,
which can then luminesce in their turn. Energy can alsO
be transferred to non -radiative centres, a process that
is obviously most undesirable. An interesting case is
the energy transfer to Tb3+ or Mn2+ ions, which are not
themselves sufficiently capable of absorbing ultra-
violet radiation. There is then competition between the
intrinsic luminescence of Eu2+ or Ce3+ ions and the
energy transfer to Tb3+ or Mn2+ ions, which in their
turn both give green luminescence or, in the case of

0 02

Me", Me'

Crystal structure of the host lattices

The phosphors we have investigated have two types
of host lattice. One has the general formula
Me2+Me3+12019, the other Me+Me3+11017. The Me2+
and Me+ ions are comparable in diameter with the 02 -
ions. The Me3+ ions are mainly aluminium ions, which
are much smaller and are located in the interstices be-
tween the oxygen ions.

When ions of a different valency are substituted for
the monovalent or divalent large cations, this must be
compensated by other substitutions. A deviation in the
stoichiometry may also occur to compensate such a
marked deviation in the charge of the large cations.
This would then imply a deviation from the ideal
structure of the crystal lattice.

The crystal structure of the aluminates with the
formula Me2+A112019 is known as the magnetoplumbite
structure, from the mineral magnetoplumbite,
PbFei2019, in which this structure was first found.
Me+A111017 crystallizes in the a -aluminium -oxide
structure, first found in NaA111017. This is a mineral
that was originally thought to be a modification of
aluminium oxide. Both these structures are also found
in ferrites [4]. Experience with X -ray -diffraction
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studies of these ferrites (51 has proved of great value in
determining the structure of the phosphors described
here.

As can be seen in fig. 2, the unit cell in both structures
consists of blocks with a spinel structure, in which
oxygen and aluminium ions occur, alternating with
thinner intermediate layers. The differences between
the two structures are due entirely to the different
arrangement of the ions in these intermediate layers.
In the magnetoplumbite structure the intermediate
layer consists of a close -packed arrangement of oxygen
ions and large cations, with the large cations forming a
hexagonal pattern in the layer. The intermediate layer
also contains some aluminium ions. In the /3 -alu-

minium -oxide structure the intermediate layer is rela-
tively empty, in each unit cell it contains only one large
cation and one oxygen ion.

The rare-earth ions incorporated as activators in the
phosphors may be built into the intermediate layers of
the aluminate lattice at the sites of the large cations.
The Mn2+ and Mg2+ ions, which come into our consid-
erations, are located at aluminium sites. The Al3+ sites
in the aluminates we have studied are of different types.
The luminescent properties of the Mn2+-containing
phosphors depend to a great extent on which of these
sites is occupied by the Mn2+ ion. 

As noticed earlier, the valency of the large cations
may in practice be higher than in the ideal structure. In
compensating the excess charge by the incorporation
of Mg2+ ions, these ions take up positions at the Al3+
sites in the lattice. For compensation by the addition of
02- ions, these extra ions are incorporated at the
sites of large cations in the intermediate layer. The
various possible ways of compensation are summarized
in Table I.

An example of a combination of modes of com-
pensation is barium aluminate, which has the fl -alu-
minium -oxide structure. The compensation for the
divalence of the barium ion is brought about in prin-
ciple by the creation of aluminium vacancies:
BaA110.67017. The existence region of the 13 -aluminium -

oxide phase for Ba aluminate is fairly broad, and com-
pensation can also be effected by incorporating 02_

ionsat large -cation sites, for example Ba0.75A111017.25.
In this way a great variation in composition is possible
without the formation of a different crystal structure.
This is not the case for La and Ce aluminate. Both these
compounds have the magnetoplumbite structure, and
the existence region, corresponding to the formulae
(Lao.8600.14)A111.9019 and (Ceo.8600.14)A111.9019, is

fairly narrow. These formulae show that compensation
for the trivalence of La and Ce takes place here
through the occurrence of both Al vacancies and
oxygen ions at the sites of large cations. A study of

Table I. Various possible reactions to compensate for a too high
valency of the large cations in the aluminates discussed here.
Each 'reaction equation' for the compensation process is accom-
panied by an example.

Equation Example

MO+ Al3+ Me3+ Mg2+
+A13+_4.me2++ Mg2+

Me+ -* MO+ - Al3+
me-iMe2+ *02'

CeMgAlnOto
BaMgAlio017
BaAlto.c7017
Ba0.75A111017.25

luminescence data indicates that we can assume that
the presence of oxygen ions at the large -cation sites
causes a regrouping of the neighbouring oxygen ions
and the aluminium ions in the intermediate layer. As a
result the structure may be so deformed that the alu-
minium ions originally surrounded by five oxygen ions
in the intermediate layer are now tetrahedrally sur-
rounded. These tetrahedrally surrounded ions are sit-
uated at a short distance from the large cations. The
consequence of this for the luminescence of some al-
uminate phosphors will be discussed later on in this
article.

In general, aluminates with monovalent large
cations are only found to have the /3 -aluminium -oxide
structure, and aluminates with trivalent large cations
only have the magnetoplumbite structure. In the case of
divalent large cations the structure is determined by
the cation diameter. Where the cations are relatively
small, like Ca2+, only the magnetoplumbite structure is
found, but where they are relatively large, like Ba2+,
only the /3 -aluminium -oxide structure is seen. The
cations Sr2+ and Eu2+ occupy an intermediate posi-
tion: the structure that occurs now depends on the
small cations. In spite of the very close similarity
between the two structures, their miscibility is never-
theless small. Phase separation occurs, as in the system
SrA112019-SrMgAlio017.

The solubility of the various activator ions in both
types of aluminate lattice is really a direct consequence
of the foregoing. Eu2+ can be taken up in both host
lattices. Ce3+ has a marked preference for the magne-
toplumbite structure and is not readily soluble in /3 -
aluminium -oxide phases. Tb3+ is small and while it can
be taken up in a magnetoplumbite lattice it can hardly
be incorporated at all in a 13 -aluminium -oxide lattice.
Mn2+ has a preference for the /3 -aluminium -oxide lat-
tice. Mn2+ ions only fit into a magnetoplumbite lattice
when sufficient trivalent large cations are present.

[3]

[4]

[5]

A general introduction to the luminescence mechanisms in
phosphors is given in: G. Blasse and A. Bril, Philips tech.
Rev. 31, 304, 1970. We shall refer to various pages of that
publication.
See for example the article by C. A. M. van den Broek and
A. L. Stuijts in this volume of Philips tech. Rev., p. 157
(No. 7).
P. B. Braun, Philips Res. Repts. 12, 491, 1957.
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Fig. 3. Energy -level diagrams of Ce3+, Eu2+ and Tb3+ in oxidic host lattices; the energy is
plotted on the vertical axis in cm -1. The horizontal lines represent the sharp 4f levels and the
hatched areas represent bands formed by the 4fn-15d states. The levels on which a filled
semicircle is drawn are the levels from which luminescence is observed. For Eu2+ two situa-
tions are shown: the case in which a luminescence band is observed, originating from the
transitions 4f°5d 4f7 and the case in which emission lines are observed in addition, orig-
inating from the 6P712 level. The second case is encountered when the crystal field is such that
the bottom of the 4f65d band is higher than the °Pm level.

Luminescence of Ete+ and Ce3+

In nearly all cases the luminescence of Eu2÷ and Ce3+
ions stems from a transition from a 5d orbit to a 4f
orbit (fig. 3). The 5d orbits lie on the outside of the
ions and are strongly affected by the immediate environ-

ment. Because of this the position of the associated
energy levels varies quite considerably. Thermal vibra-
tions of the surrounding ions and local variations in the
lattice structure therefore have the result that the
luminescence spectra have no sharp lines but relatively
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broad bands. Owing to differences in the crystal field
between the various host lattices, the location of these
bands is closely dependent on the host lattice.

As we stated earlier, the luminescence of Eu2+ in
aluminates is mostly blue and that of Ce3+ is mostly in
the long -wave ultraviolet. If the light output is suf-
ficiently high, the Eu2+ emission is directly usable for
lighting. Ce3+, on the other hand, can only be used for
lighting as a sensitizer in combination with appropriate
activator ions, which deliver visible light via a process
of energy transfer. In addition to this 'ordinary' emis-
sion from Eu2+ and Ce3+, another emission is found in
some aluminates. For instance, in one particular host
lattice the Eu2+ ion emits lines in the long -wave ultra-
violet. In other host lattices a very strong interaction
appears to take place between Eu2+ or Ce3+ ions and
neighbouring oxygen ions. In the case of Eu2+ this
gives green and in the case of Ce3+ blue luminescence.

The ordinary luminescence bands

The spectra given in fig. 4 show how the structure of
the host lattice and the diameter of the large cations
affect the location of the luminescence bands.

There are two factors of influence here: the first is
the strength of the crystal field at the sites of the
luminescing ions, and the second is the degree of
covalence of these ions, i.e. the extent to which they
share the electrons in their outermost shell with the
surrounding oxygen ions. The action of the crystal
field splits the 5d level into sublevels, the luminescence
always taking place from the lowest sublevel. In a
stronger crystal field there is more splitting, causing
this lowest sublevel to shift to a lower energy, so that
the luminescence appears at a longer wavelength. The
degree of covalence determines the location of the
centre of mass of the collective sublevels; with stronger
covalence all 5d levels shift to a lower energy, which
also means that the luminescence shifts to a longer
wavelength.

In addition to the luminescence spectra, as shown in
fig. 4, another aid to the study of phosphors is given by
the excitation spectra, where the light output is given as
a function of the wavelength of the exciting ultraviolet
radiation. In our case these excitation spectra make it
possible to study the split 5d level in a more direct way.
In nearly all cases the excitation wavelength is shorter
than the wavelength at which the ensuing luminescence
takes place. The effect is known as the Stokes shift [6].

From the luminescence spectra, and with the results
of the excitation measurements, we can draw a number
of conclusions [7]. It is found, for example, that co-
valence has relatively little influence in the case of Eu2+
and is almost the same for all host lattices. The ob-
served differences in luminescence are thus mainly a

0
250 300 350 400 450nm

Fig. 4. The intensity OA, in arbitrary units, of the emission of
Eu2+ (above) and Ce3+ (below) in a number of aluminates as a
function of the wavelength 2.. The curves of host lattices with the
magnetoplumbite structure are drawn as solid lines, the curves for
host lattices with the a -aluminium -oxide structure are shown as
dashed lines.
a) SrAh2019:Eu2+. e) SrMgA110017:Eu2+.
b) CaMgA111018.5 :Eu2+. .f) SrA112019:Ce3+.
c) Lao.86A111.9010.14:Eu2+. g) Lao.3oA111.9019.14:Ce3+.
d) BaAlto.67017 :Eu2+. h) BaAlto.67017:Ce3+.

consequence of differences in the crystal field. Appar-
ently Eu2+ gives more crystal -field splitting in a /3 -alu-
minium -oxide lattice than in a magnetoplumbite lat-
tice. The reason for this difference is that in the fl -alu-
minium -oxide structure the arrangement of the oxygen
ions around the Eu2+ ion is strongly asymmetrical.
If BaMgA110017, which has the 16 -aluminium -oxide
structure, is activated with Eu2+, this phosphor then
emits exactly the right wavelength (450 nm) for the
three -phosphor lamp mentioned in the introduction.

The lanthanum aluminates La0.86Al11.901.9.14 and
LaMgAli 1019, as host lattices for Eu2+ phosphors,
occupy a position midway between the magneto-
plumbite and the. /3 -aluminium -oxide structure. The
crystal structure resembles that of the magnetoplumbite
lattices, but the behaviour of the luminescence spectra
more closely resembles that of phosphors with a /3 -
aluminium -oxide structure. The explanation for this is
that Eu2+ in the lanthanum aluminates occupies the
site of a trivalent ion. Because the positive charge of the
Eu2+ ion is too small, the 5d orbits are enlarged, with
the result that the crystal field around the ion exerts a
stronger influence. The effect of this is that there is

[6] See the article by Blasse and Bril [3], pages 314-316.
[7] A. L. N. Stevels and A. D. M. Schrama-de Pauw, J. Electro-

chem. Soc. 123, 691, 1976.
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more splitting of the 5d levels in the excitation spectra,
so that the luminescence has a longer wavelength than
would at first sight be expected.

The emission spectra also show that the diameter of
the large cations affects the wavelength of the Eu2+
luminescence. With an otherwise identical crystal
structure, the largest cations give luminescence with the
shortest wavelength, as a result of a relatively weak
crystal field at the location of the Eu2+ ions. The effect
of the cation diameter is clearly less than that of struc-
tural differences. Indeed, the influence of the large -
cation diameter does not show up at all in the excita-
tion spectra. This is not entirely unexpected, since the
influence of the structure is also relatively small in
these spectra.

In the phosphors activated with Ce3+ the two types
of host lattice differ in much the same way as in the
Eu2+ phosphors [8]. Here, however, the crystal -field
splitting is on the whole smaller than with the Eu2+
phosphors. This is a consequence of the higher charge
of the Ce3+ ion, which draws the 5d orbits closer to the
nucleus so that they are less affected by the crystal
field.

The excitation spectra of the Ce3+ aluminates show
that the degree of covalence in the bond between these
ions and the host lattice has a distinct effect on the
location of the centre of mass of the 5d levels. In
`magnetoplumbite' phosphors with Ca or Sr, where the
covalent interaction is small, it lies about 41 000 cm -1
above the 4f level; in the Ce3+-activated lanthanum
aluminate this interaction is relatively strong and the
distance is consequently smaller, about 38 000 cm -1.

Luminescence lines of Eu2+

Recent work has revealed that, in addition to the
luminescence band of Eu2+ described above, which is
due to a 4f65d -- 4f7 transition, this ion can also emit
lines when it is incorporated in certain host lattices.
These lines appear to arise from the transition from
an excited 4f7 state to the 4f7 ground state. The electron
orbits to which these states correspond are both located
entirely in the interior of the ion, as we saw earlier, and
are therefore little ,affected by the crystal field in the
host lattice. Because of this the luminescence lines are
narrow. The decay time of this luminescence is rel-
atively long: a few milliseconds as against a few micro-
seconds for the band emission. The reason for this is
that the luminescence lines originate from 'forbidden'
transitions, and the screening of the orbits makes it
more difficult for the crystal -field effects to counteract
this prohibition.

Among the aluminates so far investigated, SrA112019
is the only host lattice in which the line emission of
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Fig. 5. The luminescence spectrum of SrA112019 activated with
Eu2+, measured at 300 K (dashed) and at 77 K (solid curve).
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Fig. 6. The ratio R of the line intensity to the band intensity of
SrA112019 activated with Eu2+, as a function of the reciprocal of
the temperature T.

Eu2+ has been observed {9). As shown in fig. 5, some
structure is already to be seen at room temperature on
the short-wave edge of the broad luminescence band;
at 77 K the band has just about disappeared and only
the lines are left. The lines can only be observed in
SrA11.2019 and not in other aluminates because the
crystal field in SrAli2019 is relatively weak. Because of
this there is little crystal -field splitting of the 4f65d level,
and the bottom of the corresponding band in the
energy -level diagram lies just above the excited 4f7
level. In all other aluminates the crystal -field splitting
is so much stronger that the 4f7 level is overlapped by
the 4f65d band, and since the band transition has a
much greater probability than the line transition, the
lines vanish.

181 A. L. Stevels, J. Electrochem. Soc. 125, 588, 1978.
197 J. M. P. J. Verstegen, J. L. Sommerdijk and A. Bril, J.

Luminescence 9, 420, 1974.
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The ratio R of the line intensity to the band intensity in the
temperature range of interest can be described by

R = (re/rd) exp (AElkT),

where re and rd are the probabilities of the radiative line transition
(4f7 4f7) and the band transition (4f65d 4f7). LIE is the
difference in energy between the lowest 4f65d state and the 4f7
emission state, k is Boltzmann's constant and T the absolute
temperature. Measurement of the ratio R as a function of T gives
a value of about 500 cm -1 for LIE and the ratio re/rd is found to
be about 10-3 (seefig. 6).

Luminescence of Ce3+ and Eu2+ in very strong inter-
action with oxygen

In aluminates activated with Ce3+ a blue band is
observed in addition to the luminescence band in the
ultraviolet described earlier. Fig. 7 shows this effect for
La0.86A111.2013.14:Ce3+. The blue band may be attrib-
uted to the very strong interaction between the Ce3+

100 .x=0.02
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Fig. 7. Luminescence intensity OA, in arbitrary units, as a func-
tion of the wavelength of (Lai-xCex)o.a3A111.3012.14 for four
values of the parameter x. At low Ce concentrations there is only
luminescence in the ultraviolet, characteristic of the Ce3+ ions.
At higher concentrations a blue emission band appears, which is
a result of very strong interaction between the Ce3+ ions and
neighbouring oxygen ions, causing the ultraviolet luminescence
to disappear completely, owing to efficient energy transfer to the
blue luminescing centres.
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Fig. 8. Emission spectra of two Ce3+-activated Sr aluminates.
The compound that gives the solid curve contains no oxygen ions
at large -cation sites. In the preparation of the compound that
gives the dashed curve an excess of A1203 has been added; this
causes oxygen ions to appear at large -cation sites. The compound
corresponding to the dashed curve therefore gives a blue lumines-
cence band in addition to the characteristic Ce3+ emission. This
blue band is due to very strong interaction between Ce3+ and
neighbouring oxygen ions.

ions and oxygen ions at neighbouring large -cation sites,
an interaction we shall refer to here as 'associate forma-
tion', to distinguish it clearly from the other inter-
actions that take place in phosphors. At low Ce con-
centrations about 16 % of the total number of quanta
are emitted as blue luminescence, irrespective of this
concentration. This indicates that the distribution of
Ce among the available sites is completely random and
that associate formation does indeed occur with all Ce
ions close to a large -cation site occupied by oxygen. At
high Ce3+ concentrations the energy transfer from
excited free Ce3+ ions, emitting in the ultraviolet, to the
Ce-O associates appears to be so efficient that the blue
luminescence is dominant and the luminescence in the
ultraviolet is completely quenched (see fig. 7). Appar-
ently the presence of Mg2+ ions in a sample hinders the
formation of associates, since Ce aluminates contain-
ing Mg do not give a blue luminescence.

.Ce3+ phosphors in which there are no oxygen ions at
large -cation sites do not give blue luminescence from
Ce-0 associates. Oxygen ions can, however, be in-
corporated at the large -cation sites by adding an excess
of A1203 during the preparation of such pho'sphors;
blue fluorescence is then produced in addition to the
usual ultraviolet fluorescence (seefig. 8).

A similar fluorescence band in the green, also attri-
butable to associate formation, is found in phosphors
activated with Eu2+. The only difference from the Ce3+
situation is that the green band has a much lower
intensity, because the energy transfer from free Eu2+
ions to Eu-O associates is much less than with Ce.

Efficiency of the luminescence

As we have seen, luminescence colours varying from
green to ultraviolet can be obtained with Eu2+ and
Ce3+ in aluminate host lattices. It is even possible to
select a host lattice such that the wavelength is ac-
curately defined. In practice, however, the colour is not
the only important quantity. To make a good lamp the
phosphors must give a high light output, which means
that the ultraviolet absorption and the quantum effici-
ency of the luminescence must both be high. The host
lattice in which the activator is incorporated has a
marked effect on the light output, as does also the
activator concentration. Another point is that the light
output of a phosphor generally decreases with rising
temperature; this again evidently depends on the host
lattice.

We shall now consider in somewhat more detail the
various factors that have an effect on the quantum
efficiency of a phosphor.
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Table II. Approximate values for the quantum efficiency (in %)
of a number of phosphors activated with Eu2+ or Ce3+, on
excitation by radiation at a wavelength of 250-270 nm.

Sample was not homogeneous or showed no luminescence.
Sample in which all available sites are occupied by activator
ions (differing from the contents stated at the head of the
table).

*:

Host lattice
Quantum
efficiency

on activation
with 2 % Eu2+

Quantum
efficiency

on activation
with 14 % CO+

Magnetoplumbite
CaA112019 50 50
CaMgA111018.5 50
SrA112019 55 70
EuAli2019 20*

As above, with large
trivalent cations

Ceo.86A111.9019.14 60*
La0.86Almo019.14 50 55
CeMgAltiOto 60*
La MgAIII019 60 60

/3 -aluminium oxide
SrMgAlto017. 65
EuMgAlio017 45*
BaAlto.137017 70 50
BaMgAlioOi7 70 60

Effect of the host lattice

Table II gives some approximate figures for the
quantum efficiencies of various phosphors activated
with Eu2+ and Ce3+ and excited by radiation with a
wavelength of 250-270 nm, the wavelength range that
includes the emission of a low-pressure mercury dis-
charge. These efficiencies can be said to be fairly high,
certainly if it is remembered that in some cases the
excitation spectra show an optimum excitation wave-
length higher than 270 nm.

In the fl -aluminium -oxide lattice of BaMgA11o017
the luminescence band of Eu2+ lies at 450 nm, which
is the appropriate wavelength for the three -phosphor
lamp, as we saw earlier. The quantum efficiency of this
phosphor is high and is not very sensitive to impurities,
nor is it much affected by temperature.

Concentration quenching

The quantuin efficiency of the Eu2+-activated phos-
phors decreases noticeably at higher Eu2+ concentra-
tions; this effect is known as concentration quenching.
The Ce3+-activated phosphors do not give this quench-
ing effect, or if they do, only slightly. The explanation
for concentration quenching with Eu2+ is that with in-
creasing Eu concentration the energy transfer between
the activator ions steadily improves, so that the excita-
tion energy is transported over larger distances through
the lattice before luminescence can occur. This means
that lattice defects where a non -radiative transition can
occur are more easily reached. The energy transfer be-
tween Eu2+ ions in aluminates is found to be so good

that in some cases the quantum efficiency is governed
by the number of lattice defects, even at low Eu con-
centrations. For Ce3+ the energy exchange between the
activator ions is apparently much less effective, since
little or no concentration quenching occurs with this
activator.

When small amounts of Mg2+ ions are incorporated
at Ala+ sites in SrAli2019:Eu2+, defects are produced
that strongly quench the luminescence. The resultant
reduction in efficiency is again greatest at higher Eu2+
concentrations, where the energy transfer between the
Eu2+ ions becomes significant. The addition of Mg
is probably responsible for the introduction of
oxygen vacancies as a result of the reduced positive
charge caused by this addition. An argument in support
of this is that when the creation of oxygen vacancies is
prevented by adding an equal quantity of La3+ ions as
well as Mg2+, the efficiency is again almost equal to
that of SrAl12019:Eu2+.

Fig. 9 shows that SrA112O19:Eu2+ must also con-
tain natural defects, in view of the strong concentra-

x

Fig. 9. Quantum efficiency 7/ of a number of Eu2+-activated
aluminates, as a function of the europium content x. Pure
SrA112019:Eu2+ exhibits strong concentration quenching. The
addition of lanthanum causes a marked decrease in the concen-
tration quenching, because of its effect on the defect situation in
the crystal lattice.

500 600K
T

Fig. 10. The total luminescence intensity I, in arbitrary units, as a
function of the temperature T for a number of Eu2+-activated
aluminates. The solid curves relate to phosphors whose host
lattice has the magnetoplumbite structure; the dashed curve was
measured on a phosphor whose host lattice has the /3 -aluminium -
oxide structure.
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tion quenching of this phosphor. This is also to be
expected from the good transfer of energy, since the
defects where non -radiative transitions occur are
reached more effectively. The addition of a little
lanthanum is sufficient to reduce the concentration
quenching quite considerably, and when the host lat-
tice is La0.86A111.9019.14 hardly any quenching is
observed. It has therefore been possible here to
improve the defect situation of the host lattice by
changing the composition. This is a very exceptional
situation for oxidic phosphors in general. Usually the

Table DI. Thermal quenching in a number of Eu2+-activated
phosphors, characterized by the temperature T50 at which the
efficiency has dropped to 50 % of its value at 77 K.

Host lattice T50 (K)

Magnetoplumbite
CaAlisOto
CaMgAli1018.5
SrA112010
EUA11.2019

As above, with large
trivalent cations

Lao.soAln.9015.14
LaMgAlnOts

fl -aluminium oxide
SrMgA11003.7
EuMgAlioOi7
BaAlto.s7017
BaMgAl1o017

380
380
385
370

400
410

575
565
535
610

existence region of a phase suitable as a host lattice is
too narrow to allow any essential change in the defect
situation. Fig. 9 also shows that there is a marked dif-
ference in the defect situation in Sr aluminate and in
La aluminate. It seems as if the additional oxygen
atoms contained in the intermediate layers in La alum-
inate are able to prevent the occurrence of lattice
defects that adversely affect the efficiency.

Since La and Ba aluminates contain Al vacancies,
the incorporation of Mg2+ ions will not lead to oxygen
vacancies. The addition of Mg to these aluminates will
not therefore cause any drop in efficiency. On the con-
trary, La aluminate gives a slightly higher efficiency
after the addition of Mg. The reason for this is that
phosphors activated with Eu2+ give a somewhat lower
efficiency when oxygen ions occupy large -cation sites,
and the addition of Mg to La0.86Al11.9019.14 partly
eliminates these oxygen ions.

Thermal quenching

In most cases the luminescence intensity of the
phosphor decreases with rising temperature, an effect
known as thermal quenching. This quenching is caused
by the activation at higher temperatures of non -radia-
tive processes, which at very high temperatures even-

tually predominate over the luminescence. If a phos-
phor is to be of practical use, thermal quenching should
not occur at the normal operating temperature. We
have studied the thermal -quenching effect mainly with
reference to the luminescence of Eu2+. It is found that
this effect is also dependent on the host lattice. Fig. 10
shows, for example, that the thermal quenching of the
luminescence of Eu2+ in a host lattice with the P -alu-
minium -oxide structure becomes significant at much
higher temperatures than in a host lattice with the
magnetoplumbite structure.

For thermal quenching a model has been given that is based on
the 'configuration coordinate' for an active ion [12). This model
shows that the stronger the bond between the activator and the
environment, the higher the temperature at which quenching
occurs. In a host lattice with the fl -aluminium -oxide structure
the bond of an Eu2+ ion with the nearest -neighbour oxygen ion is
much stronger than in a lattice with the magnetoplumbite struc-
ture. In the first case quenching is therefore expected at a much
higher temperature than in the second. Table III again shows that
this is in fact the case. The quenching is characterized here by
T50, the temperature at which the efficiency has dropped to 50
of the value at 77 K (the temperature of liquid nitrogen). It also
appears from the table that the difference in structure, and hence
in bond strength, has a much greater influence than a difference
in diameter of the other large cations. In its thermal -quenching
behaviour, a lanthanum-aluminate host lattice is most closely
related to the magnetoplumbites. The Eu2+ ion replaces a trivalent
La ion here, and two opposing effects come into play. On the one
hand T50 must be high on account of the high bond strength in a
lattice containing a large number of trivalent large cations sub-
stituted for divalent cations. On the other hand, as we saw earlier,
the Eu2+ ion is greatly expanded by its effective negative charge,
which must lead to a lower bond strength and hence to a lower
quenching temperature.

Eu2+ and Ce3+ as sensitizers

It is known from the literature that Eu2+ and Ce3+
ions can act as sensitizers for the luminescence of
activator ions that are not themselves sufficiently ca-
pable of absorbing ultraviolet radiation. This is also
found to be the case in the aluminate lattices dealt with
here. The energy transfer from the sensitizer ions to the
activator ions can be very good, particularly in the
combinations Ce3+-Tb3+, Ce3+-Mn2+ and Eu2+-Mn2+.
The Mn-activated phosphors emit a green fluorescence
band, which makes them useful in xerography. The
phosphors activated with the Ce-Tb combination emit
a number of luminescence lines, mainly green. This
combination is used for the green -emitting phosphor
in the fluorescent lamp mentioned in the introduction.
We shall consider here the combinations Ce-Tb and
Eu-Mn.

(12] See the article by Blasse and Bril [31, pages 314-320.
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It was noticed at quite an early stage that the Ce-Tb
phosphor had to contain a fairly large amount of the
rather expensive Tb to give green Tb3+ emission with
a high efficiency. This alone made it worthwhile to
study the behaviour of this very interesting phosphor.

In the combination Eu-Mn and Ce-Mn the Eu2+ and
CO+ ions are situated in the intermediate layers that
separate the spinet blocks from each other. The Mn
ions, on the other hand, are usually situated in the
spine! blocks, unlike the situation in all the phosphors
so far considered, where the active ions are only found
in the intermediate layers. This means that the effect of
the structure of the host lattice on the luminescent
properties of the Eu-Mn and Ce-Mn phosphors is far
more complicated.

The combination Ce3+-Tb3+

A very useful phosphor, with high quantum effi-
ciency and light output, is based on ,the combination
Ce3+-Tb3+. The composition of the compound,
which combines a low -intensity ultraviolet emission
from the CO+ with a high -intensity green emission
from the Tb3+, is found to be approximately
Ceo.67Tb0.33MgAlii019. This phosphor contains a
large number of activator ions (Tb3+), compared with
most other phosphors where energy transfer is signi-
ficant. An activator content of a few per cent is usually
sufficient to give an optimum quantum efficiency. A
knowledge of the crystal structure and the energy -
transfer mechanisms enables an explanation to be given
for the different behaviour of this Ce-Tb phosphor Mi.

Let us first consider the geometry of the Ce-Tb phos-
phor. The active ions are situated in the intermediate
layers in the magnetoplumbite structure of the host
lattice. As can be seen in fig. 11, the large -cation sites
form a hexagonal lattice in this layer. The distance
between an ion and its six nearest neighbours is

0.56 nm; the distance to the six next nearest neigh-
bours is V3 times greater, amounting to 0.97 nm. The
distance between large cations in different intermediate
layers amounts to half the hexagonal cell constant, i.e.

11- -- --il/ \
/ \

ic t.
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Fig. 11. The hexagonal arrangement of the large cations in the
thin intermediate layer of the magnetoplumbite structure of
Cei-xTbxMgA111019. The distance between the nearest rare-
earth neighbours is always 0.56 nm, as indicated.
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Fig. 12. Quantum efficiency n for the luminescence of Tb3÷ and
CO+ in Cel.-.T13.MgAlit019, as a function of the Tb fraction x.

more than 1.1 nm. We assume that the Ce and Tb ions
are randomly distributed among the available sites in
the intermediate layers. X-ray diffraction gives no
information on this, since the scattering coefficients of
Ce and Tb are almost identical. Neutron diffraction,
which does permit discrimination between the two
kinds of ion, reveals no indications of any regularity in
the distribution.

In principle there are two ways in which energy can
be transported from a sensitizer to an activator ion: by
Coulomb interaction or by exchange interaction.
Direct exchange interaction is only reasonably possible
over distances up to 0.3-0.4 nm [12]. Since the smallest
possible distance between sensitizer and activator ions
is 0.56 nm in our case, this transfer mechanism must
be regarded as rather unlikely.

Coulomb interaction, in which energy transfer takes
place via electric fields, does offer a means of bridging
the relatively large distance between a sensitizer and an
activator ion. For the radiative transition of CO+ a
dipole transition is the most probable, since it is an
allowed transition and has a much higher oscillator
strength than the quadrupole transitions of the CO+
ion. The excitation transition of Tb3+ may be either a
dipole or a quadrupole transition. The selection rules
forbid the dipole transition, so that the oscillator
strength is very low and does not differ much from
that of the quadrupole transition. Estimates based on
the theory show in addition that the probability of a
quadrupole transition of Tb3+ in the energy transfer
from Ce3+ to a neighbouring Tb3+ ion is much greater
than that of a dipole transition of Tb3+ [13]. The prob-
ability of this energy -transfer process is also greater
than the probability of a radiative transition of CO+
itself. The transfer between CO+ ions alone is neg-
ligible, as appears from the absence of concentration
quenching of the fluorescence in phosphors that con-
tain only Ce3+, as mentioned above.



Philips tech. Rev. 37, No. 9/10 ALUMINATE PHOSPHORS 231

02 0.4

Fig. 13. The decay timer and the quantum efficiency 97 of the
Ce3+ luminescence in Cel-rTb2MgA1n.019 as a function of the Tb
fraction x.

We can now calculate the manner in which the ef-
ficiencies of the Ce and Tb emission of a Ce-Tb phos-
phor depend on the concentration of Ce3+ and Tb3+ [111.
The transfer probability in dipole -quadrupole inter-
action between a Ce3+ ion and a Tb3+ ion at a distance
R apart is proportional to (1/R)8. This means that the
energy transfer between next -nearest neighbours in an
intermediate layer is (j/3)8 or 81 times less probable
than transfer between nearest neighbours. Transfer be-
tween ions in different intermediate layers is even less
probable, because of the large distance (1.1 nm). For
all these reasons the probability of Ce3+ emission in a
Ce3+-Tb3+ phosphor is determined by the probability
that a Ce3+ ion will have no Tb3+ ion as its nearest
neighbour, and the probability of Tb3+ emission is
determined by the probability that a Ce3+ ion will have
at least one Tb3+ ion as its nearest neighbour. If the
amount of Tb3+ per formula unit is x, so that 1 -x is
the amount of Ce3+, then these two probabilities are
given by (1 - x)6 and 1 - (1 - x)6, since each Ce3+ ion
has six nearest -neighbour sites that may be occupied by
Ce or Tb. A plot of these probabilities as a function of
x also gives a picture of the quantum efficiencies of the
Ce and Tb emission of Cei-xTbxMgAli1O19 Fig. 12
shows a plot calculated in this way of the quantum
efficiencies as a function of x; there is good agreement
with the experimental findings. Our experiments also
show that concentration quenching of the green
luminescence by energy transfer between the Tb3+ ions
alone is of no importance either. The drop in the
quantum efficiency of the Tb3+ emission at higher x
values is due to the limited solubility of Tb3+ in the
magnetoplumbite lattice.

The behaviour of the decay time r of the Ce3+ emis-
sion of Cei-xTbzMgAlii01.9 as a function of x is shown
in fig. 13. At first sight it seems strange that T. remains
virtually constant whereas there is a marked decrease
in the quantum efficiency 71 of the Ce emission. The

efficiency decreases because in addition to the radiative
decay of the excited state the competitive possibility
arises for non -radiative decay (energy transfer to
neighbouring Tb3+ ions); as a consequence x is ex-
pected to become smaller DAL The observed behaviour,
however, turns out to be completely in agreement with
the model used above to explain the concentration
dependence of the quantum efficiencies of the Ce3+
and Tb3+ emission (15]. To make this clear, we divide
the Ce3+ ions into two groups; those with at least one
Tb3+ as nearest neighbour: ICe3+, and those without
Tb3+ as nearest neighbour: IICe3+. The nCe3+ ions, as
we have seen, cannot transfer energy to Tb3+ ions, and
the only possibility is therefore radiative decay, giving
the ultraviolet Ce3+ luminescence. The decay time of
this luminescence is the same as if there were no Tb3+
ions present at all. For the ICe3+ ions the probability
of energy transfer to neighbouring Tb3+ ions is very
much greater than the probability of radiative decay.
They therefore give hardly any Ce3+ luminescence and
consequently have no effect on the decay time of this
luminescence. Here again, the constancy of T reflects
the fact that the energy transfer between Ce3+ and Tb3+
takes place only between nearest neighbours.

The combination Eu2+-Mn2+

It is also found that Mn2+ ions, which can occupy an
Ala+ site in aluminate lattices, can act as activators.
From data in the literature it appears that an Mn2+ ion
at a site tetrahedrally surrounded by oxygen gives a
green fluorescence band, and an Mn2+ ion at a site
octahedrally surrounded by oxygen gives a red fluore-
scence band. This luminescence corresponds in both
cases to a transition between 3d levels; the difference
in wavelength is due to a difference in the strength of
the crystal field.

The transition between the 3d levels is forbidden by
the selection rules, just like the 4f->4f transition in the
case of Tb3+. This means that the absorption of excita-
tion energy is small and so also is the luminescence
intensity. The light output from the Mn2+ phosphors is
consequently capable of being improved considerably
by the incorporation of sensitizer ions. Both Eu2+ and
Ce3+ ions are suitable for this, because the lumines-
cence bands of these ions sufficiently overlap the
excitation band of the Mn2+ ion [M. The result of the

[11] J. L. Sommerdijk and J. M. P. J. Verstegen, J. Lumines-
cence 9, 415, 1974.

[12] See the article by Blasse and Bril [3], p. 327.
['s] J. M. P. J. Verstegen, J. L. Sommerdijk and J. G. Verriet,

J. Luminescence 6, 425, 1973.
[14] See the article by Blasse and Bril Es], p. 325.
[15] J. L. Sommerdijk, J. A. W. van der Does de Bye and

P. H. J. M. Verberne, J. Luminescence 14, 91, 1976.
[16] A. L. N. Stevels and J. M. P. J. Verstegen, J. Luminescence

14, 207, 1976.
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competition between the luminescence of Mn and that
of Eu or Ce again depends on the concentrations of the
two elements; the distances in the crystal lattice between
sensitizer and activator, the absorption and emission
spectra and the probabilities of the transitions involved
in the transfer. Fig. 14 shows something of the behav-
iour of Ba-Mg aluminate phosphors that contain a
combination of Eu2+ and Mn2+ ions. These phosphors
exhibit the green emission of Mn2+. At increasing Mn
concentrations the intensity of this green emission
increases at the expense of the Eu2+ emission.

In the (3 -aluminium -oxide structure of Ba-Mg alum-
inate the tetrahedrally surrounded sites for an Mn
ion - necessary for the green emission - are at a
distance of about 0.35 nm from the large -cation sites
(fig. 15). It appears that at this distance the probability
of energy transfer from Eu2+ to Mn2+ is high and even
exceeds that of the radiative transition of Eu2+ itself.
In the magnetoplumbite structure tetrahedrally sur-
rounded sites for Mn2+ are located much farther away
from the large -cation sites, and in phosphors with this
structure there is consequently no green Mn2+ emis-
sion. The sites that are octahedrally surrounded by
oxygen and are close to the large cation in the magneto-
plumbite structure are evidently not occupied by Mn

x

Fig. 14. Quantum efficiency 77 of the Mn2+ luminescence and the
Eu2+ luminescence of Bao.oEuo.iMgt-zMnxAlto017 as a function
of the Mn fraction x.

Fig. 15. The surroundings of a large cation in the upper plane of
a unit cell with the /3 -aluminium -oxide structure. In the immed-
iate neighbourhood there are two small -cation sites, which are
surrounded tetrahedrally (T) and octahedrally (0) by oxygen
atoms. These sites are occupied not only by Ala+ but also by any
Mn2+ that may have been added. The green luminescence in-
dicates that the Mn2+ ions preferentially occupy the tetrahedrally
surrounded sites.

ions, because the red emission characteristic of Mn
ions at sites of this kind is not observed either.

In lanthanum aluminates, even though the structure
closely resembles magnetoplumbite, green emission is
nevertheless observed from the Eu-Mn combination.
This effect seems to be related to the presence of oxygen
ions that occupy a small number of the large -cation
sites to compensate for the trivalence of lanthanum.
The result is a lattice deformation that leads to sites
tetrahedrally surrounded by oxygen in the immediate
neighbourhood of positions that can be occupied by
Eu2+. Fig. 16 shows a possible configuration. It can be
seen that Mn2+ ions prefer to occupy such sites, which
are not found in the ordinary magnetoplumbite struc-
ture. The Eu-Mn distance in these cases is very small
(0.32 nm) and makes possible an energy transfer that
is even more efficient than in the (3 -aluminium oxides.
The introduction of some lanthanum in aluminates
with nearly ideal magnetoplumbite structure again
creates tetrahedrally surrounded sites for Mn (due to
oxygen on large -cation sites). The combination La-Eu-
Mn, added to SrA112019 for example, therefore results
in a green -emitting phosphor when the La and Mn
concentrations are sufficiently high.

In La aluminate there are only a limited number of
oxygen ions occupying a large -cation site. Conse-
quently, for Mn2+ ions there are relatively few sites
close enough to Eu2+ ions for green Mn2+ lumines-
cence to be possible. As a result, above a particular
Mn concentration there is no further increase in the
green emission; however, as appears from curve a in
fig. 17 the red luminescence characteristic of Mn2+ ions
octrahedrally surrounded by oxygen does appear. This
band is also related to the occurrence of oxygen on
large -cation sites; details will not however be given
here. It is found that when the Mn concentration is
increased the red band increases in intensity and finally
predominates. It is interesting to note that, given suit-
able Eu and Mn concentrations, a phosphor can be
made in this way that emits bands of comparable
intensity in the blue (Eu2+), the green (Mn2+) and the
red (Mn2+). Curve b in fig. 17 shows the emission
spectrum of such a phosphor.

It is also possible to use Ce3+ as a sensitizer for the
green Mn emission. In lattices with the (3 -aluminium -
oxide structure the behaviour of Ce3+ does not differ in
this respect from that of Eu2+. In lattices with the
magnetoplumbite structure it is an advantage that the
Ce3+ ions themselves provide for the appearance of the
oxygen ions at the large -cation sites, so that suitable
sites become available for the Mn2+ ions. The addition
of lanthanum, as with Eu2+, is not necessary here. The
properties of the Ce3+-Mn2+ phosphors do not differ
fundamentally from those of the Eu2+-Mn2+ phos-
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Fig. 16. Left: The surroundings of a small cation at a corner of
the unit cell of the magnetoplumbite structure. The small cation
is surrounded by five oxygen ions and three large cations. Right:
If an oxygen ion is substituted for one of the large cations,
deformation of the crystal lattice may occur, producing a site
tetrahedrally surrounded by oxygen ions.

0
400 560 600

A

700nm

Fig. 17. Luminescence intensity c/ as a function of the wave-
length A for lanthanum aluminate activated with Eu2+ and Mn2+.
The Mn2+ concentration is raised to a level at which, in addition
to the green luminescence characteristic of Mn2+ ions tetrahe-
drally surrounded by oxygen, red luminescence also occurs which
is characteristic of Mn2+ ions octahedrally surrounded by oxygen
(curve a). Given a suitable choice of Eu and Mn concentration, a
phosphor can be obtained which emits blue, green and red
luminescence bands, with the intensity of each nearly the same
(curve b).

phors. Since the energy transfer between Ce3+ ions
alone is less efficient than that between Eu2+ ions, the
energy transfer in Ce3+-Mn2+ phosphors will in general
be less efficient than in the Eu2+-Mn2+ phosphors.

The investigation into the luminescent properties of
Eu and Ce aluminate phosphors described above was
important in two respects. It provided a better under-
standing of the luminescent properties and of the
practical limits of technologically useful phosphors.
It also enabled us to study a number of systems that did
not promise the development of phosphors of high
efficiency, but which were found to be particularly
suitable for providing fundamental knowledge relating
to luminescence effects.

Summary. A number of phosphors that have been developed
for use in fluorescent lamps consist of aluminates, activated with
Eu2+ or Ce3+, either alone or combined with Tb3+ or Mn2+. The
colour and efficiency of the luminescence of these phosphors is
dependent on the structure of the aluminate lattice. The crystal
field at the sites of the luminescing ions and also the interaction
between these ions and neighbouring oxygen ions are found to be
of importance; other important factors are the dimensions of the
other large cations and the difference in valency between the
luminescing ion and the ion that it replaces in the lattice. In Eu2+
phosphors the efficiency is very dependent on the activator con-
centration, but in Ce3+ phosphors there is very little such depend-
ence, because of the small energy transfer between the Ce3+ ions.
This also means that the Ce-Tb phosphors have to contain a
relatively large amount of Tb to give a strong green Tb lumines-
cence. The energy transfer in Eu-Mn phosphors is more com-
plicated; these phosphors sometimes give red luminescence as well
as green.
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Sintered hydroxylapatite as a bioceramic

Ever since the birth of their profession surgeons have
sought a material that could replace missing parts of
the human skeleton. Through the centuries many
materials have been tried, with varying degrees of suc-
cess. Although there are now a number of metals, types
of ceramic and plastics that are reasonably effective, no
material ideal in all respects has been found. We be-
lieve, however, that we have found a material that gives
a significant step in the right direction.

A material to be used as a substitute for bone in the
body has to satisfy three requirements. First of all, it
must be biologically compatible. The material must not
cause rejection reactions, in which the implant is en-
capsulated in a layer of connective tissue and rejected
by the body. It is an advantage here if the material is
biodegradable, i.e. can be broken down by the body
and then replaced by new bone, like natural bone
tissue. The implant can then take part in the dynamic

equilibrium of breakdown and regeneration in which
nearly all tissues in the human body participate. A
material that meets this requirement is hydroxylapatite,
Ca5(PO4)30H, the phosphate found in natural bone
tissue. Experiments have been carried out for some
years and at various places on this basic material,
which can be processed by the usual ceramic -sintering
techniques [1].

A second requirement relates to the structure of the
material from which an implant is made. It has been
found that bone tissue grows successfully into pores of
an implant when the pores have a diameter of more
than 100 t.Lm [21. It is necessary for bone tissue to grow
into the implant to ensure rapid and firm adherence to
the surrounding bone.

The third requirement relates to the mechanical
properties. In nearly all applications the implant should
ideally have about the same strength as the bone it is to
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replace. This requirement rather contradicts the pre-
vious one. The strength of sintered hydroxylapatite, like
that of any other ceramic, decreases as the porosity in-
creases, and pores of the desired size will in general only
occur in very porous material.

Control of the porosity during the sintering of hy-
droxylapatite is therefore of the utmost importance if
the material is to be used as a bone substitute. We have
developed a method that results in only two types of
pores, the desired `macropores' and very small pores,
called `micropores' [3]. The total porosity is then not
unduly high, so that the material is reasonably strong.

In this method of preparation, hydroxylapatite
powder with a grain size of 1-2 p.m is mixed with water,
and hydrogen peroxide is added to the resultant slurry.
The mixture is poured into a mould and heated slowly.
As the mixture heats up the hydrogen peroxide decom-
poses, and small oxygen bubbles, which will become
the macropores, are produced homogeneously distrib-
uted throughout the slurry. After the material has com-
pletely dried out, it is sintered at a temperature of
1100-1300 °C [4].

In a particular case the final material had a macro -
porosity of 20 vol. %; the pores were interconnected
and had a diameter of 150-250 p.m. The microporosity
was relatively small - it is also 20 vol. % - with pore
diameters between 0.5 and 1.5 µm.

The microporosity can be controlled by varying the
conditions of the preparation process, e.g. the sintering
time and temperature. The hydrogen -peroxide content
of the slurry and the heating (drying) rate affect the
macroporosity. Fig. I shows the effect of two of these
quantities on the total porosity. Table I quotes figures
relating to the strength of sintered hydroxylapatite
prepared as described, compared with figures for hu-
man bone. The compressive strength of the sintered
hydroxylapatite is substantially better here than has
previously been reported in the literature. The values
we have measured correspond well to those for bone;
as can be seen from fig. 2, they depend strongly on the
porosity of the material. The impact strength and the
bending strength, which are not usually very high for
ceramic materials, are two or three times lower for the
sintered material than for bone. As fig. 3 shows for the
impact strength, these values are also highly dependent
on the porosity. The impact strength and bending
strength of bone are better because bone is a composite
of hydroxylapatite and collagen. Experiments are now
under way that are directed towards the improvement
of both the bending strength and the impact strength of
sintered material by impregnating it with a suitable
biodegradable plastic.

Investigations have been made to determine the
biological compatibility of our sintered hydroxyl -

[2]

[3]
[4]

Table I. The strengths of sintered hydroxylapatite compared with
those of ordinary human bone. The widely different values given
for human bone relate to bone ranging from spongy to compact.
Differences in method of preparation account for the variation
in the figures for hydroxylapatite.

Hydroxylapatite Human bone

Compressive strength

Impact strength

Bending strength

30-170 MN/m2

0.29 Nm

35 MN/m2

40-160 MN/m2

0.5 Nm

100 MN/m2

Fig. 1. Total porosity P, expressed in volume percentages, of
sintered hydroxylapatite as a function of the hydrogen -peroxide
concentration c in the slurry, for two sintering temperatures.

150MAIlm2

Ic,max

100

50

00 25 50 75%

Fig. 2. The compressive strength ac,max of sintered hydroxyl -
apatite as a function of the porosity P.
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R. Konig, Langenbecks Arch. Chir. 338, 109, 1975, and 341,
77, 1976.
M. Jarcho, C. H. Bolen, M. B. Thomas, J. Bobick, J. F. Kay
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J. J. Klawitter, Ph. D. thesis, Clemson University, Clemson
(South Carolina) 1970.
J. J. Klawitter and S. F. Hulbert, J. biomed. Mat. Res., Symp.
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E. Ryshkewitch, J. Amer. Ceram. Soc. 36, 65, 1953.
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Fig. 3. The impact strength s of sintered hydroxylapatite as a
function of the hydrogen -peroxide concentration c in the slurry
from which the material is prepared.

apatite [5]. Small cylinders of the material were im-
planted in the tibia (the shinbone) of young rabbits;
one to six months after implantation the rabbits were
killed and the implants were removed together with the
surrounding bone tissue, fixed and processed into
histological specimens for microscopic examination.
One month after implantation the implant has become
surrounded by loose -meshed scar tissue, which has
already been replaced here and there by bone tissue. In
the later stages this tissue has disappeared and has been
completely replaced by bone tissue. In all cases it was
found that the implant was fully accepted by the body.
The bone tissue grows into the pores of the ceramic.
At the interface the implant is broken down and
osteoblasts form new bone. The title photograph is a

151 B. V. Rejda, thesis, Free University of Amsterdam 1977.
B. V. Rejda, J. G. J. Peelen and K. de Groot, J. Bioengng. 1,
93, 1977.

photomicrograph of the situation after two months.
The original bone tissue is on the left; the new bone
tissue that has partially replaced the implant in the
meantime is in the middle of the picture. At the bound-
ary between those regions - which still shows the
implant surface clearly - there are no traces of con-
nective tissue. The light-coloured region on the right is
the remaining part of the implant. Pores in this region
have been enlarged ; they now contain blood vessels
and cells that take part in the formation and break-
down of bone tissue. After six months the implanted
material has mostly disappeared and new bone has
taken its place.

We may therefore conclude that the sintered
hydroxylapatite is a highly successful biocompatible
implant material. Mechanically it is certainly suitable
for use at places where the stresses are mainly com-
pressive. We have in mind, for example, its use for
filling jaw cavities caused by the removal of growths, or
for filling jaw irregularities after dental extractions. In
both cases a reasonably well formed implant can be
made from specifications given by the surgeon (dimen-
sional deviations can be kept below five per cent).
During implantation the shape can be finished with a
conventional dental drill. There is every indication that
plastic -impregnated sintered hydroxylapatite, which
closely approximates to healthy bone in terms of bend-
ing strength, will be of increasing interest as a sub-
stitute for bone.

J. G. J. Peelen
B. V. Rejda
J. P. W. Vermeiden

Dr J. G. J. Peelen, formerly with Philips Research Laboratories,
Eindhoven, is now with the Philips Glass Division, Eindhoven.
Dr Jr B. V. Rejda and Dr J. P. W. Vermeiden are with the Dental
Subfaculty of the Free University of Amsterdam.
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Light -emitting diodes based on GaN
M. Boulou, M. Furtado and G. Jacob

Light -emitting diodes (LEDs) are frequently used today in solid-state light sources. The
basic material used in these consists of the III- V semiconductors GaAsP and GaP. The
colour of the light emitted from GaAsP and GaP is red, orange, yellow or green; blue
cannot be obtained. A blue luminescence can however be obtained from GaN, but until
recently this material seemed unsuitable for light sources, since a P -N junction cannot
be introduced into it. Nevertheless, investigators at LEP (Laboratoires d'Electronique et
de Physique Appliquee, Limeil-Brevannes) have demonstrated that GaN diodes made by
using a special method luminesce with a reasonable efficiency.

Introduction

Diodes based on single crystals of III -V semiconduc-
tors, such as GaAsP, GaP and also GaN, may emit
visible light with reasonable efficiency when an electric
current is passed through them m. Light -emitting
diodes (LEDs) based on GaAsP and GaP are now
widely used in applications such as pocket calculators,
watches and indicator lamps. The light from these
diodes is generated by the recombination of electrons
and holes, which are injected from the N and P layers
into the opposite layer by the application of an electric
field. The colour of the emitted light depends on the
composition of the N and P layers. For example red,
orange and yellow can be obtained with GaAsP and
GaP and green can be obtained from GaP. The photon
energy, however, can never be greater than the energy
difference between the conduction and valence bands
of the semiconductor. In GaAsP and GaP this band
gap is therefore too small to permit blue emission.

Unlike GaAsP and GaP, the semiconductor GaN
has a band gap sufficiently large for it to be used as a
blue -emitting light source; the band gap for this mat-
erial is 3.5 eV. With suitable dopants, any other desired
emission colour can be obtained from GaN in addition
to blue. Unfortunately, however, it has not yet been
possible to produce ordinary diodes consisting of N-
and P -type layers from GaN. This is because no one
has yet succeeded in making a P -type semiconductor
from GaN. Nevertheless, it has been found possible to
obtain electroluminescence by substituting a high -
resistance layer for the P layer 121. By making this high -
resistance layer very thin and preparing it under care-

Ing. M. Boulou, M. Furtado, M.Sc., and Mg. G. Jacob are with the
Laboratoires d'Electronique et de Physique Appliquee (LEP),
Linzeil-Brevannes ( Val -de -Marne), France.

fully controlled conditions, we have been able to make
a number of GaN diodes that give blue, green or yellow
luminescence with reasonable efficiency.

In this article we shall look at the preparation and
doping of single -crystal GaN layers. Only Zn dopants
will be discussed, since these give the best results and
have also been the most widely investigated. We shall
then touch briefly on the technology and characteristics
of the GaN diodes.

Preparation and doping of GaN layers

The preparation of GaN layers takes place from the
gas phase [3I. Hydrogen -chloride gas is passed over
liquid gallium metal at 850 °C, so that gaseous GaCI is
produced. This gas is brought into contact with am-

[1] This effect - known as electroluminescence - was first
investigated for SiC crystals by 0. W. Lossew, Telegrafia i
Telefonia 18, 61, 1923. The P -N luminescence of gallium
phosphide is described in H. G. Grimmeiss and H. Koelmans,
Philips tech. Rev. 22, 360, 1960/61 and H. G. Grimmeiss,
W. Kischio and H. Scholz, Philips. tech. Rev. 26, 136, 1965.
More general information on light -emitting diodes can be
found in the book by C. H. Gooch, Injection electrolumines-
cent devices, Wiley, London 1973. There have also been two
review articles by R. N. Bhargava, one in Philips tech. Rev.
32, 261, 1971, and the other in IEEE Trans. ED -22, 691, 1975.
See also the book by J. I. Pankove (ed.), Electroluminescence,
Springer, Berlin 1977.

PI Although light sources based on GaN have no P layer, they
are referred to for convenience as diodes. They were first
reported by J. I. Pankove, e.g. in J. Luminescence 7, 114,
1973. His diodes worked only at a relatively high voltage
(> 10 V) and there was no clear relation between the prepara-
tion conditions and the emission colour.

[3] The preparation method used was first described by H. P.
Maruska and J. J. Tietjen, Appl. Phys. Lett. 15, 327, 1969.
A detailed description of the preparation of GaN layers can
be found in a recent article by R. Madar, D. Michel, G. Jacob
and M. Boulou, J. Crystal Growth 40, 239, 1977.
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monia gas at 950 °C to form GaN. The reaction equa-
tions are:

2 Ga + 2 NCI 2 GaC1 + H2,

GaCI -I- NH3 GaN HCl H2.

The GaN thus formed is deposited as a hexagonal,
single -crystal layer on a sapphire substrate. The mat-
erial is doped with zinc by adding zinc vapour to the
reaction mixture. This vapour is formed by heating the
metal to 550 °C in a stream of nitrogen. The nitrogen
acts as a carrier for the zinc vapour and also for HCI
and GaCI. Fig. / is .a diagram of the reactor in which
the GaN layers are made.

Undoped GaN is a fairly good electrical conductor.
Its resistivity is about 10-3 .C2cm, which is very low for a
semiconductor. Its surplus of electrons, which makes it
an N -type semiconductor, is probably due to partial
dissociation through the reaction

2 GaN 2 Ga N2.

This produces nitrogen vacancies in the GaN lattice
and these can act as electron donors. The number of
free electrons in undoped GaN is about 3 x 1019 per
cm3. If the GaN is now doped with Zn, it remains an
N -type semiconductor but the number of free electrons
decreases. The mobility of these electrons is also

reduced, so that the resistivity rises rather steeply. The
rise in resistivity is particularly large if there is little or
no additional HCI in the reactor during the prepara-
tion. We have prepared layers in this way with a
resistivity of 106 Qcm; this value is no less than 109
times higher than that of the undoped material.

The luminescence of GaN depends critically on the
preparation conditions, in particular on the partial
pressures of Zn, additional HCI and GaCI. As an
example, fig. 2 shows the change of luminescence with
cathode-ray excitation on increasing the partial pres-
sure for zinc. The intensity of the luminescence de-
creases strongly and the successive emission colours are
blue, green, yellow and red. Layers that are good con-
ductors always give a blue emission, whereas layers of
high resistivity luminesce blue, green or yellow, depend-
ing on the partial pressure of Zn, GaCI and additional
HCI during the preparation.

GaN diodes

The diodes we have developed consist of three dis-
tinct GaN layers - N±, Nand 7E - which are deposited
in this order on a sapphire substrate (fig. 3). The N4
layer is not doped and thus has a low resistivity. This
layer is connected by an indium contact to the negative
terminal of the direct -voltage generator. The N layer is
doped with Zn but its resistivity is relatively low,

NH3

10 Clem. The layer 141 is much thinner than the other
two layers and is doped with sufficient Zn to produce a
very high resistivity (106 acm). This layer is connected
to the positive pole of the voltage generator by a gold
contact [51.

Fig. 4 is a diagrammatic illustration of the most
probable origin of the, light emission in such diodes.
When an external field of sufficient strength is applied,

N2 Zn

Zn
NH3

N2 + HCI

N2 (+HCI)-.

GaCI GaN

Ga
S

00.

550 °C

850 °C 950 °C

Fig. I. Reactor for the preparation of single -crystal GaN layers
on a sapphire substrate S at a total gas pressure of about 105 Pa
(1 atm). The temperature profile inside the reactor is shown in
the lower part of the figure.

0),

1

0.5

0

700 600 500 400 nm

1.6 2.0 24 2.8 32 eV
hv

Fig. 2. Emission spectra of GaN on excitation with electrons, as
a function of the Zn partial pressure (pzn) during preparation. The
partial pressure of GaCI is 500 Pa and there is no additional HCI.
OA denotes the relative emission intensity in arbitrary units. The
maximum of the blue emission is set equal to I.

Au

r Ar
S

0.1 µm
15 pm
20 pm

Fig. 3. Diagrammatic section of a GaN diode. N+ undoped GaN
(resistivity about 10-3 ncm). N Zn-doped GaN with a resistivity
of 10 12cm. The surface of this layer is flat and transparent,
unlike that of the N± layer. n GaN doped with sufficient Zn to
produce a very high resistivity (106 fIcm). S sapphire substrate.
In indium contact. Au gold contact. The area of the diode is about
1 mm2.
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M 7r

a

b

Fig. 4. Schematic diagram illustrating the generation of light in
GaN diodes. a) Energy -level diagram when no voltage is applied.
M metal contact. Ev and Ec valence and conduction bands of
GaN. EF Fermi level. Ezn zinc levels. b) Energy -level diagram
when a voltage is applied. When the electric field is strong enough,
electrons from the Zn levels enter the metal. The remaining holes
jump in the opposite direction from one Zn atom to another.
Electrons originating from the N layer recombine with these
holes, causing the emission of quanta of visible light.

N

/Ec
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Fig. 5. Emission spectra of the electroluminescence (EL) of a
GaN diode compared with the emission spectra of the same diode
on excitation with electrons of different energy. When the energy
of the electrons is low (4 keV), it is mainly the n layer that is
excited. In this case the spectrum almost coincides with that of
the electroluminescence, corresponding to the model of fig. 4.
The maximum of each spectrum is set equal to 1.

electrons go from the N+ layer to the N layer and
thence to the 7r layer. On the other side, electrons can
also flow from the 7r layer into the metal, provided the
external field is high enough. These electrons will
originate mainly from the Zn atoms, in the proximity of
the metal, whose energy levels lie in the forbidden
region. The removal of electrons from the Zn atoms
may be regarded as an injection of holes into these
atoms. The holes can then distribute themselves among
the various Zn atoms. Electrons expelled from the N

layer into the 7c layer will be able to recombine there
with the holes, resulting in the emission of visible light.
Because the migration of holes in the 7r 'layer requires
a high electric field, and because the external voltage
should not be too high, the rr layer must be thin (fig. 3).

It can be shown that the light does indeed originate
from the rr layer and not from the N layer by exciting
these layers separately. This can be done by bombard-
ing a diode with electrons. Incident electrons of high
energy penetrate so deep into the diode that they
mostly excite the N layer, whereas electrons of low
energy get no further than the 7r layer. If it is mainly
the N layer of a green electroluminescent diode that is
excited, the emitted light is not green, but blue (fig. 5).
If, however, the 7r layer alone is excited, the emission
band corresponds almost exactly to that of the electro-
luminescence. If both are excited simultaneously, both
the blue and the green emission bands are observed.

Finally, we shall consider the most important char-
acteristics of the diode for our purposes, i.e. emission
colour and the external quantum efficiency defined as
the ratio of the number of photons emitted to the num-
ber of injected electrons. The emission colour is deter-
mined by the composition of the 7r layer, since the light
is generated in this layer. As we noted earlier the emis-
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Fig. 6. Emission spectra of the electroluminescence of three dif-
ferent GaN diodes. Then layers of these diodes were prepared
with different GaCI partial pressures (pond). The maxima of the
spectra are again set equal to 1. The ye layers were prepared with-
out additional HCI, the N layers with a surplus of HCl at 3000 Pa.
The partial pressure of Zn during the preparation of the N and n
layers was 100 Pa.

sion colour from such a high -resistivity layer depends
on the partial pressures of Zn, GaC1 and additional
HC1 during the preparation. The same dependence is
there foreobserved in the finished diodes (fig. 6). When

141 The term ye layer is used to indicate that this layer takes over
the role of the P layer in normal P -N junction diodes.

151 Further details, in particular of the electrical characteristics of
the diodes, are given in G. Jacob, R. Madar and J. Hallais,
Mat. Res. Bull. 11, 445, 1976, G. Jacob and D. Bois, Appl.
Phys. Lett. 30, 412, 1977, and G. Jacob, M. Boulou and
M. Furtado, J. Crystal Growth 42, 136, 1977.
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the t layer is prepared with a relatively low partial
pressure of GaCI, the diode gives a blue luminescence.
If the partial 'pressure of GaC1 is higher, the lumines-
cence is green or yellow.

The external quantum efficiencies of the diodes emit-
ting green or yellow light are a little better than those of
.GaAsP and GaP diodes: 10-3 to 10-2. However, these
GaN diodes require a relatively high operating voltage

Summary. GaN is a III -V semiconductor with a band gap large
enough to give blue luminescence. Light -emitting diodes based
on GaN cannot, however, be produced in the same manner as
GaAsP and GaP diodes. This is because a P -type semiconductor,
and hence a P -N junction,. cannot be made from GaN. In the
GaN diodes described here the place of the P layer has been
taken by a very thin n layer, which is given a high resistivity by
suitable Zn doping. By means of an electric field, holes are injected
into this layer through a metal contact and electrons are injected

(5-20 V), which makes them less suitable for practical
applications. GaN diodes with blue emission can
operate at 3.5 V, which is an acceptably low voltage for
practical purposes. Unfortunately the efficiencies of
these diodes are relatively low (of the order of 10-4).
The efficiencies will have to be improved by at least
a factor of 10 if these devices are to be extensively
employed.

through a contact with a conducting GaN layer. Recombination
of these electrons and holes causes the emission of visible light.
The luminescence from the diodes is either blue, green or yellow,
depending on the preparation conditions. The diodes emitting
yellow and green have reasonably high external quantum effi-
ciencies (10-3-10-2) but they require an operating voltage of at
least 5 V. The diodes with blue emission operate at only 3.5 V,
but their efficiencies (10-4) are not yet high enough for practical
applications.
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Real-time macro- and microthermography

C. Hily, J. J. Hunzinger, M. Jatteau and J. Ott

Although the basic principle of infrared thermography is the same as for infrared viewing,
the great difference is that it is a quantitative and much more rigorous technique. In
thermography the image produced must be an accurate reproduction of the local varia-
tions of the surface temperature, and the technical means must be available that will
permit an accurate analysis of the thermal effects observed. The description 'real-time'
implies that changes in the temperature differences are observed immediately, e.g. on a
display screen. The thermographic equipment developed earlier at LEP (Laboratoires
d'Electronique et de Physique Appliqué), mainly for medical applications, had a minimum
focusing distance of about 1 m. Optical devices have now been added to this equipment to
bring it within the macro and micro ranges (focusing distances of 150 mm and 12 mm).

In real-time thermography the desired result is a
visible image of the exact distribution of the surface
temperature of the object at any instant. Such an image
is produced by making use of the infrared radiation
emitted by each element of the surface. The method
requires a number of technical devices for analysing
the thermal effects observed. The problems encoun-
tered here are those inherent in the passive detection
of the weak infrared radiation emitted by the object,
and solutions for them have been found in infrared
thermography for medical applications [1-3]. In macro -
and microthermography, where magnified images of
small to very small fields of view have to be produced,
similar problems are encountered, in addition to more
specific problems. Here again, the thermographic
equipment developed at LEP, used with an external
optical system for each of these focusing ranges, offers
the appropriate technical solutions.

The problems encountered

Very briefly, the operation of infrared thermography
is as follows. Some of the infrared radiation emitted
from the various surface elements of an object is cap-
tured by a detector used in conjunction with optical
systems and the resultant spatially varying signal is
then converted into visual information. This informa-

Ing. C. Hily, log. J. J. Hunzinger, log. M. Jatteau and Ing. J. Ott
are with Laboratoires d'Electronique et de Physique Appliqude
(LEP), Limeil-Brevannes ( Val -de -Marne), France.

tion can be presented in various ways, depending on
the signal -processing method.

The detection of the small differences in the emitted
infrared radiation is far from simple [4]. The 'thermal'
contrasts corresponding to a deviation of 0.1 °C from
room temperature are extremely small, typically no
more than a few times 10-4. In addition, the relation
between the detected signal and the desired information
(e.g. the true temperature) is determined by many fac-
tors that are not known exactly, such as the directional
dependence of the emissivity and reflectivity, the radia-
tion characteristics of the environment, etc.

In addition to these difficulties there are certain
specific problems in both macro- and microthermo-
graphy, which arise because of the use of optical sys-
tems with a very wide aperture, the relatively large
field of view and the low value of the transfer function.
This means, for example, that owing to the relatively
long wavelength of the detected radiation (spectral
ranges of the order of 5 p.m and 10 p.m) the spatial
resolution is determined by the diameter of the diffrac-
tion ring (10 p.m and 20 p.m respectively). The thermal
resolution is closely related to the product of the picture
repetition rate and the number of picture elements that
can be discriminated [1]. For example, with an object

M. Jatteau, Acta Electronica 12, 21, 1969.
[2] M. Jatteau, Philips tech. Rev. 30, 278, 1969.
[3] P. Wurtz, Acta Electronica 12, 339, 1969.
[4] M. Jatteau, in: Thermography, Proc. 1st Eur. Congr., Am-

sterdam 1974, p. 9 (published by Karger, Basel 1975).
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element of 100 ta,m2 the thermal resolution when a fast
scanning microscope (one picture per second or more)
is used is no better than 1 °C.

1. With 'fixed-point microscopes' a small area of an
object can be viewed while at the same time the infrared
radiation from this area is focused on to a point -type

Fig. 1. The infrared camera (above) and the signal -processing equipment. IW input window.
PS position sensor. F mirror for picture scan. P rotating pyramidal drum. M focusing mirror.
Det cooled infrared detector.

Instruments for microthermography

The instruments used for infrared microthermog-
raphy can be roughly divided into three groups:
`fixed-point microscopes' (1), microscopes with opto-
mechanical scanning systems (2) and infrared cameras
with external optical systems (3).

infrared detector. The detector signal is amplified and
read off or recorded. Various types of these micro-
scopes are commercially available; the detector is either
a thermistor bolometer 151 or a cooled photon detec-
tor 161. With instruments of this type it is possible to
cover fields of view ranging from a few centimetres to
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10 ..m; the thermal resolution is 0.1 °C. Although
these microscopes are essentially designed for the
thermal study of a fixed object area, they can also be

They can be used for a wide range of object dimen-
sions, from large printed circuits to very much smaller
integrated circuits. When a camera with optomechan-

Det

Amp

Si
r

n

LSP

FSP

Fig. 2. Diagram of the infrared camera with the optomechanical scanning. F planar mirror for
the picture scan; the mirror is periodically tilted by the rotating cam C. P rotating pyramidal
drum with eight reflecting planes for the line scan. The infrared beam Se, originating from the
scene, is focused by the mirror M and sweeps over the cooled detector Det. The sensors St and
Sr deliver picture- and line -synchronization pulses respectively for the display of the infrared
image on the cathode-ray tube screen. Amp preamplifier. 11,, output signal. b Reverse bias for
signal processing.

used for drawing a 'thermal map'; this is done by dis-
placement of the object in steps, either by hand or
automatically, that are known to an accuracy of better
than 1 p.m. A serious drawback, however, is that it
takes from one to three hours to make such a map.
This category also includes thermal monitors of the
type in which glass fibres transport infrared radiation
from a fixed point on the object to a detector some
distance away [7]. These monitors were developed for
process control in thermocompression bonding.

2. By using an infrared microscope in combination
with a particular optomechanical scanning system an
infrared image can be detected and then displayed on a
cathode-ray tube screen. The scanning takes place on
the image side of the microscope. Since these opto-
mechanical scanning microscopes were specially
designed for microthermography, they are more sen-
sitive than the types mentioned below, but they rep-
resent an expensive solution to the problem.

3. General-purpose infrared cameras, fitted with
various external optical systems, are a perfectly accept-
able compromise for macro- and microthermography.

ical scanning is used, however, there is the difficulty
that some of the arrangements required for optical
reasons introduce a degradation of either the sen-
sitivity or the manageability of the combination. In the
equipment of this type constructed at LEP such dif-
ficulties have been overcome by using a particular
arrangement of the optical system.

The LEP equipment for real-time macro- and micro-
thermography

The thermograph is a new and improved version of
the medical thermograph constructed earlier by

LEP [2] [3] and consists of an optomechanical infrared
camera, a monitor and a signal -processing system
(see fig. 1). The additional optical systems for macro -
and microthermography, which will also be described
below, were especially designed for the purpose.

15] R. Vanzetti, IEEE Trans. IECI-18, 47, 1971.
[61 T. J. Jarratt, Mullard tech. Comm. 10, 101, 1968.
[73 A. S. Dostoomian and R. Resta, IEEE Trans. IECI-18, 45,

1971.
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Fig. 3. Thermal investigation of a miniature hybrid amplifier. a) Conventional infrared image
(thermal map). b) Warmest regions, superimposed on a conventional image. c) Isotherm,
superimposed on a conventional image. d) Conventional image, with a thermal profile
superimposed on it (the thermal profile is the variation of the temperature along a horizontal
line). e) Two points (A on the substrate, B on a transistor) selected for recording comparative
histograms. f) Histograms for the points A and B in (e), after switching the power off and on
again (temperature scale 0.7 °C per scale division, time scale 20 s per division.

The optomechanical camera

In the camera an image of the object is analysed line
by line and point by point by means of a dual opto-
mechanical scanning system (fig. 2). The picture scan

is derived from a planar mirror F, which is tilted to and
fro at a frequency of 1 Hz, and the line scan is derived
from a pyramidal drum P, with eight planar mirrors,
that rotates at a speed of 25 rev/s (line frequency
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200 Hz). Since the scanning takes place before the
beam is focused, there is negligible aperture modulation
of the beam intensity. This is because focusing can be
carried out around the optical axis without geometric
aberration, and is not affected by varying shadows and
moving mechanical components emitting infrared
radiation. The infrared detector has a sensitive area of
only 0.2 mm2 and is made of indium antimonide; it is
cooled to the boiling point of liquid nitrogen (77 K).
To avoid stray infrared radiation, the detector is fitted
with a field -of -view diaphragm that is also cooled. The
detector signal is amplified by a low -noise d.c. pre-
amplifier.

The monitor and the signal -processing system

There are various ways in which the thermographic
equipment may be used for making the infrared image
visible and analysing it. The detector signal can be
amplified and fed direct to the cathode-ray tube of a
monitor so that the image can be displayed in the con-
ventional way (fig. 3a). However, a number of image -
analysis procedures can be carried out by analog pro-
cessing, as described below.

The amplification is highly linear, since the detection
of small differences in intensity must take place at very
different radiation levels.

For plotting isotherms very accurately amplitude
selection is used, i.e. only the signals between two
specific levels (corresponding to the temperatures T
and T + AT) are passed and amplified. This can be
done by applying a direct current of the opposite sense
to that of the signal to the amplifier input.

The monitor can show either the warmest regions
(fig. 3b), or a single isotherm (fig. 3c), superimposed on
the conventional infrared image. Since there are two
amplifier channels, two different isotherms can also be
displayed simultaneously by connecting the channels
to the cathode-ray tube for alternate one -second inter-
vals; the temperature difference can then be read from
one of the small digital panels.

A thermal profile is a display of the temperature
variations along a horizontal line in the conventional
infrared image on the monitor (fig. 3d). It is obtained
by applying the video signal of the chosen line to the
vertical -deflection plates of the cathode-ray tube and
not to the grid. The thermal profile is superimposed on
the conventional image.

Another aid in the analysis of infrared images is the
plotting of thermal histograms (temperature as a func-
tion of time). Two histograms can be plotted simul-
taneously, enabling the temperature curve to be com-
pared at any two points of the image; see fig. 3e,f. The
signal for a histogram is obtained by sampling the
video signal at the picture frequency.

The optical systems for micro- and macrothermography

The optical system for microthermography is shown
in fig. 4. The lens system L, consisting of two ger-
manium lenses, and the planar mirror M1 produce an
image of the object (magnification 18 x) at the focal
plane of a concave mirror M2. The beam reflected from
this mirror - which forms an image at infinity -
enters the window of the infrared camera. The mirror
M2 produces an inverted image of the exit pupil of the
lens L of the same size (magnification -1 x) at the
entrance pupil of the camera. Careful positioning of
the optical system in relation to the mean position of

Fig. 4. Diagram of the optical system for microthermography.
L objective, consisting of two germanium lenses. MI planar mir-
ror, A42 concave mirror. P image of the exit pupil of L at the
entrance pupil of the camera. A object. A' image of the object at
the focal plane of M2.

the optical axis of the camera ensures that there is
virtually no aperture modulation.

The field of view of this optical system is a circle
with a diameter of 1.5 mm. The worst resolution inside
this circle is 25 p.m.

The optical system for macrothermography consists
of a single germanium lens with a focal length of
154 mm and an aperture of f/3. An image of the exit
pupil of the lens is again produced at the entrance
pupil of the camera. The diameter of the field of view
is 25 mm, the resolution 280 tim. Fig. 5 is a photo-
graph of the two optical systems.

The principal technical data for the equipment are
given in Table I. Fig. 6 shows some characterization
tests.
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Fig. 5. External optical systems for the LEP thermograph for
microthermography (above) and macrothermography (below).

Fig. 6. Test images that demonstrate the characteristics of the
LEP equipment for macro- and microthermography. a) Meas-
urement of the modulation -transfer function of a bar pattern.
The contrast factor is 0.75 at an angular resolution of 1.5 mrad
('conventional' thermography). b) A check on the uniformity of

Philips tech. Rev. 37, No. 9/10

Applications of macro- and microthermography

Infrared thermography can be considered as an ideal
method for the study of thermal . effects without the
need for contact with the object and with negligible
perturbation of the observed effects, because only a

Table I. Technical data for the LEP thermograph with external
optical systems for macro- and microthermography.

Conventional
thermography

Macro-
thermography

Micro-
thermography

Focusing distance 1 m -co 150 mm 12 mm

Field of view 0.22 x 0.28rad 25 mm 0 1.5 mm 0

Spatial resolution
(modulation -
transfer
factor 0.7) 1.5 mrad 280 ilin 25 1..trn

Intrinsic thermal
resolution 0.1 °C 0.15 °C 2.7 °C

Number of picture
elements 200 x 200 100 x 100 60 x 60

Picture frequency 1 Hz 1 Hz 1 Hz

the response; this amounts to an image of a single isotherm with
a width of 0.15 °C. c) An indication of the spatial resolution in
macrothermography, with the divisions on a ruler used as the
'grating'. d) The same for microthermography, with a piece of
metal gauze (mesh 5111m, wire diameter 11.5 vm).

b

cl
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Fig. 7. Inhomogeneities in the infrared absorption of a sample of
cadmium telluride (thickness 5 mm). a,b) Macrothermograms of
the transmitted radiation, seen from both sides of the sample.
c) Emission image of the sample heated to 40 °C.

very small fraction of the radiated power is used in the
detection. Thermography provides a valuable com-
plement to the techniques of pyrometry and radiation
thermometry, because the investigator can observe
thermal peculiarities within the field of view, because
this allows him to make accurate measurements at the
correct location and because he can make a study of

Fig. 8. Inhomogeneities in the infrared absorption of .a gallium -
arsenide surface. a) Macrothermogram. b) Microthermogram of
the area A. c) Microthermogram of the area B.

dynamic thermal effects at the surface of the object.
Real-time macro- and microthermography can be

used in a wide temperature range and under very dif-
ferent experimental conditions for many applications;
these include non-destructive testing, process control,
the investigation of thermal behaviour and fault-
finding. Some examples are given below.
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a

Fig. 9. Localization of an insulation fault in an evaporated capacitor. a) Macrothermogram
of the circuit. b) Microthermogram and thermal profile of the area around the electrical
breakdown.

Mapping of absorption defects in infrared material

Infrared material for use in optical systems or as
laser windows can be investigated for absorption
irregularities by means of macro- and microthermo-
graphy. For example, fig. 7 shows images from a CdTe
sample, made by macrothermography in the 3 to
5.5 p.m wavelength band. The absorption defects can

be seen in fig. 7a and b, for each side of the sample, for
transmission of infrared radiation from a homogeneous
achromatic source; fig. 7c was obtained by measure-
ment of the infrared radiation emitted from the sample
itself when heated to a uniform temperature of 40 °C.
Absorption differences as small as 0.2 %can be observed.
It would also be possible to use a dynamic method
for tracing thermal deviations by heating the object
with a scanning laser beam. The change in absorption
would then be observed as a function of temperature
until the instant at which the divergent thermal effects
began to occur.

Fig. 8 shows absorption defects in a GaAs sample;
the effects were made visible by using the infrared
transmission method in macrothermography (fig. 8a)
and in microthermography for studying details of the
same area (fig. 8b and c).

Fig. 10. Thermal maps of an LED (a), an integrated circuit for an
operational amplifier (b) and a power transistor (c). An electrical
breakdown due to a 'hot spot' can be seen in the transistor.
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Investigation and inspection of miniature circuits, semi-
conductor elements and integrated circuits

Macro- and microthermography also provide a
means of studying the thermal consequences of high
component densities, power dissipation and poor -
quality bonding and welding in integrated and other
small circuits. The final temperature distribution over
the circuit can also be determined. Real-time thermog-
raphy is very useful for rapid inspection during pro-
duction, since many thermal tests have to be made
immediately after a sudden change in the experimental
conditions, in a non -equilibrium situation. An example
of this has already been seen in fig. 3e and f. Fig. 9
shows another example of measurements of this type:
the localization of the electrical breakdown in an evap-
orated capacitor connected to a high voltage.

In fig. 10a and b conventional thermal maps can be
seen of an LED (light -emitting diode) and a recent type
of integrated circuit for an operational amplifier.
Fig. 10c, one of a series of microthermograms made
during the thermal testing of a power transitor, shows
the location of an electrical breakdown due to a 'hot
spot' and the resultant local melting of the substrate.

Medical applications

Infrared thermography is regularly used in hospitals
as an investigatory technique complementary to the
more conventional clinical methods of prognosis [8],
diagnosis and examination. Many medical applications
of macro- and microthermography can be thought of,
especially in ophthalmology [9] and dermatology, as

[8] -N. J. M. Aarts, M. Gautherie and E. F. J. Ring, in: Thermog-
raphy, Proc. 1st Eur. Congr., Amsterdam 1974, p. 57 (pub-
lished by Karger, Basel 1975).

[8] P. Sole and D. Rigal, Vlme Congres de la Societe Europeenne
des Ophthalmologistes, Gent 1977, to be published.

Fig. 11. Differences in skin temperature (on the back of a left
hand) near to blood vessels.

well as in lesions of peripheral blood vessels. An
example of such lesions is shown infig. 11, which shows
a macrothermogram of the back of a left hand; the
difference in skin temperature at the location of the
blood vessels near the surface is clearly visible.

The examples given above, although limited in num-
ber, indicate that the range of applications of real-time
thermography can readily be extended to include
macro- and microthermography by combining the
thermograph with an external optical system.

Summary. The article deals briefly with the problems encountered
in infrared thermography, particularly in macro- and micro-
thermography, where there are limitations on the spatial and
thermal resolution. A description of the main features of three
groups of instruments for macro- and microthermography is
followed by an explanation of the way in which the LEP thermo-
graph has been adapted for these applications by the addition of
external optical systems. The potential of this combination is
illustrated by a number of examples.
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Pulling large bismuth -silicon -oxide crystals

J. C. Brice, M. J. Hight, 0. F. Hill and P. A. C. Whiffin

The use of acoustic waves on the surfaces of solids has made it possible to replace the
present bulky intermediate -frequency filter of a colour -television set by a device of about
the same size as a transistor. Such devices offer a considerable saving in space and mat-
erials and eliminate the need for i.f. alignment. They are also suitable for many other
applications in which exactly tailored passbands and phase responses are required. How-
ever, the devices are only economically viable if suitable crystals can be produced. This
article describes an investigation into the growth of crystals of a potentially suitable mat-
erial and illustrates the difficulties experienced in bringing anew material from the initial
research stage to a point at which industrial production can be contemplated.

Introduction

Crystals have always played a large part in science
and technology. Most of the basic knowledge of solid
materials is derived from investigations carried out on
crystalline samples. Practical applications of the use of
single crystals are gramophone styli, watch bearings
and electronic devices, such as transistors, integrated
circuits and quartz resonators.

Establishing the suitability of a crystal or class of
crystals for application in a device is a long and com-
plex process. It is necessary first to prove that useful
devices can be made. Then it must be shown that likely
variations in the growth process do not result in un-
acceptable changes in device properties. Thirdly, it has
to be proved that the crystals can be grown in such
quantities and sizes that economic device production is
possible. All of the first stage and most of the second
can be done with laboratory -scale crystals. However,
the next stage and establishing the economic viability
requires larger crystals to test both the device -produc-
tion methods and the crystal -growth procedures.

In this article we shall touch upon a number of prob-
lems encountered in the growth of such large crystals.
Examples include the problem of thermal strain - an
analysis of this enables us to predict certain growth
conditions that are independent of crystal size - and
hydrodynamic effects in the melt which depend on the
growth parameters. These effects are described on a
semi -quantitative basis for bismuth -silicon -oxide crys-
tals, but many of the results are found to be generally

J. C. Brice, Ph. D., M. J. Hight, B. A., 0. F. Hill, M. R.I. C. and
P. A. C. Whiffin are with Philips Research Laboratories, Redhill,
Surrey, England.

applicable to other crystals. Our examination of the
economics of crystal growth show that, subject to
some limits, growing bigger crystals does reduce costs
in device production and that automation is very
desirable. As we shall show, the economic and techno-
logical aspects are interlinked.

Bismuth -silicon -oxide crystals

The interaction between electrical and mechanical
effects can be used to give components which transmit
signals at some frequencies and reject all others. These
components are usually based on a resonance effect;
devices using effects in the bulk of quartz crystals have
been known for many years (crystal oscillators). More
recently, it has been shown that waves on the surface
of crystals can be used in the same way with the
advantage that by a simple fabrication it is possible to
tailor the passband of frequencies to suit any applica-
tion [1].

The work to be described here was part of a project
to make such devices suitable for use in television
receivers, where one component about as large as a
transistor can replace a large array of inductors and
capacitors, giving a considerable saving of space, mat-
erials and time required for manufacture and alignment.
It appeared likely that crystals of bismuth oxide would
provide a material suitable for this purpose. A number
of crystals of the y -bismuth oxides were grown [2], and
it seemed from the measured properties and the relative
difficulty in growing the various crystals that BinSiO2o
would be the best material. The correctness of this
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Fig. 1. The 'equilibrium' shape of a crystal of bismuth -silicon
oxide (BSO). If the crystal is grown in solution a cube is pro-
duced with the planes (100), (010) and (001) as faces. Sometimes
the edges are 'chamfered' ((110) planes etc.) When grown from
the melt a cylindrical rod is produced.
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Fig. 2. The apparatus used for pulling small crystals. The as-
sembly was contained in a water-cooled chamber. The crystal C
is pulled from the melt M by a hydropneumatic crystal puller P.
The thermocouple Th, welded to the bottom of the crucible,
monitors the melt temperature and can be used to actuate a
control system. RFC is the radio -frequency coil connected to a
power generator.

decision has since been amply demonstrated; techni-
cally satisfactory filters for many present and future
television applications can be made. These filters are
smaller and cheaper than those made from any other
currently known material.

The 'equilibrium' shape of Bii2SiO2o (BSO) is shown
in fig. 1. Crystals like this could be produced from
solutions or hydrothermally [*] but growth by these

methods is slow and the method adopted was the more
rapid technique of pulling from the melt. However, in
spite of the fact that this was a familiar technique [3],
the investigation of the growth of BSO produced some
unexpected results and required consideration of
aspects which had previously been neglected. This was
partly because the properties of BSO differ significantly
from those of materials usually grown by this method
and partly because of the need to grow large crystals
to minimize device costs.

In the following sections of this paper we shall
discuss the basic process, the composition of the crys-
tals and its variation, the thermal strain and cracking,
hydrodynamic effects during pulling and other techno-
logical aspects. The last section deals briefly with the
economic aspects of crystal pulling. While the proper-
ties of BSO differ from those of other materials, as
mentioned earlier, a great deal of knowledge which has
been acquired during this study is generally applicable.

Basic pulling technique

In principle, the pulling method is simple. Fig. 2
shows the essential parts of the system. A melt made
from weighed amounts of the component oxides
(Bi203 and Si02) is contained in a platinum crucible
heated by radio -frequency currents induced in it by the
coil, which is connected to an r.f. generator. A seed
crystal is brought into contact with the melt and the
melt temperature is adjusted so that a small amount of
the seed melts. Growth is started by slightly lowering
the melt temperature and slowly raising the seed crystal.
Material from the melt is pulled upwards and crystal-
lizes. The seed crystal is rotated during growth to im-
prove mixing in the melt and to increase the symmetry
of the temperature distribution. The diameter of the
crystal is controlled by changing the heat flow into the
crystal. The most direct method for doing this is to
change the melt temperature: lowering the temperature
increases the crystal diameter and vice versa. Small
crystals with diameters of about 10 mm could be grown
at rates of about 6 mm per hour; the rotation rate was
not critical. For larger crystals the conditions had to be
adjusted with more care, as will be discussed later.
Initially we used very pure starting materials contain -

t'] D. W. Parker, R. G. Pratt, F. W. Smith and R. Stevens,
Acoustic surface -wave bandpass filters, Philips tech. Rev. 36,
29-43, 1976.

(2) J. C. Brice, T. M. Bruton, 0. F. Hill and P. A. C. Whiffin,
The Czochralski growth of BinSi020 crystals, J. Crystal
Growth 24/25, 429-431, 1974.

13] See for example J. C. Brice, The growth of crystals from
liquids, North -Holland, Amsterdam 1973.

Is] In the hydrothermal method, crystals are grown under very
high pressure and at a high temperature, usually from a
saturated aqueous solution. See for example A. Rabenau
and H. Rau, Philips tech. Rev. 30, 89, 1969.
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ing only one or two parts per million of impurities; the
crystals were of a pale yellow colour.

When the curved growth face intersects the natural
(100) and (110) faces of the crystal, flat regions are
formed, the 'facets' (fig. 3). The material grown on
these facets was slightly different in colour. There is,
however, no measurable difference in composition
inside and outside the facets. The lattice constant in the
facets is at most 0.01 pm (i.e. 0.0001 A) larger than else-
where. We shall return to this later. Fig. 4 shows a BSO
crystal obtained by pulling; its diameter is 42 mm.

(110)

(100)

Fig. 3. Diagram of the axial cross-section of a pulled BSO crystal,
showing the facets (shaded).

Fig. 4. A pulled BSO crystal with a diameter of 42 mm; its weight
is 1.4 kg.

Composition of the crystals

Since small variations in the growth process are
inevitable, it is important to establish that these have
no significant effect on the properties of the devices.

Therefore it was necessary to grow crystals under
slightly different conditions and with different com-
positions of the melt. As a starting point, changing the
relative amounts of Bi203 and Si02 in the melt should
change the relative amounts in the solid. Fortunately
this proved to be only a weak effect. If we describe the
material as BizSiOt.5x+2, we found that the composi-
tion in the melt could be varied from BiloSi017 to
Bi14Si023 (x between 10 and 14) without affecting the
composition of the crystals produced, provided the
growth rate was low. At high growth rates, if x varied
significantly from 12 in the melt, inclusions of the
excess oxide were found in the crystals. It was found
that x in the solid varied very little: the minimum and
maximum values were 11.77 and 12.05. These values
did not correspond to the minimum and maximum
values in the melt. We can therefore conclude that the
composition in the melt is not critical.

From the data it is possible to plot the relevant part
of the phase diagram which is shown in fig. 5. On this
diagram the melt composition is labelled Liq and the
crystal composition is labelled Sol. Liquids and solids
at the same temperature are in equilibrium, e.g. the
melt mi is in equilibrium with the crystal having the
composition ci, and melt m2 gives a crystal having the
composition c9. The compositions Cl and c2 are those
with the minimum and maximum bismuth contents. If
the composition of the melt differs from the composi-
tion of the crystal, the composition of the melt will
change during the growth of the crystal, since the
quantities of Bi and Si removed from the melt are dif-
ferent. However, crystals grown from a melt near the
points mi and m2 - the tangent to the curve is vertical
there - have compositions which vary only very
slightly down their lengths. For other melt composi-
tions,,x in the crystal can change by as much as 0.2 if
half the melt is used up.

In surface -wave devices we could detect no change
in properties when the composition was changed. A
melt of composition mi or m2 did however produce
crystals which were less strained and therefore more
robust.

Traces of impurities had no measurable effect on the
surface -wave properties, but did affect the colour of
the crystals, some of which were sensitive to light
(photochromism): directly after growth the crystals
were pale yellow, but some crystals became consid-
erably darker on exposure to daylight.

Crystals were grown from many different batches of
starting materials from different suppliers. The impur-
ity contents ranged from less than 10 parts per million
(ppm) to about 2000 ppm. Since most impurities fit

141 J. C. Brice, The cracking of Czochralski-grown crystals,
J. Crystal Growth 42, 427-430, 1977.
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badly in the lattice, they are rejected by the growing
crystal (see Table I) and the crystals typically con-
tained from 2 to 10 ppm of impurities (measured
relative to the silicon. content). 'The results of the
analyses did not enable the impurity causing the
photochromism to be unambiguously identified, but
crystals containing significantly less than. 1 ppm of
both iron and chromium always stayed yellow, while
crystals containing more than 1 ppm of either iron or
chromium always darkened.

84

12.0

85

As we mentioned earlier, the lattice constant on the
facet is a little larger than in the crystal; see fig. 6.
This leads to mechanical strain around the facet. On
the (100) facets this distortion amounts to about a third
of the strain at which the crystal would break. Regions
of high dislocation density can therefore be seen out-
side the facet.

The strain due to the facet is a function of the ratio
of the facet area to the total cross-sectional area 14]
Since in general the facet regions are relatively small,

12.5 13.0

86% Bi203

Bx Si 01.5x

13.5

Fig. 5. Part of the phase diagram for the system Bi203-Si02, as derived from existing data.
Liq composition of the melt. So/ composition of the crystal. This diagram applies to crystals
grown in air. For crystals grown in different atmospheres the curves are displaced to the left for
oxygen or to the right for argon with a trace of oxygen. The combinations mi, ci and ni2, c2
correspond to the extreme values for x in the crystal. In the neighbourhood of the points ct
and c2 large variations of x in the melt only give small variations of x in the crystal.

The facets

The flat parts of the boundary surface where the
crystal growth occurs arise because the growth mech-
anisms on the curved and natural faces are different.
The growth on the curved face is due to a random
deposition of molecules, while the growth on the
natural faces requires the simultaneous deposition of a
number of molecules.

The size of the facets increases as the growth face is
made less curved. Increasing the rate of rotation of
the seed crystal flattens the face and hence makes the
facets larger; a similar effect can be produced by in-
creasing the rate of pull. The facetted area in our
crystals was typically 1 to 2% of the cross-section. At
the greatest rates for stable growth facets were prod-
uced that occupied more than 20% of the cross-
section.

Table I. The ratio of the concentration in the crystal to the con-
centration in the melt of Bii2Si020 for 24 impurities.

B 0.2 Cu 0.2
Na 0.1 Zn 0.1
Al 0.7 Ga 0.2

0.07 Ge 0.3
K 0.3 Br 0.5
Ca 0.2 Ag 0.02
Ti 0.3 In 0.2
Cr 0.8 Sn 0.2
Mn 0.05 Te < 1
Fe 0.2 Ba 0.2
Co 0.2 Pt 0.03
Ni 0.2 Pb 0.4

the total strain of the crystal is negligible, but crystals
with large facets were usually more fragile.

The larger lattice constant cannot be explained by
another composition for the facet material. Fig. 7
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shows the lattice constant of the crystal as a function
of the ratio of bismuth to silicon x. To explain a dif-
ference in lattice constant of 0.01 pm, x would have to
be greater than 12 on the facet. However, chemical
analysis of material grown on the facets and close to
them showed no difference in the ratio of bismuth to
silicon.

1010.45 pm (10.1045,10

a

40

35

10 15 20 mm

Fig. 6. a) Cross-section of a bismuth -silicon -oxide crystal. The
photograph was made by a special X-ray technique that shows
clearly small differences in lattice constant (X-ray topography).
The dark hatched part in the centre is the facet. The even spacing
of the interference fringes shows that the material is very homo-
geneous. b) The lattice constant a over the cross-section of the
crystal, showing the large difference inside and outside the facet;
b is the radius of the facet, e indicates the edge of the crystal. In
region D a high dislocation density is observed.

No significant difference in impurity content could
be detected on and away from the facets, except that
silver appeared to be preferentially absorbed on the
facet [*]. But even this impurity did not occur in the
crystals in sufficient quantity to account for the
observed lattice -constant variations; these would have
required hundreds of ppm.

It has been suggested [5] that the y -bismuth -oxide structure can
contain some Bi5+ ions in addition to the BO* ions. If this is the
case the lattice will contain some bismuth and oxygen vacancies.
It can be postulated that if Bi5+ is preferentially incorporated on
the facets, its presence would increase the oxygen -ion content
there and thus increase the lattice constant in the manner ob-
served.

The growth rate

There are three effects that set a limit to the rate at
which a crystal can be pulled. In the first place there is
the latent heat, which must be removed; secondly,
there is the formation of inclusions and the absorption
of impurities from the melt, and finally the danger of
cracking due to thermal stress. The first two set a limit
to the rate at which thin crystals can be pulled; in thick
crystals the chief danger is that the crystal may crack.
We shall now examine these three limitations in order.

If the crystal grows at a rate off cm/s the quantity of
latent heat evolved at the boundary surface between
crystal and melt will be fL joules per cm2, where L is
the latent heat per cm3. This latent heat is conducted
away via the crystal, since this is cooler than the bound-
ary region, which is exactly at the melt temperature Tm,
and the molten mass in the crucible is somewhat hotter.
The heat flow in the crystal at the growth face is equal
to 2c(dT/dz)g, where 2, is the thermal conductivity of
the crystal and (dT/dz)g is the vertical temperature
gradient at the boundary. This temperature gradient
depends on the dimensions of the crystal and on the
rate at which the crystal can give up its heat to the
surroundings. This is proportional to the temperature
difference Tm -To between the hottest point of the
crystal (the boundary) and the surroundings. As is
shown in the Appendix, the temperature gradient at
the boundary is given by:

(dT/dz)g c(Tm - To)IR 1/2,

where R is the radius of the crystal and c is a constant of
proportionality that depends on the thermal conduc-
tivity of the crystal and the heat -transfer coefficient of
its surface.

It can be seen that the heat flow through the crystal
does not depend on the pulling rate. This does however
determine the contribution of the solidification process
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to the heat flow. Conversely, the given heat flow there-
fore determines the maximum permissible value fmax
for the pulling rate. If this is exceeded, not all of the
latent heat can be conducted away via the crystal and
the temperature at the boundary rises; the contact
between crystal and melt then fails.

At the rate fmax we have for the production and
removal of heat

fmaz.L., = 2.e(dT/dz)g = ac(T. -.To)/R112.

The maximum pulling rate is therefore given by

fmax = 441.0 (Tm - To)/R 1/2. (1)

This rate is clearly proportional to R-1/2.
From (1) it would appear that the maximum pulling

rate could be increased by reducing the ambient tem-
perature To. However, we then encounter some of the
effects mentioned above that limit the pulling rate:
the chance of formation of inclusions in the crystal and
the absorption of impurities from the melt. We shall
now examine this more closely.

The transport of material from the melt to the
growth face is of course proportional to the growth
rate of the crystal. The melt contains impurities, and,
as mentioned previously, one of the main com-
ponents can be present in excess. Since these are not
absorbed by the crystal, a high concentration of these
substances will be present in the melt near the growth
face. These must mix with the melt again by diffusion.

1210.40 pm

.35
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Fig. 7. The variation of lattice constant a with the ratio of bismuth
to silicon (x). The solid curve applies to crystals grown in air.
The dashed curve is derived from our data for crystals grown in
oxygen. All data refer to material grown off the facets.

8 mmlh

fmax
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Fig. 8. The maximum permissible growth rate fmax as a function
of crystal radius R. Line a is proportional to R-1/2 and represents
the condition for inclusion -free growth. Line b (proportional to
R-3/2) represents the condition in which the heat loss from the
solid must be deliberately limited to prevent cracking.

Since the diffusion rate - and hence the rate of
removal - is proportional to the growth rate, the con-
centration of impurities at the boundary will be propor-
tional to the growth rate. If this concentration exceeds
a certain value there is the danger that these substances
will be absorbed in the crystal. This process therefore
sets a further limit to the growth rate.

For a crystal free from inclusions and -impurities, we
find a maximum permissible pulling rate that is pro-
portional to R-1/2. This is plotted in fig. 8 and is rep-

- resented by line a.
In crystals with a radius of more than about 1.5 cm

the third limitation has to be taken into account: the
danger of cracking due to mechanical stresses arising
from the temperature differences inside the crystal.

The strain a will be greatest at the outskirts of the
crystal (radius R). This strain is proportional to R, the
expansion coefficient a and the temperature dif-
ference Tm -To :

 cc a R(Tm - To). (2)

Since the lines of cleavage in a cracked BSO crystal lie
at 45° to the axis, see fig. 9, it can be shown that the
stresses along the axis are about the 'same as those
around the circumference.

To prevent a from becoming too large on. increasing
R, Tm -To should be reduced in proportion to R.
Since Tm is fixed, this means that To must be increased.

t*3

[5]

The analyses were performed by J. B. Clegg, who used solid -
source mass -spectroscopic methods with a detection limit of
much less than 1 ppm. While the absolute accuracy of the
method is uncertain without elaborate calibration, differences
of a factor of 1.5 or more are obvious. See for example
J. B. Clegg and E. J. Millett, Philips tech. Rev. 34, 344, 1974.
D. C. Craig and N. C. Stephenson, Structural studies of some
body -centered cubic phases of mixed oxides involving Bi203:
the structures of Bi2sFe040 and Bis8ZnO6o, J. Solid State
Chem. 15, 1-8, 1975.
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As we saw above, a reduction in Tm -To requires a
proportionate reduction in the growth rate f. If El) is the
maximum permissible value of e, then by combining
(1) and (2) we have an expression for the maximum
permissible pulling rate fmax:

81)
fmax CC -- R-312.

a

The maximum growth rate is thus no longer propor-
tional to R-112, as derived for smaller crystals, but to
R-3/2. This relation is shown as line b in fig. 8. This
line gives the relation between the radius of the crystal
and the maximum growth rate at which the crystal will
not crack. For BSO the lines a and b intersect at a
crystal radius of about 1.5 cm.

Cooling

After the crystal has been grown, it has to be cooled
to .room temperature. If this is done too quickly, the
temperature gradients' will become too large, and the
crystal may crack because of differences in expansion.
It is clear that the heat loss through the crystal to its
surroundings may be of about the same magnitude as
the heat loss during the pulling process. We saw that
the temperature difference between the hottest point
of the crystal and the ambient temperature, Tm - To,
must be approximately inversely proportional to the
radius R. The heat loss w per second and per cm of
height is given approximately by

w 2nR(Tm - To).

Since Tm -To is proportional to 1/R, the heat loss
does not depend on the radius of the crystal.

The heat content of the crystal per cm of height is
rrR2cT, where c is the specific heat per unit volume and
T is the mean temperature. Since the heat loss is con-
stant, we should have:

dT

= 711?

The proportionality constant y is determined by the
specific heat, the thermal conductivity 2, the coef-
ficient of linear expansion oc, and the maximum strain
before cracking. It is given by :

y = 8 28b

ac

Some of the properties of bismuth -silicon oxide are
summarized in Table II and fig. 10. From these it can
be shown that the greatest rate of cooling is equal to
74/R2 °C/hour at the melting point and twice this
value at room temperature. For crystals of radius 2 cm
we find, in practice, a maximum rate of 20 °C per

Table II. Some properties of bismuth -silicon oxide.

Quantity Value

Density, solid
liquid

Linear expansion coefficient
Volume expansion coefficient
Specific heat/unit volume,

solid I*/
liquid (*I

Thermal diffusivity
Thermal conductivity
Viscosity
Young's modulus
Breaking strain
Latent heat I*1
Cooling constant (p/).)

9.206 g/cm3 at 20 °C
7.63 g/cm3 at 950 °C
16 x 10-6 °C-1
7 x 10-5°C-1 at 950 °C

2.7 J cm -3 °C-1
3.0 J cm -3 °C-1
See fig. 10
See fig. 10
22 cP at 900 °C
93 GNm-2
2 x 10-4
460 J cm -3
0.4 cm -1

(*I The value shown relates to Bi203; value for BSO is not known.

Fig. 9. Diagram of a cracked crystal. Cracks are usually formed
at 45° to the axis.
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Fig. 10. The variation of thermal diffusivity a with temperature.
(From data supplied by Dr T. M. Bruton, formerly with PRL.)
The line C applies to the crystal; line M to the melt. The thermal
conductivity can be found by multiplying a by the specific heat
per unit volume (see Table II).
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hour - i.e. within 10 % of the predicted value. Nearer
to room temperature 35-40 °C per hour is satisfactory,
as against a calculated value of about 50 °C per hour.
For smaller crystals (R = 1 cm) the rates are found to
be about four times higher. These various values
indicate that the treatment given above is satisfactory.
We have also found these theoretical predictions to be
valid for other crystals such as lithium niobate.

rate, the effect could be catastrophic: a large change in
the interface shape occurred and the change in heat
flow cracked the crystal. Similar effects had been seen
in garnets and other investigators have reported the
same effect in other materials. An experimental and
theoretical investigation [7] showed that the observed
effect was the result of a change in the flow pattern from
that shown in fig. 12a ultimately to that shown in 12c.

Fig. 11. Swirl patterns observed on the surface of the melt. While these patterns are obvious
to a human observer, they are difficult to photograph because they precess and the available
viewing angles are not very suitable. (a) to ( f ) represent the views seen as the rotation rate
increases.

Hydrodynamic effects

In the investigation of the pulling of large BSO crys-
tals it was found that the rate at which the crystal is
rotated is also associated with an upper limit. This is
related to the fact that the rotation of the crystal does
not always bring about a rotation of the complete melt,
which can therefore be inhomogeneous. We are not
referring here to the well known growth striae [6] -
the strains associated with these are small - but to
effects that can have more serious consequences.

Our study of melt stirring started from the observa-
tion that in some instances dark swirl patterns were
observed on the melt surface (fig. 11). If these patterns
appeared, e.g. due to a change in the crystal rotation

The transition regime 12b is difficult to represent
because the flow at any point varies with time. Tem-
perature measurements in the transition conditions
vary wildly. Fig. 13 shows the regions in which the
various flow regimes exist. In region a an axially sym-
metrical flow occurs. Region b corresponds to an asym-
metrical flow giving temperature variations with time
at a fixed point and in region c the flow is again axially
symmetrical. Detailed study was only made of the
transition from a to b, so that only these measured

[6] J. C. Brice, Controlling heat transport during crystal pulling,
Acta Electronica 16, 291-301, 1973.

[7] J. C. Brice and P. A. C. Whiffin, Changes in fluid flow during
Czochralski growth, J. Crystal Growth 38, 245-248, 1977
(No. 2).
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points are plotted. From the available data and the
available theory it is likely that a maximum crystal -
rotation rate is to be expected. This rotation rate is a
function of the temperature gradient in the melt, the
viscosity of the melt, the radius of crystal and crucible
and the pulling rate f. Table III summarizes the data
for bismuth -silicon oxide. The same theory can be
applied to gadolinium -gallium -garnet production and
the predicted and observed crystal -rotation rates are in
good agreement [83.

Table HI. Temperature gradient, growth rate and critical rotation
rate for five combinations of crystal and crucible diameter.

Crystal Crucible Gradient Growth Critical
diameter diameter rate rotation rate

(cm) (cm) (°C/cm) (mm/hr) (rev/min)

1.1 3.5 10 6 70
1.7 3.5 10 5 45
2.8 5.0 12 4 25
3.2 6.0 17 3 20
3.7 8.6 20 2.5 15

b

C

Fig. 12. Elevation and plan views of flow in a crucible at three
rates of crystal rotation. In (a) the central column under the
crystal rotates almost as a solid body and there is little mixing of
particles from this column with the outer annulus, but the
column is itself well stirred. In (b) the flows in the column and
annulus mix and in (c) the whole melt is stirred.

Automation

The growth rate of large crystals is only a few milli-
metres per hour, as we saw in fig. 8. The complete
process, including cooling down, takes five days for a
large crystal like the one shown in fig. 4. This makes an
automatic control not only economically desirable but
a practical necessity. A number of experiments were
carried out to detect the critical parameters to be
measured and controlled to obtain a constant growth
rate and a constant diameter. Attempts were made to
control the process by regulation of the power in the
r.f. coil and also by stabilization of the temperature of
the melt. Our colleagues in Aachen also developed a
laser -reflection system to measure the crystal diameter
near the growth face. All systems failed on different
points, however. They were not stable enough over
long periods of time, not applicable to large crystals or
the initial settings of the controls were not reproducible.
The alternative approach of using a weighing system
was therefore adopted 191.

Fig. 14 is a block diagram of the system. With this
system the melt weight is controlled so that it is always
very near to a target value produced by a reference
source. Since a constant crystal diameter gives a con-
stant rate of reduction of weight, the programmer to
produce the target can be a very simple electro-
mechanical system. However, for greater flexibility a
numerical technique has been adopted. In the initial
phase of the growth, when the crystal is growing from
seed to full diameter, the weight of the melt increases
nonlinearly with time. The growth pattern is also non-
linear in the final phase, when the diameter of the crys-
tal decreases. In between the weight of the melt in-
creases linearly with time. The necessary digital data
can easily be derived from a microprocessor.

This system has produced crystals with diameters
within 5% of the target diameter and with variations in
diameter of less than 2%. The discrepancy from the
target diameter was caused by small variations in the
pulling rate and in the crucible diameters; both affect
the growth rate of the crystals.

Other technological aspects

The apparatus described at the beginning of this
article needed little modification for pulling crystals of
larger diameter. The only significant change was to
mount the puller on anti -vibration mountings. This
was done because our building vibrates at frequencies
between 7.5 and 9.5 Hz, and the puller had a resonant
frequency of 7.5 Hz. An antivibration mount with a
resonant frequency of 4 Hz reduced the vibration on
the puller by a factor of about 4. Seed crystals with
square cross -sections were used ; each side of the
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Fig. 13. The regions of the various flows plotted on a diagram
showing rotation rate w as a function of crystal radius. The
regions a, b and c correspond to the flows in fig. 12a, b and c re-
spectively.
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Fig. 14. Block diagram of the control system. The weight of the
crucible Cr is determined by the weighing cell W, which supplies
the processor Pr with a d.c. signal. The processor combines this
signal with the signal from the reference source Ref and with a
signal proportional to the r.f. current produced in the coil by the
power meter M. The processor gives a signal to the control
amplifier Co, which stabilizes the r.f. generator at the desired
power level. The voltage of the reference source varies slowly
with time (see inset) and the weight of the crucible is controlled
to follow the reference source.

square was about a fifth of the crystal diameter. The
seed crystals were polished with a fine abrasive powder
before use, and a series of grooves were made for the
wire used to bind the seed to the V -block holder. This
was necessary to eliminate crack -nucleation centres

caused by cutting damage. To reduce stresses on the
seed crystal, it was wrapped in gold foil before being
fastened in place and the holder for the crystal was
attached to the pulling shaft by a series of ball -joints
so that the system was self -aligning [*1. These measures
reduced seed -crystal failure from about 30 % to 5 %.
The crucibles were made from platinum containing less
than 200 ppm of rhodium. (A higher rhodium content
gave rise to corrosion, which soon led to crucible
failure.) The internal heights and diameters of each of
the crucibles were the same within + 20 % and we used
successively diameters of about 35, 50, 60, 85 and
110 mm. The smaller crucibles had wall thicknesses of
1.5 mm and the bigger ones 2 mm. In use the crucibles
distorted by about 5 % before we discarded them;
usually after about 20 runs. We looked for other mat-
erials but our tests showed that most metals, oxides
and nitrides are rapidly corroded by the melt.

In order to obtain the temperature distributions
necessary to prevent cracking heat shields were re-
quired.

Fig. 15 shows the assembly used for 40 -mm diameter
crystals. Table IV lists the sequence of operations,
which can be fitted conveniently into a working week.

Table IV. Operational sequence for pulling 40 -mm diameter BSO
crystals.

Time from
start (hrs)

Phase of process

0 Start melt down
2 Put seed crystal into melt
2.5 Start pulling and cooling for expansion

10 Start parallel growth
60 Start tapering in
68 Growth complete

105 Crystal all inside heat shield. Start to cool melt
130 Power off

Economic aspects

Very little has been published on the economic
aspects of crystal growing [101. Probably the reason is
that the costs of the crystal production form only a
small part of the production costs of a device. In this
section we shall make a few comments on the costs of
device production: it will appear that larger crystals
are more economical than smaller ones, for both
growth and processing.

K. Takagi, T. Fukazawa and M. Ishii, Inversion of the direc-
tion of the solid -liquid interface on the Czochralski growth of
GGG crystals, J. Crystal Growth 32, 89-94, 1976.
H. J. A. van Dijk, J. Goorissen, U. Gross, R. Kersten and
J. Pistorius, Crystal diameter control in Czochralski growth,
Acta Electronica 17, 45-55, 1974.
J. C. Brice, The growth of insulating crystals, Repts. Progr.
Phys. 40, 567-602, 1977 (No. 5).
This attachment system was designed and made by V. E. Cox,
of our Laboratories.
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Fig. 15. The pulling apparatus used for growing crystals 40 mm
in diameter. M melt in platinum crucible. C crystal. SH holder
for seed crystal. FC flexible coupling. HS heat shield with viewing
gaps S. RFC r.f. heating coil with supply RFL. ST silica tube
that insulates the water-cooled coil RFC from the hot crucible.
Sup support for the crucible. W weighing cell.

Table V. The effect of crystal dimensions on the times necessary
for various device -fabrication processes. The quantity L can be
identified with either the length or the diameter of the crystal.
since these are in approximate proportion.

Process Time per device
inversely proportional to

Crystal orientation
Crystal cutting
Slice processing
Device separation

L3
L
L2
L

After the BSO crystal has been grown there are six
further stages necessary for the production of filters.
The crystal directions are determined by X-ray methods
and slices of known orientation are cut. These are
polished, electrodes are evaporated on to them and
patterns are etched in the electrodes. Finally, the filter
elements are separated from the array on the pro-
cessed slice. With large crystals the handling costs are
lower. Table V shows how the time taken for various
processes depends on a typical dimension L of the
crystal. (It is assumed that length and radius change in
proportion, which is usually the case for pulled crys-
tals.) The table suggests that the handling times
decrease at least linearly with increasing size and that
correspondingly large savings in man and machine time
can be made. So even if the price per kilogram of the
crystalline material is the same, there are good reasons
for spending a great deal of effort to solve the problems 4 crryqh

of growing large crystals.
However, large crystals can be made more cheaply

a
bismuth -silicon -oxide crystal fig. 8 shows that f R1/2 is

3constant for smaller crystals and that for larger crys-
tals fR3/2 is a constant. The production per hour of
single crystals can be calculated from this information.
This is plotted in fig. 16, which shows the hourly pro-
duction of a crystal as a function of crystal radius. It is 2
clear that machines pulling larger crystals have a
higher hourly output in spite of the lower pulling rate.

The automation, necessary for the long pulling times,
gives an additional saving in money. The yield from
automated production, in our experience, is 65-75 %
instead of 40-50 % for the manual process. In addition,
the predictability of the product from an automated
system should not be overlooked.

Fig. 16. The volume V of single -crystal bismuth -silicon oxide
produced per hour, as a function of the radius R of the pulled rod.
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Device -production processes are most economic with
a fixed size of crystal. Exceeding the target radius R by
an amount AR wastes a fraction 20R/R. Hence if an
error AR can arise, the target must be increased by this
amount with the associated wastage. In our case auto-
mation at least halved this wastage at R = 2 cm.
Further reduction in costs would be expected if resist-
ance heating was used instead of radio -frequency heat-
ing. Finally, Table VI gives a few cost factors and shows
how they contribute to the costs per unit volume of
crystal pulled.

Table VI. The effect of the pulling rate f and the radius R of the
crystal on the cost per cm3 of the crystal produced, for the five
most important factors.

Factor Cost inversely proportional to

Energy
Platinum crucible
Manpower

manual process
automated process

Machine time
growth
cooling

Materials

fR
R

fi? 2
R2

fR 2
R2

No significant dependence 1*1

[*] Decrease in the growth rate may allow less pure materials to
be used.

Appendix: Calculation of the temperature distribution in a crystal
Let us assume (see fig. 17) that a crystal Cat the position z = 0

is in contact with a melt at the temperature Tm. The diameter of
the crystal is 2R, the thermal conductivity is A and the heat
transferred from the surface of the cylinder to the surroundings
(shown here as a heat shield H) is equal to gT- To), whereµ is
a constant determined by the method of cooling, the surface of
the crystal, etc., and To is the external temperature. If we also put
pRIA = y, and if Jo(x) is the zero -order Bessel function of
argument x, then the temperature of the crystal at the position
r,z can be calculated [H]:

T(r,z) = To + 2 (Tm - To) E x
n -a y2 + /3.2

Jo (finrIR)
exp (-13nz/R). (Al)

Jo (f3n)

The values of fin are calculated as solutions of the equation

finh(fin) = yJo(fin), (A2)

where JA/3.) is the first -order Bessel function of argument fin.
For very small values of y, i.e. for very thin crystals of high

thermal conductivity, we only require the first term of this series.
Since Po is small we can replace the Bessel functions by the first
term of their power series. Equation (A2) then gives

4fio2 = y, so that Po = (2y)1/2,

and equation (Al) is reduced to:

1- +y (0)2
T(r,z) To ± (Tm- To) I - y {exp -(2y)V2z/R}.

+

The gradient of the temperature at the growth face is therefore
given by:

(IT (27,)112 +y (0)2= -(Tm To)
dz )z -o R 1- iy

Since y is small and equal to µR/A, a first approximation for the
temperature gradient is

1/2
(ddT)

-o
-(Tm- To) (t

In the case of BSO y is approximately equal to 0.4R. A more
accurate calculation [12], also valid for larger values of y, gives:

(d T/dz)z-o = -1.3(Tm - To) (AR)).474R-0.526.

The difference between the accurate and the approximate values
is therefore small.

If the temperature distribution is not uniform there will be
strain, since the different parts of the crystal do not have the
same expansion. The strain eo of a ring of radius r is given by [13] :

60 = Trdr + -12 f Trdr- T}.
111

R2
o

If the strain is calculated from the approximate temperature dis-
tribution, it is found that the highest permissible temperature
gradient at the boundary surface is given by:

(dT\
dz ),, ocR3111) (I - +Y)'

where el, is the strain at which the crystal cracks. Since the strains

C

z

H
r

p(T-T0)

2R Tm

Fig. 17. Calculation of the temperature distribution in a crystal.

Table Al. Calculated and measured values of the maximum per-
missible temperature gradient (dT/dz)mox in the crystal for four
values of the crystal radius.

R
(mm)

(dT/dz)max (°C/cm)

measured calculated

4
6

10
19

180
100
50
20

279
145
61
18

[n] J. C. Brice, Analysis of the temperature distribution in pulled
crystals, J. Crystal Growth 2, 395-401, 1968.

[12] J. C. Brice and D. J. Kroon, to appear in J. Crystal Growth.
[13] S. Timoshenko and J. N. Goodier, Theory of elasticity, 2nd

edn, McGraw-Hill, New York 1951.
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in the axial and tangential directions are approximately equal Summary. Crystals with the cubic y -bismuth -oxide structure,
(see fig. 7), Eb is approximately equal to 21/2e0. such as bismuth -silicon oxide, can be used to make surface -wave

A more accurate calculation can also be made here; it gives: filters for TV and other applications. Large crystals of this mat-
erial weighing several kilograms and with diameters up to 50 mm

(d 0.34 have been grown at PRL using a pulling technique. To avoid
cracking due to thermal strain the maximum permissible axial

dz ,x a R1.34 thermal gradient has to be proportional to R-312, where R is the
crystal radius, whereas for inclusion -free growth the axial

The maximum permissible growth rate is found by substituting thermal gradient has to be proportional to R-112. The aomposi-
the expression just derived for (d T/dz)max in the relation tion of the crystals is found to be highly independent of the com-

position of the melt. Effective control of the rotation rate is very
A (

dz ,ux
d T) important to avoid hydrodynamic instabilities. The long pulling

/,,ax = times necessary for the growth of large crystals and the repro-
ducibility required made an automated equipment desirable. This
system keeps the diameter constant to within 2 % and the max -

Some calculated and measured values of the temperature gradient imum difference from the desired value is 5 %. Devices are
are summarized in Table AI. cheapest when made from large crystals.
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LSI

In about 1960 there was good reason to say that there had been a revolution in elec-
tronics, for in less than ten years the transistor had virtually replaced the thermionic
valve in nearly all kinds of application. Today, however, we are in the midst of develop-
ments that are even more drastically changing the face of electronics - with no end in
sight. When transistor manufacturers changed from the alloy to the planar technology
- based on photolithographic processes - it only depended on the nature of the photo -
masks whether a small, simple circuit was produced or a large, complicated circuit con-
sisting of hundreds of interconnected elements. Now it was possible in principle to make
larger and larger integrated circuits. In 15 years integrated -circuit technology has
advanced from SSI (small-scale integration; 10 gates per chip) via MSI (medium -scale
integration; 100 gates per chip) to LSI ( large-scale integration; 1000 gates per chip),
and now we are on the threshold of the next great advance (VLSI, very -large-scale
integration; 104 gates per chip).

This evolution would not have been possible without detailed and extensive research
in the large industrial research laboratories, including those of Philips. Readers will
probably remember the contributions from Philips Research that have been described in
earlier volumes of this journal: the issue on MOS technology, and many articles such
as those on the LOCOS process, injection logic (I2L), and the .`Opthycograph'

While the full impact of this later and greater revolution in electronics has only
penetrated to the user in recent years, the research is by no means at an end. It therefore
seemed appropriate to make LSI the subject of this special issue *that completes our
volume for the year. We start with an introductory article that gives a general picture of
the evolution from the simple transistor to the LSI circuit and its repercussions on the
designing of electronic circuits. Other articles include contributions on the subject of
lithography - including the use of electron beams - and on the computer -aided design
of large-scale integrated circuits. Three of the articles deal with specific LSI applications:
an N-MOS circuit for telephony, an I2L circuit for data transmission, and an image
sensor based on the charge -transfer principle.

An issue of this size cannot of course given anything like a full picture of Philips activ-
ities in the IC field - not even in research. The next volume will therefore contain a
few other instances of advances in IC technology or applications. For the present, we
will close by noting that developments in integrated circuits are now so rapid that those
who are in the front line of the research may regard certain approaches as already
out of date even before the work has left the IC development laboratory or has appeared
in print.
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Manufacturing ever -larger integrated circuits requires continuous im-
provement in the control of the processes and conditions of production.
It is of the utmost importance, for example, that the least possible
amount of dust should settle on the wafer during the different operations.
At Philips Research Laboratories in Eindhoven all experimental inte-
grated circuits are therefore made in a specially built department that
has its own 'clean room'. The number of dust particles of half a micron
and larger contained per unit volume of this room is about ten thousand
times smaller than in an ordinary laboratory working -space. All the
operations necessary for the fabrication of integrated circuits are per-
formed in this room. The equipment is set up in 'lanes'. In the lane on
the right of the photograph the silicon wafers are given a coating of
photoresist and then illuminated through a mask. In the lane on the
left the wafers undergo wet -chemical etching.
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LSI -a revolution in electronics

H. Bosma and W. G. Gelling

If we take a look at the development that digital
integrated circuits have undergone in the last 15 years,
we find that the number of gates per chip has increased
from less than five to about 10 000, the number of
gates per mm2 has increased from two to 300, the TD
product of the delay time r and the dissipation D in a
gate has decreased from 150 pJ to 0.2 pJ (one pJ is
10-12 joules) and the price per gate has fallen from
25 dollars to a tenth of a cent.

This development, towards ever larger circuits and
increasing packing densities, has come about through
the work of three groups of engineers and scientists.
First there are the electronic engineers, who saw the
chance of a continued simplification of the elementary
circuits for the logic functions, so that these have
steadily diminished in size. At the same time they have
succeeded in keeping the steadily growing circuits
manageable and integrating them to a single and usu-
ally very complicated entity.

The second group is formed by the chemists, who
continuously study, improve and develop the many
processes in the long path from raw material to finished
IC. A special place between these two groups is perhaps
occupied by the device physicists, who seek for an
understanding of the fundamental background to the
operation of the separate elements such as diodes, bi-
polar transistors and MOS transistors. From the know-
ledge that they amass it is possible to find how best the
work should be directed to obtain a particular improve-
ment in performance, for example, and to establish
associated physical limits.

We will not consider the economic side of modern
IC technology here, with its many and often conflicting
aspects. In what follows we shall give a very general
picture first of the technological and then of the
electronic development. Finally, we shall devote some
attention to the development that has taken place in
electronic design. The increasing complexity of the cir-
cuits makes it increasingly difficult to design them con-
ventionally 'by hand' and to test them after manufac-
ture. The computer, in its present form itself a product
of IC technology, has become an indispensible tool
here.

Dr Ir H. Bosma and Drs W. G. Gelling are both Deputy Directors
of Philips Research Laboratories, Eindhoven.

The silicon starting material

It is now possible to make virtually perfect single
crystals of silicon - by pulling from the melt - with
a diameter of no less than 10 cm; in about 1960, at the
start of the silicon technology, the diameter was 2 cm.
The content of undesirable impurities in these crystals
is reduced to a value between 1 in 105 and 1 in 109,
depending on the kind of impurity. The 'desirable' im-
purity content - the doping - which determines the
electrical properties, is kept under accurate control.
There has also been continued improvement in the
methods of sawing the crystals into thin wafers and
polishing them. The wafers (sometimes called slices)
have a typical thickness of about 0.5 mm; see fig. I.

In the meantime silicon crystals with a diameter of 15 cm have
been successfully pulled in the laboratory. Larger wafers can only
be processed in the factory after modification of the process
equipment and to some extent the actual processes. However, for
the development from LSI to VLSI a larger wafer diameter is not
as yet essential.

The application of epitaxial layers to the wafers has
also undergone a continuous process of development.
An epitaxial layer is a single -crystal silicon layer, ap-
plied from the gas phase, whose crystal lattice joins that
of the wafer substrate in a smooth uninterrupted tran-
sition, but the electrical properties differ from those of
die substrate because of different doping. Epitaxial
layers are necessary for almost all bipolar circuits; on
,ne other hand MOS circuits are almost always made
directly in the surface of a wafer of N -type or P -type
silicon. As transistors became smaller, it was also
necessary to make the epitaxial layer thinner. While IC
technology began with epitaxial layers 10 to 15 tan
thick, in some extreme cases now layers of only 1
are found.

Physico-chemical processing

Oxidation

Integrated -circuit technology would have made far
less progress if the element silicon had not had such a
unique combination of properties. It is a semiconductor
with very good and easily regulated electrical properties;
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as we have said, it is very suitable for making large and
pure single crystals; and finally it can be oxidized to
form a thin, dense and homogeneous layer of oxide
that is very strongly bonded to the silicon surface. Si02
layers made by thermal oxidation - in oxygen or water
vapour at about 1000 °C - are chemically very resis-
tant, have excellent properties as an electrical insulator
and protect the underlying silicon from all kinds of en-
vironmental effects. It should be noted here that such
`good' oxide layers can only be obtained if the oxida-
tion is carried out in extremely clean furnaces, a con-
dition that also applies for all the other silicon proces-
sing in furnaces.

The nearly ideal insulator properties make a layer of
silicon oxide very suitable for functioning as a base
for the metal interconnection tracks that connect the
various components of the IC. Fairly 'thick' oxide
layers are usually used for this purpose, from 0.5 to
1.5 [Lm, or more than 2µm in extreme cases. The oxide
layer was initially applied continuously over the com-
plete wafer, and the various IC components were made
by diffusion through windows etched in the oxide (see
below). At Philips Research Laboratories a method
was found ten years ago for locally applying the thick
oxide layer that would later serve as the base for the
interconnections, so that it was only applied where it
was wanted [1]. This technology, known as LOCOS
(from LOCal Oxidation of Silicon) is now widely used
throughout the world.

A special application that sets very high standards
for an oxide layer is its use as the insulating layer
between the gate and the channel of an MOS transistor.
The oxide layer here must be able to withstand a voltage
close to the breakdown value - 107 volts per cm for
thin layers - without any drift in its properties. The
manufacture of these layers, which in the most up-to-
date MOS technology are only about 50 nm thick,
requires the most careful process control.

Doping

Because of its chemical resistance and impenetrability
to certain substances a layer of silicon oxide is also
very suitable for use as a doping mask. The 'foreign'
atoms are diffused into the silicon surface, through
windows etched in the oxide layer, by heating the wafers
in a furnace in which the desired dopant is present in a
gaseous form. At all the places where the silicon is
coated with oxide it is effectively protected against the
penetration of foreign atoms. Although silicon oxide
is by no means resistant to all foreign substances, it is
so for the particular substances that are usually used
for doping: phosphorus, arsenic and antimony for ob-
taining N -type silicon and boron to obtain P -type
silicon.

The mechanism that determines how many atoms
penetrate into the silicon and exactly where they reach
is very complex. Even with very good control of the
furnace temperature it is not very easy to control the
concentration profile of the doping at the wafer surface
to better than a few per cent. It is also impossible to
produce very light doping in this way; in practice the
lower limit is in the region of 1014 atoms per cm2. (To
give a comparison, a single layer of atoms lying side
by side contains about 1015 atoms per cm2, so a doping
of 1014 atoms per cm2 is equivalent to 0.1 atomic
layers.)

Fig. 1. Polished silicon wafer on which integrated circuits can be
made. The wafer is obtained from a cylindrical crystal 10 cm in
diameter and is only 0.5 mm thick. After the circuits have been
formed the wafer is broken into 'chips', each carrying an IC.

A real revolution took place when silicon was first
successfully doped by using 'ion implantation' [2]. In
this process the atoms to be introduced into the wafer
are ionized, and the ions produced are accelerated in an

[II

[2]

J. A. Appels, E. Kooi, M. M. Paffen, J. J. H. Schatorje and
W. H. C. G. Verkuylen, Local oxidation of silicon and its
application in semiconductor -device technology, Philips Res.
Repts. 25, 118-132, 1970.
J. A. Appels and M. M. Paffen, Local oxidation of silicon;
new technological aspects, Philips Res. Repts. 26, 157-165,
1971.
E. Kooi, J. G. van Lierop, W. H. C. G. Verkuylen and R. de
Werdt, LOCOS devices, Philips Res. Repts. 26, 166-180, 1971.
See also Philips tech. Rev. 31, 234 and 276, 1970, and 34,
19, 1974.
An article by J. Hofker and J. Politiek on this subject will
appear in the next volume of Philips Technical Review.
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electric field to an energy of 20 to 200 keV. To prevent
other kinds of ions from reaching the wafer the ions are
sorted by mass in a magnetic field, in the same way as
in a mass spectrometer. The unwanted beams are inter-
cepted, while the beam consisting of the desired ions is
transmitted and directed towards the surface of the
silicon wafer to be doped. Electronic control systems
are used which can ensure that the entire surface of the
wafer receives a uniform 'sprinkling' of ions, while the
amount of the dose can be accurately controlled (to a
few per cerft) down to the very low values (1012 ions
per cm, i.e. about 0.001 atomic layers).

Recent improvements in the reproducibility of the chemical
deposition of boron and phosphorus may once more enable this
method to compete with ion implantation for heavy doping.

In fact the ions are not just 'sprinkled' on the surface;
they penetrate a little way into it. This provides more
scope: the penetration depth can be varied and the ions
can be fired through a thin protective layer, e.g. of
SiO2. Parts of the wafer where no doping is required
are masked, e.g. with photoresist. Another advantage
of ion implantation is that it will give good results with
kinds of atoms that are difficult to deposit by chemical
methods, such as arsenic and antimony.

It was ion implantation that enabled the N -channel
MOS technology to be developed. The application of
very small but accurately controlled amounts of boron
and phosphorus or arsenic (1011-1013 atoms per cm2)
is essential here to prevent the formation of parasitic
channels underneath the conductors and to set the
threshold voltage of the transistors to the desired
values. At the same time the implantation method gives
the manufacturer a free choice for the concentration of
the boron doping in the silicon wafers, which should
ideally be low to keep down the parasitic capacitance
between the transistors and the substrate.

The ability to introduce arsenic atoms in an accur-
ately controlled way and in any desired quantity is also
very important for another reason. As transistors be-
come smaller, the diffusion depths must also be reduced.
For very shallow diffusions (0.2 to 0.4 tan) phosphorus,
with its relatively high diffusion rate, cannot be relied
upon. Arsenic, which diffuses much more slowly than
phosphorus, is a very good replacement here.

The bombardment of the wafer by ions produces some damage
in the crystal lattice, but this can be corrected by a heat treatment.
The effects arising here have not as yet been explained. Further
studies are also necessary of the interaction between different
dopings introduced by ion implantation and of the effects that
arise for very heavy doping.

Getters

As we mentioned above, all furnace operations must
be carried out with the greatest care to ensure theab-
sence of impurities. This is clearly no less true for the
cleaning of the silicon wafers before they are processed
at very high temperatures. In spite of every precaution
it is impossible to completely prevent contamination of
the silicon; the starting material contains varying quan-
tities of unwanted atoms, and contamination during the
processing cannot be completely avoided. Typical con-
taminants here are small traces of various metals, such
as sodium, iron, copper and gold. These kinds of im-
purities give rise to higher leakage currents and also to
the formation of surface defects during the oxidation
of the surface of the wafer. These defects in their turn
also give rise to higher leakage and to short-circuits in
bipolar transistors with shallow diffusions, and hence
to rejects in production. Certain classes of MOS cir-
cuits in which very small charges have to be stored for
relatively long times in reverse -biased diodes, such as
dynamic memories, charge -transfer devices and light-
sensitive devices, are very sensitive to leakage current.
The achievement of a very low impurity level is an
absolute essential for the manufacture of these circuits.

Since in spite of all precautions contamination can-
not be completely prevented, methods have been de-
vised in which the undesirable atoms can be removed
from the silicon at a late stage in the manufacture.
These 'clean-up' treatments, some more effective than
others, have the common feature that crystal damage
is introduced intentionally, either mechanically or
chemically, at some unimportant part of the wafer,

 such as the back, where it does not matter. The im-
purity atoms associate themselves preferentially with
the crystal defects. If such a wafer with defects is then
heated to a temperature at which the impurities can
diffuse rapidly, the damaged layer acts as a collection
zone for undesirable atoms from the entire wafer.

By analogy with the gas getters used in vacuum work
the terms `gettering' and 'getter treatments' are also
used here. The mechanism of the getter operation is
perhaps more complicated than has been suggested
above and is a subject of investigation, along with the
correct method of application in the various IC pro-
cesses.

Gettering is obviously only effective for impurities
that diffuse rapidly. The undesirable metals mentioned
above come into this category. Impurities that only
diffuse with difficulty, such as oxygen and carbon, can-
not be gettered. Manufacturers of silicon wafers con-
tinue to devote much attention to this problem.

A treatment that is to some extent related is 'hydro-
chloric -acid oxidation'. It has been found that the for-
mation of crystal defects directly beneath an SiO2 layer
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during the oxidation can be very effectively suppressed
by carrying out the oxidation in an atmosphere of
oxygen to which about 1 % of hydrogen -chloride gas
has been added. The mechanism of this reaction is not
as yet understood in all respects.

Lithography

In IC technology the term 'lithography' refers to the
collection of operations that are necessary in etching a
pattern of small apertures in the thin layers (oxides
metals, etc.) applied to the silicon wafers. The basic
stages in such a process are: exposure of a light-sensitive
coating (photoresist) on the wafer through a photo-
graphic negative (the mask), development of the photo -
resist, followed by the etching away of the exposed
parts of the layer underneath. These three operations
are performed seven times (or more) on a wafer before
it is ready.

The masks are obtained as follows. A photographic-
ally produced drawing of the mask for an IC, at ten
times full scale, the 'reticle', is projected many times
by a special camera in rows and columns on a photo-
graphic plate, so that practically all of the plate is
covered with the small patterns at the correct scale.
Contact copies are made from the master mask ob-
tained in this way, and the copies are used for exposing
the silicon wafers.

In the method that has usually been used so far the
mask is pressed against the wafer to give a sharp
shadow; see fig. 2. However, since mask and wafer
come into contact it is impossible to avoid damage to
the mask, and once such imperfections have been intro-
duced they are repeated on all the following wafers. In
practice this effect will strongly reduce the yield, par-
ticularly for very large circuits. Contact masks are
therefore discarded after they have been used six to ten
times. Since a single wafer is exposed seven times or
more - with different masks, of course - this means
that on average one new mask has to be used for each
wafer.

In recent years a breakthrough has been made here,
for equipment has been developed that can project a
mask on to a wafer by means of a lens or concave mirror.
There is no contact between mask and wafer to cause
any damage, and the life of the mask is almost un-
limited. The masks used in this kind of method can be
much more expensive than the contact masks, and more
accurate but expensive techniques can be used in their
manufacture. It is worth while, for example, to produce
the masks directly, without the intermediate stage of a
reticle, by 'writing' them with an electron beam. The
beam is produced by extremely complex and very ac-
curate (to 0.1 v.m) electron -beam pattern generators [3].

These machines are computer -controlled from a mag-
netic tape carrying all the information about the geom-
etry of the circuit in digital form.

Operation with such an electron -beam pattern gen-
erator has various advantages. The time taken from
design to completed mask is shorter than with the op-
tical method. The details can also be smaller. The most
important advantage, however, is that the number of
errors per mask is smaller than with the optical method.
This is the feature that makes electron -beam masks and
the projection -exposure of silicon wafers a particularly
valuable combination for processing very large circuits.

The next phase, probably very close now, in IC
fabrication will be lithography in which a special
repeating projector (the 'Silicon Repeater') is used to
project repeated images of the reticle directly on to the
wafer, as described before for the manufacture of the
master mask [4]. This is a small step backward in speed,
but the great advantage of this method is that each suc-
cessive pattern can be very accurately aligned again
automatically on the previous circuit already present
on the wafer -a facility of crucial importance when
it becomes necessary to reduce the smallest details in
the circuit to about 2µm.

Accurate positioning with good reproduction of the
smallest details can also be obtained by 'writing'
directly on the wafer with an electron beam [3], which
is already done in the laboratory and on a very small
scale in production.

The application of patterns to the photoresist coating
is of course only half the story, since it is still necessary
to apply the pattern to the layer underneath which
usually consists of Si02, silicon nitride, metal or poly-
crystalline silicon.

Until a few years ago all etching treatments were car-
ried out with liquid etchants, usually acids or acid mix-
tures. These 'wet -chemical' etdhants have disadvant-
ages that become more troublesome as the details to be
etched become smaller (the difficulties include erosion
of the photoresist, capillary penetration beneath the
resist and electrochemical effects).

In recent years a completely new etching technology
has been developed, plasma etching. In this method the
wafers - with photoresist pattern - are placed in a
special gas atmosphere in which an electrical discharge
is maintained. The discharge has the effect of converting
the gas molecules into very reactive particles, which
react with the surfaces to be etched [5]. Organic fluorine
or chlorine compounds are usually used as etchant
gases, mixed with small amounts of other gases. The
etching reaction only goes quickly if the fluorides or
chlorides formed at the surface are volatile, so that they
disappear from the surface. This means that only mat-
erials that form volatile reaction products can be etched
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Fig. 2. Diagram showing the various 'lithographic' methods now in use in the production o f
integrated circuits. The vertical series in the second place from the left has been most generally
used until recently, and is still widely employed. On its left is the method in which the single
mask drawing (`reticle') is projected by a repeating projector (the 'Silicon Repeater') to give
many repeated images forming a matrix on the wafer. On the right: the three different ways
of working with an electron -beam pattern generator, either by writing directly on the wafer
or by using it to make a master mask that is projected on to the wafer by electron -beam or
optical methods.

in a plasma. Silicon, silicon nitride, some metals and to
a certain degree Si02 satisfy this condition. Plasma
etching is no universal panacea, but appreciably better
results than with wet etching have been obtained for a
number of materials.

In conclusion, we should just mention that the
reduction of the details to be reproduced, however im-
portant, is not sufficient for making ICs with higher
packing densities. The dimensions in the vertical direc-
tion - the thickness of metal and oxide layers and the

diffusion depths - also have to be reduced. From what
we have already said it will have become clear that the
solution of the associated technological problems is in
certain cases an equally difficult exercise.

[3] See for example the article by J. P. Beasley and D. G. Squire,
this issue, p. 334.

[4] See for example the article by A. G. Bouwer et al., this issue,
p. 330.

[5] An article by H. Kalter and E. P. G. T. van de Ven on this
subject will appear in the next volume of Philips Technical
Review.

rl
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Parts of a clean room at Philips Research
Laboratories, Eindhoven (see also page
266), showing slides on which boats car-
rying silicon wafers are slid into the fur-
naces. The wafers are coated with an
oxide film or given the appropriate dop-
ing in the furnaces. For optimum control
of temperature and atmosphere the fur-
naces and the slides are connected to a
process computer. The photograph on the
left shows three boats with wafers ready
to be slid into the furnaces.
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Metallization

The metal that is suitable for use as interconnection
between the various components of an IC must satisfy
a string of conflicting requirements. It must be a good
conductor, give good bonding, be corrosion -resistant
yet easy to etch and it must be easy to apply. It must
also give good contact with N -type and P -type silicon,
without entering into chemical combinations with it,
and it must be able to support high current densities.

The metal aluminium has been accepted as the best
compromise by practically all semiconductor manufac-
turers. The weaker points of aluminium are its limited
ability to resist corrosion and support high current
densities.

In modern integrated circuits the current densities
can be very high, because of the continued reduction in
dimensions. These high current densities have the effect
of displacing the aluminium atoms in the direction of
electron flow. This is called electromigration and can
eventually give a complete break in the conductor. Pure
aluminium conductors will safely carry current densities
of 105 A/cm2, but above this value their life -time falls
rapidly. The occurrence of electromigration can be effec-
tively prevented by adding a few per cent of copper to
the aluminium, but this decreases the corrosion resist-
ance and the ease of manufacture.

After the aluminium pattern has been etched the
silicon wafers are heated to 450 to 550 °C to ensure
good contact between the silicon and the aluminium.
During this treatment a small amount of silicon from
the contact windows dissolves in the aluminium. This
effect may lead to short-circuits in the transistors, be-
cause so much silicon dissolves locally from the contact
openings that the aluminium penetrates to the silicon
on the other side of the P -N junction underneath the
contact opening. The remedy for this is to add about
1 % of silicon to the aluminium, by applying both
materials at the same time. Again, this is an effective
measure, but it complicates the production process.

In spite of its weaker points, aluminium has so far
maintained its. position as an interconnection metal.
As the dimensions become smaller, however, it soon
becomes more and more difficult to work with alum-
inium. In the wet -chemical etching methods a relatively
large loss in the width of the conductor strips occurs as
a result of the metal being etched away laterally under
the edges of the photoresist, and in narrow strips this
can cause breaks. On the other hand aluminium cannot
as yet be successfully etched in a plasma. For these
reasons it seems likely that in the future aluminium will
be superseded for VLSI applications by another metal,
which can be successfully etched in a plasma - e.g.
tungsten or molybdenum - but will still require extra
precautions to ensure a good contact between metal

and silicon. These metals, like many others, do not form
good -quality contacts with P -type and N -type silicon.
To overcome this difficulty it is necessary to first apply
thin layers of certain metal silicides, such as platinum
or cobalt silicide, in the contact windows. These com-
pounds are good conductors and guarantee a good
contact with both the silicon and the metal.

`Metallization', which formerly included little more
than a relatively simple evaporation and etching of
aluminium, is gradually becoming a complicated pro-
cess. This become even more apparent when we re-
member that in LSI circuits a single layer of intercon-
nections is hardly ever sufficient. It is usually necessary
to cover the first layer of metallization with a layer of
high -quality insulation, with contact windows, and to
add a second metallization on top of this. Here again
conflicting requirements have to be reconciled and good
combinations developed, with the ever-present bound-
ary conditions of high production yield and adequate
life in all kinds of operational conditions.

*
To summarize, it is the careful control now applied

to the starting material, an ever-increasing, refinement
and control of all the physico-chemical processing
stages, the introduction of ion implantation and cer-
tainly the immense development in lithography that
allow us to succeed in the industrial production of ever
larger and more complicated ICs, so that we have
gradually come to refer to 'large-scale integration' and
even 'very -large-scale integration'. We should also
mention that there is increasing use of- computer con-
trol in the continuous optimization of all the conditions
in the complicated equipment necessary for making ICs
(see opposite page).

It is clear that the developments we have described in
the technology have had and still have a far reaching
influence on the layout and design of the electronic cir-
cuits.

The evolution of integrated circuits

We shall now indicate in general terms how the
nature and the design of the 'monolithic' circuits have
changed through the years. The circuits can be divided
into two groups: analog circuits and digital circuits,
particularly the binary -digital or 'logic' circuits. It is
mainly the second group of circuits that have gained
considerable importance through IC technology, and
we shall therefore give most of our attention to them [6].

[6] A short discussion of various circuits and processes now in
use can be found in N. C. de Troye, Digital integrated cir-
cuits with low dissipation, Philips tech. Rev. 35, 212-220,
1975.
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Logic circuits

The first integrated logic circuits (1962) were built up
from a limited number of bipolar transistors and resis-
tors, and contained no more than two to six logic gates
per chip. Since fast transistors could not be made at
that time the switching times 'r in this 'transistor -
transistor logic' (TTL) were rather high (40 ns), and
to reach this speed a relatively high power D was neces-
sary (10 mW). The zD product for the first TTL circuits
was therefore 400 pJ.

In the next few years, with improvement and better
control of the technology, the delay time was reduced
to about 10 ns for the same power, so that the zD pro-
duct fell to about 100 pJ (`standard TTL').

TTL circuits are of the type known as saturated logic.
In this kind of logic the transistors are driven into
saturation, with the maximum current passing through
the collector -base junction-the junction is 'complete-
ly open' (bottoming) - and with the maximum space
charge stored in the base. Switching these currents on
and off and transporting these charges in the switching
process is expensive in terms of time and power, so that
it is difficult to make the 113 product small.

With the introduction of Schottky diodes in 1968 it
became possible to curb these saturation states, by con-
necting these diodes in parallel with the collector -base
junction. The minimum delay time (10 ns) remained
unchanged, but the power required for switching could
be reduced to 2 mW (Low -Power Schottky TTL). The
zD product was thus reduced to 20 pJ.

In 1963 TTL was joined by ECL (Emitter -Coupled
Logic). This logic was of the unsaturated type, and
therefore in principle fast. From the start switching
times of 4 ns could be obtained, but at a switching
power of 35 mW. Improvements in technology enabled
the switching times to be reduced to a fraction of a
nanosecond, but still at the expense of relatively high
powers (up to 50 mW).

The total power dissipated on the chip increases, of
course, with the number of transistors in the circuit.
If the circuit is not to literally go up in smoke, the total
power must be kept below about 1 W. To enable a
large number of gates to be put on a single chip - for
a high 'degree of integration' -a low switching power
per gate is a first requirement.

For these reasons ECL is only suitable for SSI, or at
the very best, with careful attention to the removal of
the heat produced, for MSI. Low -Power Schottky TTL,
on the other hand, is very suitable for MSI.

The breakthrough to LSI for bipolar digital circuits
was only made after the invention of integrated in-
jection logic (I2L) in 1972 [7]. In 12L circuits the zD
product is smaller than 1 pJ. The switching times are
still relatively high, up to 10 ns. The packing density

of I2L is fairly high: up to about 200 gates per mm2,
which is about 10 times the density with Low -Power
Schottky TTL. As an example, a processor in I2L on
a single chip, with a word length of 16 bits, has since
become available; the circuit contains 1800 gates.

As well as the bipolar logic circuits we have so far
been discussing, integrated MOS circuits have also been
available since 1967. P-MOS transistors (with P -type
channel) with aluminium gates were used at first. Al-
though the zD product was rather high (up to 100 pJ)
and switching was somewhat slow (up to 100 ns), this
indicated an appreciable improvement over the bipolar
circuits then available for the same degree of integra-
tion. A further improvement was obtained here with the
introduction of a gate electrode of polycrystalline
silicon (1970), first in P-MOS and then in N-MOS cir-
cuits, and with greater packing densities resulting from
improved lithographic techniques. This brought the
zD product down to about 10 pJ and the switching
time to 10 ns. With the application of 'dynamic' switch-
ing techniques, of growing importance since 1968, the
zD product for MOS LSI has since been reduced to
about 2.5 pJ. It was only with the invention of I2L that
bipolar techniques became comparable again with
MOS in the degree of integration that could be ob-
tained.

*

*

In addition to the improvements in lithographic
technology, the more compact construction of the
elementary gate circuit and the elementary memory cell
have also contributed greatly to the attainment of a
higher packing density. It looks as though there are no
more spectacular improvements to be expected here,
however. Cells with one transistor per bit are now used
in memory circuits, while in injection logic (I2L) the
elementary gate and its supplies have been reduced to
two closely intertwined transistors.

Further improvement in packing density could be
obtained if it were possible to distinguish more than
two logic levels per elementary memory cell and
elementary gate circuit, and hence process more than
one bit at a time per elementary logic circuit. But this
means that the reproducibility of voltage and current
levels has to be exceptionally high - the very thing
that does not matter with two levels. As yet little is
known about the likely capabilities of such 'multi -
valued logic', but it is quite clear that improvements in
reproducibility could be of great significance for com-
pact construction.

[7] See for example C. M. Hart and A. Slob, Philips tech. Rev:
33, 76, 1973. An example of an I2L circuit is described in the
article by R. A. van Doom and N. A. M. Verhoeckx, this
issue, p. 291.
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Microcomputers offer the user of an intercom system a number of new facilities. They
can give an automatic signal as soon as a station called is no longer engaged, and they
also allow the caller to break into a conversation in progress - unless the stations
involved have been made inaccessible for interruption. Another facility is automatic
transfer to another number if the station called is engaged. In addition a message can
be simultaneously passed on to a group of preselected stations. Microcomputers also
keep the records of the users' numbers; if the user moves to another location he can
keep the same number without any need for changing the wiring. In the Philips MFC
32-32c control unit shown here, for a intercom system with up to 1600 connections,
the microcomputer consists of three large-scale ICs, a central processor (CP), a random-
access memory ( RAM) and a read-only memory ( ROM). These are mounted on the
boards in the upper compartment. Other ICs arrange the connections to the stations;
each of the two lower compartments contains a board for every hundred connections.
Boards can be added to extend the system.
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Analog circuits

The first analog IC to be applied was an amplifier for
a hearing aid; it consisted of three transistors and two
resistors. Since then a great variety of analog ICs have
appeared, for use in both professional equipment and
consumer products: nowadays there are analog circuits
for high and low voltages, high and low frequencies,
switching and amplification, and many other functions.

In analog circuits the increasing degree of integration
is not put to use to give ever more wide-ranging func-
tions, as in logic circuits. Instead, it is used to imprpve
the quality of the functions. Since the number of tran-
sistors that could be used in a circuit was no longer a
practical limitation, circuits of ever increasing refine-
ment could be constructed. A large number of analog
circuit modules are now available, including operational
amplifiers, multipliers and log converters, with excep-
tionally good drift and noise characteristics.

Even though the analog ICs have become larger and
more complex with the passage of time, they cannot yet
be considered as LSI. Nor can analog LSI circuits be
expected in the near future: unquantized signals cannot
easily be processed in large systems because the effects
of all the error sources are additive if there is no quan-
tization.

Analog ICs are almost all of the bipolar type, since
MOS circuits are more susceptible to drift and noise.

Analog -to -digital circuits

Even though completely analog LSI circuits are not
to be expected in the near future, increasing numbers
of LSI circuits have recently appeared that contain
adjacent analog and digital sections. In particular, the
knowledge and understanding that is now available in
information theory and signal processing has shown
how 'analog' functions such as filtering and modulation
can be performed digitally, and how analog signals can
be put into digital code. This knowledge can also be
applied in practice, where appropriate, by using inte-
grated circuits. If discrete circuit elements had to be
used to obtain this digital execution of 'analog' func-
tions, digitization would be a clumsy and expensive ap-
proach. However, now that large digital circuits can be
made, the disadvantages do not usually outweigh the
advantages any more. The advantages include greater
freedom in design, a programmable and versatile
system construction, the virtual absence of difficult
tuning and matching procedures and a lower sensitiv-
ity to drift effects. The designer can decide for each case
whether it is better to use the analog or the digital
version of a function.

Another important intermediate stage between the
analog and the digital signal processing is provided by
the CTD circuits (CTD = charge -transfer device).

Samples of the signals are taken in these circuits, but
the samples are not quantized.

An important advantage of binary -digital circuits is that it is
only necessary to distinguish between two levels when processing
binary signals. It is therefore unnecessary to preserve the correct
amplitude and shape of the signal throughout, which would
require accurately linear amplifiers, equalizers and so on; suffi-
cient correction can be obtained from 'simple' level correctors.
In effect, this is the old principle of the telegraph relay as a signal
amplifier.

The ability to include an extensive and complex in-
formation-processing capacity in an integrated digital
circuit, together with the fact that information -bearing
signals are often of analog type in the 'outside world',
is a great incentive towards the combination of analog
and digital functions on a single chip. A great deal of
attention is therefore given to the conversion of analog
signals into digital and vice versa, which is essential
here.

It will consequently come as no surprise that con-
siderable attention has recently been given to problems
associated with making analog MOS circuits. For the
present it appears that 12L is the most suitable for
combined circuits.

Designing electronic circuits

The rise of the integrated circuit has affected the
activities of the electronics designer in many ways.
Whereas previously the designer built up an electronic
circuit from separate components such as resistors,
inductors, capacitors and active elements such as
diodes and transistors, he now has to think more in
terms of gates, memory cells, shift registers, accumula-
tors and operational amplifiers. There have also been
great changes in the design limitations and criteria.
While the single component used to be expensive and
the connecting wire cheap, there is now no real problem
in adding a few more transistors but it is necessary to be
economical with the interconnections. Whereas the de-
signer formerly had to be able to design networks, he
now has to master switching techniques and Boolean
algebra. At the same time he must now have a wider
knowledge of the manufacturing processes and the rules
that they impose than when the components were avail-
able ready-made.

Now that a single chip can carry more functions,
which in turn can be more extensive, it is becoming
harder to distinguish between the equipment (or system)
designer and the component designer. The components
are taking on the character of a system and the system
is strongly and directly influenced by the technology.
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It remains as yet to be seen whether designing and
making an integrated circuit will broaden the field of
the component maker or involve the system builder
more deeply in technology. It is clear, however, that
tasks that used to be separate no longer remain so.

As the circuits become larger, it becomes more
difficult and takes more time to ensure that they remain
manageable and do not get out of hand. Much closer
inspection of tolerances, interconnections and many
other details will be necessary. In addition, the calcula-
tion of the circuit and the simulation of the function is
becoming an ever more laborious task. Testing the
finished product to ensure that it functions correctly is
an exercise that begins to approach the limits of human
inge"nuity. In all these activities the computer is in -

[8] An example of computer -aided testing is given in W. G. J.
Kreuwels, Philips tech. Rev. 35, 261, 1975. The computer -
aided design of ICs is discussed in the article by C. Niessen,
this issue, p. 278.

creasingly used as an aid. Much time and thought are
being given to the design of computer programs that
can execute many of these tasks more or less automatic-
ally [8). The electronic engineer now finds the computer
a tool as indispensable as he once found the soldering
iron.

*

*

And now we have come full circle. For the computer
is also an indispensable aid in the supervision and con-
trol of the technical and chemical processes discussed
at the beginning of the article and in the lithographic
techniques - the same computer that brought about
the growth in importance of the integrated circuit and
which could not have reached its present state of de-
velopment without the integrated circuit. We are now
at the beginning of an era in which the significance of
the integrated circuit will be far greater than that of a
component for computers.

Some abbreviations and acronyms relating to IC technology.

ADC

CML

C-MOS, CMOS

DAC

DIL, DIP
DTL

ECL

FET
FPLA

IC

I2L

LOCMOS

LOCOS

LSI

MOS

MSI

MTL

N-MOS, NMOS

P-MOS, PMOS

PROM

RAM

ROM

SSI

TTL

Analog/Digital Converter

Current -Mode Logic

Complementary Metal -Oxide -Silicon

Digital/Analog Converter

Dual -In -Line (Package)

Diode -Transistor Logic

Emitter -Coupled Logic

Field -Effect Transistor

Field -Programmable Logic Array

Integrated Circuit

Integrated Injection Logic

Locally Oxidized Complementary Metal -Oxide -Silicon

Local Oxidation of Silicon

Large -Scale Integration

Metal -Oxide -Semiconductor

Medium -Scale Integration

Merged -Transistor Logic

MOS circuit with N -type FET channels

MOS circuit with P -type FET channels

Programmable Read -Only Memory

Random -Access Memory

Read -Only Memory

Small -Scale Integration

Transistor -Transistor Logic
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Computer -aided design of LSI circuits

C. Niessen

Introduction

In the design of LSI circuits the computer is an indis-
pensable aid; the calculation of such a design in the
conventional way `by hand' would be a practical im-
possibility. For some stages of the design process special
computer programs have been developed that drastic-
ally reduce the amount of work involved and minimize
the chance of errors. The essential feature here is that
the computer does not take over from the designer, but
becomes a partner - hence the name 'computer -aided
design' (CAD). In this article we shall look at a number
of such programs that have been developed at Philips;
since LSI techniques are mainly used for digital cir-
cuits, the emphasis here will be on the computer -aided
design of digital LSI circuits.

There are several stages in the process of developing
an LSI circuit (fig. 1). First, starting from a specifica-
tion of the function which the circuit is required to ful-
fil, a circuit design is made. This is followed by a veri-
fication procedure to determine whether the circuit
does in fact represent the desired function; any cor-
rections required can be made at this stage. Next, a test
procedure is devised that can be used after manufacture
to make sure that the end -product is functioning prop-
erly. This is done at such an early stage because there
is no certainty that all the possible faults can be found
by testing. If the test procedure reveals that the circuit
cannot be fully tested, the design must again be mod-
ified, and this of course has to be followed by a further
function -verification procedure. Once a design has been
produced in this way that meets all the specifications,
the layout of the circuit is drawn and the photomasks
for the manufacture of the IC can be made. The next
stage is the actual production of the IC. Finally, the
circuits from the production line are put through the
test procedure. The stages of the development process
for which CAD programs are now available include de-
sign verification, test preparation, layout making and
mask making.

Review of CAD

During the design verification the operation of the
circuit is simulated by computer. Two distinct proce-
dures, for which various programs are available, can be

Ir C. Niessen is with Philips Research Laboratories, Eindhoven.

used here: these are circuit analysis and logic simulation.
In circuit analysis the 'analog behaviour' of the circuit
is investigated; the principal currents and voltages are
treated as continuous variables and their waveforms are
calculated. The application of circuit analysis is con-
fined to circuits containing no more than a few hundred
components. For larger circuits the memory capacity
and computer time required for these calculations
would be far too large, and the designer would also
find it hard to retain a general picture of the design
because of the many details.

Larger circuits can only be calculated by splitting
them into subcircuits. To do this two conditions have
to be met: it must be possible to calculate the subcir-
cuits without any knowledge of the total system, and it
must be possible to join the subcircuits together with-
out detailed knowledge about each of them. These

function
specification

corrections

circuit
design

des'gn
verification

test
preparation

corrections

design of
layout and masks

production:
- make masks
- manufacture

test

( LSI circuit )

CAD area

Fig. 1. Diagram of the various stages in the design and manu-
facture of an LSI circuit. Computer programs are available that
the designer can use to verify his design, to prepare tests and to
design the layout of the masks for the manufacture of the IC.
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A B

0 0
0 1

1 0
1 1 0

Fig. 2. NAND gate in 'Transistor -Transistor Logic' (TTL). This
circuit is designed with the aid of a CAD circuit -analysis program
such that the voltage at the output Z is less than 0.4 V if the
voltage at the two inputs A and B is greater than 2 V, while the
output voltage is greater than 2.4 V if one of the two inputs has
a voltage lower than 0.8 V. If a voltage between 0 V and 0.8 V
is taken to correspond to the logic '0' and a voltage greater than
2.0 V to the logic '1', then this circuit is described by the adjacent
truth table. The circuit analysis also gives the constraints under
which the voltages remain within these limits. When the gate is
included in a logic network, for instance, a limit must be imposed
on the number of inputs that can be connected to the output (the
'fan -out'). In building a logic network another important con-
sideration is the propagation delay, i.e. the time elapsing before
the output voltage responds to a change at the input.

A
B -
C - 0

ABCZ
1 0 0 0 1

2 0 0 1 1

3 0 1 0 1

4 0 1 1 1

5 1 0 0 0
6 1 0 1 0
7 1 1 0 0
8 1 1 1 1

A BCZ
1 0 0 0 1

2 0 0 1 1

3 0 1 0 1

4 0 1 1 1

5 1 0 0 0
6 1 0 1 0
7 1 1 0 0
8 1 1 1 0

Fig. 3. Illustrating the derivation of test patterns. The logic cir-
cuit (a), composed of NAND gates df the type in fig. 2, has eight
possible states, which are given in the truth table (b). It is now
assumed that the output of gate I is defective in such a way that
this output always gives a '1' (c) irrespective of the state of in-
puts B and C. In this situation the truth table has the form of (d).
Comparison of the two tables shows that the fault at the output
is only detectable in state 8, that is when A, B and C have the
value T. This is because there are two conditions to be satisfied.
Firstly, the required state at the location of the fault must differ
from the faulty state. This situation is found when B = '1' and
C = '1', in which case the output of gate I should then be '0'.
Secondly, this fault must be observable at the output and this
only happens in state 8. It is true that in state 4 both B and C
are equal to '1', but since A has the value '0', the value of Z is
always '1', irrespective of the state of gate I. The fault thus
comes to a dead end at gate 2. The combination (1,1,1) is the
only test pattern for the fault described here.

requirements are fully satisfied by digital circuits, com-
posed of the basic AND, OR, NAND and NOR logic
circuits. With circuits of this type it is therefore pos-
sible to calculate designs containing many thousands of

components; the procedure used for doing this is called
logic simulation. Large analog circuits can sometimes be
divided into a number of analog subcircuits, but usually
an analog -to -digital conversion is the only possibility of
making the circuit calculations. This is why systems of
an essentially analog nature are increasingly dependent
on the use of digital techniques. In this article we shall
therefore be concerned with digital circuits only.

In logic simulation the truth table or Boolean equa-
tion is checked to verify whether the circuit will per-
form the appropriate logic function in practical con-
ditions. A circuit analysis must be carried out before-
hand to check the analog behaviour of the basic cir-
cuits, so that it is known under what conditions these
modules will continue to function as digital circuits; see
fig. 2 and caption. If these requirements are taken into
account in the design procedure, the circuit as a whole
need only be verified with the aid of logic simulation;
no further analysis at the level of currents and voltages
will then be necessary.

Testing an integrated circuit is much more difficult
than testing a circuit composed of discrete components.
The discrete components have already been tested, of
course, and there are also many internal measuring
points available for testing the circuit. In testing an
integrated circuit, on the other hand, it has to be as-
sumed that any component may be faulty; the faults
that may occur during manufacture, for example due
to mask damage, are completely unpredictable. More-
over, internal points in an IC are not accessible, so that
faults can only be detected through the signals that
appear at the circuit outputs. In designing a test for
an integrated circuit it is therefore necessary to ensure
that a combination of input voltages can be found such
that any fault will introduce a change in state that can
be observed at the output (fig. 3). If it is not found pos-
sible to arrive at a set of test patterns capable of de-
tecting an acceptable percentage of the possible faults,
the only alternative is to change the design. Since it is
difficult for a designer to think up such tests and almost
impossible for him to assess their quality, various pro-
grams have been developed to simplify matters for
him [1].

The next step in the development of an IC is to con-
vert the circuit diagram into a drawing of the various
components in a plane, showing the appropriate elec-
trical interconnections. This layout is then used for
making the masks that will be used in the production
of the IC. There is no universal program available
for designing a layout. However, a layout made by
the designer can be described in a computer language;
the designer can then use CAD programs to supply

[1] See for example W. G. J. Kreuwels, Structural testing of
digital circuits, Philips tech. Rev. 35, 261-270, 1975.
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verification drawings for checking whether certain
general design rules have been properly observed [2].

After these checks have satisfied the designer that the
layout is good and that the description in the computer
language is correct, the computer can then supply a
punched tape for drawing the photomasks on a
numerically controlled drawing machine [3]. The
punched tape can also be directly used for controlling
an optical pattern generator, such as the `Opthyco-
graph' [4].

The CAD facilities so far mentioned may be de-
scribed as passive: the designer makes a design, the com-
puter verifies it and finds out whether the circuit can be
tested; the designer makes a layout, the computer makes
the necessary checks and produces the control tapes. If
the creative steps in the design process are also to be
automated, it will be necessary to make programs that
will enable the computer to rival the designer's know-
ledge, inventiveness and repertoire of alternatives. This
does not seem to be a practical possibility for the
electrical and logic design, but the layout design is
something that can be entrusted to the computer.

The programs that have been developed for layout
design result in a layout that has a more regular struc-
ture than a conventionally produced one, and hence a
lower packing density for the components on the chip
(the `layout efficiency'). Whereas optimum layout
efficiency was a necessary condition for achieving an
acceptable yield in the early days of integrated circuits,
nowadays the technological advances made (smaller
components, larger chips) allow efficiency to be traded
for faster and cheaper layout design. This is particularly
important for small production runs, where the pro-
duction costs are low compared with the design costs.
With circuits for mass production, the production costs
will be the main consideration, and it will be worth
going to the expense of additional development work
to reduce the production costs. The layout will then be
conventionally designed. An intermediate form, where
the layout is partly made by computer and partly by
conventional methods, is also occasionally used.

The CAD programs mentioned above, each with
their own input language, each deal with an individual
aspect of the complete LSI design. A consequence of
this is that a designer has to make different design de-
scriptions for one particular problem, e.g. one for the
logic simulation and another for the layout. This de-
mands a great deal of work from the designer and also
increases the risk of errors in the descriptions. In some
cases, for example for LOCMOS [6] and I2L [6], it has
therefore been useful to develop programs for linking
the various design phases. If these programs are unified
(Integrated') in such a way that they are all based on
the same circuit description (the 'source information')

Philips tech. Rev. 37, No. 11/12

Fig. 4. Ebers-Moll model for an N -P -N transistor in the common -
base configuration. The current generators represent the gain
behaviour of the transistor; an and al are the current -gain factors
in the forward and reverse directions. The diodes Dc and .DE
represent the conduction effect of the two P -N junctions. RB is
the base resistance. Since this model is composed c f ideal ele-
ments, it can readily be described in a code suitable .or input to
a computer. Such models are used in describing an LSI circuit
design for verification by a circuit -analysis program.

1 Cl 2
IF

T
0

5

R5

3

6

R4

C2 4IF-
TN1

IC
T 3

Fig. 5. Diagram of an amplifier stage whose input and output
will be shown, by way of example, in the analysis of a pulse
response by the PHILPAC circuit -analysis program. The num-
bers allocated to the nodes of the network are used in the circuit
description that serves as the input.

TITLe:tjNGLE STAGE AMPLIFIERS
CIRCUITS
RI(1,0) 10S R2(2,0) 3K9S R30,2) 18KS

-KSR0(6,0) 1.6KS R5(5,3) 10 R6(4,0) 101(0

C1(l,2) .IUS C2(3,4) .103 C3(6,0) .1MLS

EI(5,0) 12S
TNI(3,2,6).0C108..IX'S
J1(01,1)SINS0(0,.SML,0,7U/36U,7U)S
ENDS

Fig. 6. Circuit description in PHILPAC code relating to the cir-
cuit of fig. 5. Each component is indicated by an instruction con-
sisting of the name and number of the component, the nodes to
which it is connected, and its value. For the transistor TNI and
the current generator Ji a coded entry refers to a model or a
standard function stored in the PHILPAC library.

TRANSIENTS
1=AN(0,60U010)$
PLOT:VN(1),VN(4)$
ENDS
RUNS

Fig. 7. Computer instruction in PHILPAC code for a transient
analysis of the circuit in fig. 5. The calculation time is stated, and
graphs of the input and output voltage are requested.
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and always refer back to the result of a previous cal-
culation, we have a CAD system.

A number of programs developed at Philips for the
various design stages will now be discussed. The pro-
gram functions will be described and where possible
explained with the aid of examples, without going into
many of the details required for computer processing.
At the end of the article two integrated CAD systems
will be described.

Circuit analysis

To calculate the analog behaviour of a circuit, the
computer must be supplied with the circuit diagram
and at the same time given an instruction describing
the nature of the investigation to be carried out, e.g.
the determination of the frequency response of an am-
plifier. Generating a diagram in computer language
presents no problems with the interconnections between
the components, but the components themselves can-
not usually be described by a few simple mathematical
equations, because of effects such as parasitic capac-
itances and leakages. In the documentation of a transis-
tor, for example, this problem is solved by using graphs
from which the principal data can be read, but descrip-
tions of this type are quite unsuitable for a computer.
For the input of the components 'models' are therefore
used that simulate the behaviour of the components as
closely as possible. The model is usually a network con-
taining a few simple elements such as ideal resistances,
capacitances and inductances. As an example fig. 4
shows an Ebers-Moll model of an N -P -N transistor;
more extensive versions of this mqdel, including cut-off
frequencies, are widely used in circuit -analysis pro-
grams.

A circuit -analysis program takes the input informa-
tion and uses it to enter into the computer memory a
set of equations that are an equivalent of the circuit.
The calculations required are then made from these
equations. For example, it is possible to calculate the
voltages at the various nodes of the circuit when the
supply voltage has been applied. The response to input
signals of various kinds can also be calculated, and the
voltage waveform can be displayed on a cathode-ray
tube screen or an x -y plotter, or printed out on a line
printer. The circuit -analysis procedure can also include
simulated experiments that would be difficult if not im-
possible to carry out on the actual circuit; for instance,
the gain of a transistor can be varied so as to find its
optimum value.

A circuit -analysis program widely used at Philips is
PHILPAC (PHILips Package for Analysis of Circuits).
This can be used for analyses of various types on both
bipolar and MOS circuits. The principal analyses relate

to d.c. and a.c. behaviour and to transient effects, such
as switching transients and pulse responses. It is also
possible to carry out various statistical calculations
with this program. In the development of PHILPAC
much attention was paid to the convenience of the user.
The descriptive language for the circuits is simple and
its terminology is closely related to that used by the
designer. For instance, the value of a resistance of
2700 ohms is fed in as 2K7: Along with the basic
elements such as resistances, voltage and, current gener-
ators, etc., the program has an extensive 'library' with
models of commonly used transistors and diodes. The
designer can also define his own models if he wishes.

As an example the input and output will be shown
for a PHILPAC transient analysis of the amplifier stage
of fig. 5. To describe the circuit it is first of all necessary
to number the nodes of the network. Fig. 6 shows the
network description in the PHILPAC coding. For
every element of the circuit this contains an instruction
consisting of a code for the kind of element, its name,
a list of the nodes to which it is connected and the value
of the element. Thus, the instruction `1Z2 (2,0) 3K9'
means: 'a resistance with the name R2, connected be-
tween the nodes 2 and 0, and with a value of 3900 ohms'
(each instruction ends with the symbol $). The code
`BC 108-1X' as the 'value' of the transistor TN1 in
fig. 6 is a reference to the model of this transistor in
the PHILPAC library. The last instruction in fig. 6
defines the current generator J1; the code `SINSQ' here
refers to a standard function from the PHILPAC
library, a pulse train whose repetition frequency, am-
plitude, rise time, length and decay time must be speci-
fied in the instruction (in fig. 6 it relates to a current
pulse with an amplitude of 0.1 milliamperes and a total
duration of 7 + 36 + 7 lis).

In addition to the network description a calculation
instruction must also be fed in; fig. 7 shows this in-
struction for the analysis of the amplifier stage. The
request is for a transient analysis of the response to the
pulse signal from the current generator J1, during a
60-ps period and calculated in 40 steps (the period of
60 is corresponds to slightly more than one pulse). It
also states that the output should consist of graphs of
the voltage waveform at the nodes 1 and 4, the input
and the output.
(I R. I. Stratford, Computer aided checking of integrated circuit

layout constraints, Int. Conf. on Computer aided design,
Southampton 1972, pp. 45-50.

(3) C Niessen and H. E. J. Wulms, Automatic drawing of masks
for integrated circuits, Philips tech. Rev. 30, 29-34, 1969.

[4] A. G. Bouwer, R. H. Bruel, H. F. van Heek, F. T. Kloster-
mann and J. J. 't Mannetje, The Opthycograph, Philips tech.
Rev. 34, 257-269, 1974.

(5) B. B. M. Brandt, W. Steinmaier and A. J. Strachan, LOC-
MOS, a new technology for complementary MOS circuits,
Philips tech. Rev. 34, 19-23, 1974.

(6] C. M. Hart and A. Slob, Integrated injection logic (I2L),
Philips tech. Rev. 33, 76-85, 1973. -
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Fig. 8. Results of the analysis of fig. 7, produced by a line printer. The graphs indicate the voltage variation
at the nodes I (a) and 4 (b) of fig. 5 during the period in which the current generator J1 delivers one pulse.
The time is plotted vertically in 40 steps of 1.5 µs; the voltages are plotted along the horizontal axis in milli-
volts. The voltage pulse of (b) is the circuit response to a voltage pulse with the shape of (a) at the input.
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After the data have been read in, the computer car-
ries out some checks for faults. It examines, for example,
whether all the resistances between two nodes have
been connected. The actual analysis then follows, and
then the output is printed out on a line printer. Fig. 8
shows the input and output pulse shapes calculated in
this way. The designer can now examine these results
to find out whether the circuit meets his requirements
and expectations.

The example given demonstrates only a few of
PHILPAC's capabilities. There is insufficient space
here for a full discussion of all the other facilities it
offers. One particular facility deserves a brief mention,
however. When a circuit such as that of fig. 5 is de-
signed as an IC, the various components will exhibit
deviations from the desired values. A designer obvious-
ly wants to know the extent to which his circuit is sen-
sitive to variations of this kind. He can find this out by
making a few statistical calculations with PHILPAC.
These can be made by adding to the circuit description
some data on the spread in the component values; the
computer can then calculate, e.g. by means of a Monte -
Carlo analysis, their effect on the behaviour of the cir-
cuit. (A Monte -Carlo analysis is a series of analyses in
which different sets of random component values are
chosen within the range of spread.)

Logic simulation

Verification of the design of digital circuits, as dis-
cussed in the introduction, takes place in two phases.
First, it is necessary to investigate whether the basic
units are working properly; since this concerns the
analog behaviour of the circuits, this is done with a
circuit -analysis program. This analysis also determines
the conditions under which the abstraction of analog
voltages to the logic levels '0' and '1' remains valid (e.g.
the 'fan -out'; see fig. 2 and caption). If these conditions
are taken into account when the logic circuit is de-
signed, the complete circuit only needs to be simulated
for proper functioning at the logic level. This verifica-
tion of logic behaviour is done by means of logic simu-
lation; in this process the computer investigates system-
atically the response of the circuit to the combinations
of input signals devised by the designer.

The program developed at Philips for performing the
logic simulation is known as PHILSIM (PHIlips Logic
SIMulator). As an example of how the program works
the simulation of a 1 -bit adder will be described here.
A circuit of this type, usually referred to as a 'full
adder', a single section of an adder, for example, in the
arithmetic unit of a computer, receives as its input
signals two binary numbers A and B and an incoming
carry Cin from the preceding section. The circuit is

Table I. Truth table for a 1 -bit adder. A and B are the binary
digits to be added. Cin is the incoming carry, S is the sum and
Coot is the outgoing carry.

A B Cin S Cout

o 0 0 0 0

0 0 1 1 0

0 1 0 1 0"

o 1 1 0 1

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

1 1 1 1 1

required to produce the sum S of these, and also the
outgoing carry Cout to the next section. This logic
behaviour is described in the truth table in Table I.

To design a circuit that works in accordance with the
truth table, we first derive from the table the Boolean
equations for S and Gout:

S= Cin(AB±AB)+Cin(AB-1-A13), (1)

and

Gout = A  B + Cin A + Cin B. (2)

The operator here denotes the AND function and
the operator`+' denotes the OR function; the operator

has priority over `+'. Using the rules of switching
algebra, we can derive a simpler expression for S from
equations (1) and (2):

S= Cin A  B Cout  A + Cout  B + 'Clout  Cin. (3)

Equations (2) and (3) indicate directly the composition
of the network of AND, NAND and NOR gates that
will give S and Gout from the signals A, B and Gin; see
fig. 9.

A
B
Cif)

H7 L
&Hs r-- S

H5

H

H2

out
H1

S

13-Cout

Fig. 9. Diagram of a 1-b't adder (full adder), used as a section
of a larger adder. This circuit takes the binary numbers A and B
and the incoming carry Cin to form the sum S and the outgoing
carry Cout.



284 C. NIESSEN Philips tech. Rev. 37, No. 11/12

In the PHILSIM program the input, as in PHILPAC,
consists of two parts: the network description and the
simulation instruction. Fig. 10 shows the description of
the network of fig. 9. It consists of a series of instruc-
tions each of which contain the data for one gate: the
output signal, the function and the input signals, in that
order. For this description a number of internal signals
of the circuit are designated by Hi to H7.

Although the description in fig. 10 does not mention
gate delay times, these are nevertheless taken into
account in the simulation. The PHILSIM program also
digitizes the time; in the simulation the state of the cir-
cuit is calculated from the time zero and after every
successive interval of one time unit. For each simula-
tion the designer can assign any value he wishes to this
time unit. This implies that events in the network (e.g.
changes in input signals) can only take place at integral
multiples of this time unit. The gate delay times must
also amount to an integral number of time units; this
number can be indicated beside each gate in the net-
work description. When, as in fig. 10, no gate delay
time is indicated, PHILSIM automatically assumes a
delay time of one time unit per gate.

Fig. 11 shows the second part of the input, the
simulation instruction. Lines 1 and 2 contain a few
indications concerning the output; the subsequent com-
binations of instructions 'IT' (Initialize to') and `SU'
(`simulate until') give the actual simulation instruction.
Thus, line 3 means 'set the time to zero and assign to A,
B and Chi the value `0'; and line 4 means 'simulate,
starting from this situation, the passage of 10 time
units'. In the following lines all the possible combina-
tions of input signals are run through systematically.
The simulation time required for this network is easily
determined: it follows from fig. 9 that forming the sum
signal requires a maximum of five time units, i.e. two
for forming Gout and three for determining S. A simu-
lation time of 10 units is thus amply sufficient for all
gates to return to the steady state, even in the event of
errors in the design or in the network description.

The result of the simulation is printed out in the form
shown in fig. 12. The left-hand column gives the time
axis, on which the time is reset to zero at each 'IT' in-
struction. In the adjacent columns the calculated values
of A, B, Cin, S and Cout are printed out, but only at the

Fig. 12. Result of the simulation of the network of fig. 9. The
left-hand column gives the time (in numbers of time units), and
on the right the states of the input and output signals A, B, Cm,
S and Gout are given for these times. Whenever the simulation
of a new combination of input signals begins, the time is reset
to zero. The signals are only given for the times when a change
takes place. The state of the signals marked with an asterisk is
not yet known at that time; the actual result is thus given by the
lines without asterisks. Comparison of these lines with Table I
shows no differences, so that it may be concluded that fig. 9 cor-
rectly represents the designed logic function.

NETOUN8
1

RELEASE 6.0 30/01/78

NETSTANT
2 HI AND 16108)
3 Ha AND I(CIN.11)
4 H3 AND IICIN.OI
5 CUITN NON I(H1,112,H3)
6 CUI1 NAND [(CWT.)
7 H4 AND I(CIN.4.8)
8 HS AND I(CUITM.A)
9 H6 AND I(CU1TN.8)

10 H7 AND I(CUITN,CIN)
It S. NOR IIH4.1.15016.H7/
12 S NANO USN)
13 NETEND
14 /.

Fig. 10. Network description in PHILSIM code, relating to the
circuit in fig. 9. Instructions 1 to 11, each for one gate, give the
output signal, the function and the input signals. This establishes
the form of the network. (The indices here are placed on the line,
and the negative sign is replaced by an 'N' after the symbol.)

I P ArB,C14.,3.CUIT
2 PCO
3 IT 000(..8.C14)
4 SU TIME4.+10

IT 001(..8.CIN)
6 SU TIME=**10
7 IT 010(A,a,c1N)

SO TIMEE.410
9 IT 011(..11,CIN)

10 SU TIME...PIO
11 IT 100(..8,CIN)
12 SU TIME*.+10
13 IT 101(.$8.C1N)
14 SU TIME...10
IS IT 110(A.BFCIN)
16 SU TIME**.10
17 IT 111(A.13,CIN)
IS SU TI.F...10
19
20 /*

Fig. 11. Simulation instruction in PHILSIM code for the network
of fig. 9. The first two instructions indicate which quantities have.
to be printed out (`Print A, B, etc.') and also the times: only
when a change takes place in one of these quantities (`Print
Changes Only'). The simulation is successively carried out for all
possible combinations of input signals, and is always started by
an 'IT' instruction (Initialize To'), the time then being reset to
zero and the input signals being given their initial values. The
instructions in `SU' (`Simulate Until') always give the time the
simulation will take.

ANC SC
I U

4 1

E

0 000 .1,
000 00

0 001 ..
i 001 *0
5 001 10
0 010 **
3 010 *0
5 010 10
0 011 **
3 011 *1
5 011 01
O 100
3 100 *0
5 100 10
0 101 **
3 101 *1

S 101 01
0 110 **
3 110 .1
5 110 01
O 111 **
3 111 11

SIMULATION TERMINATED AT TIME. 10 ***
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times zero and at the times when there is a change in
one of these values. An asterisk indicates that the state
of the associated output is not known at that moment;
as a consequence of the gate delay times the effect of the
input signals has not yet made itself felt. As can be seen
in fig. 12, first a Cout appears, immediately followed
by S. Comparing this result with the truth table in
Table I, we see that there is complete agreement, so that
the simulation shows that the circuit correctly repre-
sents the desired function.

In practice the simulation will have to extend over
many more time units than in our example. A simula-
tion of a period of 10 milliseconds of 'real time', with
a time unit of 10 ns, would require calculations for
1 000 000 time steps, which would require far too

A s
L1 FA L2

cm

B

can

until the next pulse becomes available in the form of
input signals from the following circuit. In the inter-
vening period each circuit can then perform its function
independently, without being disturbed by the delay
effects of the preceding circuits. If the period between
the pulses - which is usually constant, hence the term
`clock pulses' - is made long enough to ensure that
all gates in the various circuits can return to the steady
state during that period, there is no longer any need
for the simulation to take the gate delay times into
account. Only one calculation per clock pulse then has
to be performed for each circuit, and this is much fewer
than in the asynchronous case of fig. 13a. Synchronous
circuits can thus be simulated up to several hundred
times faster than asynchronous ones.

cin

FA
S

coo

JUL
sync

b

Fig. 13. a) Asynchronous circuit, consisting of the full adder of fig. 9 (FA) and the logic
circuits L1 and L2. In simulating each of these subcircuits it is necessary to take into account
the gate delays in all the preceding circuits. b) The same circuit, but now synchronized by
the addition of registers Ri and R2. Whenever a synchronization pulse appears at the input
sync the register takes over the output signals of the preceding circuit and holds them until
the next pulse becomes available as input signal for the next circuit. It is now no longer
necessary to take the gate delay times into account in the simulation; this represents a time
saving by a factor of a few hundred compared with the simulation of an asynchronous circuit.

much computer time. This difficulty can be overcome
to some extent by using 'event simulation'. This kind
of simulation is not controlled by times but by events:
the circuit is not calculated after every time unit but
only at the times when a signal changes state. The con-
sequences of such a change are then administered as
future transactions, and the simulation steps from event
to event, under the control of this administration, mis-
sing out the times when the circuit is in the steady state.

A further simplification that can shorten the simula-
tion time considerably is to change over from an asyn-
chronous to a synchronous circuit. Let us assume that
the adder in our example derives its input signals from
a logic circuit Li (see fig. 13a) and passes on the out-
put signals to a logic circuit L2. In the simulation of
circuit L2 account must then be taken of the delays both
in the circuit Li and- in the adder, because they affect
the moment at which the signals S and Gout become
available. This is no longer necessary when synchron-
ization registers are included between the circuits, as
shown in fig. 13b. At an instruction from a synchron-
ization pulse, each of these registers takes over the out-
put signals from the preceding circuit and holds them

The 1 -bit adder dealt with here will in practice be part of, say,
a four -bit adder, and this in turn will be part of a larger system.
Since it is convenient for the designer if this structure is expressed
in the network description for the simulation, the PHILSIM pro-
gram is provided with a facility for representing such subcircuits
by a single instruction. This consists of the name of the circuit,
the input signals and the output signals. The circuit is thus
regarded as a 'black box', designated in the PHILSIM code by
`macro'; the contents of a macro are specified in a separate de-
scription.

Layout

The IC technology used (e.g. MOS, LOCMOS, I2L)
has a considerable influence on the way the layout is
arranged. Thus, I2L gates are situated on either side of
the injector, the conductor that provides the current
supply. In dynamic MOS circuits the gates are arranged
in rows to avoid loss of chip area because of bends in
the clock lines. Again, the arrangement with a two -
layer wiring system will be different from that for single -
layer wiring.

So far it has not been found possible to translate the
craftsmanship required for making good layouts into
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computer strategies that produce equally compact lay-
outs. In spite of the availability of computer programs,
layouts are still frequently made in the conventional
way. However, programs have been developed to take
over the routine work such as the repetition of patterns
and checking the layout. DRAW [7] and CIRCUIT -
MASK [8] are examples of such programs. The de-
scriptive language CIRCUITMASK is used for de-

diately correct any faults with a keyboard and a light
pen; he does not have to wait for drawings.

In visual inspection there is always a chance that one
or more faults may be overlooked. For this reason
various automatic checking methods have been de-
veloped that make it possible to determine whether the
layout design rules have been observed. For example,
the computer can be made to check whether all the

RESULUFN 0.5
RAITEPN PANS

I RR(DP,140,150) :EILAND
2 HR(SF,B0,I00) 55,25 :BASIS
3 Mm(LU.I0,40) 60.30.00PTX 60,1 :BASIS BONTAKTEN
4 PATH(IN.B5.25,N.0.110,20,R,60,0.10.R.0.-1I0.20) :BASIS ALUMINIUM
5 ,oR(IN,8N,o,c0,5,20,90) 85,30 :EMITTER
o RR(sA,cu,o,t5.100) :COLLELTOR
7 pAIH(IN,3.2.5,20.R0,13/.5,25,.?,125,0,15,14,0,-137.5,e5) :COLLECTOR ALU

:7,1)FINISH

THE NURSER OF UEFINED'PATTERNS IS

Fig. 14. Description of a transistor in CIRCUITMASK code. The first instruction assigns to
this pattern the name 'TRANS'. The lines numbered 1 to 7 contain the description. Each
line begins with an indication of the type of figure ('RR' is rectangle, 'PATH' is intercon-
nection track), followed by an indication of the masks these figures have to be placed in (e.g.
'DP' means deep P, the isolation diffusion) and also the coordinates where the figures have
to be positioned. The final instruction completes the definition of the pattern 'TRANS'.

fining all the geometric elements that can be used to
form a layout. A number of basic figures are available
for this; the most important ones are rectangles and
polygons. Circular elements are also available for
special purposes. A transistor could be described in
CIRCUITMASK as shown in fig. 14. This example
uses the instruction 'RR' for rectangles and 'PATH'
for the U-shaped interconnection tracks of base and
collector.

The correctness of the layout can be checked with the
aid of a drawing made on a computer -controlled draw-
ing machine; see fig. 15. This can also be done with a
graphical display, i.e. a cathode-ray tube connected to
the computer; see fig. 16. The designer can then imme-

Fig. 15. Drawing of the 'TRANS' pattern made on a computer -
controlled drawing machine (plotter) after processing by CIR-
CUITMASK.

interconnection tracks have a specified minimum width
and a minimum spacing The instruction

`CHECK GAPS (15,10 IN)'

means 'check whether all the tracks in the mask IN
(IN is the mask for interconnection tracks) are at least
15 µm wide and have a spacing of at least 10 ilin'. The
faults found by the program can be shown on the
graphical display or printed out in the form of coor-
dinate tables by the line printer.

If, after the checks have been completed, the de-
signer finds that the layout is correct, he will then have
a control tape made for the mask machine. Since this
involves the use of costly precision equipment, the
CIRCUITMASK program will arrange the information
on the tape in such a way as to minimize the time taken
by the mask machine.

Programs that make layouts by automatic methods
are nearly always specifically designed for a particular
technology. Although all these programs broadly fol-
low the same strategy, differences in technology never-
theless rule out any universal solution. The operations
performed by such a program, on the basis of the logie
description of the circuit, can be divided into three
groups :
- partitioning of the circuit into a number of modules,
and broadly allocating the modules a position in the
layout;
- positioning the components in the modules, and
- interconnecting the components as required by the
logic description.
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The partitioning of the circuit is the main and most
difficult phase in designing the layout; the aim is to
substitute a number of simple problems for the actual
problems to be solved. Good partitioning is obtained
when the modules have high internal cohesion but few
interconnections between modules. A poor choice made
during partitioning will result in a large layout, and this
makes it important for the designer to be able to inter-

mous stages. It might seem that it would be sensible to
return to a previous stage if it appeared later that a poor
choice had been made. In conventional circuit design
such interaction does in fact exist between partitioning,
positioning and the making of interconnections. In spite
of the advantages of such interaction, it is nevertheless
seldom used when working with a computer; the com-
puter time required would usually be far too long.

Fig. 16. Design and correction of a layout with a graphical display. The light pen is used
for indicating and moving figures on the screen; the keyboard (right) is used for typing in
new values.

vene at this stage.
In positioning the components in the modules the

usual tactic is to arrange the components in rows. As
the size of the modules is limited simple iteration proce-
dures can therefore be used. Since the aim is to mini-
mize the area of the circuit, the objective in such a search
process could for example be the minimization of the
thickness of the interconnection channels.

After positioning of the components the interconnec-
tions have to be made. With multilayer wiring this is not
so very difficult, but with a single -layer wiring the com-
puter may often only find a partial solution. The de-
signer will then have to do the rest of the work himself.

This account of the mechanical design of a layout
may give the impression that there are three autono-

Testing

So that the ICs can be tested after manufacture it is
necessary to design a test procedure that will enable all
internal faults that can occur in the IC to be measured
at a circuit output. The first step in drawing up such a
test procedure is therefore to identify all the faults that
can possibly occur. For each fault a test pattern must
then be produced that will enable the fault to be de-
tected at one of the outputs when the pattern is pre-
sented to the inputs. The actual faults in a circuit
- breaks, short-circuits, faulty areas - are too com-
plicated to be handled by a computer program. A sim-

[7J See the article mentioned in note [3].
Ls] D. B. Jarvis, Design of integrated circuit masks, in: Symp.

on Interactive computer graphics, Delft 1970, pp. 95-101.
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Fig. 17. Part of the layout of a LOCMOS circuit; the black blocks in rows contain the logic
modules. The blocks were positioned in the row by the designer. Under each row the mod-
ules have been interconnected in two -layer wiring by the computer (red and blue).

plified model is therefore used: faults can only occur in
interconnections, and it is assumed that such faults will
either make the signal on this interconnection remain at
the value corresponding to the logic '0' (`stuck at zero',
`SA 0') or to the logic '1' (`stuck at one', `SA 1'). As a
further simplification it is assumed that the circuit con-
tains no more than one fault. A circuit that passes the
test for all possible single 'stuck at' faults is said to be

14

`good'. The basic consideration is the reasonable, al-
though unproved, assumption that all faults, even mul-
tiple ones, can be found in this way. A set of test pat-
terns can be produced in three ways: automatically by
means of a computer program, by the designer, or by
means of a 'random' generator.

The automatic method uses the knowledge of the cir-
cuit structure, and is referred to as 'structural testing'[9].
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Although this is in principle a superior test method -a
complete test can be generated - the other two are also
used. The reason is that the automatic method can
require a great deal of computer time, especially for
large circuits with many internal memory elements.

In the second method the designer generally uses the
patterns he has used for simulation, supplementing
them until he considers them sufficient for the test. The
amount of work necessary for tracing all the possible
faults in this way is impossibly large, however. It has
meanwhile become common practice to accept incom-
plete tests. This method of test designing is the most
widely used today.

The determination of test patterns by means of a
`random' generator generally gives disappointing re-
sults. In some cases, however, a test made by the de-
signer can be supplemented in this way.

The quality of a test procedure is assessed by means
of test -verification programs. For every possible fault in
a circuit a verifier performs a simulation at the same
time as the simulation of the fault -free circuit. The input
for the simulation is the series of test patterns. A fault
can be detected if different states appear at the outputs
of the two circuits. The result of the verification is a
list of detectable and non -detectable faults.

Testing is the most difficult subject for CAD. Since
the complexity of LSI circuits may be expected to in-
crease quite considerably, the means at present used
will undoubtedly prove to be inadequate. Instead of
being a tedious procedure after the design, testing will
have to become an integral part of the design proce-
dure. Experiments in this direction show promise.

CAD systems

A CAD system contains, in addition to the computer
methods required during a design phase, such as logic
simulation, a variety of aids that can be used in the
transition from one design phase to the next. The inter-
face of the electrical or logic design with the layout is
by far the most important of these. This interface may
be a constructive connection - so that the layout fol-
lows more or less automatically from the design - or a
monitoring connection. In the monitoring case the de-
signer still makes the layout, but he receives facilities
for proving the correctness of the layout. With the con-
ventional method a compact layout can be made if the
designer is prepared to spend a lot of time on it; the
automatic method produces a far less densely packed
layout with very much less effort. There are also inter-
mediate forms. For example, the automatic method can
be 'opened up'; in this case a program proposes a lay-
out, and the designer can then improve on its short-
comings. In such cases the CAD program will usually

check whether these improvements are free from faults.
Two CAD systems will now be briefly outlined. In

view of their different objectives, the two systems are
somewhat different in nature.

CAD systems for LOCMOS circuits

Circuits made with the LOCMOS technology [10]
have extremely low dissipation and are capable of
reasonably high switching speeds. The range of
LOCMOS applications varies from simple standard
circuits such as simple gates to complex LSI circuits.

The CAD system for LOCMOS comprises a number
of logic modules, whose electrical operation is verified
beforehand by means of a circuit -analysis program.
The system consists of a method for logic simulation
(PHILSIM) and a semi -automatic layout system. It
also contains facilities for automatically converting the
test procedure made by the designer into a test program
for the test equipment. A number of rules have been
drawn up for automatically making the layout for
LOCMOS circuits. The layout is organized in a number
of rows. Each row is divided lengthwise into three
parts: the central part contains a number of modules,
while the lower and upper parts contain the intercon-
nections between the modules, which contain the logic
functions. The layout of these modules has previously
been made as compact as possible by hand, and the cor-
rectness of the layout has been verified by extensive
checks and pilot production.

Designing in LOCMOS amounts to selecting the
modules required, allocating them their positions in the
layout, making the interconnections between the mo-
dules and finally making the connections to the outside
world.

Although the allocation of a module to its place in
the row can be automated, a 'manual' method has been
chosen for this system. The main reason is that the
quality of the positioning determines to a great extent
the final compactness of the layout. For the time being
the designer appears to be more capable of making the
right decisions here, as compared with automated pro-
cedures.

Making the interconnections between the modules is
the most labour-intensive part of the work. This has
been fully automated in the CAD system described
here, but there is still a facility for the independent
specification of interconnections considered to be im-
portant, or of proving them under the supervision of
the system if the automatic procedures have made less
suitable choices. Part of a layout made in this way can
be seen in fig. 17.

[93 See the article mentioned in note [1].
[101 See the article mentioned in note [5].
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Fig. 18. 'Digitizer' for coding on a punched tape a layout made by the designer (right). The
layout is held flat against a table; a cross -hair cursor system can be moved across the table
in the x- and y -directions. A magnifying glass can be used for accurate positioning. The
various instructions and the coordinates of the points selected on the drawing can be punched
in the tape by pressing the appropriate buttons.

CAD system for I2L circuits (CA DILL)

Designs for the I2L technology can be made with the
CADILL system (Computer Aided Design for Injec-
tion -Logic Layouts). CADILL is aimed at the category
of designs where no loss of chip area can be tolerated,
and where the designer thus wants to make use of all
the facilities a technology can offer. In such a case it is
not possible to use automated design aids in view of the
associated limitations, and so all the work will have to
be done by the designer. This type of design will there-
fore be labour-intensive, and if no special measures are
taken there is a serious risk of errors. The CADILL
system seeks to facilitate the tracing of errors made
during a design without in any way restricting the free-
dom of the designer. Broadly speaking, designing with
CADILL can be described as follows. First, the logic
system is checked against the specification in the usual
way by means of logic simulation. Next, the designer
produces the layout, which is then scanned and coded
with the aid of a 'digitizer' (see fig. 18). All the coor-
dinates in the layout are then punched on tape in ac-
cordance with rules imposed by CADILL. This means
that special codes on the kind of information have to
be fed in at the same time; these codes, together with

equivalent to the logic
facility, CADILL also

the associated data, repre-
sent an I2L gate or an elec-
trical interconnection, for
example. The punched tape
made with the digitizer is
then read into a computer.
From this tape CADILL
can now form a CIRCUIT -
MASK description, which
will give a drawing of the
layout. Up to this point
CADILL does not differ
from any other non -auto-
mated system. However,
since under the CADILL
rules some extra data are
fed into the punched tape
during the digitizing, a

logic -network description
can also be made from this
tape. This description can
now be used for a further
logic simulation, not to
verify the design this time,
however, but to check the
layout against the specifica-
tion. CADILL thus offers
the designer the means of
verifying whether the con-
ventionally made layout is

design. In addition to this
possesses a few other less

spectacular but particularly useful functions. For
example, CADILL can draw attention to obvious faults,
such as unconnected inputs, at the stage of making
the logic description from the layout. CADILL can also
be used for plotting symbolic layouts. A symbolic layout
deviates in some respects from the normal technological
rules for presenting the circuit in a more readable form;
for example, interconnection tracks are shown narrower
than they are in reality.

Summary. In the design of LSI circuits it is necessary to have
CAD facilities available. Circuit -analysis techniques can be used
to verify analog circuits that are not unduly large, such as digital
modules. Large LSI circuits cannot be handled in this way, and
digital design aids are far more useful here. For this reason, and
also because the digital technique is simpler for the designer,
LSI circuits will increasingly be made with the aid of digital
techniques, even for functions that are essentially of an analog
nature. The repertoire of CAD software available includes logic -
simulation programs for verifying the correct operation of the
circuit, programs that provide help in layout design or that pro-
duce the layout completely automatically, and programs that
make test procedures for LSI circuits and check their quality.
Finally, for a number of widely used technologies there are also
CAD systems in which the computer program includes the tran-
sition from one design phase to the next
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An 12L digital modulation stage for data transmission

R. A. van Doom and N. A. M. Verhoeckx

Introduction

The telephone network has for many years been used
for other purposes besides the transmission of speech
signals between subscribers. The main reason for this
is that the telephone now extends everywhere; every
business firm and the greater number of homes are now
connected. However, since the telephone system was
originally intended for speech, it does not necessarily
meet the requirements for satisfactory transmission of
other signals. A good example of this can be found in
the signals that are exchanged between a centrally
located computer and its remote peripherals, as used
by banks, travel agencies and airlines, to name a few
examples. The signals here constitute 'data', i.e. in-
formation that, unlike speech, is originally presented in
the form of a succession of symbols selected from a
limited set. In travel reservations and bank transfers
the original symbols are the letters of the alphabet and
the digits 0 to 9, whereas in communication between
computers the original symbols are binary (e.g. 0 and 1).
A series of symbols that can assume only a limited
number of different values is referred to as a digital
signal, and if the signal values (also called 'samples')
follow each other at fixed intervals of T seconds, we
speak of a digital signal with a sampling rate of 1/T Hz.
Multivalued digital signals (e.g. of the alphanumeric
type) can also be represented with two -valued symbols
(`binary digits' or bits). A unique combination (`word'),
for example, of eight ones and zeros, is then assigned
to each signal value. The reason for doing this is that
binary digital signals can easily be processed elec-
tronically: the one value (T) then corresponds, for
instance, to a high voltage level for a certain time and
the other value (`O') corresponds to a low voltage level.

The term 'data transmission' refers to the electro-
magnetic transmission of digital signals (often binary)
that originate from a data source. Great distances often
have to be bridged, sometimes with the aid of inter-
national or even intercontinental links. To permit the
existing telephone network to be used, the digital data
signal has to be converted at the transmitting end into
a form that somewhat resembles the output signal from

Ing. R. A. van Doorn, formerly with Philips Research Laboratories,
Eindhoven, is now with the Philips Audio Division, Eindhoven;
Jr N. A. M. Verhoeckx is with Philips Research Laboratories, Eind-
hoven.
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Fig. 1. The signals from a data source S first have to undergo
various operations in a data transmitter, such as filtering and
modulation, before they can be transmitted via a telephone line L.
In a commonly encountered situation the input signal to the data
transmitter is a binary data signal, where a high level during, the
time T represents the symbol '1' and a low level the symbol '0'.
In an analog data transmitter AT the required line signal is
directly obtained by means of analog circuits (a). In a digital
transmitter DT digital circuits are used to produce a digital ver-
sion of the required line signal, and the final analog result is
obtained by means of a digital -to -analog converter D/A (b). The
output signal of the digital transmitter requires many more
binary symbols (bits) per second than the input signal. This
means that there are more digital words per second (MIT instead
of 1/T), each consisting of a larger number of bits (e.g. eight
instead of one).

the microphone of a telephone - in -other words, an
analog signal, in the frequency band from 300 Hz to
4 kHz. This is brought about by means of a variety of
electrical operations, such as filtering and modulation
(fig. la). At the receiving end the original data is
reconstructed as accurately as possible from the incom-
ing signal. A combined transmitter and receiver is called
a data modem (derived from modulator -demodulator).
The amount of information per unit time, expressed in
bits per second, that can be transmitted over a tele-
phone link is closely related to the type and complexity
of the operations performed in the modem. There are
various modulation techniques to choose from [1] and
there is also a choice among various forms of equal-
ization [2] at the receiving end. The most commonly

[1]

[2]

F. W. de Vrijer, Modulation, Philips tech. Rev. 36, 305-362,
1976 (No. 11/12).
F. de Jager and M. Christiaens, A fast automatic equalizer
for data links, Philips tech. Rev. 37, 10-24, 1977 (No. 1).
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used data -transmission systems have a bit rate of be-
tween 200 and 9600 bits/second. The systems with
lower bit rates, which are not so complex, are mostly
produced with conventional components, such as
discrete transistors, inductors and capacitors. In more
advanced modems, however, increasing use is made of
digital circuits (fig. lb), which have obvious advantages.
In the first place, costs can be cut by making the modem
from custom -designed integrated circuits (for large
production runs), or in the form of general-purpose
microprocessors (for smaller production runs). This is
closely connected with the versatility that a digital
approach permits; by this we mean that one and the
same circuit can be used to build systems with entirely

1
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Fig. 2. Some examples of spectra measured at the output of the
integrated digital modulation stage (after digital -to -analog con-
version). In all three cases the input signal consisted of a period-
ically repeated pseudo -random binary data signal with a sampling
rate of 2.4 kHz. The various spectra were obtained with the same
modulation stage simply by replacing the contents of the external
digital memory. a) Vestigial-sideband-modulated data signal with
a carrier frequency of 1800 Hz. b) Vestigial-sideband-modulated
data signal with a carrier frequency of 2100 Hz with special
shaping of the spectrum to facilitate carrier recovery at the
receiving end. c) Double-sideband-modulated data signal with a
carrier frequency of 2100 Hz.

different characteristics, such as filter response, mod-
ulation method, carrier frequency and transmission
rate, simply by replacing a digital storage device - e.g.
a 'read-only memory' (ROM). In addition, since tol-
erances and ageing have virtually no effect, greater
reliability and higher accuracy can be achieved.
Another advantage of a digital design is greater re-
producibility, for one reason because there is no need
for filter alignment. In this article we shall describe a
digital integrated circuit (IC) that contains, in addition
to the digital memory, all the components necessary
for filtering and modulating data signals at the trans-
mitting end of a data link [*]. The digital memory has
deliberately been left out of this IC to make it more
versatile. We have designed our data -modulation stage
as an 12L circuit [31; this complicated circuit (consisting
of some 800 logic gates) can then be arranged in such
a way that it requires only about 15 mW of power.

Fig. 2 shows some of the many spectra of modulated
data signals that can be generated with our modulation
stage. The figure clearly shows how a wide variety of
systems can be produced from the same digital circuit
merely by changing the contents of the memory.

In this article we shall treat the subject in two parts.
In the first part we shall discuss the design of the mod-
ulation stage as a digital system, and in the second we
shall explain the technology and look more closely at
the layout design. In addition we shall touch on vari-
ous aspects that are not specific to this modulation
stage but will also be encountered in the design of other
integrated circuits (not necessarily in I2L).

The linear modulation stage, a versatile circuit module

As indicated above, the output signal from the data
source is converted into a signal suitable for trans-
mission via the telephone network by making use of
filtering and modulation. For many modulation sys-
tems the linear modulation stage shown in fig. 3a can
be used. This consists of a filter F1, a carrier generator
G1, and a modulator M in which the output signals
from F1 and G1 are multiplied. If Gi supplies a cosine
carrier signal, the output signal from the modulation
stage is a double-sideband-modulated signal, as shown
in fig. 3b and 3c.

We use the term linear modulation stage here because the super-
position principle is applicable. If an input signal uia(t) gives an
output signal uoa(t), and similarly a signal uib(t) gives a signal
uob(t), then an input signal A.ula(i) Balm(t) corresponds to an
output signal A.uo.(t) B.uob(t), where A and B are arbitrary
constants. A linear modulation stage can be constructed either as
an analog or a digital circuit.
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If a second filter F2 is added after the modulator
(fig. 4a) one sideband can be completely or partly sup-
pressed, and in this way a single-sideband or vestigial-
sideband-modulated signal can be obtained. With a
double version of the elementary modulation stage

ui (t)

a

Uo(f)

b

U0(f)

uo(t)

fg - fg. fg+ fc

fg -f2 fg-fi fg G+ fg+ 6
f

Fig. 3. a) Linear modulation stage consisting of filter Fl, a prod-
uct modulator M and a carrier generator GI, which gives a cosine
carrier at a frequency fg. The output signals of Fl and GI are
multiplied by each other in the modulator M. b) Frequency
spectrum Uo(f) of the output signal uo(t) obtained from the
modulation stage when Fi is a lowpass filter with cut-off fre-
quency fe. c) Frequency spectrum Uo(f) of the output signal
uo(t) obtained from the modulation stage when F1 is a band-
pass filter with a passband from fi to fa.

a

uit(t)

Ui2(t)

b

uo(t)

uo(t)

Fig. 4. a) Extension of the linear modulation stage to include a
post -modulation filter Fa for generating single-sideband- or
vestigial-sideband-modulated signals. In the filter F2 one of the
sidebands produced in the modulation is now completely or
partially suppressed. b) Duplicated version of the linear modula-
tion stage for generating quadrature-modulated signals. Genera-
tor GI gives a cosine carrier signal and generator G2 a sine
carrier signal of the same frequency.

(fig. 4b), in which G1 generates a cosine carrier and G2
a sine carrier, it is also possible to obtain four- or eight -
phase modulation or combined phase and amplitude
modulation, all widely used in data transmission.
(These modulation methods are usually called quad-
rature or orthogonal modulation.) We see then that the
elementary linear modulation stage can be used in a
large variety of arrangements. In a digital configuration
this facility can be combined with the great versatility
inherent in digital systems, giving a module suitable for
many applications.

The digital linear modulation stage

In a digital version of the linear modulation stage
there are only three elementary operations that can be
performed on digital signals. The signal values can be:
- stored in a memory for a short or long period;
- added to give the sum;
- multiplied, either one by the other or one signal

value can be multiplied by a constant (`coefficient').
Our digital modulation stage can therefore also be
regarded as a special kind of small computer that cal-
culates a digital output signal from the digital input
signal in accordance with established rules. After
digital -to -analog conversion, this output signal gives
the same result that would have been obtained from the
data signal if analog filters and modulators had been
used. We should note here that the digital representa-
tion of the desjred analog output signal from the data
transmitter requires many more bits per second than
the digital representation, of the original data at the
input. This can be seen from the fact that more digital
words per second are necessary at the output of the
modulation stage than at the input, and also from the
fact that the required number of bits per word is
greater; see fig. lb. Our modulation stage has been
designed to process 2400 input words per second, each
of which can consist of one or two bits, while 13 800
words per second appear at the output, each consisting
of eight bits. The ratio of 13 800/2400 = 23/4 between
sampling frequencies at the output and the input was
chosen deliberately, because the internal structure of
the digital modulation stage can be kept relatively
simple with these values, the modulator in particular [4].

Let us now turn our attention to a digital version of
the filter F1 in fig. 3. The filter requirements for data

[31

[4]

Important contributions to the design of this integrated cir-
cuit were made by H. A. van Essen, P. J. van Gerwen and
W. A. M. Snijders.
C. M. Hart and A. Slob, Integrated injection logic (I2L),
Philips tech. Rev. 33, 76-85, 1973.
F. A. M. Snijders, N. A. M. Verhoeckx, H. A.'van Essen and
P. J. van Gerwen, Digital generation of linearly modulated
data waveforms, IEEE Trans. COM-23, 1259-1270, 1975.
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transmission do not include extremely high attenuation
but they do include an accurately defined shape of the
frequency characteristic. This requirement can readily
be met by means of a digital transversal filter. The
principle of such a filter is illustrated in fig. 5. The
samples of the input signal are fed to a shift register.
The output signal consists of the sum of the stored
input samples, after each of them has been multiplied
by a certain factor cl, c2 . . . cN (called the filter coef-
ficients) [5]. The filter characteristic can be determined
by the choice of the coefficient values, which can be
stored as words of eight bits (for example) in a digital
memory. In the configuration shown in fig. 5 all the N
multiplications are carried out simultaneously and the
products added. We use the more practical form, how-
ever, as illustrated on the left of fig. 6. Here the multi-
plications are carried out at an N -times accelerated rate
one after the other, and the successive products are
summed. The shift register now has only one output,
where all the stored input samples appear in turn for
multiplication by the appropriate coefficient ci, supplied
from the coefficient store. The feedback circuit presents
the samples to the shift -register input in the same order
for the calculation of the next filter -output sample.
When a new input sample is available, it is supplied to
the shift register by the switch Sw, and at the same time
the oldest input sample present is discarded. As soon
as a filter -output sample has been completely calculated
and delivered (in our case to the modulator), the adder
circuit with feedback (the accumulator) is reset to zero
and a new calculation can begin. In the time that
elapses between the occurrence of two successive input
samples, the digital filter can if required calculate more
than one output sample; this is known as 'interpola-
tion'. In our case as many as 23 successive output
samples can be calculated in the time in which four
input samples are presented. This requires additional
filter coefficients: our shift register consists of thirteen
sections (N = 13), but in total the coefficient store
contains 23N or 299 eight -bit coefficients for the cal-
culations.

The input samples for our modulation stage consist
of words of no more than two bits. Each shift -register
section, must therefore contain two bistable circuits,
which can serve as the memory for two bits. The N
multiplications of stored input samples with eight -bit
coefficients require that the accumulator should be
capable of processing longer words. We opted for an
accumulator with a length of ten bits.

The product modulator M in fig. 3 can be produced
in digital form by multiplying each filter output sample
by a number from the digital carrier generator. This is
illustrated in the right-hand part of fig. 6. The carrier
generator consists of a digital memory containing a set

SR

Fig. 5. Digital transversal filter. The input samples stored in the
shift register SR are each multiplied by one filter coefficient

c2, . . . cl, . . . cN and the products are added together. The
values of the coefficients determine the filter transfer function.

r

Sw SR CoM Acc

_1 7-

 C.,

CoS

CarM

Gc)

CarS

Mod

Fig. 6. Digital modulation stage consisting of a filter F and a
modulator Mod. The digital transversal filter is arranged here in
such a way that multiplication of the stored input samples by the
filter coefficients (ci, c2, cN) and addition of the result-
ant products are carried out sequentially at an increased rate.
A feedback counter (the accumulator) Acc is used. The switch
Sw feeds each new input sample to the shift register SR; the oldest
input sample present is then discarded. In the modulator one
multiplication of a carrier sample by the contents of the accu-
mulator is performed for each output sample. CoS coefficient
store. CoM coefficient multiplier. CarS carrier store. CarM car-
rier multiplier.

02

Fig. 7. Equivalent circuit for an 12L gate. The base of a multi -
collector transistor forms the input In, and the collectors form
the outputs 01 and 02. The base current I of this transistor is
supplied by a P -N -P transistor whose emitter Inj is at a fixed pos-
itive voltage. This emitter is generally called the injector.

of numbers that are periodically read out to represent
a digital carrier. The quantity and the values of the
different numbers to be stored in the carrier memory
are determined by the ratio of the carrier frequency to
the output sampling rate. It is very important to choose
the right value for this ratio.

With the output sampling rate of 13.8 kHz that we
have chosen for the modulation stage it is possible to
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obtain modulated data signals whose carrier frequency
is an arbitrary multiple of 300 Hz merely by multiplying
by the values +1 and -1 in the modulator. This opera-
tion is so simple that it can easily be combined with the
multiplications that are carried out in the digital filter.
The modulator need therefore no longer be a separate
part of the final circuit. In our practical design the mod-
ulation stage in fig. 6 is divided into four parts: the
shift register, the combined coefficient multiplier, ac-
cumulator and modulator, the control circuit, and the
coefficient store.

The generation of a single-sideband- or vestigial-sideband-
modulated signal requires a second filter F2 after the modulator
to partly or completely suppress one of the two sidebands prod-
uced in the modulation; see fig. 4a. Now a digital -to -analog
converter, as required after the digital modulation stage (fig. 1),
always contains a simple analog filter. This filter can also perform
the function of F2 if we ensure that the two sidebands from the
modulator are sufficiently separated, as indicated in fig. 3c. This
can be done by making the filter F1 in the digital modulation stage
a bandpass filter instead of a lowpass one. This is simply a ques-
tion of storing the appropriate filter coefficients cs in the coefficient
store. The replacement of a lowpass input filter by a bandpass
input filter is made possible by the periodic spectral characteris-
tics of digital signals. It would take us too far to go any deeper
into this subject now [4] [6]. What is important here is the conclu-
sion that the digital modulation stage in fig. 6 can also be used
for generating single-sideband-modulated and vestigial-sideband-
modulated data signals; examples of these have already been
shown in fig. 2.

The design

On the basis of what has been said in the previous
sections, we designed a digital linear modulation
stage [4], which was finally made as an I2L circuit. The
first step in the practical design was to specify the design
parameters. A complete list of these would be outside
the scope of this article, but Table I summarizes the
design parameters mentioned so far.

The second step in the design was to build a func-
tional model of the modulation stage, using commer-
cially available electronic components or modules.
This enabled us to verify whether the principles of the
circuit and the choice of the various parameters were
correct. At the same time, designing this functional
model enabled us to directly determine the highest
internal processing speed at any point in the circuit
(220.8 kHz). It also gave us a good idea of the com-
plexity and dimensions of the integrated version we
intended to make. This completed the functional design
of the modulation stage and we were then able to start
on the design of the IC version. In the remainder of this
article we shall discuss this in more detail, after first
briefly explaining the IC technology (I2L).

Integrated injection logic (I2L)

Integrated injection logic is a suitable technology for
making a circuit as complicated as the digital linear
modulation stage described above. The main reasons
for this are the high packing density to be obtained
(100 to 200 gates/mm2, depending on the regularity of
the logic structure), the low power consumption per
logic gate (e.g. 1 v..W for a delay time per gate of 1 its)
and the relatively simple method of manufacture.

Fig. 7 shows the circuit diagram of an I2L gate, and
fig. 8 gives a cross-section and a plan view to illustrate

Table I. Some design parameters for the digital modulation stage.

Input sampling rate (fi)
Word length of input samples
Output sampling rate (.4)
Carrier frequency

Word length of filter coefficients
Capacity of combined multiplier/accumulator
Word length of output samples
Length of shift register (N)

Interpolation factor of digital filter
/ft = M)

Number of filter coefficients (K x N)

2.4 kHz
1 or 2 bits
13.8 kHz
multiples of
300 Hz
8 bits

10 bits
8 bits

13 sections of
2 bits

13.8/2.4 = 23/4
299

'
a .J

Inj

N

r-1

In

r

01 02

1

b =Al =Si02 N 2 21P MINepi

Fig. 8. Plan view (a) and cross-section (b) of an I2L gate. In
addition to semiconductor material (N, P and Nepi), aluminium
(Al) is used for conductors and silicon dioxide (Si02) is used for
insulation. Because of their elongated shape (seen from above)
the injectors join up adjacent gates to form an 'injector rail'. An
aluminium conductor runs the whole length of the injector rail
(Inj) to minimize the voltage loss along the rail. The number of
outputs and the wiring pattern of input and outputs (In, 01 and
02) were chosen arbitrarily here. The locations of input and out-
puts are interchangeable.

[5]

[6]

The theory underlying transversal filters is due to H. E.
Kallmann, Proc. I.R.E. 28, 302, 1940. The operation of such
filters is also explained by P. J. van Gerwen in the article
`The use of digital circuits in data transmission', Philips
tech. Rev. 30, 71-81, 1969.
L. R. Rabiner and B. Gold, Theory and application of digital
signal processing, Prentice -Hall, Englewood Cliffs 1975.
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the method of producing such a gate in semiconductor
material. It consists of an N -P -N multicollector tran-
sistor whose base current is supplied by a P -N -P tran-
sistor operating as the current generator. Connecting
this base to a preceding gate, conducting to earth or
not, will determine whether the N -P -N transistor is con-
ducting or not. The collectors of this transistor can then
each be used separately for connecting the input of a
following gate conductively or non -conductively to
earth. Each gate has one input but may have several
outputs. From input to output a gate acts as a logic
inverter, and connecting the collectors of several gates
together results in a logic AND function ('wired -
AND'). Any logic circuit can be made from combina-
tions of these two functions.

fl

Fig. 9. Layout of the shift -register submodule. It contains 26 I2L
gates that form four D -type bistable circuits and are positioned so
as to produce a high packing density in a rectangular region.
These submodules can thus be grouped together easily. In this
drawing the circuit has an injector rail both at the top and at the
bottom. Further 12L gates including these same injector rails can
be added at the outside. 1 input. 2 through -lead for clock signal.
3 output.

The layout

Making a layout for such a large and complex IC as
this may be compared with making a jigsaw puzzle in
which some of the pieces (e.g. the logic gates) are known
in advance, while others (e.g. the connections between
the gates) depend on the way in which pieces have been
laid earlier. The designer has to observe certain rules.
For example, the injectors of closely adjacent gates can
best be made in the form of a long injector rail with the
gates situated at right angles to the rail on either side.
To make crossings a careful choice has to be made from
various methods (e.g. multilayer interconnections or
diffused crossunders). The layout must be rectangular
and cover the smallest possible area. The connector
pads must be distributed regularly around the edges.

Fig. 10. Layout for one of the ten almost identical stages constituting the combined multiplier/
accumulator. The left-hand part of the lay -out belongs to the multiplier and the right-hand
part to the accumulator. The connections to the shift register, the coefficient store and the
carrier store are situated on the left. The output is located on the right, together with a number
of control inputs (including the connection for resetting the accumulator contents to zero).
Three crossings for each injector rail can be seen near the centre for the connections to adjacent
stages (the 'carries).

A common practice with a bipolar IC is first to make a 'bread-
board' model of submodules consisting of integrated circuits each
of which only contains a few gates. The breadboard model thus
becomes a large circuit - for our digital modulation stage it
contains as many as 170 breadboard ICs plus a few dozen discrete
transistors - which has little resemblance to the IC of which it
is the prototype. The breadboard model is used to check whether
the design takes proper account of the typical characteristics of
I2L gates (e.g. the delay time per gate for a given power consump-
tion). The breadboard model is also used for testing the interfaces
necessary for making an I2L circuit compatible with TTL circuits,
which use different current and voltage values.

There are also a large number of rules for the permis-
sible dimensions of components and connectors, the
minimum spacing, and so on.

Meeting all of these many requirements at the same
time for such a complicated circuit is a problem for
which even a computer has no ready answer. The prob-
lem can be considerably simplified by partitioning the
integrated circuit, i.e. dividing it into more or less
independent functional sections. The number of con-
nections between these sections is in general small. The
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layout of each functional section is optimized sep-
arately with the aid of a computer, and finally the sec-
tions are combined to form a total layout. In parti-
tioning the digital modulation stage we used the func-
tional division discussed in the preceding sections of
the article. As we saw earlier, the coefficient store
(memory) is kept outside the 12L circuit, because it is
then easier to change the coefficients; this makes the
linear modulation stage more versatile in use. We shall
now take a closer look at the layout of the three other
functional sections, the shift register, the combined
multiplier/accumulator and the control circuits. After
this, we shall describe the additional provisions that
were made, including interfaces, to arrive at the com-
plete integrated circuit.
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Fig. 11. Plan view (a) and cross-section (b) of a crossing of two
conductors, AB and CD. E is a conductor that is earthed to ensure
that the diode formed by the N- and P -type material is always
reverse -biased. This is necessary to keep the N -type material
forming part of the crossing isolated from its surroundings. To
save space it is useful, where there are several crossings, to keep
them together in one P region.

The shift register

As described above, the modulation stage contains
13 shift -register sections of two bits each, thus requiring
26 bistable circuits. These are of type D (D for delay),
and each bistable circuit consists of seven I2L gates. It
was not found necessary to make a separate layout for
one such bistable circuit and then repeat it 26 times.
One gate could be combined for every two bistable
circuits (a maximum of four outputs per I2L gate was
permitted) so as to connect four bistable circuits
together to form a submodule of 26 gates; see fig. 9.
The complete shift register thus consists of two rows
of three submodules, to which two separate bistable
circuits are added.

The combined multiplier/accumulator

The combined multiplier/accumulator performs the
actual computation of the output samples from the
linear modulation stage. In each calculation a two-bit
number from the shift register is multiplied by an eight-
bit filter coefficient and also by the sign of the digital
carrier; it is then added to the contents of the accu-
mulator. The multiplier/accumulator consists of ten
nearly identical stages. The layout of one of these
stages is shown in fig. 10. The left-hand part of the
circuit contains the multiplier, the right-hand part the
accumulator. A number of crossings can be seen in the
centre of the diagram between the injector rails - the
two large horizontal strips which also form the bound-
ary of one stage - and the vertical connections between
the neighbouring stages - the 'carries'. Various tech-
nologies are available for making the crossings; we
decided to use diffused undercrossings. These are made
by partially omitting the P region of the injector but
continuing the aluminium conductor, which always
runs above the injector rail to minimize the voltage loss
along the rail. To make the crossings a large P -type
region is first diffused into the IC under this aluminium
conductor. The crossing connections take the form of
strips of N -type semiconducting material inside this
region; see fig. 11. The crossing conductors are in-
sulated from each other by a thin (0.4 tan) layer of
silicon oxide. The undercrossing connections (of
N -type material) and the large P -type region in which
they lie together form diodes, which have to be reverse -
biased at all times. This is achieved by bringing the
P -region, like the epitaxial N -region below it, to earth
potential.

The control circuit

The least regular part of our IC is the control circuit.
It consists mainly of an eight -bit up-and-down counter
from which, by decoding the counter positions, the
control signals for all parts of the modulation stage are
derived. These include the addresses for the external
coefficient store, the shift pulses for the shift register,
the command signals for the multiplier/accumulator,
and so on.

A closer examination of the logic diagram shows that
there are four sections of about the same size, each
consisting of 30 to 40 gates, which are reasonably in-
dependent of each other. It was therefore possible to
write a computer program that would produce a lay-
out design for each of these four sections. These designs
were then modified slightly 'by hand' and finally com-
bined. In the finished IC (fig. 12) it can still clearly be
seen that the control circuit is a combination of four
subsections.
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Fig. 12. Plan view of the integrated digital linear modulation stage in I2L. The upper part
of the IC is taken up by the control circuit (left) and the combined multiplier/accumulator
(right). The shift register is shown lower left. The injector rails, along which the I2L gates
are grouped in long rows, are clearly visible. In the photograph these rows run vertically in
the control section and horizontally in the shift register and the combined multiplier/accu-
mulator. The dimensions for this IC are 3.6 x 3.7 mm.

Additional provisions

In an I2L circuit the difference between the voltage
level representing a logic '1' and the voltage level rep-
resenting a logic '0' is about 0.7 V, and the currents
used are of the order of a few tens of tiA. These are very
different from the values found in the widely used TTL
circuits (about 4 V and 1.5 mA). If an I2L circuit is to
operate in conjunction with TTL circuits, it is therefore
necessary to use interfaces, which should preferably be
situated on the I2L circuit itself. Since our linear

modulation stage requires about thirty of these inter-
faces, they must not take up too much space. The design
of these circuits was therefore kept very simple. Fig. 13
shows an input and an output circuit. The first consists
simply of two resistors, the second contains an I2L gate
with all its four collectors connected in parallel to in-
crease the current gain, followed by a resistor and an
N -P -N transistor. Because of its high current gain
(about 60) and its 'open -collector' output, this N -P -N
transistor can be connected in the usual way to a TTL
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Fig. 13. Interfaces that can be used for operating conventional
transistor -transistor logic (TTL) components in conjunction with
an I2L gate (a) and vice versa (b). These interfaces can be made
part of the I2L circuit. One consists of only two resistors, the
other consists of an I2L gate, whose four collectors are inter-
connected, and a conventional N -P -N transistor operating as a
current amplifier (gain about 60 times).

circuit. Fig. 14 shows how a resistor can be produced
on an I2L circuit. In fact it is simply a piece of P -type
semiconductor. Its dimensions determine the value of
the resistance. Since the P region and the N region
beneath it form a diode that must always be reverse -
biased, the N region is connected to the maximum
voltage that can ever occur at any point of the resistor
- in our case the maximum supply voltage for TTL
circuits, which is +5 V. The N -P -N transistor in the
output circuit is shown schematically in fig. 15. The
same type of transistor is also used as a current ampli-
fier at nine other places in our integrated circuit, at the
positions where the output signal of an I2L gate has
to be applied to the inputs of more than four other I2L
gates. A single transistor of the same type is also in-
cluded for test purposes.

The method of applying the supply voltage to the I2L
gates in an integrated circuit also imposes special re-
quirements. This is because the relation between in-
jector voltage and injector current is given by a diode
characteristic that is highly nonlinear, so that a small
variation in injector voltage can bring about a large
variation in injector current. The injector currents of
two directly interconnected logic gates should not
however differ too greatly in value (by no more than a
factor of 1.5) since otherwise the circuit may not func-
tion properly. This means that the potential difference
between injector and earth for both gates should not
differ by more than 5 to 10 mV. Differences between the
supply voltages of the I2L gates arise mainly because of
the voltage drop along the aluminium conductors con-
necting the positive supply voltage to the injector rails,
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Fig. 14. Plan view (a) and cross-section (b) of a resistor suitable
for combined fabrication with I2L gates on a single IC. The
resistor (with connections A and B) is simply a piece of P -type
material whose dimensions determine the resistance value. -To
keep the diode formed by this P -type material and the under-
lying Nepi material constantly reverse -biased, the New region
here should have the highest voltage that can ever appear across
the resistance. This is ensured by connection C. To produce a
well conducting contact between the AI and Nepi regions, an
N -type diffusion is made under connection C.
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Fig. 15. Plan view (a) and cross-section (b) of a conventional
transistor that can be used as a current amplifier in combination
with I2L gates on one integrated circuit (simplified). Em emitter,
B base, Col collector.

the voltage drop along the injector rails, and finally the
voltage drop in the semiconductor material that acts as
an earth lead. The second and third of these effects are
removed by keeping the injector rails short (a maximum
of thirty gates per rail) and by providing the IC with an
external earth lead at more than one position. The volt-
age drop along the aluminium conductors could of
course be reduced by increasing their dimensions and
thus reducing their electrical resistance, but this would
make the complete IC unnecessarily large. We therefore
decided to adopt a different solution. The supply volt-
age for the IC is made approximately equal to twice the
required injector voltage (1.5 V instead of 0.7 V) and
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each injector rail is not connected to the supply lead
directly but through a resistor, which has a voltage of
0.8 V across it. The combination of resistance and in-
jector rail has a much less nonlinear relation between
current and voltage than the injector rail itself. A larger
voltage drop along the aluminium supply leads can then
be tolerated (a few hundred mV) for the same maxi-
mum permissible spread in current.

12L gate

injector
outputs input

ISN SN

Nepi

SP

conductor 1
conductor 11

application of a glassy protective layer over the com-
plete IC, except for the connector pads, the test pads
and the scribe lane. To illustrate the functions of the
various masks, fig. 16 shows a cross-section through a
part of our integrated circuit in which an I2L gate, a
crossing, an earth connection, a resistor and a separate
N -P -N transistor are situated. It can clearly be seen that
the various types of component are completely sur-

crossing 1 earth
I connection

earth
conductor

DN DN

I \

BN

SN

SP

P -type substrate

SP

DP

resistor

connections

Nip/

VTGX
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emitter base collector
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SP

Nap,

SN

DN
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Fig. 16. Arbitrary cross-section through the 12L circuit in fig. 12, showing the principal com-
ponents. The figure indicates the photomasks (BN, DP, DN, SP, SN) used for processing the
various parts of the semiconducting material. No photomasks are necessary for producing the
P -type substrate and the Napi region. At places where a connection exists between DN (or DP)
and an aluminium conductor, an SN (or SP) diffusion is always made for technological
reasons. It can clearly be seen that the various types of component are completely surrounded
by a `trough' of N -type material (DN and BN) or by a P -type trough (formed by DP and
P -type substrate). In this way they are kept electrically isolated from each other.

The photomasks

In making our modulation stage we start from a sub-
strate of P -type silicon on which the complete circuit is
produced step by step with the aid of eight photo -
masks [31 [71; see fig. 16. With the first mask (the BN
mask) an N -type diffusion is made at certain places in
the P -type substrate, which will later act as a 'buried
layer'. An N -type layer is then epitaxially grown over
the whole surface of the crystal; no mask is of course
required here. With the next two masks (the DP and
DNmasks) the deep P and N diffusions are made, which
extend into the P substrate and the buried layer re-
spectively. Two masks are then applied for relatively
shallow diffusions, SP for a P -type diffusion and SN
for N -type. The CO mask is then used to make contact
holes in the insulating silicon -oxide layer that covers
the entire circuit after the previous diffusion. An alu-
minium layer is next applied by vapour deposition, and
a pattern is etched in it, with the aid of the IN (= inter-
connection) mask, to form the conducting connections
between the various parts Of the circuit. The 'eighth and
final mask (the CB or protective mask) is used in the

Table II. The main electrical and technological features of the
digital modulation stage.

Surface area 13.32 mm2
Number of masks 8

Power supply (nominal) 1.5 V, 10 mA and
5 V, < 101.LA

Highest internal clock rate 220.8 kHz
Number of 12L gates 786
Number of collectors per 12L S average 2.5

gate ? maximum 4
Minimum width of aluminium conductors 8 1.R.m

Number of separate N -P -N transistors 25
Number of N -P -N test transistors 1

Number of supply resistors 12
Number of bias resistors 49
Number of test pads 23
Number of crossings 237
Number of connector pads

(four for earthing) 35
Number of encapsulation pins 32

A. Schmitz, Solid circuits, Philips tech. Rev. 27, 192-199,
1966.
C. Niessen, this issue, page 278.
A. G. Bouwer, R. H. Bruel, H. F. van Heek, F. T. Kloster-
mann and J. J. 't Mannetje, The Opthycograph, Philips tech.
Rev. 34, 257-269, 1974.
F. T. Klostermann, A step -and -repeat camera for making
photomasks for integrated circuits, Philips tech. Rev. 30,
57-70, 1969.
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rounded by a 'trough' of N -type silicon (formed by DN
and BN) or a trough of P -type silicon (formed by DP
and P -type substrate). Since these troughs are always
earthed, the components are kept electrically isolated
from each other and cannot therefore adversely affect
each other's operation. Because of the need for this iso-
lation the total number of masks used (eight) is greater
than would have been expected from the simplified
presentations in figs. 8, 11, 14 and 15.

The masks were made with the aid of a 'digitizer' [8],

an Opthycograph [9] and a step -and -repeat camera [10].
With the aid of the digitizer a hand -drawn version of
the layout was first converted into a description in the
CIRCUITMASK computer language [8], and then re-
corded on magnetic tape. Owing to the use of the digiti-
zer each measurement in the drawing and the associated
recording of the result of the measurement only requires
a movement of a measuring head and the pressing of a
button. From the data recorded on the magnetic tape
the Opthycograph produces photographic negatives ten
times larger than the final circuit. The step -and -repeat
camera produces ten -times reduced images of the
Opthycograph negatives in large numbers of rows and
columns for making the final working masks. In the
fabrication of our IC we use masks on which the same

digital modulation stage appears 191 times. After
fabrication the modulation stages were tested one at a
time on the wafers. The wafers were then broken into
chips and mounted in their final housing.

Table II gives the main electrical and technological
features of the modulation stage. It has been found
from experiments with mounted modulation stages
that the circuit also operates well at much higher clock
rates than the nominal rate (220.8 kHz), up to 550 kHz.
Thus, if required, input and output sampling rates two
and a half times higher can be used.

Summary. In transmitting data signals via telephone lines use is
made of 'modems', in which the signals are subjected to various
operations such as filtering, modulation and demodulation before
transmission and after reception. Depending on the transmission
rate, different filter characteristics and different modulation
methods may be used. A unit in fairly general use is the linear
modulation stage, consisting of a filter and a product modulator.
In digital form this modulation stage is particularly versatile,
since it is only necessary to replace the contents of a digital
memory to make the circuit comply with entirely different speci-
fications. To produce a digital modulation stage in the form of
an integrated circuit, it is not only necessary to make an accurate
analysis of the logic design (word lengths, sampling rates), it is
also necessary to make the best use of the special features of the
semiconductor technology employed. This article describes the
design and construction of a digital modulation stage for data -
transmission applications in the form of an I2L circuit, with
particular attention to these two aspects.
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An example of large-scale integration in a consumer product. A single
integrated circuit performs all the functions associated with the digital
clock in the Philips AS 570 clock radio: synchronization at 50 or 60 Hz,
fast and slow resetting, storage of preset waking time, repetition of
waking signal at intervals of about 10 minutes, switching off the radio
after a preset period, control of the digital time indication by light -
emitting diodes, brightness control for the digits, visual warning after
a power failure. The integrated circuit was made in MOS technology
with P -type channels.
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Image sensor with resistive electrodes

H. Heyns, H. L. Peek and J. G. van Santen

Introduction

For some years now a considerable amount of
research has been carried out on a solid-state alternative
to the television camera tube: a silicon chip on which
a moving image is projected and from which the video
signal is 'directly tapped' [1]. As yet this 'solid-state
image sensor' or 'flat sensor' is not a serious competitor
of the camera tube, at least not where the image quality
has to come up to the standards required in television
broadcasting. It looks, however, as if solid-state sensors
will fairly soon become an attractive alternative where
images of poorer quality are acceptable. Possible ap-
plications include closed-circuit television systems for
monitoring patients in hospitals, the extension of the
audio baby alarm to 'baby vision', and the supervision
of industrial processes in inaccessible spaces. Attention
is currently directed mainly at flat sensors that could be
used for home television -cameras, with which scenes
could be recorded on video tape and later played back
on the home television set. The quality requirements
here are quite high, but they do not have to rival the
requirements for broadcasting.

The great impetus in the development of solid-state
sensors came from the invention of the 'bucket -brigade
shift register' at the end of the nineteen -sixties [2] and
of other charge -transfer devices (CTDs) more recently,
In a CTD a series of charge packets can be stored in
potential wells under the surface of a silicon chip and
can if required be shifted along at the rate set by an
external clock, e.g. in the manner illustrated in -fig. 1.
This method permits many forms of signal processing
(such as signal delay and filtering) to be performed elec-
tronically, the charge packets constituting samples of
the signal. If the circuit elements are photosensitive,
the device can be used for producing a video signal
from an optical image converted into a pattern of
charge packets,

The substrate material for sensors that work in this
way (`CTD sensors') is usually P -type silicon. In each
sensor element the incident light generates hole -electron
pairs (fig. 2). The holes are conducted via the substrate
to earth, while the electrons accumulate under an

Ir H. Heyns was formerly with Philips Research Laboratories,
Eindhoven, and is now with the IC laboratory of the Philips Video
Division, Eindhoven. Ing. H. L. Peek and Drs J. G. van Santen are
with Philips Research Laboratories, Eindhoven.

`integration electrode'. Once in every picture period the
signal charge is read out by. shifting the charge packets
along vertical CTDs to the bottom edge of the matrix,

02

113 177177AS17771 077117771101777721 077777

ki7N
Yt

10

o

-- t--1

LI N-Qt.1
0

94tL-J -g24IL

Fig. 1. Charge -transfer device (CTD) with three-phase clock
signal. The clock signal (01, 02, 03), applied to a closely packed
network of electrodes on the surface of a chip of P -type silicon
(P) generates a series of travelling potential wells for electrons.
The electron potential w (of opposite sign to the conventional
electrical potential) is shown here for four successive times, the
first and fourth being one clock period apart. Ox oxide layer.

a

b

Fig. 2. a) A single element of a silicon sensor. The electrons from
the hole -electron pairs generated by the incident light (hv) in the
P -type material accumulate beneath the (positive) electrode; the
holes are conducted to earth. b) Potential well w(x) for the elec-
trons beneath the electrode.

[1] See the articles on imaging devices in IEEE J. SC -11, No. 1,
1976 (pp. 109-146).

Cu F. L. J. Sangster and K. Teer, IEEE J. SC4, 131, 1969.
F. L. J. Sangster, Philips tech. Rev. 31, 97, 1970.
W. S. Boyle and G. E. Smith, Bell Syst. tech. J. 49, 587, 1970.
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where the packets are then processed into a video signal
by means of a horizontal CTD.

There are also solid-state sensors that use an X- Y
method for the read-out, e.g. the charge -injection de-
vice (CID) [3], illustrated in fig. 3. In this device the X
electrodes are interconnected in rows and the Y elec-
trodes in columns; a sensor element consists of one X, Y
pair. If the voltage of row i and of column j is made
zero, the sensor element i,j no longer forms a potential
well, the signal charge is injected into the substrate and
the associated current surge supplies the signal.

In this article we shall be concerned with CTD sen-
sors. They can be divided into two types: 'frame -
transfer' and `interline -transfer' types. In frame -transfer
sensors (fig. 4) the charge pattern that is accumulated
in a frame period by the integration matrix Mi is trans-
ferred completely at the end of the period to a storage
matrix Ms; to facilitate this transfer each column of Mi
with the corresponding column of M8 forms a single
CTD. The transfer time must be very short compared
with the frame period to ensure that the charge packets
are not significantly affected by incident light during the
transfer. The storage matrix is shielded from light. In
the next frame period a new charge pattern is formed in
Mi, while the pattern in M8 is read out line by line via a
horizontal output shift register. This takes up one frame
period, so that the storage matrix is empty again at the
end of the read-out and ready to receive a new charge
pattern.

In the interline -transfer sensor (fig. 5) the integration
and transfer functions are separated. The sensor
elements are arranged in columns. At the end of each
frame period the charge packets in each column are
transferred by means of a pulse applied to the 'photo -
electrode' into the cells of a CTD situated next to the
column. These CTDs are shielded from light. While
new charge packets are being formed in the sensor
elements during the next frame period, the charge
packets in the vertical CTDs are again read out via a
horizontal CTD.

Two serious difficulties arise in both types of CTD
sensor in their simplest form. In the first place the sur-
face is covered with an array of (horizontal) electrodes,
which have to be very close together to ensure good
clock operation of the CTDs (see fig. 1). These elec-
trodes must therefore be transparent for sufficient light
to reach the silicon surface. In practice they consist of
`polysilicon' (polycrystalline silicon) which is more or
less transparent except to blue light, which it barely
passes. The blue sensitivity is therefore generally in-
sufficient. This problem is overcome in frame -transfer
devices by illuminating the silicon chip from behind. To
have a reasonable resolution, however, the chip then
has to be reduced by chemical etching to a thickness of

1

VXi Vyi

0

0 0

Fig. 3. Principle of an X -Y sensor (CID, charge -injection device).
Top: the 'X electrodes' of the sensor elements are interconnected
in rows, the 'Y electrodes' are interconnected in columns. Bot-
tom: selection of the sensor element i,j takes place when Vxt
and Vyi are both zero; the charge is then injected into the sub-
strate.

Mi

M5

4 4 4 4 4 4 4 4

Ro

Fig. 4. CTD sensor with frame transfer. The charge pattern
formed in the integration matrix Mi in one frame period is trans-
ferred to the storage matrix M, via vertical CTDs in a time short
compared with the frame period. During the next frame period
it is read out line by line through the,horizontal shift register Ro.
The CTD cells of Mi are the sensor elements; M, is shielded
from light.

Fig. 5. CTD sensor with interline transfer. Compared with fig. 4,
the columns of M. are interposed between those of Mi. The
charge in the elements of Mi (which are not CTD cells here) is
transferred to Ms by means of a single pulse on the photoelec-
trodes E.
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about 15 This is not a practical proposition for the
interline -transfer devices, because of the shielding
required for the vertical CTDs.

In the second place the effect known as 'blooming ,

the spread of excess charge from an overexposed
element, can become very troublesome. The electrons
that overload a particular potential well are scattered
over the vertical register, resulting in the appearance
of vertical white lines or stripes in the picture. This is
much more of a nuisance than the more or less 'natural'
concentric blooming often encountered in other optical
devices. To counteract this effect it must be possible to
remove 'unobserved' any excess of electrons at every
picture point. In the frame -transfer sensor one of the
three clock electrodes is used for accumulating photo-
electrons. The two others are made negative, so that
holes accumulate at the silicon surface. The excess elec-
trons in an overloaded potential well then disappear
through recombination with these holes. In this way
an overexposure of fifty times peak white can be
handled [4]. Blooming in interline -transfer sensors is
difficult to combat without sacrificing a large part of
the silicon surface.

In this article we discuss a new image sensor in which
neither the blue sensitivity nor blooming present a
serious problem [5]. Vertical transfer does not take
place in 'clocked' CTDs but in channels under resistive
electrodes [6]. We shall first give a brief description of

F- Y

D-v y
G D -

G 2

zzz//

7-7
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Fig. 6. Schematic diagram of the sensor with resistive electrodes
for 4 x 4 sensor elements. In each line period the line selector Sc
delivers a pulse to one of the integration electrodes (e.g. I), caus-
ing the charge under the sensor elements (S) to be transferred
into the potential channels (C). The channels are depleted N -type
regions in the P -type silicon. A voltage between the connections
GI, G2 produces, via the resistive electrodes (cross -hatched), a
potential gradient for the electrons; these 'slide' in a part of a
line period to the buffer B; through T1, B and 7'2 they are trans-
ferred to the output register Ro at the appropriate moment.
During the time when no signal charge is travelling in C surplus
electrons can be removed via the electrodes GD and D.

the new sensor, and then we shall take a closer look at
the structure and operation of the vertical -transfer
channel and at the method used to counteract bloom-
ing.

The sensor with resistive electrodes

Fig. 6 shows the arrangement of the new sensor
schematically for 4 x 4 sensor elements. The elements
(S) of a row have a common integration electrode (I).
Once in every frame period a pulse applied to this
electrode transfers the accumulated charge into the
vertical 'potential channels' C situated on the left of
the sensor elements. In these channels the charge
packets slide during part of a line period to the buffer
zone B. From there they are transferred at a suitable
moment to the cells of the shift register Ro. In one
frame period all rows are successively read out once
in this way. The 'driving force' in the potential chan-
nels C derives from a voltage between the connections
G1, G2 of the resistive electrodes (cross -hatched).

The new sensor is still in an early experimental stage.
Fig. 7 shows one of the first ones built. The matrix of
sensor elements has the standard super -8 format of
4.2 x 5.6 mm. The active surface, including the line
selector and output register, measures 4.5 x 6.5 mm
The dimensions of the chip itself are 5.5 x 7.5 mm.
There are 300 lines and 200 columns; the pitch of the
lines is thus 14 µm and that of the columns 28 (J.m.
In the frame period of 20 ms the line period is 64 [is.
Fig. 8 shows a picture taken with this sensor.

The blue sensitivity is obtained because the electrode
system leaves part of the silicon surface free. Fig. 9
gives the spectral sensitivity of the system, measured on
an experimental circuit of six columns whose output
contacts are interconnected to increase the measuring
signal. The columns are shorter than those of the actual
sensor (96 elements, length 2.7 mm), but otherwise have
the same structure (see fig. 12). It may therefore be
assumed that fig. 9 is also representative of the actual
sensor. As can be seen, the quantum yield for ). =
400 nm (violet) is still about 30 %.

Considerable overexposure is permissible in this sen-
sor because the vertical transfer of the signal charge
takes place so quickly that enough time is left in one
line period for the removal of excessive charge (via
electrodes GD and D in fig. 6). The manner in which
this is done will be discussed later on.

[3] D. M. Brown, M. Ghezzo and M. Garfinkel, 1975 IEEE Int.
Solid -State Circuits Conf. (ISSCC) Dig. tech. Papers, p. 34.

(43 W. F. Kosonocky, J. E. Carnes, M. G. Kovac, P. Levine,
F. V. Shallcross and R. L. Rodgers III, RCA Rev. 35, 3, 1974.

[51 J. G. van Santen, Jap. J. appl. Phys. 16, Suppl. 16-1, p. 365,
1977.

(6) M. V. Whelan, L. A. Daverveld and J. G. de Groot, Philips
Res. Repts. 30, 436, 1975.
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The vertical -transfer channel

Fig. 10 illustrates schematically the structure and
operation of the vertical -transfer channel. The P -type
silicon chip contains an N -type channel with a resistive
electrode G above it, separated from the N channel by
a thin oxide layer Ox. The N channel has an output
contact C. A positive voltage Vc on C gives rise to a
depletion layer at the P -N junction. Above a particular
value of Vc the N channel is fully depleted. This value
depends on the donor concentration Nd and on the
thickness d of the N channel. The potential ip for elec-
trons in a cross-section D of the channel is then com-
pletely determined by the potential VD of G in D.
Fig. 11 shows ' as a function of the coordinate (x) per-
pendicular to the silicon chip, for the cross -sections at
A, B and D. The minimum in these potential curves is
due to the charge of the donors (the second derivative
is proportional to Nd). The voltage across G gives rise
to the tilted 'potential channel', as illustrated in fig. 10c
and d together with fig. 11. The detailed structure of a
column is shown in fig. 12. The charge transfer from a
sensor element S to the N channel takes place via the
crossunders in the channel.

The design of the sensor stands or falls with the time
(Ttr) it takes to transfer electrons through the channel.
For a single electron this time is given by the potential
gradient Ay, across the channel, the length L of the
channel and the mobility It of electrons in silicon:

Ttr = Livd = L2ifiAtp. (1)

Here vd is the drift velocity (vd = ithapIL). For
L = 4 mm, p = 1000 cm2/Vs and Alp = 10 V we find
Ttr = 16 p.s. Under these conditions the transfer does
in fact take up only a fraction of the line period, 64 p.s.
In the case of a packet of electrons it is also necessary
to take into account the Coulomb repulsion between
the electrons and the effect of thermal diffusion, both
of which tend to 'smear out' the packet [7]. This means
that the transfer time for a complete packet is longer.
From a transfer model due to Y. Daimon et al.[8], it can
be shown that 99 % of a charge packet is transferred in
less than 30 is.

[7] K. Hoffmann, Solid -State Electronics 20, 177, 1977.
[8] Y. Daimon, A. M. Mohsen and T. C. McGill, IEEE Trans.

ED -21, 266, 1974.
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Fig. 7. a) The sensor, magnification 22 x . The line selectors can
be seen to the left and right of the picture matrix, and the output
register is below it. b) Detail from the lower left-hand section of
the sensor. c) Detail of the picture matrix.

Fig. 13 gives Ttr as a function of the voltage VAB
across the resistive electrode, as measured on the ex-
perimental circuit mentioned above (L = 2.7 mm). In
agreement with eq. (1), Ttr is approximately inversely
proportional to VAB. A calculation based on fig. 11,
with data relating to the oxide layer and the doping
profile, shows that Alp is equal to 0.7 VAB. The meas-
ured transfer times in fig. 13 are about 1.5 times as
long as those given by eq. (1) with this value of Atp;
this demonstrates the smearing -out effect of the charge
packet.

Whether a given potential gradient bop (e.g. 10 V) can be
achieved depends on the donor concentration Nd and the thick-
ness d of the N layer. This can be explained as follows. The volt-
age at the interface N -Ox at A in fig. 10 must not be negative;
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Fig. 8. Television picture recorded with the sensor in fig. 7.

1000mAIW

800

600

400

200

100

80

40.

60

40
400 600 800 1000ru

A

Fig. 9. The sensitivity R as a function of the wavelength A of the
incident light, for an experimental circuit of six columns whose
output contacts are interconnected. The given values R relate to
the part of the structure not screened with aluminium (see fig. 12).
They thus give the current from the column structure divided by
the power of the more or less monochromatic light that falls on
the non -screened part. The dashed line gives the theoretical sen-
sitivity at a quantum yield of 100 %.

this would cause inversion and give rise to holes in the channel.
Also, Vs must remain smaller than VM, the voltage at which the
minimum in the potential curve just vanishes (see fig. 11). We
now assume that Ay', the potential difference across the N layer
in the x -direction at the voltage VM, is more or less representative
of Ay. If Nd is now varied (and with it the steepness of the para-
bolic y -curves in this layer) then the thickness d must also be
varied in order to obtain the same value of Atp'; the thickness d

VA
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C
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Fig. 10. Channel with resistive electrode, a) longitudinal section,
b) lateral section. The N channel in the P -type material is depleted
via the N4 region and the output contact C ( Vc = 10 to 20 V).
Ox oxide layer, G resistive electrode. c) The electron potential y
as a function of the length coordinate z; d) v in the section D
as a function of the lateral coordinate y. The slope in (c) is due
to the voltage VB -VA applied across G.

Fig. 11. The electron potential y as a function of the depth coor-
dinate x for the cross -sections A, D and B in fig. 10. The parabolic
shape in the N -type region is due to the space charge of the donors.
The potential difference Ay, that can be obtained is limited by the
fact that y in A at the interface N -Ox must not be positive and
the curve y(x) in B must have a distinct minimum; this is because
the charge packets (grey) should preferably not travel along the
surface.

must be larger for smaller Nd and less for larger Nd. The curve at
Q (really at Q') must not, however, be so steep as to give rise to
breakdown (avalanche ionization) at this location. This means
that Nd is tied to a maximum. With Ay' = 10 V this maximum
is found to be 1016 cm -3; the corresponding value of d is 0.7
Fortunately, the maximum for Nd is so high that the N layer can
be thin enough to guarantee the spatial separation in the lateral
direction (y).
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Fig. 12. Structure of a column. a) View from above with cut -away
layers, b) lateral section. P substrate material, N channel, P+ in-
sulation strips of more strongly doped P -type material, Ox oxide
layers. G resistive electrode (polysilicon), I integration electrodes
(polysilicon), Al aluminium light -shield. S shows schematically
the photosensitive part of a single sensor element. After the lower
oxide layer has been cut away in (a), a layer of silicon is also
removed, revealing crossunders in the N channel. These make
selective charge transfer possible from a sensor element to the
channel situated on the left. c) The potential v as a function of y,
just under the surface, at the height of a crossunder. The P+ strip,
which is not itself entirely depleted and is thus at zero potential,
keeps v in the underlying N region at a minimum of about 2 V
below 0 (see the upper potential curve in fig. 11). Charge transfer
takes place by means of a pulse applied to I which makes the
potential in S equal to the threshold potential under the P+ strip,
i.e. a pulse that earths I.

Line selection; anti -blooming

The obvious choice for the line selector (Sc in fig. 6)
is a digital shift register. It is not readily possible,
however, to produce a conventional type of MOS
register with a 'pitch' so small (14 ii.m) that it can link
up with the line system directly. The system adopted is

shown in fig. 14. Selection is carried out with two selec-
tors, one on the left and one on the right of the matrix
(fig. 14a). Also, each cell of the register serves  two
electrodes via a pair of MOS transistors (fig. 14b, c;
further particulars are given in the caption). These two
measures make the pitch required for the shift register
four times that of the line system.

The switching programme for the integration elec-
trodes and the other electrodes is shown schematically
in fig. 15 for the 4 x 4 sensor of fig. 6. At t = 0 ps of
the first complete line period shown the charge packets
under /3 are transferred to the channel. In less than
3011s they 'slide' to the buffer B; they are not impeded
by GD (`off') in this process, while T1 (`on') transfers
them to B. At t = 54 ps they are transferred by B and
T2 into the output register. In the subsequent periods
the other electrodes take their turn in the same manner.

Blooming is minimized in this programme as follows.
From t = 30 µs to t = 34 is the potential wells beneath
the integration electrodes have the 'normal' depth,

50µs
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Fig. 13. The transfer time Ttr as a function of the voltage VAS
across the channel. In the experimental circuit mentioned earlier
(six columns parallel, L = 2.7 mm) the frequency of the buffer
pulses (B in fig. 6) was made twice as high as that of the selector
pulses (Sc in fig. 6). With uniform illumination, the 'buckets'
corresponding to the buffer pulses are then alternately full and
empty. When the time interval between the selector pulses and
the 'full' buffer pulses is gradually reduced, there will be an in-
stant at which the packets from the upper electrode will begin to
lose charge to the 'buckets' that were originally empty. At this
instant the time interval mentioned is equal to the transfer
time Ttr.

which determines the magnitude of the maximum
packet (`peak -white' packet). From t = 34 ps to
t = 30 is in the next period, however, they are twice
as deep, so that they can contain two peak -white
packets. From the moment t = 30 is they can again
only contain one such packet; any surplus left spills



310 H. HEYNS et al. Philips tech. Rev. 37, No. 11/12

over into the channel. When this surplus arrives at Gn,
at the most 30 ps later, it finds this gate open; it is then
removed via the side channels and the electrode D in
contact with them.

a

If it should prove possible to solve such problems, the
potential uses of this sensor - and of other silicon -
based sensors - will still be limited by the spatial and
temporal fluctuations of the dark current (the current

128ps
1'1-41
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_I I_
11

L V,

11

t 256ps
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Fig. 14. Line selection. a) Division of the selection between a selector on the left and a selector
on the right of the matrix. b) Switching diagram of the left-hand selector, c) timing of
the pulses. The read-out cycle is started by a pulse on the input of R., a dynamic N-MOS
shift register. Driven by two clock signals ORI, OR% the pulse travels through the register;
the output voltages VI, Vs, . . . of the cells are each successively positive during a complete

cell of R. serves two MOS transistors. The upper MOS transistors
Oof the MOST pairs are connected to a clock line m, the lower ones to a clock line #M2. The

integration electrodes are in general at the positive integration potential Vi, but are earthed
by the preceding MOST when the clock pulse (Omi or 412) falls in a period when the preceding
register cell is at a positive potential.

At the time t = 34 ps the wells beneath the integra-
tion electrodes thus contain at the most one peak -white
package. Only if more than one peak -white packet
should be added to the charge content of the well within
the interval of 60 between t = 34 its and t = 30 ps
in the next period is it possible for unwanted electrons
to arrive in the buffer. Since the signal packets are
built up in one frame period (20 ms), the illumination
can amount to about 300 times (20 ms/60 ts) the value
for peak white before blooming occurs.

Further research

Further research is directed primarily at producing
sensors in which the resistive and integration electrodes
- together more than two metres of polysilicon 'wire'
of 0.5 x 10 p.m cross-section! - have no breaks or
short-circuits; the horizontal and vertical stripes in fig. 8
are the consequence of such errors. Other aspects also
require much attention. For example, the vapour -de-
posited resistive electrodes are not always found to
have a suitable resistance, and there is sometimes charge
cross -talk between neighbouring sensor elements.

1, -

caused by thermal generation of hole -electron pairs).
In a 'good' television picture the signal-to-noise ratio
for 'white' is at least 100 (104 as a power ratio), whereas
the 'fixed pattern noise', the signal difference between
neighbouring points of a uniformly white picture area,

1, --
1,-

7;

B

t= 0
0 30 34 64 64

30 34 54 64 0 30 34µs
I I I I [

I I 1

1J 11 I I If

Fig. 15. Switching programme for the sensor in fig. 6. The dif-
ferent voltages on the electrodes are indicated by different shad-
ing. The potential wells under the integration electrodes have, in
turn, normal depth (light) and double depth (dark). The solid lines
indicate what happens to the signal charges, the dashed lines
indicate what happens to the surplus charges. At t = 34 tis the
wells of double depth contain at the most one peak -white packet.
If overexposure causes so much to be added during the next
interval of 60 1.ts that the total packet is greater than `peak white',
the surplus is transferred into the channel at t = 30 µs and
removed via GD (`on') to D.
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is at the most 2 %. In our sensor a 'peak -white' packet
consists of some 3 x 105 electrons (with greater illu-
mination the charge no longer increases). Taking a ten
times smaller value for 'normal' white, the noise for a
good picture should thus be no more than 300 elec-
trons, and the variation from well to well should be
no more than 600. The lowest dark current we have
hitherto measured at room temperature is 2 nA/cm2.
This dark current corresponds to an average of 1000
electrons in a potential well in one frame period
(20 ms), originating from the surrounding area of
14 x 28 tim. For a variety of reasons, in particular
owing to material imperfections of various kinds,
much greater fluctuations can occur in this number.
What is more, the working temperatures may well be
above room temperature, and with rising temperature
the dark current increases very steeply. The concen-

tration of such material imperfections in a sensor
suitable for practical use would probably have to be
less than one per cm2. Considerable effort is now being
expended in the search for technological processes that
could make this possible.

Summary. Sensors based on charge -transfer devices (CTDs) are
an important category of solid-state image sensors. They are
small silicon chips in which once in every frame period an optical
image, converted into a pattern of charge packets, is shifted via
vertical CTDs to the bottom of the image matrix, where it is
processed into a video signal by means of a horizontal CTD.
Difficulties involved are the low blue sensitivity (dense electrode
system) and 'blooming'. The article discusses an image sensor in
which the vertical transfer takes place in 'potential channels' with
a vertical gradient produced by resistive electrodes. The sensor
matrix of 4.2 X 5.6 mm has 300 fines and 200 columns. Each line
is transferred in a time much shorter than a line period; the rest
of the time is available for the removal of charge due to over-
exposure. Since the electrode system is not very dense, the sensor
is also sensitive in the blue.
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The television set now found in nearly every home can be used for more
purposes than just showing television programmes. With LSI the size
of the extra circuits required can be reduced to acceptable proportions.
A single board with integrated circuits (top left) contains the decoder
that adapts the television set to receive 'Teletext', a collection of about
twenty pages containing current information that can be transmitted
together with the programme. One of these pages contains the weather
forecast (below). The pages consist of 24 lines of 40 characters, which
are transmitted in digital code. The decoder contains a random-access
memory ( RAM) for 1000 words of 7 bits, in which the page is stored,
and a read-only memory ( ROM), which contains the different charac-
ters. These include both letters and digits as figure elements (top right).
The pictures were taken from trial transmissions in the Netherlands.
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A delta -modulation to PCM converter

L. D. J. Eggermont, M. H. H. Melt and R. H. W. Salters

Introduction

The present-day telephone network operates on the
principle of baseband transmission on pairs of con-
ductors. In the ordinary telephone exchange the ap-
propriate conductor pairs are connected for the dura-
tion of a telephone call to form speech paths. In con-
nections between exchanges that are far apart, other
transmission systems are included. Their purpose is
to replace the conductor pairs over most of their
length for the transmission of signal components at
frequencies in the speech band (300-3400 Hz). This
replacement serves in the first place to reduce the
attenuation. In the second place the aim is to give more
economical use of the transmission paths by multiplex
operation, that is to say, by the simultaneous trans-
mission of multiple messages on a single telephone cir-
cuit. To limit the attenuation, amplifiers known as
repeaters are incorporated in the multiplex circuit at
fixed distances apart. At the ends of such a transmis-
sion system terminal equipment with multiplexers and
demultiplexers provides the transition between the
multiplex transmission within the system and the base -
band transmission on separate conductor pairs outside
it, so that the transmission system behaves to the out-
side world like a group of low -attenuation conductor
pairs.

Multiplex transmission is usually based on the fre-
quency -division multiplex (FDM) principle, although
the time -division multiplex (TDM) principle is now-
adays increasingly employed. In FDM transmission
single-sideband modulation is used, in such a way that
different frequency -shifted speech bands are stacked
one above the other in the multiplex signal. In TDM
transmission the signals are limited to the speech band
by lowpass filters at the ends of the transmission system,
and the transmission takes place by means of signal
samples taken at fixed time intervals. During the samp-
ling period the latest samples, originating from the in-
dividual input filters, are transmitted from one end of
the circuit one by one to the associated output filters
at the other end. At the transmitting end the signal
samples are quantized in amplitude and digitally en-
coded so that, after decoding at the receiving end, they
are supplied as quantized samples. Between this code
modulation and demodulation there is thus a digital
signal representation on the multiplex transmission
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path, unlike the analog signal representation in FDM
transmission with single-sideband modulation. In both
cases the signal representation on the multiplex path is
standardized, ensuring compatibility between trans-
mission and terminal equipment. The standard signal
conversion for TDM transmission is called pulse -code
modulation (PCM).

Standard FDM transmission has the advantage of
making economical use of bandwidth for the multiplex
transmission paths. Standard TDM transmission uses
regenerative repeaters along the multiplex transmission
path to restore the signal and free it from distortion and
the effects of noise and cross -talk. This gives TDM
transmission the advantage that it can be used for
multiplex operation on pairs originally intended for
baseband transmission and which would give too much
cross -talk and noise with FDM. Another advantage of
TDM is that the terminal equipment, with the multi-
plexers and demultiplexers, is less expensive than that
for FDM. TDM transmission can therefore compete
with unamplified baseband transmission on conductor
pairs over distances even shorter than with FDM.

At the present time there is a distinct trend towards
telephone exchanges operating on the digital TDM
principle, which can transfer quantized signal samples
between input filters and output filters so that the ex-
change behaves for speech in the same way as a TDM
transmission system. In comparison with a conven-
tional exchange, this gives in the first place a substantial
reduction in the amount of wire and switching devices
required. What is more, LSI circuits can be used for the
digital electronics. The use of standard PCM in the
digital telephone exchange allows the exchange to be
directly connected to the multiplex -transmission paths
of the TDM system, without the usual circuitous route
using baseband transmission on conductor pairs. In this
way much wire and equipment for conversion is saved,
both at the transmitting end and in the exchange. Ter-
minal equipment is then only necessary where con-
nections have to be made to baseband transmission, as
at the subscriber's end of such an exchange. A network
of this kind is referred to as an IST (Integrated Switch-
ing and Transmission) network. Between two IST ex-
changes the digital TDM transmission system can be
connected to each exchange without the need for any
terminal equipment. The remaining converters between
baseband transmission and PCM are then the major cost
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factor, and the challenge is to reduce the costs of such
converters by designing them as integrated circuits.

Fig. 1 shows a possible structure for the local part
of an IST network. Since not all the subscribers will
be making telephone calls at the same time, traffic con-
centration can be effected at the input of the network
by a 'concentrator'. Each of the outgoing lines from
the concentrator is connected to a two -wire -four -wire
converter (or 'hybrid') where the outgoing and the in-
coming signals are separated. The circuit in which the
(analog) baseband signal is converted into the digital
PCM signal forms the connection to the digital time -
division multiplexer. The return path is arranged in a
similar way. In the (de -)multiplexer the conversions
take place between the spatially separated channels and
the group of channels of the multiplex transmission
paths. The transmission paths may consist, for instance,
of a conductor pair for the outgoing paths and a con-
ductor pair for the return paths. A (de -)multiplexer of
this type can thus serve both for TDM transmission
and for TDM switching equipment.

If the costs of the whole system (including signalling
and the supply for the subscriber line) are low enough,
the local IST structure in fig. 2 is an attractive proposi-
tion. The converter is now located at the subscriber side
of the (now digital) traffic concentrator. This structure
makes the application of TDM and the use of ICs even
more attractive, because digital signals are used in a
larger part of the network.

In this article we shall describe an indirect conversion
between baseband and PCM transmission. An inter-
mediate form of digital signal representation is em-
ployed so that less critical circuits can be used: this
cuts down on costs in the lowpass filters at the anal9g
end and also in the converters between the analog and
digital signals. The more exacting lowpass filter needed
in PCM can be obtained with a digital filter, just as for
the conversion between PCM and the digital inter-
mediate format. The circuit for conversion between

Conc
(SDM)

A D

ADD

Mux

Demux

Fig. 1. Possible configuration of a local IST network for telephony
(IST stands for Integrated Switching and Transmission). The
signals from subscribers' calls are fed via a concentrator stage
Conc to an A/D converter connected to a multiplexer Max. The
signals to the subscriber come via a D/A converter from the
demultiplexer Demux. (SDM = space -division multiplexing.)

Fig. 2. In the local IST network represented here the signal is
not connected to the multiplexer and demultiplexer via an SDM
concentrator stage but via a TDM concentrator. This network
configuration requires two connecting circuits with an A/D and
a D/A converter for each subscriber. (SDM = space -division
multiplexing; TDM = time -division multiplexing.)

0

Sa St

D PCM

Qu Cony

A D PCM

Fig. 3. Diagram of a common configuration for the connecting
circuits (A/D) in fig. 1. In addition to an A/D converter (or a
D/A converter) Cony the circuit also contains a lowpass filter F
with a steep cut-off, and in the outward path a sampling circuit
Sa, a buffer store St and a quantizer Qu.

PCM and the intermediate form can be made in LSI.
The way in which we have designed and built such a
circuit will also be described. First of all, however, we
shall review the functions involved in analog -to -digital
(A/D) conversion. We shall then take a closer look at
these functions to see if they can be designed in LSI,
examining in particular the effect of the order in which
they are performed. This will be followed by a more
detailed discussion of the most suitable order of the
functions for LSI. Finally it will be shown how an LSI
circuit emerged from the conclusions drawn and the
type of synchronous logic adopted, a silicon -gate
N-MOS circuit.

The connecting circuit

The outward and return paths to and from standard
PCM will be discussed with reference to fig. 3. The
first operation which the analog signal has to undergo
on the outward path is a bandwidth limitation. This
step is necessary to satisfy the sampling theorem, which
states that a signal f(t) can be fully reconstructed from
sampling values that are spaced a distance of T = l/fb
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A

Fig. 4. The effect in both the time domain (left) and the fre-
quency domain (right) of sampling a signal. In the time domain
pulses are obtained that have the same amplitude as those of the
original signal at the same time. The spectrum of the sampled
signal (lower right) is repeated at intervals of ft, hertz. The
spectrum thus formed also has fold -over symmetry about the
frequencies nfb/2 (n an integer). If, as applies to the spectrum
of the unfiltered signal (solid line) the maximum frequency fm
is greater than half the sampling rate fb/2, the tails of the original
spectrum (Si) and the spectrum folded about fb/2 (SO will over-
lap. For signal components in the overlap region it is not pos-
sible to find the original value of the frequency, for example.
The filtering in the outward path serves to prevent this undesired
effect (fold -over distortion) by clipping the tail of the spectrum,
so that fm <fb/2; see the dashed line. The filtering in the return
path ensures that the spectra S2, S3, . due to the sampling
are suppressed.

apart, provided that it contains no frequencies higher
than +fb. When a signal contains frequencies that are
higher than half the sampling rate fb, it is not possible
to determine from the sampling values whether the
original signal contains the frequency {(n + fb + f}
or {(n + 1-)fb - f} . This is illustrated in fig. 4.

To permit an unambiguous reconstruction of the
signal, it is necessary to employ analog filtering when
the standard sampling rate fb (8 kHz) is used, so that
frequencies in the speech band (300-3400 Hz) are
passed, while high frequencies (above 4000 Hz) are
strongly attenuated. The analog filters that can be used
for this purpose are of at least fifth order and therefore
expensive. A filter of this type in passive elements
requires at least two inductors.

After the signal has been sampled the next steps are
amplitude quantization and A/D conversion. To obtain
standard PCM it is necessary to use non -uniform quan-
tization, in which the quantized sample is converted
into an eight -bit word. For small signal values the
quantization unit is chosen so as to correspond to the
quantization unit of a uniform quantizer for a twelve -
bit coder. For larger signal values a lower resolution is

accepted, so that with an eight -bit code word the same
signal magnitude can be represented as with the twelve-

bit code word of the uniform code. This does not alter
the fact that the accuracy of the quantizer must meet a
strict specification. In the past this has meant that com-
mon quantizers have been used in the outward path,
or a common D/A converter in the return path, for
24 or 32 channels.

In the return paths the following operations are
successively performed on the digital signal samples
received. The digital/analog converter converts digital
samples into a time -continuous signal with quantized
amplitude at a rate of 8000 words per second. To obtain
the best possible reconstruction of the original analog
signal, this quantized signal is limited in bandwidth by
an analog lowpass filter that has to meet the same strict
specifications as the filter in the outward path.

These requirements for accuracy are in general diffi-
cult to satisfy in analog LSI. We therefore opted for a
circuit in which analog functions are replaced as far as
possible by digital ones. The accuracy that can be
achieved in an analog circuit is related to the physical
characteristics of the components. These depend on the
production conditions, which are only partly control-
lable, and they are also dependent on the ambient con-
ditions in which they operate (e.g. the temperature). In
a digital circuit, on the other hand, the accuracy is
structurally established by the choice of the number of
bits per word used to represent a particular magnitude.
Other advantages of digital circuits are that signals can
be regenerated and that the information in these signals
can readily be stored. As a result it is relatively easy to
make digital circuits in LSI.

The essence of the approach we shall now describe
consists in translating analog functions into digital
functions for all the components in the connecting
circuit. For the best possible design the translation
should not be made separately for each function. By
considering the connecting circuit as a whole, it be-
comes possible to change the internal sequence of func-
tions if necessary.

Making the outward path suitable for digital circuits
requires the use of a much higher sampling rate than
the usual 8 kHz of standard PCM. As can be seen from
fig. 4, when the sampling rate is high, the folded
spectrum (S2) will only overlap the original spectrum
(S1) slightly, if at all, so that an analog filter with a
gently sloping characteristic will suffice. In addition this
filter does not have to meet such a strict specification.
The use of an extra -high sampling rate also means that
the quantization noise enters only into part of the
frequency band to be transmitted. Consequently, in
this `oversampling' it is permissible to quantize rather
more coarsely. The resultant oversampled signal, for
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Cod ConvF-- PCM

Fig. 5. Circuits for converting an analog signal (A) into a standard
PCM signal (PCM) and vice versa for the outward and return
paths in a local IST network of the type shown in fig. 2. A
characteristic feature is the use of an intermediate code, which
requires a digital code converter Cod Cony at the PCM end. In
principle a separate intermediate code is possible for each of the
two paths. The filter on the A side does not have to have a steep
cut-off like the filter in fig. 3.

---

coincide with the sampling times of the 8 -kHz standard
PCM signal. This signal with high fb is digitally con-
verted into an intermediate code with coarser quan-
tization than in standard PCM.

The resultant arrangement is shown in fig. 5. In prin-
ciple there is no restriction on the choice of the inter-
mediate codes for the outward and return paths. This
allows the intermediate code for the outward path and
the code for the return path to be optimized separately.
As shown in fig. 6, however, attractive local IST struc-
tures are possible if the same intermediate code is used
for the outward and return path. The configuration
shown has the advantage that only digital code con-
verters are required for connections with other ex-

Conc
(TDM)

Cod Con+, Mux

Cod Cony Demux

Fig. 6. Variant of the local IST network in fig. 2, in which the same intermediate code can
be used in both the outward and the return paths (see fig. 5). The method discussed in this
article is known as HIDM (High -Information Delta Modulation). The loop on the concen-
trator indicates that in this circuit connections between subscribers connected to the same
concentrator are made without the need for code conversion.

which a digital intermediate code is used, has to be
converted into 12 -bit 8 -kHz PCM. Obviously a digital
lowpass filter is necessary to suppress signal compo-
nents above 4 kHz. Finally the uniform 12 -bit PCM
has to be converted into the non -uniform standard
8 -bit PCM.

It is also desirable to use a less steep analog filter in
the return path. For reasons similar to those applicable
to the outward path, this requires that the sampling
rate fb of the input signal to the analog filter should be
much higher than follows from the sampling theorem,
which says that ifb should be higher than the highest
signal frequency fm. When a high fb is used the spectra
obtained from the original spectrum are so far apart
that a simple filter is sufficient to suppress them. Here
again, the quantization noise enters into a broader
frequency band than the band that contains the original
signal spectrum. Consequently it is again permissible to
quantize more coarsely, or to use fewer bits per word.
A signal with a high fb for the return path can be ob-
tained by means of a digital interpolating filter, which
calculates the additional intermediate samples for those
sampling times of the intermediate code that do not

changes. The local connections are established in the
common intermediate code via the TDM concentrator.
In our circuit the sampling rate fb of the intermediate
code is 64 kHz, so that a simple second -order filter is
sufficient for both input and output. A special form of
delta modulation called HIDM (High -Information
Delta Modulation) was chosen for the intermediate
code.

In PCM the instantaneous value of the signal is coded
in digital form by the code words, but in delta modula-
tion the difference between the present sampling value
and the reconstruction of the' previous sampling value
is coded in a one -bit code [1]. The way in which the
bit stream is calculated using HIDM is illustrated in
fig. 7. An example of the structure of an HIDM en-
coder is given in fig. 8. A major advantage of HIDM
compared with delta modulation with a continuously
variable step size is that the step size can only assume
values that are 2n (n a positive integer) times larger than
the minimum step size. Since only these simple powers
of 2 occur in the step -size control, digital decoding of
an HIDM signal is a relatively simple matter. Another
advantage of HIDM compared with ordinary delta
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modulation (with fixed step size) is the low bit rate
necessary for encoding a signal in the speech band with
a given signal-to-noise ratio over a wide range of signal
values.

The functions in the digital code -converter

We shall now look at the functional structure of the
64 -kHz HIDM/8-kHz PCM code converter. As shown
in fig. 9, a digital code converter may be regarded as a
cascade arrangement of a digital decoding circuit for
the digital input code and a coding circuit to obtain the
required digital output code [2]. As can be seen in
fig. 8, the decoder consists of an 'expander', which
regulates the step size, and an integrator. The operation
of the integrator is digital, unlike that of the HIDM
coder. In the coder the uniformly quantized PCM out-
put signal froni the digital integrator is filtered, because
the signal components at frequencies above 4 kHz have
to be suppressed to prevent fold -over distortion in the
final 8 -kHz PCM signal. At frequencies above its cut-
off the lowpass filter reduces the quantization noise of
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Fig. 7. Illustrating the relation between the HIDM bit stream
and the sampled analog signal X. A amplitude. t time. (M. R.
Winkler, IEEE Int. Conf. Rec. 11, Part 8, 260, 1963.) The times

t2, etc. are the sampling times. The scale division along the
vertical axis coincides with the equidistant quantization levels.
Each step in the same direction is a factor of two greater than
the preceding one, except in the case of the first two steps in the
same direction after a change of direction. If successive steps are
in opposite directions, the step size is successively halved. The
step -size control is also limited by the existence of a minimum
and a maximum step size. The HIDM bit pattern is plotted along
the lower time axis.

HIDM

L

Fig. 8. A/D converter that forms the digital HIDM signal from
the analog signal X. The part enclosed by the dashed lines is a
decoder circuit that converts the HIDM signal into the com-
parison signal of fig. 7. This decoded signal K is compared with
the filtered input signal X. If X > K, the associated HIDM bit,
through the operation of the polarity detector, becomes +1, or
otherwise -1. The expander Exp, which controls the step size,
determines from the last and the two penultimate HIDM bits
whether the step size is to be multiplied by 21, 2° or 2-1. After
D/A conversion the analog signal, which has now been given a
sign, is integrated (Int). The decoded HIDM signal K appears
at the output of the integrator.

the HIDM encoder, thus preventing the unwanted fold -
over of noise to the final band. The uniform
PCM output signal of the filter is then sampled at 8 kHz
and finally the uniformly quantized signal is com-
pressed to form the non -uniform quantized standard
PCM signal.

In considering the lowpass filter in the PCM encoder
it is first of all necessary to decide whether a recursive
or non -recursive type of filter should be used. Now it
can be shown from the theory of digital filters that un-
like analog filters in the conventional connecting cir-
.cuit, symmetrical non -recursive digital filters have the
advantage that the signal delay in the filter is frequency -
independent. Consequently the shape of analog signals
is preserved, a point of particular importance for the
transmission of data on a digital telephone network.
A feature of non -recursive digital filters is that, if the
sampling rate has to be reduced by a particular factor
after the filter - as in the configuration in fig. 9, for
example - the number of operations per unit time in
the filter can be reduced by the same factor. With the
aid of fig. 10, it can be seen that multiplication of the
delayed signal samples by the appropriate filter coeffi-
cients ak and addition of the products thus obtained
need only take place at the times when the output signal
is sampled. In a recursive filter, on the other hand, the
output signal is added in each sampling period to the
signal in the delay line (shift register), so that in general
it is not possible to perform the addition and multipli-
cation only at the times when the output signal has to be
sampled.

[1] See for example part III of the review article by F. W. de
Vrijer on modulation in Philips tech. Rev. 36, No. 11/12,
1976 (pp. 337-341).
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Constructing a sequence of functions suitable for LSI

The sequence of the various operations to be carried
out in the converter, as given in fig. 9, provides a general
picture of the operations required to bring about the
desired change in signal representation. This by no
means implies, however, that the sequence is already
decided. In making a design suitable for LSI it is neces-
sary to consider which structure will occupy the smallest
area. Important considerations here include the quan-
tity of intermediate results and the number of bits
required per word. The LSI technology chosen also sets
limits to the speed at which operations can be carried
out. With these considerations in mind, we shall now
look at the operation of the converter. By way of de-
scription and analysis we shall first give an algebraic
expression for the operation of the code converter.

r

HIDM_I
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Exp Int
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while the output signal (the sum) is determined by

yn = + xn. (4)

The signal y is processed by the non -recursive filter to
form the output signal z:

N-1
Zn, = E akyn-k, (5)

k=0

where ak represents the filter coefficients of the filter of
length N. The number of bits per word, the 'word
length', is first increased by the expansion of the word
length (see equation (3)) in the expander. However, the
integration defined in equation (4) is particularly re-
sponsible for a considerable increase in word length. The
output signals from the integrator, with their high word
length, now have to be processed in the digital filter.

r

yl
J L

HIDM Dec PCM Enc

Compr PCM

J

Fig. 9. Operating principle of the HID M-PCM code converter. The two blocks in the dashed
rectangle on the left (HIDM Dec) convert the HIDM code into a non-standard uniform
PCM signal. The two blocks on the right (PCM Enc) make a standard PCM signal from this
code. Exp expander. Int integrator. Compr digital compressor. The sampler is denoted by the
switch symbol. This is preceded by a digital filter.

The value + 1 or -1 is assigned to the delta -modula-
tion bits of the converter input signal. The step size sn
at the time n is determined by the step size sn--i and the
factor mn, which indicates the change in step size,
through the relation

sn = sn-1 . (1)

As already indicated in fig. 7, mn assumes only the
values 2, 1 and 1. The value of mn is found from the
last three HIDM bits, as appears below:

bn.-2 bn-i bn Mn

1 1 1 2
-1 1 1 1

+ 1/- 1 -1 1 1
-1 -1 -1 2

1 -1 -1 1

+ 1/- 1 1 -1 I

(2)

It should be noted that sn must not assume a value
greater than smax or smaller than smin. The expanded
input signal x of the integrator in fig. 9 has the form

xn = bn sn,

By substituting (4) in (5) we obtain an expression for
z that allows us to see how this can be done. After
substitution we find:

where

zn = C zn-r. + un, (6)

N-1

un = E akxn-k,
k=0

which means that the signal may also be filtered first
and only then integrated. This interchange of functions
has two advantages. The amount of memory capacity
required decreases by about the same factor as that by
which the word length decreases at the input of the
filter. Consequently, depending on further detailed
serial or parallel operation of electronic circuits, the
required processing speed can be reduced by the same
factor. An additional advantage of the interchange of
integration and non -recursive filtering is that both
operations can be, performed with the same adder cir-
cuit, without it being necessary to store intermediate
results separately. The constant c in (6) and (4) is chosen

[21 L. D. J. Eggermont, IEEE 1975 Int. Conf. on Communica-
(3) tions (ICC75), San Francisco, Vol. III, p. 40.2.
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in such a way that a simple electronic circuit can be
used. The expression chosen was

C = 1 - 2-P, (7)

which only requires a shift and subtraction operation.
The constant c was made less than 1 because the stabil-
ity of the integrator is then guaranteed. The exponent p
was made fairly large because this offers a good ap-
proximation to the integration (c = 1).

Apart from this interchange of integration and filter-
ing, it is also possible to limit the size of the memory
capacity required by including the step -size control for
the expander in the filter. It is not then necessary to
hold the step -size words x, all that need be stored are
the HIDM bits and an initial step -size value, so that
the memory can be about eight times smaller. The step

Ht
t

ao= 04
al .03

c1, separated by a sampler, precedes an integrator with
the constant cR. This interchange of integration and
reduction in the sampling rate does not in itself give
any advantage. But since the non -recursive filter, now
even more necessary, can be combined with the existing
non -recursive filter, an advantage is nevertheless ob-
tained. The original non -recursive filter is expanded by
R - 1 sections. The filter coefficients a' k of this modi-
fied lowpass filter are obtained by substituting u (see
equation (6)) in (8):

R-1
a' k = E ciak-2,

i-o
(9)

in which the unmodified filter coefficients am with m
smaller than zero or greater than N- 1 are assumed

0

Vo

03V
a0 02+Vi 04Vi

Fig. 10. A symmetrical non -recursive digital filter and the analog equivalent of its digital
pulse response. The operation can be described as the addition of input -signal samples multi-
plied by fixed factors. The input signal V1 undergoes successive delays of 1" (in this case four
times). After. each delay it is multiplied by a fixed factor at. The sum of the (four) products
and ao times the non -delayed signal is the output signal Vo.

size then has to be calculated for every shift -and -add
operation, of course. But since the calculation of the
step size from the bit stream, using equations (2) and
(3), can run in parallel with the multiplications in the
filter the incorporation of the step -size control in the
filter has no effect on the processing speed, nor on the
amount of electronics required.

The processing rate required for the filter can be
substantially reduced because only one out of every
eight samples need be calculated. We shall now look
first at the interchange of integration and sampling
necessary here. In the case of a reduction in the samp-
ling rate at the input of the integrator by a factor R,
equation (6) yields

R-1
ZnR = CRZ(11-1)R E CiunR-i

t=o
(8)

In terms of actual electronic circuits, this equation
means that a non -recursive filter with filter coefficients

t

to be equal to zero. From the above we see that the
interchange of integrator and sampler leads to an in-
crease in the filter length from N to N + R- 1; we
shall call this length N'.

Now let us look at the interchange of the filter and
reduction of sampling rate. This interchange, which
gives a reduction in the required processing rate, as we
saw earlier, also leads to a reduction in the number of
samples that have to remain stored in the filter for
calculating the next output sample. Without any reduc-
tion in sampling rate (R = 1) it is now necessary to
store N' - 1 samples in the modified filter of length N'.
For reduction factors greater than 1 but smaller than
N', at least N' -R samples must be stored in the filter
for calculating the next output sample, whereas with
values of R greater or equal to N' the next output signal
is determined entirely by the samples arriving after the
previous calculation. In this case, therefore, the filter
does not need to retain any earlier sample value at all
for the next calculation period [3]. The final result of
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positioning the sampling reduction R before the filter-
ing and integration stages is shown in fig. 11. The
complete process of changing the sequence of the
various operations is again summarized in fig. 12.

N-1
Nmin

00 N 2N
R

Fig. 11. The minimum number of samples Ninth that must be
stored in a filter is N- 1 for each value of the sampling reduc-
tion R. N is the length of the unmodified filter.

between the parallel read -in of the R (= 8) HIDM bits,
this register always shifts eight steps 'too far'. This
leads to the desired situation in which, when the R new
HIDM bits are input, the R oldest bits are transferred.
At the same time, at the beginning of every calculation
period in the filter, the step size stored for the previous
one must be input to the expander. After R clock pulses
the resultant step size is then stored for the next cal-
culation period in the filter. This has to be done after
R clock pulses ( = shift pulses) because the bit at the
location N - R, immediately after read -in of the R
HIDM bits in the one calculation period has to arrive
at location N at the beginning of the next one.

Int Compr - PCMHIDM-Exp ; C

- PCMExp Int ;C ComprHIDM-

-Exp- F Int; cR ComprHIDM- Pr PCM

-Exp Int ;CR ComprHIDM- PCM

-Exp- Int:CR ComprHIDM- PCM

-- + F + Exp Int ;CR ComprHIDM- PCM

Fig. 12. Diagram showing the various steps in deriving a structure suitable for LSI from the
diagram of fig. 9. The first step permits a smaller word length to be used in the filter. The
second step, which limits the number of operations in the integrator, shows that the inter-
change of integrator and sampler leads to the introduction of an extra filter and to a change
in the integration constant. In the third step these filters are combined, and the fourth step
has the effect of reducing the number of operations in the filter. The last step is responsible
for word -length expansion in the lowpass filter.

Block diagram of code converter

In circuits intended for telephony the dissipation
should not be unduly high, and an integrated circuit
should not therefore be required to operate at very high
speeds if it can be avoided. For this reason we decided
against serial operation for the digital signal processor,
and chose parallel operation. The block diagram of the
signal processor with the structure given in fig. 12 is
shown in fig. 13 [4]. This converter comprises a filter
with 100 sections. The shift register belonging to the
filter has 120 sections. Since there are 128 clock pulses

The multiplications of the filter coefficients by the
step size of 2n required for the filtering is achieved by
shifting each filter coefficient by n places. The shifted
filter coefficients - i.e. multiplied by a power of two -
are then added in the accumulator, taking the signs into
account. These nine -bit filter coefficients are stored in
a 50 -word ROM (read-only merflory). The 50 -word
ROM is sufficient since only 50 different filter coeffi-
cients are required for the symmetrical non -recursive
digital filter chosen. This implies that for the filter - but
not for the integration - the constant c in (9) is made
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equal to unity. From the discussion of eq. (9) we know
that the interchange of integration and sampling has
some effect (though only small) on the output signal.

The ROM is addressed by means of a shift register
that contains exactly one '1'. Each position of this '1'
in the address shift register, ASR, addresses one coeffi-
cient in the ROM in such a way that position i and
position 101 - i (i = 1, 2, . . . 50) in the ASR indicate
the coefficient at position i in the ROM. This unusual
addressing procedure is possible because the filter
coefficients are always required in a fixed sequence. At
the beginning of the calculation period the '1' in the
ASR is shifted to position 1. By not resetting itself to

IHIDM

R+1

120

N+1

ROM

9/

From block diagram to detailed design

The essential feature to be borne in mind when de-
signing LSI circuits is that there is little or no access
to the various signals between the components of the
IC. Nor it is possible to replace components of the IC.
Because of these constraints it is necessary to use the
aids described below. As the design progresses two
particular problems are encountered. The design of a
logic circuit amounts to the translation of a desired
function into a set of binary logic relations (Boolean
relations) that can be produced in the desired technol-
ogy. The first difficulty consists in finding a functional
structure (e.g. a block diagram) that will fulfil the de-

Mult

12 8r

Sign

Exp

`1'
Compl Acc

Compr

PCM

Fig. 13. Block diagram of the converter. An oblique stroke through a connection indicates
that it consists of more than one line. Muir multiplier. Comp complement. Acc accumulator.
s initial step size. The other symbols are the same as in fig. 9 and fig. 11. .

zero, the accumulator operates as a 'leaky' integrator
that shifts its own output a number of positions and
then subtracts it from the original word. After com-
pletion of the multiplications for the filter, the accumu-
lator - as will presently be discussed - requires a
number of clock pulses to express the carry bits in the
accumulator in its output signal. This is done by in-
cluding 28 separate accumulator pulses which, together
with the 100 associated additions of the filter, give an
internal clock frequency of 1024 kHz (128 x 8 kHz).
The 20 -bit output signal from the accumulator is
rounded off to 12 bits at the end of the complete cycle
and then passed on to the digital compressor, which
converts the 12 -bit (uniform) PCM input signal into
the non -uniform quantized standard 8 -bit PCM code.
Now that we have found a suitable block diagram for
the code converter we shall look at the approach to the
design of the electronic circuits.

sired function. When such a functional structure has
been found, as described above, we come up against the
second problem - how to reproduce its functions in the
appropriate IC technology in logic circuits.

Since it would be no easy task to make a breadboard
model for such a large circuit, and since a breadboard
model would be of limited use for an MOS circuit, we
checked the logic design of our circuit by means of a'
computer simulation.

This means of course that the logic -circuit descrip-
tion must be presented to the computer in a simple and
well structured language. The simulation program must
also be able to take account of the variations in the
input signals during a given time interval. From this

[31 In fact, because of the relation between N' and R, this situa-
tion cannot occur in the system.

(41 G. P. Edwards, T. Preston, L. D. J. Eggermont and M. H. H.
Hofelt, 1976 Int. Zurich Seminar on Digital Communications,
p. B 3.1.
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data relating to the structure and the input signals the
simulation program determines the signal at the outputs
and also a number of internal signals. The method is
very versatile. Input signals can easily be changed. The
logic design can also be modified quickly and easily if
the result of the simulation shows that it is necessary.

For the simulation, the use of clocked or synchron-
ous logic has considerable advantage over asynchron-
ous logic, because the number of possible timing rela-
tions between the signals from a particular part of the
circuit is very much smaller with synchronous logic.
This means that simulation with this type of logic can
be much faster and more reliable than with asynchron-
ous logic. Largely for this reason we decided to use
synchronous logic for the converter.

An important aspect to be considered in any design
is the extent to which the IC resulting from a given
design can be tested by finding the output signal as-
sociated with a given input signal. We do this by using
the simulation program that works from a circuit de-
scription to which 'faults' have been added. With this
description it is possible to see which gates are tested
and which are not for any given input signal. This pro-
cedure is called test verification. If the result is not satis-
factory, the designer may decide that either the use of
additional (or different) test signals or the modification
of the design would give successful testing. At an early
stage in the design the problems of testing should be
thoroughly examined, especially since there are some
categories of circuit that are very difficult to test, in
which a small modification can greatly facilitate the
testing.

When using the test program or the simulation pro-
gram it is necessary to know the output signal that
should be obtained for a given input signal. Here we
used a simulation program that does not work at 'gate
level', like the one just described, but describes com-
plete digital functional units (e.g. shift registers, accu-
mulators and memories), without taking the internal
structure of these units into account. The desired rela-
tion between the HIDM input signal and the PCM out-
put signal of the digital code converter was determined
with this block -simulation program with the aid of the
block diagram shown in fig. 13.

If a breadboard model is used, characteristics such as
quantization noise and the subjective perception can be
determined in a simple way. But if it is not thought de-
sirable to make a breadboard model, these character-
istics will have to be determined from a simulation
program. The gate -level simulator is not so suitable for
this purpose, since it is not fast enough to simulate a
few seconds of speech processing in the code converter.
We have therefore also used the block -level simulator
for these determinations.

Electronic design and technology

In the previous section we have described how we
arrived at a block diagram for the digital code con-
verter. Next we saw how the program simulating the
operation of that block diagram and the gate -level
simulation were used and compared with each other.
We shall now discuss the four -phase dynamic MOS
logic used in the converter.

Four -phase dynamic MOS logic

A circuit based on four -phase dynamic MOS logic is
shown in fig. 14. The charge state of the capacitor Ci
determines the value (`true' or 'not true') of the Boolean
function f. The value off is arrived at as follows. In
time interval 1 the capacitor Ci is charged via Ti as a
result of the clock pulse 01. During the next time inter-
val 2 the value of 01 is zero, but 952 keeps T2 conducting.
Thus, C1 is discharged if there is a conducting path
present in the logic circuit Logi. This conducting con-
nection occurs when the logic function a (b + c) + de
has the value 'true' [57. In this case C1 discharges, and
the charge (and the potential) of C1 represents the
function f = a(b + c) + de. The logic values formed
in this manner remain in position until the next 01
pulse arrives, and can therefore be used as a reliable
input signal for logic networks.with type -3 gates, which
are driven by the clock pulses 9.63 and 04 - in the same
way as networks with type -1 gates are driven by the
clock pulses 01 and 02. At the output a function g
appears, which is represented by the state of charge of
C2. In their turn the output values of type -3 gates are
stable during clock pulses 01 and 02, and are thus
suitable for driving type -1 gates.

In addition to these two important types of gate
there are also type -2 and type -4 gates. A slightly sim-
plified configuration of a type -2 gate can be seen at the
top of the circuit in fig. 14. The capacitor C3 here con-
tains the inverse off. In time interval 1 capacitor C3 is
first charged via T5 and then discharged via T6 at the
beginning of time interval 3. Now type -3 gates only
require their logic input signals during time interval 4.
As a result, type -2 gates deliver their output signal to
the input of the type -3 gates at exactly the right time.

One advantage of separating the various operations
into time intervals is that the dimensions and physical
characteristics of the transistors do not have to be so
critical for the circuits to function properly. Since any
transistor can in principle be used in this configuration,
the smallest transistor permitted by the technology will
in general be used, provided the speed requirements
allow it. Since it is also possible to achieve a fairly
complicated function per gate, a high packing density
can be obtained. It is often unnecessary to use flip-flops,
since the charged capacitors perform their function.
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Another virtue of folir-phase logic is its low power, The circuit was made with an MOS process using the
because there is no standing d.c. current. The circuit LOCOS field -oxide technology, which is based on a
discussed here requires only 15 mW. thick buried oxide layer. In this technology the tran-

f = a (b+thde
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Fig. 14. Illustrating the operation of four -phase dynamic MOS logic. From top to bottom:
a circuit, the four series of clock pulses s6 and the logical representation of the circuit, a, b,
c, d and e are arbitrary digital input signals. Logi, Log2 logic circuits. In the logical represen-
tation the gates of the various types are denoted by the appropriate digit. These gates are
easily identified in the circuit.

It is necessary to check carefully, and separately from the
simulation, whether the information stored in the IC as a charge
on a capacitor might not be degraded on account of parasitic
capacitances at crossings between the conductor connected to it
and other connectors. If the parasitic capacitance to crossing
lines is found to be too high compared with the buffer capacitance
of the IC, the buffer capacitance must be increased.

sistors and the interconnections - which lie on the
thick LOCOS oxide - have low parasitic capacitances.
This allows fast circuits to be made that require

[5] a(b c) + de means: a and (b or c) or (d and e). This func-
tion has the value 'true' if (a and b) and/or (a and c) and/or
(d and e) are true.
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relatively little power. The desired clock freqpencty
(1.024 MHz) presents no problems.

In this technology, interconnections can be either
diffused polysilicon or metal. Although a diffused inter-
connection and a polysilicon one cannot cross each
other, it is very useful to have three kinds of intercon-
nection available. Even with conservative layout rules
for spacings and dimensions, a density of 200 NAND-
gate-equivalents/mm2 could be obtained with this
technology.

Design of the layout

Our approach for the design of the layout could be
described as semi -automated. The computer performs
operations such as displacement, repetition and rota-
tion of the patterns, but the structure of the layout is
worked out by the designer and then supplied to the
program.

One of the advantages of the semi -automated method
is that a higher packing density can be obtained. This is
because there are more degrees of freedom available.
For the same reason, it is easier to optimize the pro-
cessing speed for this circuit.

- Since the circuit has high regularity, a fully automat-
ed method would not save much time compared with
the semi -automated one. A disadvantage of the method
we have chosen is that it is more difficult to check the
correctness of the layout than with a fully automated
procedure.

< Fig. 15. The IC of the HIDM-
PCM converter, with an adjacent
diagram showing the location of
the various components on the
IC. The arrows give the direc-
tion of the information flow.
1 eight -bit buffer register. 2 120 -
bit shift register. 3 step -size con-
trol (expander). 4 ROM with
filter coefficients. 5 multiplier.
6 converter to complement '1'.
7 20 -bit accumulator. 8 com-
pressor. 9 control circuit. The
dimensions of the chips are
3 by 5 mm.
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The IC with the DM-PCM converter

We now come to the practical design of the block
diagram of fig. 13 in four -phase dynamic logic. Fig. 15
shows a photograph of the IC and a diagram indicating
the location of the various functional units.

The accumulator and the shift register for the multi-
plier will now be discussed in more detail.

The accumulator

In the accumulator the filter coefficients multiplied
by the numbers 20 to 27 are added to produce a sum
with a maximum length of 20 bits. The adder is a 20 -
bit 'carry -save' accumulator, in which the carry is
stored in each stage of the circuit. Each stage n of the
adder functions as shown in the truth table given below.

carry from preceding
stage

bit to be added
Ifold value of

* sum bit

cn-1 an Sn

carry for next
stage

new value of
sum bit

an Sn

Weight 2n 2n 2n 2n+1 2n

Logic
values

0

1

0

0

0

1

0

0

1

0

1

0

0

0

0
1

0

1

1

0 0

0 1

0 1

0 1

1 0

1 0

1 0

1

An adder that obeys the rules given in the table stores
the result of the addition of the sum bit, the bit to be
added and the carry from the preceding stage at the
location of the sum bit, and shifts any surplus as a
carry of value '1' to the next stage. To obtain the sum
at the end of the addition procedure the accumulator
must be left to make a few more shifts so that it can
pass on any carries of value '1' that may still be left.
Finally, only sum bits remain, and these give the final
result of the addition.

In the discussion of the design of the adder it is use-
ful to describe the truth table in terms of logic func-
tions:

Sn := (elnan-1 + anan-l)gn + (anen-1 + ancn-i)sn,
cn : = sncn-1 + ansn + ancn-i,

where the new values of sn and cn appear on the left
of the 'becomes equal to' sign (: =), and the old values
of sn and en on the right of it. Fig. 16a shows the logic
diagram corresponding to these relations. It can be
seen that no flip-flops are used here.: The corresponding
circuit diagram is shown in fig. 16b, while the lay-
out and a photograph of the actual IC are shown in
fig. 17a and b. In fig. 16a the bits an (of the signal to be
added) and an -1 (the inverse of the carry from the
preceding stage) are shown entering the parts of the
adder under discussion. Both the inverted and the non-
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inverted signal are produced from these two signals in
a type -1 and a type -2 inverter. At the same time, type -1
and type -2 inverters form sn and sn from the previous

En -1
Cn-1

Sn

an

In the case where an and en -1 are zero, the part of
the circuit drawn in heavy lines forms a hold circuit
for sn. A circuit of this type is a very simple structure

an

2
-C?- _EL -

-0_ ___O__,

2

1 1

a En-i an

1)3

961

954

952

En -1

r

1 Sn

(old)

-0-
3 1 1 1 1

.gn (new) -1-

Sn

2

1 3

En

C

Sn

. (old)

953

01

b

Sn

(new)

953

954

C42

Cn

03

an

Fig. 16. The logic diagram (a) and the circuit (b) of a stage of the 'carry -save' accumulator
(Acc in fig. 13). The types of gate used in four -phase logic are denoted by the appropriate
digit. If an and the carry cn-1 are zero, the part of the circuit drawn in heavy lines forms a
hold circuit for the sum bit sn. In the two diagrams corresponding functions are located
at the same place, where possible.

value of sn. The six signals thus formed, an, an, cn-1,
en -1, Sn and Sn, arrive next at the input of two type -3
gates. The new sum bit is formed in the left-hand type -3
gate, while the new carry is produced by the right-hand
type -3 gate.

which could be said to be inherent in four -phase logic.
The IC contains the transistors at the locations where

polysilicon crosses a diffusion path (black squares in
fig. 17a). As can be seen in fig. 17b, the interconnections
are either of aluminium (shown bright in the photo-
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4)3

4),

a

A
Fig. 17. a) The layout of the ac-
cumulator stage of fig. 16. The
aluminium interconnections,
mainly horizontal, are outlined
in blue, and the polysilicon inter-
connections are shown in red.
The diffusion channels lie inside
the grooves in the thick oxide,
marked green. Places where
polysilicon covers the diffusion
channel mark the location of an
MOS (enhancement) transistor
(black squares). No N -type dop-
ant will penetrate into the chan-
nel at these locations. All parts
of the channels not covered by
polysilicon, on the other hand,
receive N -type doping. The con-
tact openings of the aluminium
with the underlying material
(polycrystalline silicon or silicon
in the openings in the oxide) are
outlined in black. At some posi-
tions where polysilicon crosses
the diffusion channel an elec-
trical contact between the two is
required rather than a transis-
tor. Here again, a special con-
tact window is required; its
openings are also outlined in
black. b) Photograph of the ac-
cumulators on the chip. The light
aluminium tracks are easily re-
cognized, and so too are the
polysilicon interconnections
(mainly vertical). The diffused
channels can be recognized from
their dark edges.
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Fig. 18. a) Circuit diagram of a
simplified model of the multiplier.
b) The circuit of the multiplier is
drawn in a similar manner to that
of the layout. The horizontal lines
so -s3 are polysilicon in the IC. These
interconnections cross the vertical
aluminium tracks, which are shown
dashed in the figure.
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Fig. 19. a) Layout of the logic circuit for the multiplier. The colours have the same significance
as in fig. 17a. The circuit for n7 is shown in grey. b) Photograph of the multiplier section
of the IC. The various structures can be recognized with reference to the layout in (a). The
diffusion channels can be identified by their dark edges.

graph) or are diffused (mainly vertical in the photo-
graph and recognizable by the dark edges). Polysilicon
can also be used for interconnections. An example can
be seen in the part of the IC shown here (above the
g output). Twenty of these adder stages together form
the accumulator. Each stage occupies about 0.08 mm2,
and including all the interconnections the accumulator
occupies an area of 2.6 mm2.

The shift register for the multiplier

Finally, we shall briefly discuss the multiplier shift
register, with particular reference to the ability to ob-
tain a high packing density through the use of three
types of interconnection - aluminium, polysilicon and
diffused. The multiplier has to multiply the filter coeffi-
cients by 20, 21, . . . 26 or r, depending on the step size,
before passing them on to the accumulator for sum-
mation. Multiplication by 2n, apart from the sign, con-
sists in shifting the eight -bit coefficients by n places.
Each of the eight values of n has a corresponding
separate control line, so that only one of the eight
control lines, which are controlled by the expander,
carries the high voltage at any given moment.

We shall illustrate the structure of the multiplier with
the aid of a simplified example, in which 4 -bit filter

coefficients are shifted by zero to three places. The four
bits of a filter coefficient are denoted by co, Cl, c2 and C3,
while the control lines for shifting the filter coefficients
by the appropriate number of places are denoted by
so, 51, sz and s3. The seven outputs ao, al, a2, . . . as of
the multiplier are given a logic value as indicated below :

ao = sox()
al = so.c1 + S1.co
a2 = S0.C2 Sl.C1 S2.00

a3 = S0.C3 S1.C2 S2.C1 S3X0

a4 = s1.c3 + s2.c2 + s3.ci
= S2.C3 + 53.c2

a6 = s3. c3.

The variables co -c3 each occur four times in the above
logic expressions, which, in the usual configuration,
requires four transistors per variable cn. But since at
any given moment only one of the control lines s carries
the high voltage, it is possible, as shown in fig. 18a, to
replace the four transistors normally used for cn by a
single transistor. If this were not the case, and if for
example Si and 52 could both be 'I', then a conducting
path could arise between co and Cl, etc., with the result
that the bits co, Cl, cz and c3 would be made equal to
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one another. This danger does not exist here, however.
The compact structure permitted by the use of three
types of interconnection is shown in fig. 18b, the layout
of the multiplier is shown in fig. 19a, and fig. 19b shows
the final circuit, with an area of 0.25 mm2.

Our objectives, arising from the requirements for an
IST system, have thus been achieved: to structure the
architecture of a digital code converter in such a way
that the design would be suitable for LSI, and then to
fabricate the circuit in the form of LSI hardware.

Summary. The development of LSI circuits makes it possible to
use digital techniques in a telephone network, both for trans-
mission and for switching. This can have considerable economic
advantages, provided the analog/digital and digital/analog con-
verters are inexpensive. This implies that the use of expensive
analog filters has to be avoided. The article describes an A/D
converter in which the analog signals are indirectly converted
into the standard PCM code via an HIDM code (`High -Informa-
tion Delta Modulation'). It is shown how the conversion of this
intermediate code into the PCM code can be resolved into its
elementary functions and subsequently combined so as to produce
a design suitable for fabrication as an LSI circuit. A description
is given of the design of the circuit in an LSI technology that
combines a high packing density with low dissipation. The tech-
nology used is four -phase dynamic MOS logic.
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The Silicon Repeater

The Silicon Repeater is a machine used in the manu-
facture of integrated circuits. The machine makes
repeated and reduced projections of a single photo -
mask directly on to accurately defined positions on a

and -repeat camera [2] and the subsequent production of
a contact print of this multiple mask on the wafer. The
method using the Silicon Repeater has two distinct ad-
vantages over the earlier one. To start with, repeated

Fig. 1. The Silicon Repeater. The black column contains the illumination system. The cylin-
drical drum at the base of this column contains the turntable for the masks; the lighter -coloured
unit underneath it accommodates the projection optics and the alignment system. All these
are situated on one of the two carriages mounted on hydraulic bearings and driven by hydraulic
motors. The other carriage, not shown in the photograph, carries the wafer table with the
silicon wafer to be exposed. To change the wafers the table can be slid out of the equipment at
the front. The monitor in the background shows the alignment marks on wafer and mask,
which are used for the coarse alignment, set manually by the knobs on the control panel in the
foreground. After this initial coarse alignment, the accurate alignment is carried out auto-
matically by the computer in the background.

silicon wafer that has been coated with photosensitive
lacquer (photoresist). In this way, as discussed in the
introductory article in this issue [1], a number of steps
of the process previously used are combined, that is to
say the manufacture of a multiple mask with the step -

projections at a fifth of full scale are made of a single
mask. The mask is consequently larger than the ultimate
circuit. A single mask can be inspected much more
quickly and easily than the multiple masks used earlier,
and repairs are easier to carry out. Moreover, small im-
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Fig. 2. Magnification of part of a grating pattern made with the
Silicon Repeater from a number of consecutive projections of a
mask. The boundary between two projections can just be dis-
cerned in the photograph at half height. The line width is 6

Fig. 3. Accuracy of the relative alignment of the results of two
successive operations. A grating pattern is projected on to a
silicon wafer coated with photoresist, developed and etched. The
wafer is then given a new coating of photoresist, placed in the
Silicon Repeater and the grating pattern is again projected on to
it. The exposure is shorter for the second projection than for the
first, giving narrower lines. The results of the second operation
are accurately centred on those of the first. The black and white
dashes at the bottom of the picture are each 1µm long.

perfections in the mask and slight irregularities in the
repair, owing to the five -times scale, have much less
effect than in the masks for contact prints. The other
great advantage is the absence of mechanical contact
between the mask and the silicon wafer. This greatly
reduces the risk of mechanical damage to the mask so
that the mask has a longer useful life. As a result the

work spent on inspecting the mask and making any
repairs that may be necessary is more productive. There
is also much less risk of damage being caused to the
photoresist-coated silicon wafer.

To produce the maximum benefit from these advan-
tages of the projection method, great care was taken at
the design stage with the positioning accuracy of the
successive projections and with the operating speed of
the machine. For each of the successive operations
carried out on the wafer a different mask is necessary.
Each mask must always be accurately positioned with
respect to the results of the previous operation on the
wafer; the tolerances decrease with the size of the
components of a circuit. For this positioning two per-
manent marks are made on each wafer, and the posi-
tion of each projection of the successive masks is ac-
curately determined with reference to these marks. The
operating speed of the Silicon Repeater has to be high
for it to compete with existing processes in which a
single exposure is made of a multiple mask. The various
measures necessitated by these requirements will now
be dealt with in the discussion of the machine.

As with earlier machines for making photo -
masks [2] [3], the Silicon Repeater (fig. 1) has two car-
riages, mounted on hydrostatic bearings, which can be
moved on beds at right angles to each other by linear
hydraulic motors. On one carriage an adjustable holder
is mounted that contains the photoresist-covered silicon
wafer; the other carries the projection column. Two
laser -interferometer systems [4] allow the position of
the two carriages to be measured to the desired ac-
curacy.

The projection column contains a super -high-pres-
sure mercury -vapour lamp as the light source. An
elliptical mirror behind the lamp and a special conden-
ser system ensure sufficiently intense and homogeneous
illumination of the mask to be projected. The mask lies
on a turntable which can accommodate four masks.
One position is used for the mask for the actual circuit,
the other three positions are used for masks for project-
ing test patterns on to the wafer to check the various
stages in the manufacture of an integrated circuit. The
projection lens is designed as a telecentric lens system
to ensure that a wafer with an uneven surface does not
cause any variation in the enlargement on projection.
The system consists of two sections, and the inter-
mediate image between the two sections is at infinity.
If the silicon wafer varies in thickness and the focusing
has to be adjusted, this is done by displacing the lower

[11 See the introductory article by H. Bosma and W. G. Gelling
in this issue, in particular fig. 2 (p. 267).

[2] F. T. Klostermann, Philips tech. Rev. 30, 57, 1969.
(8] A. G. Bouwer, R. H. Bruel, H. F. van Heek, F. T. Kloster-

mann and J. J. 't Mannetje, Philips tech. Rev. 34, 257, 1974.
[4] H. de Lang and G. Bouwhuis, Philips tech. Rev. 30, 160, 1969.
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section only; the magnification is not then affected.
The silicon wafer is clamped to the wafer table by

gentle suction. The table can be adjusted so that the
front of the wafer is perpendicular to the axis of the

projection column. Any wedge -type deformity of the
wafer then has no effect on the focus of the projection.
The wafer table and the mask holder can rotate in-
dependently, so that the axes of both wafer and mask,

Fig. 4. A highly complex integrated circuit, which can only be made with a good yield by using
the Silicon Repeater. The chip area is about 15 mm2. Part of the circuit is shown at higher
magnification in the top left-hand corner.

Table I. Numerical data relating to the Silicon Repeater.

Dimensions:
mask image, maximum
chip with IC, optimum focus
chip of maximum dimensions

and poor focus
one silicon wafer
smallest detail in a circuit

50 x 50 mm
7 x 7 mm

10 x 10 mm
3 to 4 inches
2 p.m

Times:
exposure per chip
displacement
exposure of a 3 -inch wafer

0.5 s
0.5 s
2 min

Tolerances for flatness of wafer:
wedge -type tolerance
focusing range

10 p.m/cm
16 [1.M

Accuracies:
realignment of a wafer
positioning of each projection

+ 0.1 p.m
± 0.1 p.m

defined by the marks, can be set accurately parallel to
the axes of the carriages with an automatic optical
alignment system. The alignment marks on the wafer
also fix the zero points on the axes of the wafer.

The electronic control system for the automatic
adjustment of the wafer and masks and for positioning
the successive projections was designed by our col-
leagues at the Philips Elcoma Division in Nijmegen.

Some figures giving an idea of the performance of the
Silicon Repeater are presented in Table I. In achieving
the accuracies quoted the quality of the optical align-
ment system is of great importance. To obtain some
information about the quality of the system we made
prints from a fine grid pattern. Fig. 2 shows how ac-
curately consecutive prints of this pattern can be joined
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together so as to produce a grating that is larger than a
single print of the mask. Fig. 3 illustrates the accuracy
with which the results of two successive operations can
be adjusted in relation to one another. A grating is
printed on the wafer coated with photoresist. The
photoresist is developed, and the wafer is then etched.
Following the application of another coating of photo-
re*sist, the same pattern is printed once again, now with
a shorter exposure, wich gives narrower lines. The
scanning electron photomicrograph shows a detail of
the resulting grating line after a second etch. The nar-
row line of the second print lies exactly in the centre of
the first line. Finally, fig. 4 shows an integrated circuit

made with the Siliced Repeater. This circuit is so com-
plex that mask damage would have made the yield un-
acceptably low with existing methods.

A. G. Bouwer
G. Bouwhuis
H. F. van Heek
S. Wittekoek

A. G. Bouwer, G. Bouwhuis and Dr S. Wittekoek are with Philips
Research Laboratories, Eindhoven; Drs H. F. van Heek, formerly
with Philips Research Laboratories, is now with the Philips Elcoma
Division, Eindhoven.
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Electron -beam pattern generator

J. P. Beasley and D. G. Squire

Introduction

The conventional process for making the masks
which are used in the manufacture of integrated circuits
is photolithography. A replica of the required pattern
is first made and reduced photographically to the
required size, using a very accurate optical system:
often a very large demagnification is needed and the
reduction may have to be made in two stages. The final
replica is then used as a mask through which to expose
a light-sensitive 'resist' which covers the material in
which the pattern is to be made. After the resist is
exposed and developed it forms a protective layer
which shields the underlying material at the places
where the pattern is to appear, while the rest can be
etched away to leave the desired pattern. There are
many possible variations, but all high -resolution pro-
cesses share the need for a precise and usually high -
definition mask.

Throughout the history of integrated -circuit manu-
facture there has always been a steady demand for
smaller and smaller structures, and the resolution now
required in the pattern and the mask approaches the
fundamental limit set by the wavelength of light. If
progress towards finer resolution is to continue, al-
ternatives to optical techniques must be developed.
The most promising of these is electron lithography, in
which a beam of electrons is used to define the pattern
in an electron -sensitive resist [1]. The pattern can be
drawn directly on to the resist on the final substrate or
used to make a mask which can be copied, for example
using an electron -image projector such as that de-
scribed in the article by J. P. Scott [21. Electron lithog-
raphy has two major advantages. First, the effective
wavelength of an electron is typically very small; for an
energy of 20 KeV, as used in the machine described
here, the effective wavelength is about 0.05 nm - i.e.
104 times smaller than the wavelength of visible light.
Such a machine is not limited by the wavelength and
could in principle achieve a resolution many times
higher than could be obtained optically, provided of
course that the aberrations in the electron -optical sys-
tem could be made sufficiently small. The second
advantage is that since electrons are charged particles,

J. P. Beasley, B.A., is with Philips Research Laboratories (PRL),
Redhill, Surrey, England; D. G. Squire, B.Sc., formerly with
PRL, is now with Philips Information Systems and Automation
(ISA), at Croydon, Surrey.

the electron -optical system can be controlled and varied
electrically while the pattern is being drawn. This
feature can be used, for example, to adjust the align-
ment of the pattern on the substrate or to correct for
any aberrations or distortions which may arise as the
beam moves. This eases the requirements on the
mechanical alignment and on the focusing and deflec-
tion systems.

The subject of this article is an electron -beam
pattern generator which has been developed at
Philips Research Laboratories, Redhill (PRL) [3]. This
machine is normally used at a spot size of 0.25 pm, but
this can be reduced to a value of 0.1 p.m if require&
The positional accuracy is close to ± (.1.m, and the
machine can cover a mask measuring 42 x 42 mm with
high -resolution patterns in from 1 to 3 hours, depend-
ing on the area taken up by the pattern.

The machine has been providing a pattern -generation
service for PRL, for the Philips Research Laboratories
in Eindhoven and for other establishments within the
Philips company for the last two years. Patterns have
been successfully made on several hundred substrates,
some as masks for ordinary photolithography, some as
masks for use in the electron -image projector and some
drawn directly on to the required substrate (this pro-
cess is called 'direct slice writing'). Most of the patterns
have been used in the fabrication of experimental
transistors and integrated circuits; other applications
have been in magnetic -bubble circuits and surface -
acoustic -wave devices. The high resolution of the
machine gives an improved packing density in both
applications, and in semiconductor devices the small
dimensions attained also allow high operating fre-
quencies:

In this article we shall first give a general outline of
the machine and its operation and then more detailed
descriptions of the most important features. In the
final section the performance achieved will be described
and some examples of work done on the machine will
be shown.

ti] See for example E. D. Roberts, Philips tech. Rev. 35, 41,
1975. We use some of the special resists developed at PRL
as well as the standard types based on polymethyl methac-
rylate.

(2] J. P. Scott, this issue, p. 347.
(] A full technical description of the machine has been published

in IEEE Trans. ED -22, 376, 1975.
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Fig. 1. The electron -optical column of the electron -beam pattern generator. The column is
similar to that of a scanning electron microscope, and produces a beam of electrons focused
to a spot of diameter 0.25 [i.m. This spot is scanned over the target under the control of a
minicomputer so as to draw the required pattern directly on an electron -sensitive resist.
Apart from the electron -optical column and the minicomputer the pattern generator consists
of amplifiers and control circuits used for deflecting the beam, for adjusting the focus during
scanning and for positioning the patterns.



336 J. P. BEASLEY and D. G. SQUIRE Philips tech. Rev. 37, No. 11/12

General description of the pattern generator

The pattern -generator is an adaptation of the scan-
ning electron microscope (SEM) [4]. In the SEM a
finely focused beam of electrons is scanned in a raster
over the item of interest. Depending on the application
the transmitted electrons, the reflected electrons, or the
secondary -emission electrons are detected, and the
signal produced is displayed visually by a synchronized
raster on a screen. The pattern generator, which is
shown in fig. 1, uses a similar electron -optical system,
but a minicomputer is added, which drives the beam
around in a complex path so as to draw a pattern
directly on to a target covered in electron -sensitive
resist. The resist is then developed and etched to
produce a useful pattern directly or to make a mask
which can be copied by other means. The pattern speci-
fication consists of a list of coordinates which are stored
in the computer memory and so can be very easily
altered or adjusted. Thus the process of pattern or
mask making is both straightforward and flexible.

A mask for an integrated circuit contains a great deal
of information - especially if the patterns are very
finely detailed - although much of it is repetitive. For
example a mask 42 x 42 mm contains 1.8 x 108 squares
each 1 x 1 so that even if the pattern occupies only
25 % of the surface area, something like 4 x 108 squares
may have to be drawn if a resolution of 1µm is required
throughout the mask. If the drawing is to take say
2 hours (a typical time for this machine), approximately
75 000 squares must be drawn each second. One of the
main problems in electron -beam pattern generation is
to obtain the required drawing speed without loss of
resolution and accuracy. Particularly high demands are
made of the deflection and focusing system, and in the
PRL machine a two -stage deflection system together

Fig. 3. Schematic sectional view of the electron -optical column. I>
Starting from the bottom of the diagram, we have the electron
gun G, a coil BA for beam alignment, a beam breaker BB, an
electromagnetic lens LI, a vacuum valve V and the objective
lens L2. The main deflection coils (*] and the coils of the trapezium
generator (MD and Tr), separated from L2 by a Mumetal cylinder
(hatched), are located between Li and L2. The entire column
can be rotated about its axis by the mechanism Rot (a micrometer
screw driven by a stepping motor). Foc and St are the coils for
focusing and astigmatism correction (see also fig. 6). Pi and P2
connect with two diffusion pumps.

The slice to be processed is located in a target holder TH on the
table T(x,y), which can be displaced in two directions at right an-
gles under the control of a computer. The electron beam (light grey)
can scan a maximum of 2 x 2 mm and the mechanical stage
allows an array of 22 x 22 such scanning areas to be drawn on
a single target. Each area of 2 x 2 mm is marked out by an array
of markers whose positions can be determined by making use of
the back -scattered electrons. These electrons strike an annular
phosphor -coated glass plate (dark grey), generating photons
which are detected by four photomultipliers symmetrically ar-
ranged around the axis of the column. Photon collection by the
photomultipliers is improved by the provision of aluminium
mirrors. The video signal Vid thus produced is used for locating
the markers and also for forming an image of the substrate as
in an ordinary scanning electron microscope. This image is
particularly useful for examining markers for defects.

 1-
r

2.0mm

L,

2.0mm

Fig. 2. The surface on which the pattern is to be drawn (maximum
42 x 42 mm) is divided up in squares each about 2 x 2 mm, which
are filled one at a time. Within each square of patterns of
any shape can be built up from trapezium -shaped elements. The
trapezia are drawn by a fast -acting autonomous generator
instructed by the computer. The main deflection system is used
to place these elements accurately within the squares. The actual
pattern area is 1.9 x 1.9 mm (see dashed lines) because part of
the square is occupied by markers. The trapezia have a maximum
size of 32 x 32 p.m.
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with a mechanical stage are used to ease some of the
problems.

The pattern which the machine has to draw - max-
imum dimensions 42 x 42 mm - is divided into sub-
units of about 2 x 2 mm, whose corners are determined
by markers on the target surface. These markers are
used for alignment purposes and also to help in focus-
ing the beam, as we describe in more detail later. In the
present machine a separate pattern, such as an inte-
grated circuit, is drawn in each subunit, although pat-
terns covering more than one subunit could be drawn.
The target can be moved on a mechanical stage con-
trolled by the computer so that a 22 x 22 array of sep-
arate patterns can be drawn on a single target. These
may be different designs or repeats of a single type, as
required.

The pattern which is to be drawn in the 2 x 2 mm
scanning area is divided into small trapezium -shaped
blocks, up to 32 x 32 p.m in size. The main deflection
system moves the beam to the correct point in the field
and then hands over control to an autonomous trapez-
ium -generator unit with its own deflection coils and
control circuits, which rapidly fills in a block of the
required shape and size. The pattern is thus built up
from a large number of small blocks drawn side by side
(fig. 2). The fact that these may be trapezoidal in form
means that patterns with sloping sides can be drawn
neatly without the rough edges which would occur if
the basic elements were simply squares or rectangles.
The trapezium generator can operate very quickly
because it deflects the beam over only very short
distances and so does not need great stability. On the
other hand the main deflection circuit has to be able to
deflect the beam very much further, and is correspond-
ingly slow. By dividing control of the scanning process
between the two units we obtain much greater speed
than would be possible using the main deflection sys-
tem alone.

A further element in the control system is concerned
with retaining the focus of the beam so that high
resolution can be obtained throughout the pattern. In
general it is not possible to make an electron -optical
system which is entirely free from aberrations and so
an element of compromise in the design is inevitable.
In our pattern generator the deflection system has been
designed to minimize deflection distortion, but at the
expense of appreciable aberrations, such as astigmatism
and field curvature, which affect the size and shape of
the spot. A precisely square scanning area is obtained
which is accurate to within a small fraction of 1µm
throughout. The aberrations affecting the spot are
predictable and are continuously corrected as the beam
moves about by special circuits within the deflection
amplifiers. A spot size smaller than l.Lin is thus ob-

tained. The fact that such correction is possible is,one
of the advantages of electron -beam systems compared
with their optical counterparts.

The data input to the minicomputer (DEC PDP8)
which controls the machine is in the form of lists of the
coordinates, shapes and sizes of the trapezia which go
to make up the patterns required. These are derived
from the patterns themselves by a computer
(ICL 1904S) using the CIRCUITMASK [5] language;
a special processing program then generates the param-
eters of the trapezia and arranges them in the order in
which they are to be drawn. The result is transferred to
the PDP8 on magnetic tape and stored in the disc-

memory unit to be called up when required. No further
processing is needed. The patterns can be checked
visually on a storage oscilloscope connected to the
deflection system. Data relating to several circuits may
be stored at one time and the computer operator feeds
in separate information on how the different patterns
are to be arranged together on the mask. This is partic-
ularly useful, as it allows the designer to include test
patterns and circuit variations on a single mask.

Column and control system

In fig. 3 a schematic sectional view of the machine is
shown. Contrary to the usual practice the column has
the electron gun -at the bottom, which brings the work
chamber to a convenient height for loading. The pump-
ing system is fully automatic; there is a vacuum valve
halfway along the column, which closes automatically
when the work chamber is opened to load a substrate,
so that the lower half of the column remains evacuated.
The mechanical stage is propelled by rods which pass
through vacuum seals to two ball screws. The screws
are driven by stepping motors, each motor step moving
the target area 25 yin for a total movement of 44 mm.

The electron gun is of our own design and is aligned
mechanically with a little assistance from the beam
aligner. The current to the target can be switched off
when required by the 'beam blanker' halfway along the
column. This works by deflecting the beam sideways
so that it cannot reach the target. The deflection is
electrostatic, with two sets of plates.

Fig. 4 shows a block diagram of the complete control
system of the pattern generator. Some of its important
parts and functions will be discussed in more detail in
the following sections.

(*I The deflection coils directly beneath the electron detectors
were designed by Ir R. Vonk and Ing. N. G. Vink of the
Philips Video Division, Eindhoven.

141 The Philips PSEM 500 scanning electron microscope is
described by W. Kuypers and J. C. Tiemeijer in Philips tech.
Rev. 35, 153, 1975.

(5) See for example C. Niessen, this issue, p. 278.
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Fig. 4. Block diagram of the control unit. After the substrate has been placed on the table
(see fig. 3) and the column has been evacuated, the pattern is drawn almost completely
automatically. It is only necessary to feed the digital geometric data into the computer and
to adjust the astigmatism -correcting coils (see fig. 3) when starting to draw each mask, so that
a beam of circular cross-section is phtained. To the right of the computer,_ inside the large
rectangle 1, the main deflection system 2 and the trapezium generator 3 are shown, each
with their digital -to -analog converters and amplifiers. The circuits at the top of the diagram
are used in the investigation of the diameter and cross-section of the beam. This is done by
determining the rise time of the signal - originating from electrons back -scattered by the
markers - when the beam scans across two perpendicular edges of one of the markers.

The main deflection system

The main deflection system is used to move the elec-,
tron beam across the 2 x 2 mm scanning area and place
it accurately in the position required for each trape-
zium; control is then assumed by the autonomous
trapezium generator. It is controlled directly by the
computer via two 15 -bit digital -to -analog converters
which in turn drive the x and y amplifiers feeding the
main deflection coils. The least -significant bit of the
converters corresponds to 1/16 pm of deflection.

The size of the electron -beam scanning area is deter-
mined by the pattern resolution required and the
reproducibility of the beam -scanning system. In this
machine the beam diameter is normally about 0.25
and the deflection must be accurate to better than this
if the resolution is to be fully used; 0.1 µm is usually
required. Among the factors which affect the reproduc-
ibility of the beam position are drift in the power sup-

electron
optical
column

plies and deflection amplifiers, eddy currents and build-
up of contamination in the column. These limit the
total number of separate points in the 2 x 2 mm scan-
ning area which can be addressed to the required
accuracy to 108. Higher accuracy would entail reducing
the scanning area accordingly and the present 2 x 2 mm
size was chosen as a suitable compromise.

Special care is taken to ensure that the scanning area
is free from distortions, and in particular that its out-
line is precisely square. This is checked every few weeks
using a calibrated substrate with a group of accurately
spaced markers, and small electrical adjustments are
made to ensure that the element is square to within

The main deflection system does not need the very
rapid response time of the trapezium generator but
since the deflection distances are much greater some
precautions still have to be taken to ensure an adequate
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speed of operation. The deflection coils are therefore
surrounded by annealed Mumetal rings 0.2 mm thick
stacked axially and separated by spacers of the same
thickness. The purpose of this is to prevent the mag-
netic flux from the coils from entering the objective
lens where they would generate eddy currents during
rapid changes in the deflection fields. These eddy cur-
rents would take a long time to decay and so would
increase the time taken to stabilize the beam in a new
position. As a further precaution the input data is
arranged so that the beam does not take large jumps
from one part of the scanning area to another. Pattern
elements are drawn systematically from top to bottom
and left to right, and even when there are no pattern
elements to be drawn, the deflection system does not
skip the region but moves through it with the beam
current switched off. Thus rapid changes of magnetic
fields are avoided and the effects of eddy currents and
hysteresis in the coils are minimized. The system settles
to within 0.03 within 100 vs.

The sensitivities of the x- and y -deflection systems
are also in the control of the computer and can be
varied by a few per cent to change the dimensions of
the scanning area.

The trapezium generator

The trapezium generator has a special set of deflec-
tion coils which are similar to those of the main deflec-
tion system but have fewer turns and so are of lower
inductance. The currents through them are determined
by a logic unit driving very high speed digital -to -analog
converters which feed a pair of fast amplifiers. The
positions of the coils and the gain of the amplifiers are
carefully adjusted in relation to the main system so that
the trapezia are not drawn the wrong size, or tilted with
respect to the x- and y-axes. It is also important that
the deflection characteristics of the coils should match
those of the main system. This is because when blocks
are drawn side by side, the width of the blocks (which
is determined by the trapezium generator) and their
spacing (determined by the main deflection system)
must be precisely the same if they are to fit together
properly.

The logic unit is the heart of the trapezium generator.
It receives from the computer numbers denoting the
height, width and edge angles (see fig. 5) of the required
trapezium and calculates, in digital form, the voltages
needed to deflect the beam. These digital signals are
applied to digital -to -analog converters which drive the
beam to and fro in }-p.m steps over the region in
which the trapezium is required. This region can be up
to 32 x 32 .tm (256 steps), but the beam scans only
within the required area, as shown in fig. 5. In this way
trapezium shapes (including squares, rectangles and

triangles as simple cases) can be filled in very rapidly;
at the maximum stepping rate (corresponding to
10 MHz), each one takes at most 6.55 ms. The edges
of the figures are reasonably smooth since the step size
is somewhat less than the spot size.

Focusing the beam

The size of the spot which the electron -optical
system can focus on the substrate determines the
fineness of the detail which can be reproduced in the
pattern. A number of measures have to be taken to
ensure that the spot size is preserved throughout the
pattern. The variations arise in three ways: first because
the focus of the beam tends to vary during deflection;
secondly because even with an undeflected beam the
focus may drift slowly with time owing to variations in
the EHT supply, build-up of contamination in the
column and so forth; and thirdly because the target is
unlikely to be exactly flat, nor will the movement of the
mechanical stage be perfect, so that the height of the
substrate will vary slightly as the stage moves.

Fig. 5. The trapezium generator receives instructions from the
computer indicating the height h, width w and edge angles 01, 0
of the trapezium. The spot scans in steps of * [Lin in a raster up
to 32 x 32 p.m, always staying within the required region. At top
speed it takes at most 6.55 ms to draw a trapezium.

The current density of the beam has an approx-
imately Gaussian variation with distance from the
centre -line. Near the focus the beam is circular in
section, or elliptical if there is astigmatism. As the
astigmatism does not vary greatly with time or with the
position of the cross-section above or below the focus,
it is sufficient to correct for it manually at the start of
each mask. The variation in the position of the focus is
greater: a correction for this is made automatically at
the beginning of each 1.9 x 1.9 mm.pattern. Both cor-
rections are determined by scanning the beam across two
perpendicular edges of one of the markers at a steady
speed in an L-shaped pattern. The rise times of the
signal as the edges are passed give a good estimate of
the size and shape of the spot: two equal and short rise
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times denote a narrow well focused beam; long and
unequal rise times indicate that the beam is diffuse and
elliptical. The information obtained from this meas-
urement is used to adjust the current in a focus coil and
in two astigmatism -correction coils (stigmators) which
can be used to adjust the size and shape of the beam.
The focus coil is a simple air -cored solenoid. The astig-
matism is corrected by a pair of magnetic quadrupole

deflection amplifiers. The currents in the x- and y -
deflection coils are monitored and a current propor-
tional to (x2 + y2) is applied to the focus coil to com-
pensate for the known curvature of the focal surface.
This is a well established technique used in some
cathode -ray -tube displays. In addition, signals pro-
portional to xy and x2 - y2 are used to derive the cur-
rents to the stigmator coils to correct for the known

Fig. 6. The focus coil (centre), the coils for correcting astigmatism (the stigmators, left) and
a coil for scanning the substrate (when the column is used as an SEM). Each stigmator
consists of four vertically wound coils forming a magnetic quadrupole. One unit is
aligned with the x- and y-axes, the other is at 45° to them. The focus coil is a simple solenoid,
with compensating coils placed around it to improve the symmetry of the field. In reality
it is mounted inside the stigmators.

lenses: one of these has its major axes parallel to the
x- and y -directions of deflection, while the major axes
of the other are rotated through 45°; see fig. 6. To find
the value which gives the best focus a series of meas-
urements are made as the focus -coil current is altered
in small steps. When the stigmators have been adjusted,
the currents in the stigmators and the focus coil are
varied until the shortest possible rise times have been
obtained. It is not sufficient to make the rise times
equal; an elliptic spot inclined at 45° to the marker
edges will also give equal rise times but they will be
longer. Only small rise times provide a guarantee that
the beam is free from astigmatism.

As the deflected beam moves away from the marker
new aberrations arise which depend on the position of
the spot. The chief ones are curvature of the surface of
best focus, which means that the beam reaches a focus
which may be slightly above or below the target surface,
and astigmatism. The aberrations do not change ap-
preciably with time or with small variations in the
height of the target. They can therefore be measured
once and for all when the machine is made and the
necessary corrections can be built into the design of the

astigmatism. These corrections maintain the size of the
spot substantially constant throughout the 2 x 2 mm
scanning area.

A large number of the electrons in the beam pass through the
layer of electron resist and into the substrate, where some are
scattered and reflected back into the resist again a small distance
from the point of entry. These 'back -scattered' electrons broaden
the skirts of the intensity distribution in the spot. The effect of this
is that the size of the pattern elements after development is
altered by the presence of surrounding pattern material. This
'proximity effect' becomes important only for details of less than
about 1 [./.m. In our machine we overcome the problem by
increasing the dimensions of fine details in the pattern specifica-
tion to compensate for the expected reduction during processing.
This is readily done during processing of the pattern data before
it is fed into the minicomputer.

The marker system

The manufacture of integrated circuits usually re-
quires the use of several masks which are exposed
successively on to the same silicon slice (fig. 7). Very
often the final circuit contains patterns defined inside
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each other by the successive masks and the relative
positions of the masks are then at least as critical as the
resolution of the fine details. The PRL electron -beam
pattern generator can define pattern elements 1 p.m
wide to an accuracy of 1/16 (nn and it must therefore
be possible to align different masks to much the same
accuracy. This could be achieved with a laser interferom-
eter to control the mechanical stage, but an alter -

a

d

b

e

for a particular set of masks are derived from the same
master, using an electron -image projector or are de-
fined using a very accurate optical repeater.

The markers are 20 x 2012m squares and are arranged
in a square with spacing of 1.9 mm so that each
2 x 2 mm area encompasses 4 markers at a time. The
mechanical stage is used to position the substrate to
± 100 pin and the electron beam then searches a

f
Fig. 7. A set of optical masks (a -e) used in making a simple integrated circuit ( f ). Magnifica-
tion 40 x . In conventional mask -making a simple pattern such as one of these (usually called
a 'reticle') is repeated on a special 'step -and -repeat' camera to make a mask containing a
large number of identical units in a two-dimensional array. The electron -beam pattern
generator makes the complete mask directly from data stored in the controlling minicomputer;
several different types of pattern can easily be included on the same mask if required. (This
figure is taken from F. T. Klostermann [6).)

native, used here, is to rely on an accurate array of
markers on the substrate; this can be located by the
electron beam and used as a reference. The markers
are deposited on the substrate before the processing in
the machine begins.

If, as is usually the case, each subunit is used for a
separate circuit it is not necessary that all the markers
should be equally spaced; it is necessary only that their
positions should be identical for all the masks of a set.
This is relatively easy to arrange if all the marker arrays

128 x 128 inn square around the expected position to
locate each marker precisely. The beam exposes the
electron resist around the marker during the search and
so regions of about 200 x 200 p.m around the markers
cannot be used for pattern making. The position of the
markers is detected by the electrons back -scattered as
the scanning beam passes over them and the marker
material must, as well as being chemically compatible
with the substrate, be such as to give a good back -scat-
tering contrast with it. This means in practice that the
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atomic number of the marker material must be very
different from that of the substrate. Gold (atomic
number Z = 79) and tantalum (Z = 73) are suitable
for markers of chromium (Z = 24) on glass; tantalum
is preferred for use on silicon (Z = 14) because it is
compatible with the further processing of the device.
It is usual to protect tantalum markers with a thin layer
of silicon nitride, which does not unduly affect their
back -scattering properties.

The markers are used to adjust the deflection system
every time the mechanical stage is moved to present a
new 2 x 2 mm scanning area to the beam. The proce-
dure consists of 6 steps as follows; see fig. 8.
- The substrate is moved to bring four markers into
one deflection area (K, L, M and N in fig. 8).
- Marker K is located by moving the beam rapidly
over the surface in a raster covering a 128 x 128 pm
square (the 'coarse search'). The centre of the marker
is then defined accurately in terms of the beam -deflec-
tion coordinates by a 'fine -positioning' routine. The
beam is stepped eight times across each edge of the
marker in turn taking very small steps (1/16 pm), and
the effective x- and y -coordinates of the centre are cal-
culated from the signals received. Fine positioning
takes about 80 ms and is repeatable within ± 1/16 pm
for markers of 20 x 20 pm. The beam focus is checked
and adjusted at this stage.
-A second marker L is found in the same way. The
computer checks that the x -coordinates of K and L are
identical; if they are not, owing to residual rotational
errors in the mechanical stage or to the slight rotation
of the deflection field in focusing, then the error is cor-
rected by rotating the deflection coils about the column
axis. This, too, is done under computer control.
-A third marker M is located and the sensitivities of
the x- and y -deflection amplifiers are adjusted by the
computer until the distances KL and LM as measured
by the deflection system are both 1900 ± 1/16 pm.
This completes the setting -up procedure for the area
KLMN.
- The pattern is now drawn in this area. The setting -
up procedure has ensured that distances and angles
specified in the data will be accurately reproduced on
the substrate. However, the coordinates of the details
in the pattern as specified in the data are taken relative
to the marker system. A simple translational adjust-
ment has to be made to the coordinates during scanning
to take account of the fact that owing to the inevitable
inaccuracies in the mechanical stage the measured posi-
tions of the markers will always be slightly different
from those expected.
- Finally, the substrate is moved until the next four
markers, MNOP, appear in the scanning area and the
process is continued.

For experimental purposes it is sufficient to draw a
separate circuit in each subunit, but for production it
may often be necessary to join patterns in several
neighbouring subunits to form larger circuits. The
deflection field has been tailored to have a precisely
square outline to within a fraction of 1 p.m, so the
scanning system is capable of retaining its accuracy
over a larger pattern provided that the array of markers
can be made sufficiently regular. This is not a simple
matter as a set of marker masks are needed, each of
high accuracy. The best available step -and -repeat
cameras [6] are capable of maintaining the marker spac-
ings constant to about 0.1 which is adequate for
the present state of integrated -circuit development, and

M

K N

1.9mm j
2.0mm

[II 0

P

Fig. 8. Illustrating the use of markers for pattern registration.
Markers K, L and M are located separately and the sensitivities
of the x and y amplifiers are adjusted so that the distances KL
and LM as measured by the deflection system are identical. The
x -coordinates of L and K are checked and, if they are not
identical, the deflection -coil assembly is rotated round the column
to compensate.

Fig. 9. Illustrating the accuracy with which a pattern can be
placed in position. Two patterns were etched in chromium at
different times; the substrate was removed from the machine
between the two etchings. The mesh width of the pattern is 10 v.m.

[6] See F. T. Klostermann, Philips tech. Rev. 30, 57, 1969.
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Fig. 10. Part of a mask for making metal interconnections for integrated circuits. The photo-
graph shows how much detailed information can be present in a pattern.
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one possible approach is to generate all the masks of the
set separately on such a machine. An alternative is to
make one master mask on a step -and -repeat camera
and then copy it accurately to produce the other mem-
bers of the set. It is found in practice that small but
significant inaccuracies are introduced by conventional
copying processes; the best method appears to be to
use a high -accuracy electron -image projector such as
that described in the article by J. P. Scott [21.

Performance of the machine

The main criteria by which a mask -making machine
should be judged are its speed, the positional accuracy
of the patterns and the quality of the masks produced.

Speed

For patterns with low coverage, the dominant factor
that determines the speed of operation is the time taken
to move the mechanical stage; for complex patterns
with high coverage the trapezium generator takes the
most time.

The time taken to move the substrate so that all sub-
units have been covered and to adjust the focus of the
beam and the gain and rotation of the deflection system
is about 20 minutes for a 22 x 22 array of patterns
making a 42 x 42 mm mask. Much of this is settling
time to allow the mechanical table and the coil rotator
to come to rest. A considerable reduction of this time
is possible.

The trapezium generator takes 6.4 seconds to cover
a 1 -mm square, so to cover one third (a typical fraction
for a high -coverage pattern) of a 42 x 42 mm mask
takes about 60 minutes. To this must be added the
settling time needed between trapezia to allow the
digital -to -analog converters, the deflection amplifiers
and the eddy currents induced in the metal parts to
settle down. This takes about 100 ps, so for, say, 600
circuits each with 104 trapezia a further 10 minutes
must be added for the settling time. Loading and un-
loading the substrate, pumping down and starting the
program takes only 2 to 3 minutes. Adding up all these
times, the total time for a 42 x 42 mm mask is in the
range 1 to 3 hours, depending on the proportion of the
area taken up by the pattern.

Positional accuracy

The machine was designed to make mask patterns
with a positional accuracy of * µm and this target has
been reached. Reproducibility of pattern position can
be measured by writing two images on the same sub-
strate, which is removed from the holder and replaced
between the two writings, with the same markers being
used for registration on both occasions. Fig. 9 shows

Fig. 11. Circuit for magnetic bubbles. Track width 0.5

0 .0 0
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0

Fig. 12. Integrated circuit written directly on the slice by the
electron beam. The smallest track width is 2µm. The lower
photograph shows a detail.
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Fig. 13. Part of a magnetic -bubble
circuit of permalloy, made by
the electron -image projector [2],
starting from a mask drawn by the
electron -beam pattern generator.
Since this machine assembles figures
from trapezia whose shape and
dimensions can be freely chosen, it
can give very complicated shapes
with smooth contours. The width of
the narrowest tracks is 1µm.

Fig. 14. Aluminium tracks on silicon
made from a pattern written directly
on the slice. The tracks are 1µm
wide. (The scale is in units of 1µm.)

two such images etched in chromium. The alignment
is very satisfactory. This level of precision is obtained
except where there are very obvious defects in the
markers.

Pattern quality

The quality of the patterns obtained with the elec-
tron -beam pattern generator can be seen from figs. 10
to 14; these are photographs made during the last two
years. Fig. 10 is a part of a mask for making the metal

interconnections for experimental integrated circuits
and shows how much information such a pattern can
contain. Fig. 11 is a pattern with 0.5 -pm details, demon-
strating the resolution that can be obtained. The very
high resolution can also be seen from figs. 12 and 13:
fig. 12 shows an integrated circuit written directly on
the slice; fig. 13 shows a number of patterns for mag-
netic -bubble circuits, with a smallest line width of 1µm.
Finally, fig. 14 shows 1 -pm aluminium tracks on silicon;
this pattern was again written directly on the slice.
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New developments

A new research machine is now being commissioned
which will handle 100 -mm slices and will incorporate a
number of improvements suggested by the experience
of two years' operation. Among these will be a new
mechanical table using a laser -based measurement sys-
tem which improves the positioning accuracy and so
overcomes the need for closely spaced markers. In
some cases the presence of these markers is very un-
desirable, for example in VLSI circuits and in surface -
acoustic -wave devices, both of which require an
uninterrupted pattern over a large area.

Measures are also being taken to improve the settling
time, and as a result the new machine will be several
times faster; indeed an increase of at least ten times the

speed of writing can be expected in the more distant
future. This may make direct slice writing a reasonable
commercial proposition.

Summary. An electron -beam machine for making complex and
precise patterns such as those required for integrated circuits is
described. A 0.25-vm diameter beam of electrons controlled by
a computer draws patterns on a metallized substrate covered in
electron -sensitive resist. After development and etching a pattern
is produced (maximum dimensions 42 x 42 mm) which can be
used directly or as a mask to be copied by other means. A two -
stage deflection system is used. The first stage (relatively slow)
deflects the beam to within a 2 x 2 mm square, the second stage
(relatively fast) draws the appropriate part of the pattern inside
the square. The pattern is made up from trapezia of maximum
size 32 x 32 inn. The patterns can be positioned to an accuracy
of ± v.m with the aid of a set of markers predeposited on the
substrate. A complete mask containing details as small as 0.512m
takes 1 to 3 hours to draw.
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Electron -image projector

J. P. Scott

Background and principles

The article by J. P. Beasley and D. G. Squire [1]
has described how an electron -beam machine can
be used to make the very fine patterns which are in-
creasingly in demand in modern integrated -circuit
technology. The machine draws the pattern directly on
to an electron -sensitive resist, coating the substrate on
which the pattern is to be produced, and can achieve
substantially greater resolution than can be obtained
by optical methods. The technique is accurate and
effective but the large patterns required in making
integrated circuits on a slice (or wafer) take a long time
to make. This makes the process unsuitable for the
mass production of low-cost circuits. The solution to
the problem is to use the electron -beam machine to
make a master copy of the required pattern and then
use other means to reproduce this cheaply and in large
numbers. Clearly, optical methods cannot be used in
the reproduction process since the reason for using
electron -beam techniques in the mask making is to
increase the resolution beyond the intrinsic limits of
optical processes. An alternative approach with many
advantages is to use electrons in the copying process.
A machine which does so, called an electron -image
projector, is the subject of this article.

The mask to be reproduced is first drawn by an
electron -beam pattern generator on a layer of electron
resist [2] covering a metallized quartz substrate. After
processing, the required pattern is left on the substrate
as metallization. The substrate is then coated with a
thin layer of photoemitter which will release electrons
when illuminated by ultraviolet radiation. If the
illumination is from the back of the substrate electrons
are only released where there is no metal.

In the electron -image projector, which is shown in
fig. 1, the completed mask M is placed in an evacuated
chamber some distance from the silicon slice Si on which
the IC is to be produced. The slice is coated with an
electron -sensitive resist. In the present machine the
slice diameter is restricted to 50 mm but in an improved
version, now being made, this is increased to 100 mm.
Both mask and slice are situated in a magnetic field and
a high voltage is connected between the mask and the
silicon slice. The mask is now illuminated with ultra-
violet light, which causes electrons to be emitted from

J.P. Scott, M.A., Ph.D., was formerly with Philips Research Labor-
atories (PRL), Redhill, Surrey, England.

the photoemitter behind the clear parts of the mask but
not from the opaque regions. The electrons are accel-
erated by the electric field and focused by the com-
bination of magnetic and electric fields [31 so as to

D,

+20kV

Dy P Dy

DX

Fig. 1. Schematic cross-section of the electron -image projector.
M is the mask, which is coated with a layer of caesium -iodide
photoemitter and Si the silicon slice to be exposed, covered in an
electron -sensitive resist. M and Si are situated in a vacuum
chamber closed by the window W and the disc B. The chamber
is pumped via a port P. Outside the vacuum, to the right of the
window, is the ultraviolet lamp UV. The radiation from this
lamp (184.9 nm) causes electrons to be emitted by the photo -
emitter behind the clear areas of the mask. The electrons are
accelerated to S by an electric field (15 kV/cm) and focused by
the highly uniform magnetic field H (about 1 kOe) provided by
the split solenoid C, with correction notches N. The projected
image is aligned in the x- and y -directions by means of currents
through the deflection coils Dx, Dy; rotational alignment is
provided by mechanical rotation of the mask holder R. Align-
ment signals are obtained by markers on the slice which emit
X-ray signals which are detected by the solid-state detectors Det.

produce an accurate image of the clear areas of the
mask on the substrate. In this way the pattern can be
transferred rapidly from the mask to the silicon slice
at unit magnification.

[2]

[3]

J. P. Beasley and D. G. Squire, this issue, p. 334.
See for example E. D. Roberts, Appl. Polymer Symp. 23,
87, 1974.
The basic idea of the electron -image projector was first
proposed by T. W. O'Keeffe, J. Vine and R. M. Handy,
Solid -State Electronics 12, 841, 1969, and is sometimes called
the Westinghouse system.
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This method of reproducing patterns at very high
resolution on silicon slices was first proposed in
1969 [3], but until recently has suffered from certain
difficulties of operation which have prevented its wide-
spread use. The present paper describes a number of
improvements introduced at PRL which have made the
method more generally applicable for the production
of integrated circuits. The developments to be discussed
are the use of caesium iodide as the photoemitter, a
new design for the magnet and a method of automatic
alignment using Bremsstrahlung X-rays, including im-
provements to the signal detection and processing. A
final section describes some of the results obtained by
one of these machines during two years of use in an
experimental silicon -processing unit. Fig. 2 shows a
photograph of the electron -image projector.

The caesium -iodide photocathode

The photocathode material most commonly used in
work on electron -image projectors has been palladium.
The unsatisfactory behaviour of this material has been
one of the major problems in the development of these
machines and this has led us to search for an alternative.
As a result of the search we have chosen caesium iodide
(CsI), which fulfils all the major requirements for use
in a mass -production machine. These are: ease of
preparation, stability in air, reliable operation in rela-
tively poor vacuum, and a stable photocurrent of at
least 1 p.A/cm2.

Palladium is to some extent unsatisfactory in all of these re-
spects except that of photocurrent density. It is very prone to
contamination and in particular to the effects of minute traces
of oxygen and water vapour. Thus its properties change when
it is exposed to air, and it requires high -vacuum conditions (about
10-7 torr, i.e. 10 ttPa) for effective operation. Even then the
photocurrent is not reliable and may vary up to 50% during
exposure because of the effects of contamination. The material
is also difficult to prepare, and, because concentrated acids are
required to remove it, special materials must be used for the
mask so that it is not damaged during replacement of the photo-
cathode.

A further requirement which involves the photo-
cathode is that the energy of the electrons emitted
when the photocathode is illuminated should be less
than about 1 eV. This is because a large range of initial
energies will produce the electron -optical equivalent of
chromatic aberration in the image, impairing the reso-
lution and depth of focus [Q. To achieve this one needs
to select the right combination of lamp and photo -
emitter material. The essential requirement is that the
quantum energy of the illumination must be only slight-
ly higher than the work function of the photoemitter,
because the emitted electrons will have a range of

energies between zero and the difference between the
work function and radiation energy. The lamp must be
intense and monochromatic and the photoemitter must
have a high and preferably unvarying emission less than
1 eV above its threshold.

To obtain high emission close to the threshold, the photo -
emitter should have a high density of states within 1 eV of the
top of the highest filled band and a high escape probability. This
suggests that insulating ionic crystals, which have valence bands
generally narrower than the filled conduction bands of metals,
should be suitable. In addition, these materials often have a
large mean free path for the excited electrons, which results in
a greatly increased escape probability for electrons excited deep
inside the material.

In seeking a photocathode which is stable in the
presence of air one can use the simple rule of thumb
that the work function should be higher than 6 eV.
This rule rests on the fact that the electron affinity of
oxygen is 6 eV; if the work function is more than this
it is likely to be energetically unfavourable for the
oxygen to take an electron from the photocathode.
This is a rather simplistic view of course, but it gives
a useful pointer.

The above considerations give an indication of the
wavelength limits of the source of illumination; a high -
intensity source of photons of between 6 and 7 eV is
required. A readily available source meeting this re-
quirement is the low-pressure mercury -discharge lamp
(wavelength 184.9 nm, photon energy 6.70 eV).

Among the materials most suitable as photoemitters
for our purpose are ionic insulators such as alkali and
other halides; the best is caesium iodide. Its work func-
tion is about 6 eV, so the photoelectrons emitted
when illuminated by the Hg line at 184.9 nm have a
maximum initial energy of about 0.5 eV. The average
value is 0.3 eV.

The combination of caesium iodide and a low-pres-
sure mercury lamp has two disadvantages. First, caesium
iodide is an insulator so it is necessary to provide a
conducting layer transparent to radiation at 184.9 nm
between the CsI and the substrate. Secondly, the 184.9-
nm radiation dissociates oxygen, leading to the forma-
tion of ozone, so the parts of the projector that are
subject to the ultraviolet radiation have to be contained
in an inert atmosphere such as nitrogen. Cleanliness is
necessary in the vacuum part of the equipment, for any
atomic oxygen formed there attacks residual organic
matter; this results in breakdown of insulators and
rapid deterioration of the photocathode.

These disadvantages are outweighed by the many
advantages. The chief of these is that, as its high work
function indicates, CsI is stable in dry air and requires

(4] J. P. Scott, Electron and ion beam science and technology,
6th int. Conf., San Francisco 1974, p. 123.
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a vacuum of only 10-4 torr (10 mPa) for use as a photo -
emitter (palladium cathodes require 10-7 torr, i.e.

10 liPa). It is therefore possible to open the apparatus
to insert each silicon slice and to pump down the
chamber quickly for each exposure. As a result the
complete exposure cycle for each slice is less than three

In operation the CsI photocathodes give a lower cur-
rent density than the Pd cathodes (20 t.t.A/cm2, com-
pared with 100 p,A/cm2) but the stability is far better;
the current variation during exposure is less than 3 %,
compared with 50 % for palladium. Up to fifty exposures
can be made before renewing the layer.

Fig. 2. Photograph of the prototype electron -image projector. The most prominent features
visible are the deflection coils and the split solenoid. The vacuum pump is housed beneath
the projector. Power supplies and all the electronics are situated in the two racks in the
background.

minutes, and the handling of the slices is a simple
operation.

Another advantage is that the caesium -iodide layer
is very easily prepared by sublimation at about 600 °C,
and moreover can be simply rinsed off with water when
a new layer is needed. The whole renewal operation
takes only a few minutes.

The focusing solenoid

The electrons emitted from the photocathode are
accelerated to the anode (the silicon slice with its
electron -resist coating) by a voltage of about 20 kV,
and focused by a magnetic field of about 80 kA/m
(1 kOe) parallel to the direction of motion. The posi-
tion of the focus depends on the magnitude of the
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field, which has to be uniform to a few parts in 105
over the whole area of the silicon slice in order to keep
the image distortion below 0.1 p.m.

The design of the magnet which provides the focusing
field has a major influence on the general configuration
of the whole machine, as it determines the position of
the pumping ports and the ease with which the silicon
slices and the photocathodes can be introduced and
extracted. A simple solenoid which would attain the
required degree of uniformity would be unsuitable be-
cause of the restricted access to the central region of
the field. We use a split solenoid giving good access
from each end and consisting of two coils separated by
a gap where the pumping port can be introduced; see
fig. 3. In order to attain the required uniformity of field
at the centre, the longitudinal section of the coil has
rectangular 'notches' taken out of the windings - a
principle well established for long solenoids but not
hitherto developed for split coils [5]. A notch in the
windings is equivalent to a small superimposed coil
with current running in the opposite direction to that
in the main coil, and the field from this can be adjusted
to cancel out the more important non -uniformities in
the field of the main coil.

Owing to the application of the principles mentioned
above, our solenoid is substantially smaller and lighter
than conventional designs and gives better access to the
central field region. Its field is uniform to within 3 parts
in 105 over a 50 -mm disc about the centre of symmetry.

The magnetic field near the centre of a simple split solenoid
can be described in terms of polynomials whose second and
higher order terms represent the non -uniformity. With careful
design the field from a second coil system with current in the
opposite direction (equivalent to a notch) can cancel out the two
lowest -order error components without much reducing the cen-
tral field.

In any configuration of cylindrical symmetry with a plane of
symmetry at the origin, as in the case of a simple solenoid
(fig. 4), the axial and radial fields Hz and Hr at a point (r,O)

(spherical polar coordinates, origin at centre of symmetry, 0)
can be written as follows OA]:

/r`2 4

Hz(r,O) = Ho [1 E2- P2(u)
a

E4 P4(u)d- ...1,Q

r 4
Hr(r,O) = Ho [E2 P2'(u) E4 (-a) P4 ( + 

a

Here a is the inner radius of the windings, and Ho is the field -
strength at the centre of symmetry, given by:

Ho = FAja,

where j is the current density, A the filling factor, i.e. the ratio
of the total cross-section of all the conductors in the coil to the
cross-section of the coil itself. The quantity F is the 'field factor',
which depends only on the geometry of the solenoid. The func-
tions P2(u), P4(u),... are Legendre polynomials of the variable u,
where u = cos 0; P2 '(u), P4 (u),... are the derivatives with
respect to u. The error coefficients E2, depend only on the

geometry, like the field factor. F. Because the expansions are
made about the centre of symmetry, the coefficients E1, Es, . . .

are zero.
In choosing the superimposed coils j, A and a were kept the

same as for the main coil (so that the currents will cancel) and
we chose the geometry such that the error coefficients E28 and
E45 for the superimposed coil are much larger than for the main
coil while the field factor Fs is smaller by the same factor. Thus
the products F5E25 and F5E45 are made equal and opposite to
FE2 and FE4 and the two lowest -order error coefficients will
cancel out. The corrected field has magnitude:

Ho' = tja(F- F8).

Thus by introducing a notch, which is equivalent to a super-
imposed coil, it' is possible to design a solenoid with a slightly
reduced magnetic field corrected to the fourth order. This is

H

Fig. 3. Split solenoid with notches N. The notches are taken
out of the windings to improve the uniformity of the field.

4N I  
Fig. 4. Cross-section of a simple solenoid with one notch and
system of coordinates relating to the calculation of its magnetic
field H.

sometimes called a `sixth -order' solenoid because deviations
from the value Ho are proportional to the sixth power of the
distance from the centre. The magnitude of the sixth -order error
is itself very small and the non -uniformity of the field can be
kept to 10-5 over a usable volume.

For a split solenoid as in fig. 3 the calculation is more com-
plicated because of the additional parameters associated with the
gap. There are now six variables defining the magnet (the length
and diameter of the windings, the length and diameter of the
notches, the gap between notches and the gap between the coils)
and four constraints: the specified field; Ho; E2 zero; E4 zero;
and minimum power. It is not normally necessary to set E6

to zero.
In practice the requirement of minimum power leads to two

useful rules of thumb for the design. First, the gap between the
notches should be between 0.6a and 0.8a. Secondly, the gap
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between the coils should be kept to a minimum and, in any case,
less than 0.6a. For larger gaps it is not possible to achieve com-
pensation merely by taking a notch out of the windings; two
separate split -pair magnets with currents flowing in the opposite
sense are necessary, which wastes power. With the aid of these
rules the equations may be solved to give a sixth -order field of
a given strength, using minimum power. However, the process is
intricate and lengthy even with the aid of a computer.

Automatic alignment

Integrated -circuit manufacture usually involves sev-
eral steps using separate masks, which must be ac-
curately aligned relative to one another. Usually the
positional accuracy has to be comparable with the
resolution of the finest detail in the pattern. In a
machine intended for use in production it is clearly
important to have an alignment system of the required
precision which is both rapid and automatic. This has
posed some difficult problems, mostly because of the
restrictions on the ways of detecting a signal from a set
of alignment markers. The detection of secondary
electrons (which is the method used in the electron -
beam pattern generator described in the article by
Beasley and Squire [11) is not possible, for electrons are
trapped in the vicinity of the marker by the high electric
and magnetic fields.

Instead we have adapted a method which uses the
Bremsstrahlung X-rays generated by electrons striking
markers of a heavy element on the slice [7]. In this
method a marker grid (typically of tantalum oxide) is
deposited on the silicon slice and an identical pattern
is etched in the mask. When the projected image of the
grid on the mask is exactly aligned with the tantalum -
oxide grid on the slice, all the electrons from the mask
grid fall on the tantalum oxide. If there is misalignment,
however, some of the electrons fall on silicon, which is
a less efficient generator of X-rays. Thus when the
alignment is perfect, the X-ray output is a maximum.
Detectors mounted behind the slice convert the X-rays
which have passed through the slice into electrical
signals. The point of maximum intensity is found
automatically.

In our machine we use semiconductor X-ray detec-
tors - this permits rapid alignment. The signals pro-
duced by the X-ray detectors are applied to a phase-

sensitive circuit, which simplifies the electronics. These
aspects will be described in more detail below. Two
marker grids are used, one on either side of the pattern,
so that both rotational and translational displacements
can be readily detected. The translational corrections
are made by the deflection coils but the rotations cannot
be made in the same way without introducing un-
acceptable distortion of the image. Mechanical rotation
of the mask holder is used instead.

Detecting the X-ray signal

Geiger-MUller tubes are the most widely used means
for detecting X-ray signals, but they are not suitable for
our purpose because they are limited to a count rate of
about 104 per second. This implies long counting times
to get sufficient counts to keep statistical fluctuations
low, and hence a long time - typically about a
minute - for the alignment. Semiconductor detectors,
on the other hand, can be used at very high count rates
and so signals with acceptable fluctuations can be ob-
tained in one or two seconds. This makes semiconduc-
tor detectors preferable in spite of the fact that they
have high background noise and are rather sensitive to
interfering signals.

With these detectors the alignment can be carried out
during the first 10 % of the pattern exposure. In practice
we use a 20 -second period at a reduced dose rate to
allow time for the rotation of the mask holder. The rest
of the pattern is also being exposed during alignment,
but this does not normally show in the developed
image; there is also the great advantage that separate
illumination is not required for the markers.

Processing the output from the detector

When the image of the marker pattern on the mask
is swept over the matching pattern on the substrate the
electrical signal produced by the detector is a triangular
function of the image movement. This does not lend
itself to automatic control because alignment occurs
when the signal is a maximum, which is difficult to
detect, particularly in the presence of noise. This is
made worse by the very large d.c. leakage current from
the solid-state detectors (normally about 1000 times
larger than the signal to be detected).

We have therefore adopted a phase -sensitive de-
tection method which rejects the d.c. component and
produces a signal which passes through zero when the
patterns are aligned. A small alternating current is
passed through the deflection coils, which makes the
image move regularly backwards and forwards over
the marker and so causes a modulation of the detector
signal. This a.c. signal is passed into a phase -sensitive
detector, which compares its phase with that of the
modulating current through the deflection coils. The
output signal is proportional to the misalignment, being
zero at the point of perfect alignment, and its sign in-
dicates whether the error is to the right or to the left.
The method requires relatively simple analog circuits
and has the additional advantage that the x-axis and
y-axis corrections can be made simultaneously by using

[5] J. P. Scott, J. Physics E 7, 574, 1974.
[6] D. B. Montgomery, Solenoid magnet design, Wiley -Inter -

science, New York 1969.
[7] B. Fay, 3e Colloque Int. A.V.I.SEM 71, Versailles 1971,

p. 163.



352 J. P. SCOTT Philips tech. Rev. 37, No. 11/12

different modulation frequencies for the two directions.
The rotation -error signal is derived from the difference
in the x signals from the two markers on either side of
the mask.

Because the basic signal is triangular and not sinusoidal the
modulated signal contains harmonics of the modulating fre-
quency. The higher harmonics can be removed by filtering, but
the lower ones must be left in because a filter which would
remove them would also affect the phase of the component at
the modulating frequency. For this reason the modulation fre-
quencies used for the x- and y-axis corrections must be such that
none of their low harmonics coincide either with each other or
with harmonics of the mains frequency (50 Hz) which may be
present through pick-up. The frequencies chosen in our machine
are 93 Hz and 72 Hz.

The marker grids can be aligned to within 0.3 % of
their pitch by using phase -sensitive detection. Thus for
a 0.1-11m alignment accuracy the marker grid must have
a pitch of no more than 30 p.m. However, the maximum
misalignment that is expected on inserting the slice into
its holder is of the order of 10 times this, so we use grid
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deflection coils: if the amplitude of the deflection is
made equal to one pitch of the fine marker then the
signal from the fine grid is reduced to zero and only the
signal from the coarse grid is detected; if the modula-
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Fig. 5. Schematic diagram of part of one of the marker patterns
for the automatic alignment. The full marker consists of 9 such
patterns arranged in a square 6 x 6 mm. Two such patterns are
etched in the mask and two are deposited as tantalum oxide on
the silicon slice. Each pattern has coarse x and y grids (widths and
spacings 200 ti.m) and fine x and y grids (widths and spacings
15 lim).
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Fig. 6. Block diagram of the system for automatic alignment. The X-ray signals entering the
detectors Det have been modulated by applying small alternating currents from the oscil-
lators M. and My to the x- and y -deflection coils (Di, Dy, fig. 1) at frequencies which are
different for the x- and the y -directions; the phase -sensitive detectors PSD can thereby
separate out the x and y error signals. The mean value of the x signals from the two detectors
gives the correction current for the x -direction; their difference gives the correction current
for the rotation R. The y -correction current is derived from one detector only. The amplitude
of the modulation applied to the deflection coils is first made such that the deflections
of the image are exactly equal to the pitch of the fine grids (both x and y); in this way the
signal due to the fine grid vanishes. After the coarse alignment, ,the amplitude is reduced
to half the pitch of the fine grid or less: the signal is then substantially due to the fine grid.
The networks marked z represent the adjustable time constants, the networks marked x, R
and y the gains of the circuits controlling the x displacement, the rotation and the y dis-
placement respectively. The indices C and F refer to the coarse and fine controls.

patterns containing both fine and coarse bars, the latter
having a pitch of about 200 .tm; see fig. 5. The coarse
and fine patterns can be distinguished by the choice of
the amplitude of the modulation current applied to the

tion is restricted to less than half the pitch of the fine
marker, the resulting signal is mainly due to the fine
grid. A block diagram of the alignment system is shown
in fig. 6.
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Performance

Resolution and depth of focus

Extensive measurements have been made of the
energy spectrum of the photoelectrons emitted from
CsI when illuminated with the mercury line at
184.9 nm [g]. We have used these results as the basis for
calculating the resolution and depth of focus which can
be obtained by the electron -optical system. The results
are illustrated in fig. 7, which shows the blurring of a
line (the width between the points having 80 % and 20
of the peak intensity) against position when working
with a magnetic field of 1 kOe. The ultimate resolution
is 0.01 while 0.1 [.t.m can be obtained over a depth
of focus of about 100 In fact the resolution
achieved in the final pattern is somewhat less than that
of the electron optics because of back -scattering of the
electrons from the resist and substrate; see fig. 8. Ex-
periments were performed to study the resolution
achievable in a pattern under various conditions, and
some results are shown in fig. 9. The best resolution
obtained (0.25 p.m) is essentially the same as that ex-
pected from electron scattering, indicating that the
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Fig. 7. The relation between the blurring W and depth of focus d
in the electron image (calculated). The vertical axis shows the
width W of an edge measured as the distance between points
having 20 % and 80% of the full exposure. In the range
-25 p.m < d < 75 i.,em the resolution is better than 0.1 imn. The
best resolution (approaching 0.01 12m) occurs slightly away from
the nominal focus because of the finite energy of the electrons
emitted from the photocathode. Scattering of electrons in the
resist and substrate means that the high resolution of the elec-
tron image is not fully reproduced in the final pattern.

image resolution of the electron image is substantially
better, in agreement with the calculation.

Back -scattering of electrons in the resist and sub-
strate occurs in all electron -lithography processes.
Fig. 8 also illustrates another problem which occurs
only in image projectors: the return of back -scattered

electrons to the substrate far away from the scattering
point under the influence of the electric field. About
10 % of the incident electrons are involved in this pro-
cess and the extra background exposure given to the
resist degrades the contrast. The effect can be serious if

15rnrn
-

Fig. 8. Back -scattering of electrons in the resist Res and sub-
strate Sub occurs in all electron -lithographic processes and limits
the resolution obtainable. In the image projector the strong
electric field also deflects the scattered electrons back to the
substrate, up to 5 mm away from the scattering point. This
affects the contrast and means that different exposures must be
used for densely covered patterns, for which the back -scattered
signal is highest.

1.5pm

1 1.0

05

0
-300 -100 0 100 300V

--I.- V
Fig. 9. Resolution s in the developed image as a function of the
voltage between the pattern to be reproduced and the slice, for
four values of the exposure e. The zero of the V -scale is chosen
as the voltage that gives the best resolution. The dashed line
represents the result of a calculation in which it is assumed that
the resolution is determined entirely by the sharpness of the elec-
tron image and that the optimum exposure is made. The dif-
ference between the best experimental result and the calculated
result is entirely due to electron scattering, which is the determin-
ing factor. In the most favourable conditions s is about 0.25 tim.

more than half the mask is transparent, but this can be
avoided by changing to a negative of the pattern and
using a negative resist for the processing. Alternatively,

[8] H. R. --Philipp and E. A. Taft, Phys. Chem. Solids 1, 159,
1956.
J. P. Scott, J. appl. Phys. 46, 661, 1975.
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Fig. 10. Detail from an image in electron resist of a magnetic -
bubble circuit made using the electron -image projector and
illustrating the high resolution obtainable. The strips in the gaps
are 1µm wide.

Fig. 11. Experimental IC made using the electron -image projector. A number of 10 -gate
arrays can be seen in the photograph.
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the problem can be overcome by using different ex-
posures for lightly and densely covered patterns, though
this is not always a convenient procedure for produc-
tion purposes.

Image distortions

The success of any process for image transfer clearly
depends on keeping the distortions to an acceptable
level. For integrated -circuit manufacture distortions
which are the same for all exposures are comparatively
unimportant since they do not affect the relative posi-
tioning of the masks. In our machine the only signifi-
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Fig. 12. One of the 10 -gate arrays from fig. 11, but shown at
greater magnification. The window dimensions are 2 x 2 vm and
the aluminium conductors are 2.4 [Lm wide.

cant reproducible distortions are those caused by the
effect of the slice holder on the nearby electric field (the
magnetic field is everywhere adequately uniform).

Irreproducible distortions, on the other hand, must
be reduced to within the dimensional tolerance on ad-
jacent components on the slice. The major irrepro-
ducible distortions arise from the charging up of the
resist by absorbed electrons (which, however, can be
kept within acceptable limits), and most important, the
effects of bowing of the slice. The precision with which
the pattern can be transferred is extremely sensitive to
any departures from flatness of the slice because the
slice forms the anode of the image projector; any
change in its shape changes the electric field, giving
corresponding shifts in the pattern. The lateral dis-
placement in the pattern as a result of bowing is pro-
portional to the mask -slice separation and is about 3

of the magnitude of the bowing for a mask -slice separa-
tion of 15 mm. The amount of bowing depends on the
preparation of the slice but it can be as much as 30
in some cases; this implies lateral distortions of up to
1 p.m. Distortions of this magnitude are quite un-
acceptable and it is therefore necessary to take active
measures to reduce them.

In the electron -image projector the slice is exposed
in vacuum: hence the normal method of holding down
slices by a vacuum chuck cannot be used. A suitable
alternative which we are now investigating is the
electrostatic chuck [93. This depends simply on the
attraction of the silicon slice to a charged flat electrode
separated from it by a thin insulator. In fact the same
d.c. voltage used to expose the slice can also be used
for the chuck; the silicon slice is thus held at + 20 kV
and the flat backing electrode is held at earth potential.
In this way pressures of 0.2 to 0.4 bar are produced
which are ample to hold the slice flat.

Experience with operating the machine

The electron -image projector described in this article
has been operating in the experimental slice -processing
unit at PRL for the last two years as part of a research
programme aimed at developing processes for making
integrated circuits with improved resolution and pack-
ing density [10]. All the masks used have been made
on the electron -beam pattern generator DJ.

The image projector has been used for approximately
half its time for making masks of the marker arrays
required by the pattern generator and half in develop-
ing a device -fabrication technology. Alignment accuracy
has been found to be consistent within ± 0.1 in x
and y; the rotational accuracy is also within ± 0.1
over the 1.9 mm separating the two marker areas.
However, there can be distortions of up to 0.7 µm due
to bowing of the slice; the electrostatic chuck should
remove this. The resolution of patterns produced has
been about 0.3 p.m, a result dominated by the effects
of electron back -scattering; the intrinsic resolution of
the projector is considerably better. The machine has
proved to be fast and convenient to operate. It uses
short exposures and requires a total of 3 minutes for
the full process including loading, pumping down,
alignment and exposure and removal of the processed
slice.

Figs. 10, 11 and 12 are photographs of patterns
made with the machine. Fig. 10 is a pattern in elec-
tron *resist for a very finely detailed magnetic -bubble
[Si The electrostatic chuck was first proposed by G. K. McGinty

of PRL (British Patent 1443215), and independently by G. A.
Wardly, Rev. sci. Instr. 44, 1506, 1973.

(10] C. E. Fuller, D. J. Vinton and P. A. Gould, IEEE Trans.
ED, in press.



356 ELECTRON -IMAGE PROJECTOR Philips tech. Rev. 37, No. 11/12

circuit. Figs. 11 and 12 are experimental ICs made
with the electron -image projector; they are examples
of the manufacturing method developed at PRL and
based on the electron -beam pattern generator and
image projector.

Summary. An electron -image projector is a machine for repro-
ducing very fine patterns rapidly and at high resolution. Electrons
are emitted from a photocathode material coating the mask and
are accelerated and focused on the substrate by highly uniform
electric and magnetic fields. This exposes an electron -sensitive
resist coating the substrate and so reproduces the pattern at
unity magnification. The PRL projector includes a number of
new features which have made the method more generally
applicable for the production of integrated circuits than hitherto.

The experience gained over the last two years is now
being used in the design and construction of a new
machine which will handle 100 -mm slices and will in-
corporate an electrostatic chuck and several other im-
provements.

These include the use of caesium iodide as the photoemitter
material, a new design for the magnet and a method of automatic
alignment using Bremsstrahlung X-rays, including improvements
to the signal detection and processing. The machine has been
in use for two years and achieves an alignment accuracy of
0.1 1.Lm and a resolution (limited by back -scattering of electrons
in the substrate) of 0.3 p.m. The complete cycle of loading,
pumping down, alignment, exposure and removal of the pro-
cessed slice takes about 3 minutes.
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