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Quartz-crystal resonators using an unconventional cut

J. C. Brice and W. S. Metcalf

The first quartz crystals to be used for frequency stabilization were predominantly Y cuts’:
they were cut perpendicularly to the y-axis of the crystal. The ‘AT’, ‘BT’ and other cuts were
discovered later as a result of the search for orientations for which the frequency is immune to
temperature changes. These cuts are ‘singly’ rotated with respect to the Y-cut. By cutting in a
‘doubly rotated’ orientation, one extra degree of freedom is obtained and more requirements
can be met. The ‘TTC cut’ discussed in this article is a doubly rotated cut. The authors show
that the use of such crystals provides a simple and inexpensivé means of frequency stabiliza-
tion that gives an excellent performance even under highly adverse conditions.

Introduction -

In many varieties of electronic equipment, ranging
from clocks and counters thréugh radio, telephone,
television and computers to satellite navigation
systems, quartz resonators are used for highly accur-
ate selection of the frequency of oscillators and fil-
ters. In the 1920s, when quartz was first used for this
purpose, an accuracy of 1 partin 10* or 10° could be
obtained — one or two orders of magnitude better
than the conventional LC circuits could provide.
Since then quartz resonators have steadily been im-
proved and accuracies of 1 part in 108 are now quite
feasible under good conditions. A clock of this accur-
acy would be right to one second in three years. By
taking elaborate precautions significantly greater
accuracy is attainable. This article describes devices
that allow great accuracy to be obtained in simple
systems under adverse conditions.

A quartz resonator in an oscillator circuit locks the
frequency of oscillation to the resonant frequency of
the quartz plate. The accuracy of locking is deter-
mined by the Q (quality factor) of the resonator: short-
term frequency fluctuations are inversely proportional
to the Q. For long-term stability, however, the stability
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of the resonant frequency itself, under varying oper-
ating conditions, is of more importance. It is on this
point that significant advances have been made in the
last ten years,

The main factor affecting the resonant frequency is
usually a change of temperature. In the 1930s it was
found that the temperature dependence of the fre-
quency depends on the orientation in which the quartz
plate is cut from the crystal. Among the many cuts
that have since been investigated, the ‘AT cut’ has
maintained its dominant position, with both the first
and the second temperature coefficients equal to zero
at room temperature. Thus, in a range of some 30 °C
around room temperature an AT-cut crystal changes
its resonant frequency by only about 4 parts in 108,

However, this is not good enough for many modern

applications. A mobile transmitter-receiver system,
for instance, may have to function in a Canadian win-
ter at —30 °C or at noon in the Sahara at + 50 °C. An
AT crystal changes its frequency by more than 1 part
in 10° in this temperature range, and other cuts do not
do any better. Thus it is necessary either to measure
the temperature and apply a frequency correction,

or to prevent the temperature of the crystal from.

changing. The second method is easier. A simple and
widely applied scheme is to use a small oven that
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always keeps the crystal at a constant temperature
well above the highest temperature required, for
instance at 90 °C in a range of 4 °C; the complication
of having to cool the crystal is thus avoided. ‘Adapted’
AT crystals are often used in this way. By slightly
changing the angle of cut from the ideal AT one, it is
possible to make the first temperature coefficient zero
at say 90 °C. The second coefficient, however, does
not then vanish at that temperature.

In this article we describe the results of our investi-
gations on resonators with an unconventional cut that
appears to be much better suited for oven-controlled
oscillators: the TTC cut (TTC = thermal-transient
compensated). This cut is one of many that have been
proposed recently (0 1t is closely related to the ‘SC
cut’, which offers ‘strain compeusation’. Quartz is
such a well-investigated material by now that the
properties of new cuts can be readily predicted by
computer calculations. A series of calculations made
at Philips Research Laboratories, Redhill (PRL),
have confirmed earlier claims made for the TTC cut
and have suggested other benefits.

The benefits predicted are, in short, that the fre-
quency is virtually independent of temperature in the
range 80-100 °C and of mechanical strains in the
crystal. The strain compensation eliminates the fre-
quency transients due to thermal strains, which to
some degree always occur in the temperature cycling
that goes with oven-control. TTC crystals, however,
differ from AT crystals in many other aspects. For
instance, they vibrate mechanically in a different way
and the electrical characteristics are different; the ef-
fects of cutting, lapping and etching also depend on
the angles of cut. An experimental investigation was
therefore required to determine whether any of these
effects would prevent the predicted advantages from
being realized in practice. The answer is no, as was
shown by a joint programme of research, started in
April 1978 by PRL and Cathodeon Crystals Ltd, Lin-
ton; some of the funds and facilities were provided by
the UK Government. One and a half years later, in
November 1979, the production of a family of TTC
devices was started.

In this investigation research and technology have
gone hand in hand. In order to carry out satisfactory
experiments, it was necessary first to solve the problem
of crystal manufacture. During the early stages of the
joint programme Cathodeon Crystals produced over
500 crystal units to establish the required technology.
The new cut is a ‘doubly rotated’ cut, rather than the
‘singly rotated’ AT cut ( fig. 7). This means that, once
the crystal axes x, y, z have béen established, there are
two angles (¢ and 8) to be adjusted instead of one (6)
before plates can be cut from the crystal. This required
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a complete redesign of the jigs in the cutting machine.
The new designs [2] were however immediately useful
for small-scale production, and once the advantages
of the TTC cut were established they could readily be
applied to large-scale production, which was there-
fore started immediately.

Before discussing our results we shall discuss the
general physical and technical background of quartz
resonators 3] and pay specific attention to the AT and
TTC cuts [!].
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Fig. 1. Singly and doubly rotated cuts in quartz. The axes x, y, z are
the crystal axes as usually defined in quartz (fig. 2). A singly rotated
cut (/eft) is obtained by rotating the ‘Y cut’ — the cut perpen-
dicular to the y-axis — about the x-axis; a doubly rotated cut by
rotating a Y cut first about the z-axis and then about its new inter-
section with the x, y-plane (the x'-axis). The conventional AT cut is
singly rotated (6 = 35.35°), the new TTC cut is doubly rotated
(@ = 21.90°, 0= 33.93°).

Fig. 2. Photograph of a
quartz crystal obtained by
the hydrothermal process.
Right, above: Diagram
of a crystal in about the
same orientation, and the
crystal axes x, y and z.
The z-axis is a threefold
axis, the x-axis is one of
three equivalent twofold
axes; y is the axis perpen-
dicular to z and x. Along-
side: projection on the
X, y-plane.
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Quartz resonators

The two main properties that have made quartz
such a successful material are its piezoelectricity,
allowing mechanical vibrations to be coupled to elec-
trical vibrations, and its ability to sustain mechanical
vibrations with very little attenuation.

The piezoelectricity of quartz is directly related to
its crystal structure. Fig. 2 shows a crystal as it
is grown by the hydrothermal process[4!, and a
schematic drawing of a crystal with the x-, y- and z-
axes that are normally used. The z-axis is a threefold
axis, the x-axis is one of three equivalent two-fold
axes. Because the z-axis is threefold only, the struc-
ture has no centre of symmetry, so that it is possible
to distinguish say the + x-axis from the — x-axis. This
implies piezoelectricity: when the crystal is deformed
in any direction not parallel to the z-axis, the atomic
nuclei and their surrounding electrons are marginally
separated, so that the crystal polarizes, resulting in
opposite charges on some of its faces. Conversely,
when it is subjected to an electric field, it deforms.

—_———————
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stiffness for -the strains occurring in mode m. The
quantities c¢p, and vy, for each mode depend on the
cut. Table I gives values of v,, vy and v, for the AT
cut and the TTC cut. Eq. (1) can be derived from the
condition that the mechanical stress must be zero at
the faces, and results from the conclusion that the
thickness of the plate must contain an odd number of
half-wavelengths. Oscillations corresponding to even
values of M are of no interest; they correspond to
equal charges on the faces instead of opposite charges,
and cannot be excited electrically. In an AT-cut
crystal, the c mode is the only one that can be excited
electrically, since the ‘piezoelectric coupling factors’
ka and ky are zero for AT; in a TTC crystal all three
modes can be excited. The term ‘antiresonant’ refers
to the electrical behaviour.

A quartz resonator is a plate of quartz with elec-
trodes on its faces. A mechanical resonance has a
profound effect on the electrical impedance of the
resonator. For a given alternating current in the
resonator, the voltage across it is the sum of the usual

10

Fig. 3. The three predommant modes of vibration in a thin plate of quartz for a simple case. The
vibrations are acoustic standmg waves across the thickness of the plate; the displacements in
mode a are longxtudmal those in modes b and c are shear waves. For each mode the fundamental
resonance vibration is shown, corresponding to one half-wavelength across the thickness of the
plate. In a doubly rotated cut the vibrations are not purely shear waves, e.g. in the ¢ mode of a
TTC cut the particles move at an angle of 12° to the plane of the plate.

When the plate is large and thin, there are three
predominant modes of mechanical vibration, cor-
responding to standing waves across the thickness of
the plate. They are labelled a, b and ¢, in order of
decreasing wave velocity. In a simple cut, e.g. the AT
cut, the displacements in mode a are longitudinal (i.e.
perpendicular to the plate), those in modes b and ¢ are
shear displacements (see fig. 3). In the TTC cut, this
is only approximately the case; the displacements in
the b and ¢ modes are about 10% longitudinal.

The ‘antiresonant’ frequencies f;, of mode m (= a,
b or c) are given by

frn = Mon/h, )

where 2h is the thickness of the plate, M an odd
integer (1, 3, 5, ...) and vy, the acoustic wave velocity
of mode m:

Um = (cm/0), ()]

where g is the density of the crystal and ¢,, the elastic

Table 1. Wave velocities for the modes a, b and ¢ in TTC- and
AT-cut quartz plates.

TTC AT
Vg 6700 m/s 7000 m/s
vy 4000 3800
Ve 3600 3200

[11 A complete review of the new cuts is given by A. Ballatto in:
W. P. Mason and R. N. Thurston (eds), Physical acoustics
XIII, p. 115; Academic Press, New York 1977."

[21 R. B. C. Maddox (PRL, Redhill) designed the jigs and super-
vised their construction. J. Dowsett, R. Butters and P. Morley
(Cathodeon, Linton) were responsible for the manufacture of
the devices.

[31 An account of early work in the field is given in R. A. Heising,
Quartz crystals for electrical circuits, Van Nostrand, New York
1946. This excellent book was reprinted by Electronic Indus-
tries Association, Washington 1978. )

The subject has also been reviewed by J. C. B. Missel and by
W. Parrish, Philips tech. Rev. 11, 145, 323 and 351, 1949/50,
and 12, 166, 1950/51.

[41 A review of hydrothermal growth is given in J. C. Bnce, Repts

Prog. Phys. 40, 567, 1977.
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‘dielectric’ voltage Vg and a ‘piezoelectric’ voltage V5,
due to the deformations of the crystal. If the fre-
quency is well away from any resonance, ¥, can be
neglected. When a point of resonance is approached,
however, mechanical vibrations induce appreciable
values of V,. Away from resonance, ¥, and Vg are
not related in phase. At some frequency just below
mechanical resonance, they compensate one another,
resulting in zero impedance. At the point of mechan-
ical vibrations itself, however, mechanical vibrations,
associated with a voltage ¥}, can occur without any
current (if losses are neglected, that is), and so the
impedance is infinite.

Fig. 4. Equivalent circuit of a quartz plate resonator near one of its
resonant frequencies. Cy is the static capacity between the elec-
trodes on the faces. R, represents the losses. C, and L, are given by
the relations:

C, = 8 Cok?/n°M?,
L, = h?/2 Cokp®vm?.
L,C = 1/wy?, wq = 27fy = aMv,,/2h.),
k., is the piezoelectric coupling factor, giving the degree of coupling
between the mechanical quantities (stress and strain) and the elec-
trical quantities (electric field and dielectric displacement) that

describe the quartz crystal when it is oscillating in mode m; M, h
and v,y as in eq. (1). :

This electrical behaviour — corrected for losses — is
simulated in detail by the equivalent circuit of fig. 4.
C, is the static capacity, C; and L, relate to the mech-
anical properties (cm, ) and the piezoelectric coup-
ling factor k,, for the mode used; R, represents the
losses. Fig. 5 gives the resistive and reactive com-
ponents R and X of the impedance Z as a function
of frequency f near resonance. The impedance has a
minimum (X = 0) at ‘resonance’ (f = f;), a maximum
at ‘antiresonance’ (mechanical resonance, f= fa).
The curves and the equivalent circuit only apply of
course in the neighbourhood of a single resonant
frequency, well away from other resonances; at every
other resonance the behaviour is qualitatively
repeated.

The crystal can be used in a series circuit or in a
parallel circuit (fig. 6). The load capacitor CL may be
an integral part of the source or it may be used for
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Fig. 5. Resistive and reactive components R and X of the impedance
Z of the equivalent circuit (fig. 4) as a function of frequency near a
single mechanical resonance. There are two points of resonance: at
the ‘resonant frequency’ f; (X = 0, | Z| is at aminimum) and at the
‘antiresonant frequency’ f; (the ‘switch-over point’ of X; |Z| and
R have a maximum). The distance between the two resonance
points is (C,/2Cg)fa, and is very small with respect to the fre-
quency if Cy is much larger than C, .
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Fig. 6. Oscillator circuits. @) Series circuit. ») Parallel circuit.
S source (often some kind of low-Q oscillator itself). X crystal.
C. load capacitor. In a series circuit S has to be of low internal
impedance, in a parallel circuit it must be of low admittance.

final trimming of the frequency or for adjusting the
degree of coupling. If we consider a series circuit, the
crystal is used with a low-impedance source, and oper-
ated near f;. The circuit can be considered as a ‘feed-
back loop’. The condition for oscillation is that, if the
loop is broken, say at A in fig. 6a, the input and
output signals at the break are equal in phase and
amplitude. If the Q is high, a slight frequency change
strongly affects the phase. The frequency therefore
adjusts itself to a value where X in fig. 5 is equal and
opposite to some reactance X, determined by the
‘external’ circuit.
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There are now two ‘measures of quality’ for the
resonator. In the first place we have the usual quality
factor Q:

Q = a)rLl/Rl = l/a)rRlCl ((,Or = 27'{fr= 1/|/L1C1 )

giving the accuracy with which the resonator locks the
oscillating frequency to its frequency of resonance;
Q is inversely proportional to the losses in the system
(Q is the ratio of the energy stored in the mechanical
vibration to the energy lost per cycle). If the internal
friction accompanying the vibrations were the only
cause of losses, Q could be of the order of 107, In
actual devices energy may also be lost to the gas in the
encapsulation, to the mounting system and to other
modes of vibration. Thus, for the best devices, the en-
capsulation should be evacuated, the crystal should be
‘decoupled’ from the mounting, and the mode used
should not couple to other modes of vibration.

Secondly, the steeper the X, f-curve (fig. 5) near f;,
or the closer fr to fa, the greater the immunity of the
oscillation frequency to changes in the external circuit
(i.e. in X.), e.g. due to temperature changes in exter-
nal circuit elements. From the equivalent circuit we
can show that

(fa = f)/fr = C1/2C,, (dX/dw)w=w.- =2L,.

These quantities are of course directly related
(L1Cy = 1/w;?). Thus Cy/C; (or CoL ) is a good

E1 E:? Qu cl
A / I\ N V/ N}
Kty sy
- . s <4 “ //r/ g
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Fig. 7. A quartz plate with electrodes, shown in plan and elevation;
Qu quartz plate, C/ mounting clip or clamp; E, is the electrode
proper, E, is extra electrode material added to tune the device to
the desired frequency. Not to scale; compare with fig. 11.
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measure of the immunity to changes in the external
circuit. When this quantity is translated back into
physical quantities, we find (see the caption to fig. 4):

Co/cl = 7[2M2/8km2.

Thus, cuts with small piezoelectric coupling factors
are desirable but very small values of k., produce a
device whose circuit frequency cannot be adjusted.

A quartz plate with electrodes is shown schematic-
ally in fig. 7. Its frequency is mainly determined by the
thickness of the plate (eq. (1)), but slightly decreased
by the mass of the electrodes. The portion of the plate
under the electrodes thus has a different resonant fre-
quency from the non-electroded part. This helps to
decouple the central, oscillating part of the plate from
the mounting system as the energy becomes trapped
under the electroded (low-frequency) area, and this
leads to an improved quality factor. This effect can be
enhanced by making the outer portions of the plate
thinner.

The AT cut and the TTC cut

Special cuts have often been selected on the basis of
the flatness of their frequency-temperature curve at a
particular temperature. Thus ‘BT cuts’ (operating in
the b mode) have been widely used; their f,T-curves
have a maximum — i.e. the first temperature coeffi-
cient T¢(?) is zero — at a convenient temperature. The
AT cut (operating in the ¢ mode) has been so success-
ful because the first fwo temperature coefficients, T¢¢"
and T;'®, are zero at room temperature. The f,T-
curve is therefore extremely flat, since it has also a
point of inflection at room temperature.

At PRL computer programs have been written that
calculate ‘third-order’ f,7T-curves about a selected
temperature T, as defined by the first three terms of
the power Series:

f = follfs =
LT~ T) + T - T + (T - ) + ...

1 2%
nf oT™"’
temperature coefficients for f are derived from those
for cm, @ and h by differentiating eq. (1) with respect
to T and using eq. (2), remembering that cm, ¢ and A
are all functions of temperature. For T:(!) we find:

Tf(l) =é.n(l) _ %‘Tg(l) _ Th(l),

where f, = f(Ty), and T;™ = The

where T:(!) is the first temperature coefficient of ¢,
etc. The expressions for the second and third coeffi-
cient become very tedious, but can easily be handled
by the computer program.
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Fig. 8. Calculated frequency-temperature curves for cuts close to
the AT cut proper. The relative frequency deviation, (f - fy)/fo»
from the resonant frequency f; at the temperature Ty = 27 °C is
plotted against temperature for cuts with ¢ = 0 and various values
of 6. All curves have an inflection point at 27 °C. The AT curve
(8 = 35.35°) is also flat at this temperature.

The AT cut is a singly rotated cut: ¢ = 0 (see fig. 1).
Fig. 8 gives a set of calculated third-order curves for
To = 27 °C, ¢ =0, with various values of §. All of
these curves have an inflection point at 27 °C; the AT
cut (@ = 35.35°) is the one that is also flat at this tem-
perature,

When ¢ is increased, the common temperature of
inflection increases. Fig. 9a gives a set of curves for
¢ = 21.90°; the common inflection point occurs at
T = 90 °C, a convenient oven temperature. The curve
that is also flat at this temperature is our TTC cut
(6 = 33.93°), which thus has the same advantage at
90 °C as AT has at room temperature. Fig. 95 shows
the sensitivity of the curve to variations in ¢.

This cut is also strain-compensated. In the ¢,6-dia-
gram of fig. 10a, the line A represents the values of ¢
and 0 where 7! and T;'® are equal to zero at the
same temperature; this temperature, as a function of
¢, is given in fig. 105. The line B represents the values
where the frequency is expected to be independent of
an in-plane strain. This line is somewhat less certain
than A, since the relevant material parameters are not
so well known, but it is a good representation of what
is known from experiments (11 and calculations. The
TTC cut is at the intersection of 4 and B, Figs 8 and 9
are for ‘ideal’ devices with very thin electrodes,
whereas fig. 10 is for practical devices with electrodes
about 0.5 um thick. ’
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Fig. 9. a) Calculated frequency-temperature curves for ¢ = 21.90°
and various values of 8. The common inflection point is at T =
90 °C. The curve for § = 33.93°, the TTC cut, has a very wide tem-
perature range of constant frequency about 90 °C. b) Calculated -
curves for § = 33.95° and three values of ¢. The curves in (b) have
been centred on 25 °C to separate them in the area of interest. The
thick curves have been checked experimentally.

The advantages of the TTC cut

These features of the TTC cut are very valuable for
oven-controlled resonators. If it is decided to use oven
control, say at 90 °C, it is of course possible to use an
AT crystal with a slightly different value of 8, so thata
turning point occurs at 90 °C (8 = 35.60°, see fig. 8).
The f,T-curve is then flat at the temperature of oper-
ation. The special feature of AT (inflection point at
27 °C) is then of no advantage, but this seems to be
the best approach if only singly rotated cuts are per-
missible, and it has long been the conventional ap-
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proach. If double rotation is allowed, however, the
TTC cut offers a much flatter curve at 90 °C.

This flatness may be exploited to save oven power
— this might be important for portable communica-
tion equipment powered by batteries. If an oven is to
consume little power, it must have good thermal
insulation, but this implies slow cycling with large
temperature variations; thus, if large variations are
allowed, power may be saved. By increasing the per-
missible temperature changes from 4 °C (AT) to 20 °C
(TTC), the power required for a simple oven design
decreases from SW to 1 W. |

For oven-controlled oscillators, strain compensa-
tion is also extremely important, as the oven tempera-
ture tends to cycle rapidly over a small range (e.g.
0.2 °C every 30 seconds). This implies that heat.flows
in and out of the quartz plate, giving temperature gra-
dients, which are always accompanied by strains.
Thus, if the frequency is not independent of strain, as
in the AT case, it fluctuates much more strongly than

Q

3 30 1 !
150°C

100

50

0° 10° 30°

b — ¢

Fig. 10. The orientation angle 8, (above, line A) and the tempera-
ture T, (below) for which both T¢(1) and T;(2) are equal to zero, as
functions of the orientation angle ¢. Line B in the upper diagram
gives the #-values for which the resonant frequency would be ex-
pected to be strain independent [11. The cut at the intersection of 4
and B (TTC) is thus expected to have very good temperature com-
pensation as well as strain compensation. Note that § and ¢ are on
different scales; the variations of @ along the line 4 are less than 2°.
It should be noted that figs 8 and 9 apply to ‘ideal’ devices with very
thin electrodes, but this figure applies to practical devices with elec-
trodes about 0.5 pm thick.
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would be expected from its ‘static’ f,T-curve. This
effect is avoided by strain-compensation.

Immunity to strain has other advantages. If the fre-
quency does depend on strain, it will not be perfectly
constant if the resonator is subject to vibrations, as is
often the case in practice. The frequency may also
change in the long run (‘ageing’) because of the
relaxation of strains introduced into the mounting
when the resonator was assembled. Finally, we should
mention the ‘nonlinear effects’ introduced by strain-
dependence: at high powers, the strains occurring
during the oscillation itself will affect the elastic ‘con-
stants’, which are then no longer constant during the
oscillation; this may result in frequency changes and
distortion of the sine wave, giving noise. All these
effects should be eliminated or reduced by strain com-
pensation. .

In the following we shall show that these expecta-
tions are borne out in practice.

The experimental investigation

We have made TTC-cut resonators that operate at
frequencies between 5 and 16 MHz in the fundamen-
tal mode (M = 1 in eq. (1)), and resonators operating
at frequencies up to 42 MHz in the third overtone
(M = 3). In-all cases the c mode of vibration is used.
In these resonators, unlike AT-cut ones, the unwanted
b mode can be excited electrically, and is separated
from the ¢ mode by only 10% in frequency. A simple
filter is usually added to prevent the circuit from oscil-
lating in the b mode. The b mode has a very high tem-
perature coefficient.

In this article we shall concentrate on the character-
istics of 10 MHz resonators. We shall compare them
with AT devices in terms of the ‘quality criteria’ Q
and C,/C;, the insensitivity of the frequency to strain,
thermal shock and ageing, and to direct voltages
across the electrodes. Except for the orientation of the
cut, both sets of devices were made by identical and
fairly simple techniques. Where the comparison is at
85 °C, adapted AT crystals with a turnover point at
85 °C were used. The results on the 10 MHz resona-
tors are also representative for the other resonators.

Manufacture

The crystal from which the plates are to be cut is
mounted on a jig with two degrees of freedom in
orientation with respect to the saw blade of the cut-
ting machine. The proper orientation is verified by
X-ray diffraction to an accuracy of about 0.01° in
both 8 and ¢. The electrodes (fig. 7) affect the tem-
perature coefficient slightly, so that, for zero tempera-
ture coefficient, the values of # and ¢ have to -be
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Fig. 11. A quartz plate mounted on its holder. The diameter of the
plate is 12 mm.

slightly different from those for a blank as derived
from fig. 9.

The cutting is a rather coarse procedure and the
plates are lapped with abrasive powders between cast-
iron laps to make a coarse adjustment of the thick-
ness. The plates are contained in perforations in a
plastic sheet. A radio receiver is connected to the
upper and lower laps and when the correct frequen-
cy is reached, a signal is heard and the lapping is
stopped. The slices are then stacked and ground circu-
lar, and separated for etching. The etching removes
the damage done by the lapping process and prepares
the surface for application of the electrodes by evap-
oration. Etching is continued until the resonant fre-
quency is slightly higher than the desired value. After
the deposition of the electrodes, which are of silver or
gold, the discs are mounted on their holders ( fig. 11)
and a further small amount of electrode material is
evaporated on to the central area of the electrodes
until the resonator is tuned to the desired frequency.
The frequency is monitored continuously during this
process. Finally the devices are sealed either in evac-
uated glass envelopes or in gas-filled metal cases.

The main problems in this process are achieving
and maintaining the desired angles and achieving the
desired thickness after etching. Only a small amount
of electrode material may be used for the final tuning,
since it affects the temperature coefficient slightly.

The equivalent-circuit parameters

Table II presents the mean equivalent-circuit
parameters obtained for a large number of 10 MHz
resonators. The table shows that the TTC resonators
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compare well with the AT resonators and have higher
values of Q and C,/C;. This would be expected for
Co/C;, since the piezoelectric coupling constant k. in
mode c is smaller for a TTC cut than it is for an
AT cut.

Although the Q-values are not nearly as high as can
be obtained, we think that the difference of a factor
of 2 is significant, since both sets of resonators were
produced in identical ways. The energy trapping is
probably better for the mode of vibration used in the
TTC cut than for the one in the AT cut.

The Q-values can be improved by making the outer
part of the plates thinner (see p. 5) and by polishing
the blanks. Q-values limited by the losses in the quartz
can then be attained easily, but for most purposes a
lower Q is satisfactory and the extra costs cannot be
justified.

The f,T-curves; the first temperature coefficient

The temperature behaviour of the plates is as ex-
pected from the calculations; the thick curves in fig. 9
were experimentally obtained with plates with negli-
gible electrode weights. Figs 9a and b show that T3’
is much more sensitive to # than it is to ¢; TTC is
also less sensitive to @-variations than AT. From
the estimated accuracy of + 0.01° in 6 and from
the curves, we would expect variations in 7;*) of
+ 3x107%/°C for the TTC plates, and + 5x 1078/°C
for the AT plates. The variations that we actually
found in batches of crystals are about + 1x1077/°C
for TTC crystals and + 2x1077/°C for AT crystals.

Thermal shock

When a resonator is subjected to a sudden change
of temperature a transient change of frequency, due
to transient strains, is usually observed. When an AT
crystal is temperature cycled, this effect upsets the
frequency stability, even for cycles around room tem-
perature. In our resonators, the transients take about
30 seconds to build up. This is roughly the time for a

Table II. The average equivalent-circuit parameters for a large
number of TTC and AT 10 MHz resonators.

TTC AT
G; 5.0 + 0.3 pF 5.7 + 0.02 pF
C, 7.3 + 0.4 f{F 30.1 £ 1.4 fF
L, 34.7 + 0.3 mH 84+02 mH
R, 53+05Q 26+06 Q
Q = wL,/R, (4.1 £0.3)x10° (2.03 + 0.5)x 10°
C,/C, 680 + 60 190 + 10
ke 151 4.99% 8.80%

n?/8k? | 495 | 159
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change of case temperature to affect the quartz plate.
The decay time is about 90 seconds.

The results of our thermal-shock experiments are
summarized in Table III. It can be seen that the effect
on the frequency is 10 to 20 times smaller for TTC
crystals than for AT crystals. For the applications we
have in mind, oven-controlled resonators, this is the
most important advantage of the combination of
strain compensation and temperature compensation
that TTC cuts offer. Fig. 12 shows a direct demonstra-
tion of this advantage.

Table III. The effect of thermal shock on the frequency. (ASf/fdm-is
the maximum relative frequency change occurring after a sudden
change of temperature AT. At the test temperature (about 90 °C)
Ti(V). for all resonators was zero to within + 10x107%/°C. The
results are almost identical for AT devices if they are tested at 27 °C.

AT A/ N
TTC AT
0.2.°C 10x107®  200x10~°
2°C 40x10™°  500x107°
| AT
2x107E
Af[f
b
' ! !
00 2 4 min
1x107FTTC
! ]
t 00 5 10min

—_t

Fig. 12. Frequency stability of an AT crystal and a TTC crystal,
temperature-cycled in a simple oven. Average oven temperature
71.5 °C. Cycling range 0.2 °C. Cycling period 35 s.

-
a C= ]
A toosn
10.1/\/

C 1
Yoosn Yoosn
300g

c [t -

Fig. 13. a) Arrangement of symmetrical bending test, schematic.
The upper, centre knife is in two sections, leaving room for the elec-
trodes. The frequency change is measured for different orientations
of the plate in the j _ug b) The forces occurrmg in the test. ¢) If the
mass of the plate is 30 mg, the forces in b are equivalent to an
acceleration of 300g of the plate in its clamps.
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Strain

Strain may occur not only because of temperature
changes, but also more directly. For TTC crystals the
frequency would be expected to be immune to strains
in the plane of the plate. For a plate held at its edges
(fig. 7), however, the most likely deformation to occur
in practice is symmetrical bending, either by accelera-
tion (vibration) of the resonator or by forces imposed
directly due to the clamps. Special jigs were therefore
devised in which plates were bent symmetrically as
indicated in fig. 13a, for several orientations of the
plate in the jig, and the change in resonant frequency
was measured (6], Typical results are shown in fig. 14.
The maximum frequency change is at least five times
smaller for TTC than for AT. In the AT crystal there
is no orientation at which the effect is zero, whereas
for TTC the effect fluctuates around zero. The AT
crystals all behave rather similarly, with a period of
about 90° in orientation. The TTC crystals do not
produce a consistent pattern, however; the effects are

-6
3x10 AT
Af[f
e 20° B° 260° 300° 360°
— 1/)
-6
1x10 T7C
Afff

B AN AW\
VAR \

-1

! {
240° 300° 360°

_>1/[

1 1 - 1
0° 60° 120° 180°
Fig. 14. Frequency changes with symmetrical bending for an AT-
cut resonator and a TTC-cut 10 MHz resonator. The relative fre-
quency change Af/f is plotted against the angle y between the line
connecting the mounts or the points of application of the forces
(fig. 13) and the projection of the x-axis on the plate (see fig. 1).
Several AT crystals give much the same pattern. The TTC crystals
do not give a constant pattern.

[51 From Table IV of Ballato’s article [11,
[6]1 E. D. Fletcher and A. J. Douglas, Proc 33rd Ann. Frequency
Control Symp. 1979, p. 346. -
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believed to be secondary, associated with the exact
positioning of the electrodes, etc.

The bending test of fig. 13a is equivalent to an
acceleration of the plate in its mounts of about 300g
where g is the gravitational acceleration (see fig. 135, ¢;
the mass of the plate is about 30 mg). An acceleration
of 1g would give a relative frequency change of at
most 1x 1079, Since the acceleration does not exceed
a'few g in most vibrations, the frequency change will
usually be negligible even for a desired accuracy of
one part in 108,

For asymmetrical bending more systematic changes are found;
these are much the same for TTC and AT cuts ( fig. 15). They are
therefore probably associated with more complicated strains than
simple in-plane strains. As the TTC curve of fig. 15, unlike the one
in fig. 14, is reasonably reproducible, it can be used to select the
optimum position for the mounting clips to make the device insen-
sitive to these more complicated strains.

Ageing

It has been suggested (p. 7) that strain compen-
sation might also reduce ageing effects for the fre-
quency. For our 10 MHz resonators the TTC cuts are
indeed consistently better than the AT cuts in this
respect. We have applied a standard ageing test to a
large number of resonators: they are kept at a tem-
perature of 85 °C for three months and the frequency
is monitored during that period. The frequencies of
the TTC devices rose slowly during the entire period,
but the rate of increase slowly decreased. The fre-
quencies of the AT devices, on the other hand, initially
fell rapidly, then more slowly until they also started
to rise after six weeks. At the end of the three months
the average ageing rates were (1 + 0.3) X 107° and
(6 + 4) x 107° per day — equivalent to annual rates of
about 0.4 x 107 and 2 x 107 — for the TTC and AT
batches respectively. '

As suggested earlier, the greater effects for the AT resonators can
be explained by a greater sensitivity to the relaxation of strains in
the mounting. There are of course other causes of ageing, and these
should be much the same for both TTC and AT cuts, e.g. conden-
sation of material on the electrodes or evaporation from them. As
the plates are only about 10° atomic layers thick, a significant frac-
tion of one layer of atoms would cause a frequency change of the
order of 1 part in 10°.

The effect of a direct voltage

When a direct voltage is applied to a quartz resona-
tor, the frequency changes abruptly because the d.c.
field directly affects the elastic constants. It then
slowly continues to drift, on account of the migration
of small ions through the lattice (solid-state electro-
lysis); these ions create space charges that again
modify the frequency. In our samples lithium appears
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to be the migrating ion (71, Lithium is a common
impurity in quartz at concentrations of a few parts per
million. .

This is the one effect where TTC is at a disadvan-

tage. In our AT devices, the frequency first drops 5 to

AT
1x10"
Af[f
0
-1k
_ 1 ] ! 1 |002N
0° 60° 120° 180° 24L0° 300° 360°
_—»w
-6
2x10"° ==
Afff
1+
0
-1
_2 1 | | ] 1
0° 60° 120° 180° 240° 300° 360°

—>w

Fig. 15. Relative frequency changes for asymmetrical (cantilever)
bending. Inset: experimental arrangement.

) )
o
C = C.
X X R
o
2 2
a b

Fig. 16. Resonant part of an oscillator circuit. X' quartz-crystal
resonator, CL series load capacitor. @) The conventional circuit.
A direct voltage between I and 2 will appear across X, as the d.c.
resistance of C, is about 10° Q, and that of X is about 102 Q. Such
voltages may affect the frequency, especially in the TTC case.
b) A resistance R of 1 MQ will eliminate the direct voltage across X,
without otherwise affecting the circuit.

[71 J. P. Stagg (PRL, Redhill) identified lithium as the mobile
species.
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8 parts in 10° per volt and then drifts down a further
1 part in 10° per volt in a few hours, independently of
the polarity of the voltage. In the TTC devices the fre-
quency changes are larger, persist much longer and
are more complicated. The sign of the initial change
depends on the polarity of the voltage, and the later
changes do not have the nature of a persistent drift
but are fluctuations. The initial change is 10 to
15 parts in 10° per volt, the subsequent fluctuations
are 2 to 10 parts in 10° per volt, and changes can still
be measured after 16 hours. The complications can be
explained partly by the fact that the plane of the plate
no longer contains a twofold axis. In a singly rotated
cut the twofold x-axis in the plane of the plate ensures
that any éffect must be independent of the polarity of
the voltage.

The effect is best circumvented by eliminating any
significant direct voltages. Fig. 16a shows a typical con-
ventional circuit. The d.c. resistance of the load capaci-
tor Cvis 10° to 10'° Q, and that of the crystal is 10** to
10'3 Q. A direct voltage between points I and 2 there-
fore appears across the crystal. It can be easily elim-
inated, however, by adding a shunt resistance much
smaller than the resistance of Cy but large enough not
to affect the circuit in any other way (fig. 16b).

Conclusions -

Our investigations show that the expected ad-
vantages of the TTC cut over the conventional AT cut
for oven-controlled resonators are attained in prac-
tice. The frequency is much less sensitive to tempera-
ture variations in the range of convenient oven tem-
peratures and to the thermal strains that occur in tem-
perature cycling. The frequency is also less sensitive to
vibrations, to changes in the external circuit and to
ageing; the Q (the electrical quality factor) is better.
Other measurements, not discussed in this article, have
shown that in all other respects the TTC devices are at
least as good as the AT devices made in the same way.
In particular, the noise produced at frequencies away
from the carrier is usually less and certainly not more
than in comparable AT devices. Making use of TTC

_crystals will not result in a significant increase in price,

Table IV. Improvements in frequéncy stability, power consump-
tion or range of stability that can be made by substituting the AT
resonator by a TTC resonator in a simple oven.

Average oven

temperature 85 °C AT TTC

Power, maximum 8W 8W 1w 1.5W

Frequency variation 1in 107)| 1in 108| 1 in 107| 1 in 107

Ambient temperaturerange| O to 0to 0to —40 to
60 °C 60°C | 60°C | + 60°C
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as they are only marginally more difficult to manufac-
ture and it is simple and inexpensive to modify the-
oscillator circuit so that the b mode is suppressed and
direct voltages do not appear across the crystals.

Two simple experiments demonstrate the possible
improvements. In the first experiment, we made
similar large changes in the external circuits of an AT
oscillator and a corresponding TTC oscillator: a series
load capacitor was decreased from .60 pF to 5 pF. In
the AT oscillator this resulted in a frequency change
of 9 parts in 10%. As would be expected from the
C,/C,-ratios (Table II), the change was much less for
the TTC oscillator: 3 parts in 10*.

In the second experiment, we used an oven-con-
trolled oscillator with an AT crystal; this had a max-
imum power consumption of 8 W and a frequency sta-
bility of 1 part in 107 over an ambient temperature
range of 0-60 °C (Zable IV, first column). By sub-
stituting a TTC resonator and adapting the oven where
necessary, we could either improve the stability by a
factor of 10, or reduce the required oven power by a
factor of 8, or reduce the power a little less and extend
the temperature range to —40 °C (see Table IV).

These simple experiments neatly summarize the
ways of using the new cut. It can be used to improve
the frequency stability of a system, to make a system
suitable for tougher physical conditions and to save
oven power. )

In practice TTC-cut crystals are now coming into
use in the most demanding situations, e.g. in fre-
quency counters, satellite navigation systems, tele-
vision transmitters and in high-frequency single-side-
band radio systems.

This work was carried out with the support of
Procurement Executive, U.K. Ministry of Defence,
sponsored by DCVD.

Summary. It was expected that the properties of the ‘thermal-
transient compensated’ (TTC) cut of quartz would make it very
suitable for use in oven-controlled oscillators. It is a ‘doubly
rotated’ cut, in which the two angles (¢ and 6) characterizing the
orientation are different from zero, unlike the widely used ‘singly
rotated’ AT cut (¢ = 0). Computer calculations predict that the
frequency of the TTC cut is very insensitive to temperature changes
around 90 °C (a convenient oven temperature) and to mechanical
strain. The strain compensation eliminates the frequency transients
due to thermal strains occurring with oven control, and also
eliminates some of the ageing and nonlinear effects. An experi-
mental comparison of AT and TTC resonators for 10 MHz, iden-
tical except for the angles of cutting, bears out the expectations.
The frequency-temperature curve of the TTC crystals is very much
flatter at 90 °C, the sensitivity to thermal shock and symmetrical
bending is very much less and the ageing effects are smaller, Two
disadvantages of the TTC cut, the ease of excitation of an un-
wanted mode of oscillation (b) near the mode of operation (c) and
a sensitivity to direct voltages, are easily circumvented by simple
provisions in the circuit. The new cut can be used to improve the
frequency stability of a system, to make it suitable for tougher
physical conditions and to save oven power. ’
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Camera window for ultrasoft X-rays from celestial sources

J. A. M. Bleeker, W. H. Diemer, A. P. Huben and H. Huizenga

The Netherlands astronomical satellite ANS carried instruments Jfor observations in the X-ray
bands (wavelengths 0.2-6 nm) and in the ultraviolet (150-330 nm). Astronomers are keenly
interested in extending the X-ray observations to wavelengths of 20 nm or more, and in
obtaining a good survey of the sky at these wavelengths, which was not possible with the in-
struments on the ANS. The ‘Cosmic Ray Working Group’, based at the Hu ygens Laboratory
of Leiden University, has built a camera for this purpose. The article below discusses the

ultra-thin plastic window of this camera.

When the ANS satellite was built, Philips were closely concerned with its construction. In
the present work the Philips share is confined to a contribution to the development of the cam-
era window. The research on this project was commissioned by the Cosmic Ray Working
Group. The editors are grateful to members of this Group for their cooperation in outlining

the background to this research.

Introduction

For studying astronomical objects in the wave-
length range of soft and very soft X-rays (1-25 nm) the
‘Cosmic Ray Working Group’ at Leiden has devel-
oped a focal-plane camera. The camera comprises a
position-sensitive proportional counter for X-ray
photons, on which animage of a section of about 2 by
2 degrees of the sky is produced by means of an X-ray
optical system. It is intended to incorporate the in-
strument in a satellite and to use it for mapping the
entire celestial sphere in the stated wavelength range
with an angular resolution of about one minute of
arc. The results of laboratory measurements with a
prototype of the camera show that it fully comes up to
expectations [1,

The use of proportional counters for X-ray obser-
vations in space has until now been restricted to wave-
lengths shorter than about 8 nm; this limit is deter-
mined by the thickness of the entrance window of
the counter. To shift this ‘cut-off’ beyond 20 nm, an
ultra-thin plastic window had to be developed that
would meet very exacting requirements for effective
area, uniformity, mechanical strength, gas-diffusion
leakage and X-ray transmission. This window, devel-
oped by the working group in cooperation with the
X-ray Tubes Laboratory of the Philips Scientific and
Industrial Equipment Division in Eindhoven, is the
subject of this article [2. First of all we shall deal

Dr Ir J. A. M. Bleeker is the head of the Cosmic Ray Working
Group, Huygens Laboratory, Leiden; Drs W. H. Diemer and A. P.
Huben are with the X-ray Tubes Laboratory of the Philips Scien-
tific and Industrial Equipment Division, Eindhoven; Dr H. Hui-
zenga was formerly with the Cosmic Ray Working Group.

briefly with the significance of this spectral region in
astronomy and also with the camera itself. The X-ray
waveband of interest will be referred to as the XUV
range (see fig. 1a).

Astrophysical objectives

Astronomers have been very interested in the XUV
range ever since it was discovered in the seventies that
the regions of space closest to us contain much less
interstellar matter than had originally been thought,
and is thus more ‘transparent’ to XUV rays. The well-
known radio measurements on the 21 cm hydrogen
line indicate a mean neutral gas density of 1 atom per
cm® in our galactic system. With a density of this
order the ‘visibility’ for X-radiation at say 10 nm is
only about 100 light years (see fig. 15). Not many in-
teresting X-ray objects would be expected in a sphere
of this radius. The density quoted, however, is an
average over galactic distances (1000 to 10 000 light
years), and various recent observations (including
XUV radiation) suggest that the local density is only
0.06 hydrogen atoms per cm®. Consequently the esti-
mated local visibility has become more than ten times
greater, and the probability of observing interesting
objects has increased more than a thousand times.

Objects of particular interest here are the masses of
gas ejected by stars in the final stages of their exist-
ence. Heavy stars then become supernovae, leaving a
neutron star or perhaps a ‘black hole’ behind as a
nucleus. The remants of such supernova explosions —
familiar examples are the Crab nebula in the constel-
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lation Taurus and the Veil nebula in the constellation
Cygnus — can continue to exist for a very long time.
The lighter stars evolve in a much more gradual pro-
cess into a ‘White Dwarf’, possibly via the planetary-
nebula stage. In gas masses of both kinds tempera-
tures of between 10°-10” K are expected, which means
that they will radiate most strongly in the XUV region
(fig. 1a), and will be completely ionized (i.e. they will
form plasmas).

Finally, models have been developed in recent years
that relate the high local visibility for XUV rays to

— X,
medium X | soft X | EUV | uv |is|IR

01nm Tom  10nm 1000m  1um—»
a  10kev TkeV 100eV 10eV =5
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b | Tat/em3, 1000y
[ 006 at [cm3, 1000ty
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W ri.i7um |
d = .
7 polypr., 36um
| | |
e [ / polypr., 0.5um
| I | |
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Fig. 1. a) Radiation from the X-ray range to the infrared range,
characterized by the wavelength A and the photon energy E
(EA = he = 1.2398 keV nm). XUV denotes the region from about
I nm to about 30 nm. The temperature scale gives the temperature
from the relation E = kT (1 keV 2 1.16 x 107 K). This relation gives
the photon energy that is characteristic of the radiation emitted by a
plasma of temperature 7. & to f) Transmission of the interstellar
medium and of various types of window. Dark grey: transmission
less than 1%; light grey: between 1% and 10%; white: greater than
10%. b) Interstellar matter of different densities ny (number of
hydrogen atoms per cm?) and column length (light years, ly). From
21 cm measurements an average ny of 1 at/cm? is derived. At 10 to
20 nm a column of 1000 light years is then completely opaque
(second strip), the ‘visibility’ is no more than about 100 light years
(first strip). Recent observations, however, indicate that the local
density is only about 0.06 at/cm3, which implies that at 10 to 20 nm
a column of 100 light years is still transparent (third strip). ¢) Beryl-
lium foil of 50 um, widely used in rocket experiments for harder
X-rays. d) The windows used in the ANS for the 3nm and 5nm
ranges. e) Calculated transmission of 0.5 um polypropylene. f) as
(e), for 0.3 um ‘Lexan’; this is the window discussed in the present
article. In addition to a better XUV transmission it also has the
desired UV absorption for photons of energy greater than 5 eV (the
work function of some metals). g) Some special wavelengths and
energies: from left to right: the K absorption edge of carbon (Ko),
characteristic of most plastic windows (4.4 nm); the Al-L edge
(L A1), where the Al layer at the inside edge of the window causes a
slight reduction in transmission (17 nm); some He lines at which
transmission measurements have been performed (24.3 nm, 25.6 nm
and 30.4 nm); and a typical value (5 eV) for the work function of
some metals.
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very old supernova remnants. In some of these models
the interstellar space consists largely of hot plasma
regions (= 10° K) in which cold gas clouds (10 to
100 K) circulate, surrounded by a ‘warm’ transitional
layer (= 10* K). The presence and the properties of
the plasma regions are again very suitable for study by
means of XUV observations.

To summarize, it is assumed that the XUV maps
of the celestial sphere will contain spots, streaks and
larger areas that may provide a great deal of infor-
mation about the final stages in the evolution of stars
and the consequences for the interstellar medium.

The camera

The camera is designed for a ‘grazing-incidence
telescope’. This makes use of the total internal reflec-
tion that occurs when X-radiation is incident on a
smooth metal surface at an angle smaller than the
critical grazing angle. The critical angle is propor-
tional to the wavelength. In this way it is possible to
make an optical system that will form images for very
soft radiation (see fig. 2).

Fig. 2. Grazing-incidence telescope. The telescope reflector consists
of a parabolic mirror and a hyperbolic mirror. The hyperbola cor-
rects the image errors of the parabola. Rays parallel to the axis are
reflected by the parabola P to the focal point F' of P. Since this is
also the virtual focal point of the hyperbola H, the rays arrive at the
real focal point F of H. An object at infinity produces an image in
the focal plane FP, which is where the camera is located.

(11 A complete description of the camera is given in H. Huizenga,
A focal plane camera for celestial XUV sources, Thesis, Uni-
versity of Amsterdam, 1980, and in J. A. M. Bleeker, H.
Huizenga, A. J. F. den Boggende and A. C. Brinkman, IEEE
Trans. NS-27, 176, 1980.

[21 A more detailed description of the investigation is given in H.
Huizenga, J. A. M. Bleeker, W. H. Diemer and A. P. Huben,
Rev. sci. Instr. 52, 673, 1981.
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The camera itself is shown schematically in fig. 3.
An X-ray photon penetrating the entrance window W
generates a primary electron cloud by photo-ioniza-
tion and the subsequent collision ionization due to the
ejected electrons. The electron cloud travels through a
weak electric field in the drift space D towards a set of
crossed grids (drift grid G and anode grid A). The
strong electric field between the grids pulls the cloud
through the drift grid, giving rise to an avalanche-
like charge multiplication that generates 10° to 10’
electrons and ions. A large number of ‘charge sen-
sors” S (charge-sensitive amplifiers) are connected to
the grids at a uniform spacing. The charge distributes
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Fig. 4. The camera with top plate and window removed.

Ie!

Fig. 3. The camera. a) Cross-section (schematic, not (o scale). b) Principle of the spatial
detection. ¢) Detail of a grid. W window. D drift space. G drift grid. M space where the charge
multiplication takes place. A anode grid. S charge sensors (charge-sensitive amplifiers). R resist-
ance circuits. The window aperture is 6.5 cm in diameter, the thickness of the drift space is 2 mm,
the thickness of the avalanche space is | mm. There are 326 wires per grid, with a spacing of

0.2 mm.

itself over a large number of wires in each grid and is
measured by two or three sensors. The output signals
of the sensors enable the centre of the discharge to be
determined to an accuracy better than the pitch of the
wires. One grid thus determines the ‘x-coordinate’,
the other the ‘y-coordinate’ of the photon. The cam-
era not only determines the position of the photon, it
also determines its energy; the energy is proportional
to the sum of the three measured output signals. The
sensors are connected to the transmitting equipment
of the satellite, which transmits the magnitude of the
energy, the x-coordinate, the y-coordinate and the
time of reception of every single photon. Each mag-
nitude is transmitted in the form of one or more
words of 8 bits. The X-ray picture for any desired
wavelength can be reconstructed on Earth from these
data. The complete camera can be seen in fig. 4.

The proportional-counter technology has proved
the most suitable for observing sources of some ex-
tent, such as planetary nebulae and supernova rem-
nants [?1; other technologies are available for point
sources.

The window

The entrance window is a critical part of a propor-
tional counter. A 50 pm beryllium foil — commer-
cially available — is often used in counters for rocket-
borne experiments in the medium X-ray range. This
is completely opaque to XUV radiation, however
(fig. 1¢). In the ANS 3 nm radiation experiment the
entrance window was a 1.7um titanium foil 1],
which has a ‘dip’ in the absorption spectrum at this
wavelength (fig. 1d). Evaporation techniques have
been used to produce very much thinner metallic foils,
e.g. 100 nm, but thesc are not strong enough for win-
dows.

For measuring soft X-rays the counters are now
fitted with plastic windows. To remove the positive
charge from the drift space the window has to be
given a metallic coating on the inside, and this must
be thin enough not to interfere with the XUV trans-
mission. The application of this coating, however,
introduces a fresh difficulty, since the work function
of metals is in the region of 5eV (about 250 nm)
and the coating thus makes the counter sensitive to
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UV photons of wavelength shorter than 250 nm.
"This means that the UV ‘“tail’ in the spectrum of sour-
ces such as visible stars can give too large a back-
ground signal. The window must therefore absorb
this short-wavelength UV radiation completely (see
fig. 1g). Ultra-thin metallic foils are sometimes used
as ﬁlters for this purpose. Finally, in satellite exper-
iments, with a limited gas supply that must last for. a
long time, the diffusion leakage of plastic windows

constitutes a serious problem. In rocket-borne exper- '

iments this problem is less serious.

" Table I gives the materials that we have evaluated.
Thin films of polypropylene are made by stretching
thicker films in a special way. Films of this type are
widely used in rocket experiments. They do not, how-
ever, meet our leak specification (see page 17) and in
addition their UV transmission is too high for wave-
lengths longer than 160 nm (fig. 1e).

‘Parylene N’ is very suitable for thin films on a sub-
strate, e.g. for insulation. These films are grown on
the substrate directly by vacuum vapour-phase poly-
merization. To obtain a free film, it therefore has to
be separated from the substrate. Separating the film
without damaging it proved to be difficult with the
commercially available film-on-substrate products.
We also made ultra-thin (0.15-0.30 pm) uniform films
of this material ourselves, using special intermediate
layers [®1; these films could be removed easily, but
they also failed to meet our leak specification. In addi-
tion, the UV transmission of parylene N in the 140 to
180 nm band is too great.

Table I. The window materials we have investigated.

Polypropylene (CsHg)n
‘Parylene N’ (CsHg),
‘Formvar’ (C;HgO2)n
‘Lexan’ (C16H1405)n
‘Bioden’ acetyl cellulose
Collodion cellulose nitrate

Eventually we did manage to make good windows
of ‘Lexan’ by ‘casting’ the films on a water surface.
This method avoids the film-release problem. It pro-
duces ultra-thin films with a relatively low density of
pinholes. Leakage through the pinholes is eliminated
by stacking several of the films one above the other.
The method was first used elsewhere for making
‘Formvar’ windows [8] (see Table I). ‘Lexan’ was

_then added as a filter material; it has the desired
- absorption in the UV range (fig. 1 f). Later films were
made of ‘Lexan’ alone, and used as filters on polypro-
pylene windows ["], _

We first used this method for making five-layer
films, 200 nm thick, and of 14 mm diameter, of the
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materials ‘Formvar’, ‘Lexan’, ‘Bioden’ and collo-
dion (Table I). ‘Lexan’ was clearly the best, with low
gas-diffusion leakage and the desired UV absorption,

-and so we concentrated on this material in our later

experiments.

Film casting

Fig. 5 shows the equipment used for film casting. It
consists of a glass tank containing deionized water, a
carriage, which can be driven by a small vibration-
free electric motor along a rail at the edge of the tank,
and, attached to the carriage, a brass plate with a
turned-up edge (the ‘spreader’). The plate has been
made hydrophobic by polishirig. To start with, the
spreader is filled with about 0.75 ml of a solution of
2% of ‘Lexan’ in dichloromethane, with 0.01% of
dioctyl phthalate added as a softener. With the car-
riage at one end of the tank, the plate is lowered untii
its edge is just below the surface. The solution floats
on the surface, and adheres to the spreader and to the
front.end of the tank. The carriage is set in motion,
and the spreader is drawn along the tank at a velocity
of 1 cm/s. A film is then produced on the water sur-
face. The first part of the film is generally very in-
homogeneous, while the last part contains many holes
and strips, since dried pieces of material come away
from the plate; the best parts of the film are in the
middle.

The films produced at a velocity of 1 cm/s have a
thickness of about 70 nm. This is about the optimum
that can be obtained with stacked films: thinner films
contain an increasingly greater number of holes; in
thicker films the number of holes is not significantly
reduced. .

After the film has been formed, a carrier frame with
an aperture of 65 mm diameter is lowered on to it.
The frame is then dipped below the surface and with-
drawn, with the film adhering to it. As soon as frame
and film are dry they are pressed on to the next film
that has been drawn, bowing the frame slightly to pre-
vent air inclusions. Repeating this process four or five
times yields films about 300 nm thick. Before each
repetition a small piece is removed from the new film
with a smaller frame and 1nspected under a micro-
scope.

The result is highly sensitive to unwanted effects.
The operating conditions for the process, including

[81 A comparison with other technologies will be found in the
publications of note [1].

[41 See for example A. C. Brinkman, J. Heise and C de Jager,
Philips tech. Rev. 34, 43, 1974.

[5]1 These experiments were carried out at Philips Research Lab-
oratories, Eindhoven.

61 B. L. Henke, Adv. in X-ray Analysls 8, 269, 1965; F. Wil-
liamson and C. W. Maxson, Rev. sci. Instr. 46, 50, 1975.

[71 J. A. M. Bleeker et al., Astron. Astrophys. 69, 145, 1978.
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the geometry of the water tank and spreader, the
material and the treatment of the spreader, the com-
position and the quantity of the solution, had to be
carefully optimized beforehand. The water and the
solution must be very clean. The process has to be car-
ried out in a dust-free environment and in the com-
plete absence of vibration and turbulence: the air cir-
culation in the dust-free bench is shut off during the
casting process and, as we indicated earlier, vibration
from the carriage motor was eliminated beforehand.
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film to the mesh assembly must be soft to avoid
damaging the film. Before cementing, the meshes are
also examined under a microscope.

The nickel mesh is finer than the spatial resolution
of the camera, but the coarser meshes and the grid
produce a shadow at the focal plane. In an operating
camera the XUV image moves continuously over the
focal plane. The shadow therefore causes a known
modulation of the signal in time and place, which
must be allowed for in the final result. Because of the

Fig. 5. Film-casting device. A film floating on the water surface is just discernible. The spreader is
about 10 cm wide and fits between the rails with a small clearance. The water tank is 50 cm long,
15 cm wide and 20 ¢cm deep.

Supporting meshes

Ultra-thin films of this size cannot stand up to any
appreciable pressure difference; they have to be sup-
ported. The plastics we have used have a tensile
strength of about 5x 10’ N/m, and it follows from a
simple calculation that the holes of a supporting mesh
must be smaller than 0.1 mm if the film is to withstand
a pressure of 10° Pa (1 bar). We used a nickel mesh of
the type used for storage grids in cathode-ray storage
tubes; it is 5 um thick and has a pitch of 50 pm. This
fine mesh is in turn supported by two stainless-steel
meshes 75 pm thick and with a pitch of 1 mm, mount-
ed on an aluminium grid with 1 mm bars at a spacing
of 20 mm (fig. 6). The meshes and the aluminium
grid are cemented together at the edges and at the bars
of the aluminium grid. The adhesive attaching the

continuous movement the main effect of the shadow
is a reduction of the transmission. For the meshes and
the grid together the transmission amounts to about
0.40.

Conductive coating

The conductive coating on the inside of the film is
applied in the form of an evaporated aluminium film,
7 nm thick. A film of this thickness does not impair
the XUV transmission except for a narrow region
around 17 nm (the L absorption edge of aluminium;
see fig. 1g), where the absorption reaches a maximum
of 25%. The sheet resistivity of the coating is about
30 Q per square, which is low enough for effectively
removing the positive charges from the drift space.
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Fig. 6. The aluminium support grid with stainless steel meshes. The
distance between the holes in the meshes is | mm. The meshes serve
to support a nickel mesh (pitch 50 um, thickness S um), which in
turn supports the ‘Lexan’ film.

Strength, gas-diffusion leakage and transmission

We have set up our own standard tests for the
strength and gas-diffusion leakage of the windows.
After a preliminary check on the leakage rate, the
window is subjected to pressure cycling for about a

hundred cycles, with the pressure varying from 0 Pa

to a maximum that increases progressively from
20 kPa (0.2 bar) to 100 kPa (1 bar). The leakage rate
for a pressure difference of 20 kPa after the cycling
must not exceed 30 cm® of gas at 1 Pa (3 x 107 cm? at
1 bar) at room temperature per cm? of the window
and per second. About 25% of the windows made
from selected films and meshes meet this specification.

This refers to films with a thickness of 300 nm. We
also tried to make windows with films 150 nm thick,
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Fig. 7. Calculated transmission of 0.3um ‘Lexan’ and of 0.5pum
polypropylene.
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but did not succeed. We believe that this is due to the
mounting on the support structure rather than to the
films themselves, since the excessive leakage was in-
variably found to be at the edges or near the bars of
the aluminium grid.

Fig. 7 gives the transmission in the XUV range for a
0.3pum ‘Lexan’ film and, for comparison, that of an
0.5 pm polypropylene film. The curves were calculated
from the weighted sum of the absorption cross-sec-
tions of the constituent atoms. The curves in fig. le
and f are very simplified summaries of fig. 7. We note
that in the range 10 to 100 nm these results can only be
very approximately correct, because above the car-
bon K absorption edge at 4.4 nm the L electrons start
to play a dominant role in the absorption process; this
is because the L electrons are not uniquely localized at

— ) _‘
|
6 ” i
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L

Fig. 8. XUV image at 25 nm of a multi-pinhole mask (see inset),
taken with a camera fitted with a ‘Lexan’ window. The image con-
sists of elements (pixels) of 0.1 mm. The spatial resolution is about
0.6 mm (full width half maximum). The image ‘spots’ do not have
equal brightness because of non-uniformity in the incident beam
and shadowing by the window-support structure. Because of this
shadowing one hole is completely lost.

the atoms, as was assumed in the summation of ab-
sorption cross-sections. From provisional measure-
ments at 24.3 nm, 25.6 nm and 30.4 nm (lines from
the Lyman series for ionized helium) it seems to fol-
low that at these wavelengths the calculated values
ought to be reduced by a factor of 0.7. It may be sup-
posed that the correction will become less significant
at shorter wavelengths. To arrive at the transmission
of the complete window, the reduction due to the
meshes and the grid of the window=-support structure
must be taken into account.
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The window in use

A series of measurements on the camera shown in
fig. 4 have shown that the image formation is very
uniform over the full -aperture (33 cm?), apart from
the shadowing caused by the meshes and the grid, and

- that the signal in each pixel is proportional to the
number and energy of the incident photons. The per-
formance of the camera at 25 nm with the ‘Lexan’
window is demonstrated in fig. 8. The same camera,
but with a polypropylene window, is also suitable for
the 0.2-10nm wavelength range [*1. ’

Concluding remarks

The camera was originally developed for possible
employment in an EXUV satellite (Extreme ultravio-
let/X-ray sky-survey mission), for which a project
study was undertaken by the European Space Agency
(ESA). This project, with a planned launching date in
1986, was not selected as part of the mandatory ESA

science programme. The camera may possibly be used
later in one of the space laboratories due to be
launched by the Space Shuttle during the eighties. The
films that we have developed will be used as filters in
the EXOSAT (European X-ray Observatory Satellite,
with a planned launching date in October 1982).

Summary. Interest in satellite observations in the very soft X-ray
waveband (the XUV range) has greatly increased since the discovery
that the visibility in this range is much greater than was first
thought. For observing objects of same extent — supernova rem-
nants, planetary nebulae and other hot plasma regions — the most
suitable instrument has been found to be the proportional counter
with spatial resolution, placed at the focal plane of an X-ray optical
system. A focal-plane camera of this type has been developed by
the Cosmic Ray Working Group at Leiden. The conventional en-
trance windows of proportional counters are not transparent in the
XUV range. A special window has been developed in cooperation
with the Philips X-ray Tubes Laboratgry. It consists of a film of a
polycarbonate, ‘Lexan’, 0.3 pm thick. It is produced by ‘casting’ a
70nm film of this material on a water surface, and by laminating
four or five such films. The film is supported in the window by a
structure of meshes and a grid. One in four of the windows made
from selected films and the meshes meet the specifications for
strength and gas-diffusion leakage. The effective area of the
window is 35 cm?2.
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Growth of alkali-antimonide films for photocathodes

P. Dolizy

Photocathodes are widely used nowadays in many practical devices such as image tubes,
radiation detectors and photomultipliers. A material often used for the photocathode film is
an alkali antimonide. The development of most conventional photocathodes is still more or
less empirical. This article describes studies on alkali-antimonide films that may lead to a
better understanding of the growth processes and hence to improvements in the manufactur-
ing technology, with better reproducibility and photosensitivity. '

General features of phptocathodes

A photocathode is a metallic or semiconducting
cathode that will give photoemission: it emits elec-
trons on illumination if the photon energy is equal to
or greater than a certain value, the photoelectric
threshold energy 11 1f a photocathode forms part of
an electrical circuit, its photoemission produces a
measurable current. The ratio of this current to the
incident luminous flux, the photosensitivity, is deter-
mined by the efficiency of each of the three stages in
the photoemission process: the excitation of photo-
electrons, their movement through the material to the
vacuum interface, and their escape into the vacuum.

The excitation of electrons by photons of a given
energy depends on the extinction coefficient, the re-
fractive index and the thickness of the photocathode
film. On their way to the surface the excited electrons
may lose energy through interactions with other
electrons or with lattice phonons and through recom-
binations with holes. This means that only some of
the excited electrons will reach the surface. The escape
probability P(W,x) of a photoelectron excited at a
distance x from the vacuum interface can be described
to a first approximation by

P(W,x) = P(W,0) exp(—x/L), ¢))

where W is the photon energy and L is called the
escape depth. This equation is only valid if the thick-
ness of the photocathode film is large compared to the
escape depth: For photon energies lower than 2.5 eV
the energy losses of the photoelectrons are mainly due

P. Dolizy is with Laboratoires d’Electronique et de Physique
Appliquée (LEP), Limeil-Brévannes, Val-de-Marne, France.

to the electron-phonon interactions. At these energies
both P(W,0) and L decrease with decreasing W,-and
P(W,0) becomes zero at the photoelectric threshold
energy.

For the conversion of visible light, including the
near infrared and the near ultraviolet, the highest
photosensitivity is obained with the well-known silver-
oxygen-caesium cathodes and with photocathodes
based on semiconductors such as various alkali anti-
monides or some of the III-V-compounds 01, The
alkali antimonides absorb strongly in the visible
range. The thickness of photocathode films of these
materials is therefore made small, so that optical in-
terference takes place in the film. An appropriate sur-
face treatment can be applied to ensure that the thresh-
old energy is not much higher than the band gap.

In conventional photocathodes the bulk material
often has a cubic crystal structure and is a p-type
semiconductor. To lower the threshold energy the
material is coated with a thin n-type film. The pres-
ence of such a film produces band-bending in the
valence and conduction bands, as shown schemat-
ically in fig. 1 for the alkali antimonide Na,KSb. The
energy difference between the vacuum level and the
bottom of the bulk conduction level, the ‘effective
electron affinity’ decreases considerably here (0.7 €V),
because of the presence of n-type surface states. Asa
result the threshold energy decreases from 2.0 eV to
1.3eV.

11 See for example A. H. Sommer, Photoemissive materials,
Wiley, New York 1968, and W. E. Spicer, J. appl. Phys. 31,
2077, 1960.
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For some photoemitters the effective electron affinity may even
become negative: the vacuum level is then lower than the bottom of
the conduction band in the bulk of the material. Electrons in this
band then require no extra kinetic energy to escape into the vac-
uum. Materials with a negative effective electron affinity can have
a high photosensitivity because of their large escape depth; one
example is p-GaAs coated with Cs 2] In this article, however, such
materials will not be discussed [3].
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Fig. 1. Energy bands at the surface of an Na,KSb film. E, upper
edge of the valence band in the bulk of the material. Er Fermi level.
E_ lower edge of conduction band in the bulk. E,,. potential energy
of an electron in vacuum. For p-type material (/eff) the photoelec-
tric threshold energy, Ey, — Ey, is equal to 2.0 eV. Adsorption of
caesium at the surface gives rise to n-type surface states. This has
the effect of bending the valence and conduction bands downward
near the surface (right), so that the effective electron affinity,
E,. - E., has fallen to 0.3 eV and the threshold energy is only
1.3 eV. Lo loss of electron energy as a result of interaction with a
valence electron. An electron excited by a photon with an energy hv
of about 2.5 eV can either escape directly to the vacuum, or may
first create a new electron-hole pair, and then escape.

Photocathodes have many practical applications,
e.g. in image tubes, radiation detectors and photo-
multipliers. In most applications the photocathodes
consist of a polycrystalline film deposited on a sub-
strate. Various substrates can be used: metals such as
palladium, alloys such as nichrome, or insulators such
as glass. In addition, the substrate surface can be large
or small, flat or curved, without affecting the deposi-
tion of the photoemissive film. The light may be in-
cident from the vacuum interface (the reflection
mode), or from the substrate interface (the transmis-
sion mode). In the reflection mode the substrate does
not have to be transparent and the film thickness is
not critical. In the transmission mode, however, the
substrate must be transparent and the film thickness
has a critical optimum value: on the one hand the
thickness should be not much larger than the escape
depth, whereas on the other hand the film should be
thick enough to ensure a sufficient absorption of the
incident radiation via the optical interference inside
the film. In most applications photocathodes are used
in the transmission mode.
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The scope of the investigations

Most conventional photocathodes are produced
more or less empirically. The growth is usually mon-
itored only by measuring the photosensitivity, in the
mode to be used, at various stages of the growth. This
does not give much information about the various
processes that occur during the growth. An under-
standing of these processes may be very useful, how-
ever, for improving the reproducibility of the growth
and the photosensitivity of the photocathodes, or for
automating the growth procedure. In our investiga-
tions on conventional alkali-antimonide photocath-
odes we therefore carried out a number of additional
measurements during the growth.

We applied the alkali-antimonide films in a vacuum
chamber by depositing antimony atoms on a substrate
in the presence of one or more alkali metals. To find
out how the film thickness increased during the
growth we measured the optical reflection and trans-
mission. We used atomic absorption spectrometry
(AAS) to determine the alkali partial vapour pres-
sures, and also measured the photosensitivity in both
the reflection and the transmission modes, to find out
how the escape depth and escape probability varied
during the growth. These measurements were found
to be of great value for examining and improving the
photocathode films during the growth in practical
tubes. Before considering these studies more closely,
let us first look at the growth of the alkali-antimonide
films in more detail.

Growth of alkali-antimonide films

Alkali-antimonide films for photocathodes are usu-
ally evaporated from separate sources (‘dispensers’)
for antimony and alkali. The dispensers are located
inside the evacuated tube being manufactured, and
they are heated electrically under external control.
A thin film of antimony evaporated on to the sub-
strate reacts exothermally with the alkali-metal va-
pour to produce various semiconductor compounds.
The chemical reaction between solid antimony and so-
dium vapour, for example, can be represented by:

Sbs + 3 Na; — Na,Sb. 2)

This equation provides no information about the
existence of intermediate compounds that could be
formed during the reaction. :

The actual composition of an alkali-antimonide
film depends on the partial alkali pressures in the
vapour, the vapour temperature and the substrate
temperature, as well as on the substrate state, the im-
purity content and the growth rate. Since alkali metals
react very rapidly with oxygen, carbon dioxide and
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water, it is essential that the growth takes place in a
very clean vacuum envelope. The number of com-
pounds formed increases with the atomic number of
the alkali metal [4] and with the number of different
metals in the vapour. The control of the partial alkali
pressures is therefore very important for obtaining a
photocathode. film of the desired. composition. At a
partial pressure p the number of atoms #; incident on
the surface per cm? per second is given by (sl

" m; = p/QrmkT)t, 3)

where m is the mass of an alkali-metal atom, k is
Boltzmann’s constant and Ty is the temperature of the
vapour. Some of the adsorbed atoms will leave the
surface again, however. Assuming that this desorp-
tion is a first-order proces, the number of atoms m
leaving the surface per cm? per second is (5]

ny = nag A exp(—Ev/kT5), 4

where naq is the number of atoms adsorbed per
cm? of the surface and.A is the partition function,
which is nearly constant to a first approximation
and has a value between 10'* and 10'® s™. Ey is
the binding energy between the metal and the sub-
strate; T is the substrate temperature. When the
evaporated film is in equilibrium with the vapour,
the value of n, is equal to that of n;, so that nag is
given by

_p/ Q@rmkT)}
~ Aexp(—Ev/kTy)

Nad &)
If p, Tv, A, Ep and T; are known, this relation can be
used to calculate the number of atoms adsorbed on
the substrate. In fig. 2 the calculated monolayer frac-
tion f for potassium on glass is plotted against the
substrate temperature, for three different combina-
tions of the partial vapour pressure of potassium and
the binding energy. The value of f decreases strongly
with increasing substrate temperature. The tempera-
ture above which f is virtually zero is considerably
higher for a higher partial vapour pressure of potas-
sium and higher binding energy.

T
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Fig. 2. Calculated monolayer fraction f for potassium evaporated
on to a glass substrate, as a function of the substrate temperature 7.
The three curves correspond to three different combinations of the
partial potassium vapour pressure px and the binding energy Ep
between potassium and the glass. a) px = 1.3 X 104 Pa, E, = 92
kJ/mol. b) px=1.3%x10"3 Pa, E, =92 kJ/mol. ¢) px=
1.3% 104 Pa, E, = 125 kJ/mol.
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In small vacuum chambers the speed of the vacuum
pump must be taken into account (61 1f the binding
energy is low, the alkali partial pressure is also affect-
ed by the pumping time. The binding energy depends
on the interaction between the alkali metal and the
substrate. For example, sodium reacts more strongly
than potassium or caesium with a glass substrate.
Other important factors for the binding energy are the
purity of the substrate and the presence of other mat-
erials on the surface, such as alkali metals and anti-
mony, which have been adsorbed in a previous stage
of the processing. If the vapour contains different
alkali metals, the adsorption and desorption are
associated with chemical exchanges of the alkali
atoms on the substrate surface.

The composition of the compounds formed de-
pends on the adsorption of the various alkali metals
and on the type of reaction occuring at the surface. In
some cases different reaction mechanisms give the
same final compounds. A bialkaline antimonide of
composition (A,B)3Sb, for example, can be obtained
from the Az;Sb compound by a partial substitution of
A by B, or by the addition of solid Sb and gaseous B
via a diffusion process. The addition mechanism for
the growth of an Na,KSb film can be described as fol-
lows:

2 Sbs + 6 Na; — 2 NagSb

©
2NagSb + Sbs + 3K — 3 Na,KSb. )

The measurements of the partial alkali-vapour pres-
sures and the optical properties of the film during the
growth have shown that such addition processes are
always accompanied by substitutions inside the film.
At a typical temperature of about 200 °C and typical
partial pressures of 10™* Pa potassium is readily sub-
stituted by sodium ["1,

An important property of alkali-antimonide films is
their crystalline nature. To obtain a high photosen-
sitivity, the microcrystals must be larger than the es-
cape depth of the photoelectrons excited inside them.
The material then behaves as a single crystal for the
photoelectrons. Since the escape depth must be of the
same order as the film thickness, the growth condi-
tions should generally favour the formation of the
largest possible microcrystals.

[2]1 J.van Laar and J. J. Scheer, Philips tech. Rev. 29, 54, 1968.

81 More information on photoemitters with a negative ‘effective
electron affinity’ can be found in the article by J. van Laar and
J. 1. Scheerl2], or.in the six articles in Acta Electronica 16,
No. 3, 1973 (pp. 215-271).

[41 E. Kansky, Adv. in Electronics and Electron Phys. 33A, 357,
1972.

[5]1 H. Mayer, Vakuum-Technik 4, 1, 1955.

[e]l J. P. Hobson, 1961 Trans. 8th Nat. Vacuum Symp.,
Washington D.C., Vol. 1, page 26.

[71 P. Dolizy, O. De Luca and M. Deloron, Acta Electronica 20,
265, 1977.
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The texture of the films depends on their composi-
tion and crystal structure. A strong preferential orien-
tation has been observed for hexagonal NaySb, with

the (00.1) plane parallel to the surface ["1. On the -

other hand, films of hexagonal K,Sb often have a
poor crystal structure. An Na,KSb film obtained by
evaporating K and Sb on to a structured NasSb film is
also strongly oriented. In this case the (111) plane of
the cubic crystal structure [8] is parallel to the surface.
Further evaporations of K and Sb lead to the forma-
tion of the hexagonal NaK,Sb phase, coexisting with
the initial Na;KSb phase. This hexagonal phase again
has a texture with the (00.1) plane parallel to the sur-
face. It is assumed that during the growth the bulk of
the films contains only one or two ‘neighbour’ com-
pounds from the series NagSb, Na,KSb, NaK,Sb and
K3Sb, when the antimony atoms are completely sat-
urated by the alkali atoms.

Determination of properties during growth

In our investigations we determined the properties
of interest during the growth of alkali-antimonide
films on glass by measuring the atomic absorptions of
the alkali vapours, the optical reflection and transmis-
sion of the film, and its photosensitivity in the reflec-
tion and transmission modes. We interpreted the re-
sults of these measurements in terms of the partial
alkali-vapour pressures, the extinction coefficient,
refractive index and thickness of the film, and also the
escape depth and escape probability of the photoelec-
trons. These measurements will now be discussed and
the derivation of the properties during the growth will
be explained.

Optical measurements

Fig. 3 is a diagram of the equipment used for meas-
uring the atomic absorptions of sodium and potas-
sium in the alkali vapour. The growth takes place in a
vacuum chamber containing an antimony bead, alkali
dispensers, an anode and a glass substrate on which
the photocathode film is deposited. Two modulated
light beams, one with the correct resonance line for
sodium, and the other with the line for potassium, are
passed through the vacuum chamber. The transmitted
light beam from both beams is detected by a simple
arrangement of a focusing lens, an interference filter
and a photocell. The electrical signal from this cell is
supplied to a synchronous detector, which is only sen-
sitive to signals at frequencies close to that of the
modulation of the light beam. To measure the atomic
caesium absorption, the transmitted resonance radia-
tion was detected with a monochromator on account
of unwanted signals from other elements.
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We measured the reflection, _transmission and
photosensitivity during the growth with the arrange-
ment shown in the diagram of fig. 4. Three modulated
light beams were used in these measurements. The
first beam is incident on the photocathode film from
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Fig. 3. Schematic arrangement for determining the partial sodium
and potassium vapour pressures during the growth of an alkali-
antimonide photocathode € in a vacuum chamber. Two light
beams, originating from hollow-cathode lamps Ly, and Lk, with
the appropriate sodium and potassium resonance lines are mod-
ulated by two different choppers Ch; and Ch, and passed through
the vacuum chamber. The measured attenuation for the sodium or
potassium resonance radiation is a measure of the partial sodium or
potassium vapour pressure in the chamber. Le lenses. Sub glass
substrate. Sb ‘bead’ of antimony. A anode. Di alkali dispensers.
P vacuum pump. Fy, and Fx sodium and potassium interference
filters. D; and D, detectors, each consisting of a photocell and a
synchronous detector tuned to the modulation frequency of one of
the two modulated light beams.

DR

Fig. 4. Schematic arrangement for measuring the optical reflection
and transmission and the photosensitivity in the reflection and
transmission modes during the growth. Three light beams are used
in the measurements; they originate from the sources L,, L, and
Lg, and each beam is modulated at a different frequency by the
choppers Chy, Ch, and Chg. DR is a detector for the light originat-
ing from L, and reflected by the photocathode C. DT is a detector
for the light originating from L, and transmitted by C. Dpg and
Doy are synchronous detectors for the current generated in the
vacuum chamber by the light originating from L, and L4 respec-
tively. The photosensitivity of C in the reflection and transmission
modes can be determined from these currents. M half-silvered mir-
rors. Sub glass substrate. Sb ‘bead’ of antimony. A anode. Di alkali
dispensers. P vacuum pump.
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the substrate side. Measurement of the intensity of the
reflected light gives the reflectance of the film. The
second beam is incident from the photocathode side,
so that synchronous detection of the electric current
generated gives the photosensitivity of the film in the
reflection mode. The intensity of the light that passes
through the film is also measured, giving the optical
transmittance of the film. The third beam is again in-
cident from the substrate side; synchronous detection
of the current generated gives the photosensitivity in
the transmission mode.

Derivation of the properties

The partial vapour pressures of sodium, potassium
and caesium can be derived by comparing the ob-
served attenuation of the resonant radiation with
measurements on calibration cells with known alkali
vapour pressures. Our experimental arrangement
allows the partial vapour pressures to be determined
simultaneously. An important experimental observa-
tion in this respect relates to the exchange of sodium
and potassium. For example, when all the glass sur-
faces of a vacuum chamber have been covered with
the two metals, the ratio of the partial pressures pna

and px in the non-saturated vapour is only slightly -

dependent on which dispenser is emitting inside the
chamber at that moment. This is illustrated in fig. 5
for a glass chamber in which the substrate tempera-
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Fig. 5. Sodium partial vapour pressure py, plotted against the
potassium partial vapour pressure px in a vacuum chamber in

“which all the surfaces are covered with the two metals. The

substrate temperature is between 200 and 250 °C. If the sodium
dispenser Din, alone or the potassium dispenser Dix alone is
emitting, the partial pressure of the other metal also increases
strongly, because of substitution reactions at the walls. The ratio
PNa/Px does not increase greatly when the potassium dispenser is
switched off and the sodium dispenser is switched on.
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ture is between 200 and 250°C. The ratio pna/pPk
does not increase much when the potassium dispenser
is switched off and the sodium dispenser is switched
on. In both situations the ratio does not deviate much
from 2. As indicated before, this ratio is strongly de-
pendent on the nature of the surfaces.

The extinction coeffcient k£ and the refractive index
n can be derived from the reflection measurements 9],
Since the film thickness d is smaller than the wave-
length A of the incident light, the reflectance R is a
complicated function of k, n, d and A. If R is plotted
against d, or against the deposition time #, which
amounts to the same thing, for given values of &, n
and 4, a number of maxima and minima are obtained;
see fig. 6. For a given wavelength the value of R at
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Fig. 6. Reflectance R of an Na,KSb film at 500 nm, measured as a
function of the deposition time ¢.
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Fig. 7. Calculated isoreflectance curves in the plane of the
extinction coefficient ¥ and the refractive index n, for the first
minimum Rp,; and the first maximum Ry, in the R(¢)-curve (see for
example fig. 6). The values of k and n can be derived by comparing
these isoreflectance curves with the measured vaIUes of Ry; and
Rmg.

[81 J. J. Scheer and P. Zalm, Philips Res. Repts 14, 143, 1959.
W. H. McCarroll, Phys. Chem. Solids 16, 30, 1960.

[e]l S. E. Webber and S. R. Scharber Jr., Appl. Optics 10, 338,
1971.
V. E. Kondrashov and A. S. Shefov, Engl. Transl. Bull. Acad.
Sci. USSR, phys. Ser. 28, 1349, 1964.
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these extreme values can be expressed in terms of k&
and n. This permits the ‘isoreflectance’ curves to be
drawn, which give the theoretical reflectances at these
extreme values in a plane of k- and n-coordinates.
These curves are shown in fig. 7 for the first minimum
and the first maximum on the R(¢)-curve. The &~ and
n-values can then be deduced by comparing the curves
with the extreme values of the reflectance observed
during the growth (fig. 6).

If the k- and n-values are known, the optical
reflectance at the wavelength A can be calculated as
a function of d; see fig. 8. A comparison of the
calculated R(d)-curve with the measured R(¢)-curve
(fig. 6) gives the film thickness d(#) and hence the
growth rate r(¢) as well. A more elaborate way of de-
termining d(¢) and r(¢) depends on the calculation of
R as a function of A for a large number of d-values.
Fig. 9 shows how the theoretical curve for R(A) varies
with d. Comparison with the experimental curves for
R(A) measured during the growth allows the values of
d(t) and r(t) to be obtained. :

" In determining the escape depth L and the escape
probability P(W,0) we have to remember that L can
be of the same order as d. This implies that some of
the photoelectrons will travel to the interface with the
substrate, so that eq. (1) is no longer true. If there is
no recombination at the interface these electrons can
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Fig. 8. Calculated reflectance R at 500 nm for a film with k = 0.8
and n = 3.5, as a function of the film thickness d. A comparison of
the R(d)-curve, calculated from the known k- and n-values of a
film, and the measured R(¢)-curve (see for example fig. 6) gives the
film thickness and the growth rate as a function of time.
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Fig. 9. Calculated optical reflectance R as a function of the wave-
length A, for different thicknesses of an Na,KSb film. Comparison
of these curves with the R(4)-curves measured during the growth
provides another method for determining the film thickness and the
growth rate as a function of time.

still escape on the vacuum side. The escape probabil-
ity for a given photon energy W is then given by

cosh (d/L — x/L)

P(W,x) = P(W,0 . 7

(W, x) (W,0) cosh (@/L) @)

However, if the recombination velocity at the sub-

strate interface is very high, the electrons arriving at

this interface can no longer escape on the vacuum
side. The escape probability is then given by

sinh (d/L — x/L)
sinh (d/L)

P(W,x) = P(W)0) ®
In practice the recombination velocity will have a
finite value, so that P(W,x) is a very complicated
function, which will not be discussed here [,

The values of L and P(W,0) during the growth of
the film on a substrate with known optical properties
can be determined from measurements of the photo-
sensitivity in the reflection mode (gr) and in the trans-
mission mode (oT). If Ar and At are the distribution
functions, dependent on k£, n and A, of the light ab-
sorbed in the film in the reflection and transmission
modes, gr and ot can be expressed as

d
©OrR =/Ag(k,n,/1,x)P(W,x)dx
? a ©
oT =_/A-r(k,n,/1,x) P(W,x) dx.
0

If k£, n and d are known, the value of L at a given
wavelength A can be derived from the ratio o of gr to
ot. In fig. 10 the calculated ratio o is plotted against
L for various combinations of &, n, A and d. The
value of L is obtained by comparing the experimental
value of o, determined by relative measurements of gr
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and or, with the theoretical curves. A necessary
condition for the combination of parameters is that o
should vary sufficiently with L. In the situations of fig.
10 a good determination is possible with blue light if
the thickness is larger than about 40 nm. If L is
known, the escape probability P(W,0) can be ob-
tained from an absolute measurement of gr or or.
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example, fig. 11 shows the reflectance during the
growth of an Na,Sb film' on a glass substrate. In this
case the growth occurs via a number of separate anti-
mony evaporations, whereas sodium is continuously
present in the vapour. The theoretical curve of the re-
flectance as a function of the film thickness (fig. 11a)
is similar to that of fig. 8. If the reflectance at the
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Fig. 10. Calculated ratio o of the photosensitivity in the reflection mode to the photosensitivity in
the transmission mode, as a function of the escape depth L of the photoelectrons, for various
values of the film thickness d, wavelength 1, extinction coefficient k and refractive index n. The
escape depth L can be derived from the o(L)-curve calculated from the known values of 1, d, k
and #n, and the measured value of g, provided that the calculated curve varies sufficiently with L.

Growth monitoring

The evaluation of the properties during the growth
of a photocathode provides useful information for
monitoring this growth. Let us first consider coating a
glass substrate with antimony, and examining the film
by reflection measurements. At a substrate tempera-
ture above 140 °C the sticking coefficient of antimony
on a very clean glass substrate is close to zero if the
antimony flux is no larger than 10'? at/cm?s. In the
presence of an alkali vapour, however, this coefficient
approaches unity for substrate tempéeratures between
140 and 250 °C, When the growth of a photocathode
film is started at 200 °C, for example, antimony must
therefore be evaporated in the presence of an alkali
vapour, to permit the antimony to be satisfactorily
deposited on the glass and the chemical reaction be-
tween solid antimony and the alkali vapour to start.

During the chemical reaction the film thickness in-
creases. To obtain a thicker film when this reaction has
been completed, more antimony must be deposited and
saturated again with alkali vapour. The growth of the
film can easily be monitored by optical reflection or
transmission measurements, as described. As an

beginning of the growth is measured in detail, the
effects of the various antimony depositions can be
seen; see fig. 11b. The change of reflection during one
deposition is shown in fig. 11c. After the antimony
dispenser has been switched on, the film thickness first
increases steeply, since antimony is deposited in the
presence of sodium vapour. When the evaporation is
temporarily stopped, the antimony atoms still present
on the film react with the sodium atoms to form a
compound close to NazSb. This chemical reaction
causes a further increase in the thickness. When the
reaction has been completed, the thickness remains
constant until the next antimony evaporation begins.
Similar results have also been obtained in growing
K;3Sb and CssSb layers.

The rate of the reaction depends upon the quantity
of antimony and alkali metal at the substrate surface.
If there is an excess of antimony, the reaction rate is
controlled by the local amounts of alkali. The rate of
growth of the film during the chemical reaction is then
proportional to the partial alkali vapour pressure.

[10] See C. Piaget, These No. 1892, Université de Paris Sud, 1977.
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However, if more alkali atoms than antimony atoms .

arrive at the substrate, the growth rate is proportional
to the deposition rate of the antimony.

. The growth of Na,KSb films can be studied in
a similar way to that of the monoalkali-antimonide
films. To obtain an Na,KSb film with the highest
photosensitivity the addition mechanism of eq. (6) is
found to be the most satisfactory. In this mechanism,
the number of antimony evaporations in the presence
of sodium should be twice the number of evapora-
tions in the presence of potassium. In practice, how-
ever, the situation is more complicated, since potas-
sium in the deposited film is partly substituted by so-
dium, depending on the substrate temperature and the
ratio of the sodium and potassium vapour pres-
sures [71. In a tube these vapour pressures are never
negligible, because of substitution reactions on the
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in the presence of sodium are required than the addi-
tion mechanism would indicate.
Depending on the film thickness, the substitution of

- potassium by sodium can have a marked effect on the

reflection. Fig. 12 shows how the reflectance at 520 nm
varies with the film thickness for the compourids
NayKSb and NaySb. If the potassium of Na,KSb is
substituted by sodium, the reflectance at a thickness
of about 30 nm (the first maximum) decreases; where-
as at a thickness of 80 nm (the sécond minimum) the
reflectance increases. Thus, to obtain a pure Na,KSb
film with no NasSb, the reflectance at the first max- -
imum should be as high as possible and the reflectance
at the second minimum should be as low as possible.

The homogeneity of a film can be tested by repeat-
ing the determination of k& and » at various stages of
the growth. A film can be said to be homogeneous if
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Fig. 11. Calculated and measured reflectance at 520 nm during the growth of an NagSb film.
a) Calculated reflectance R as a function of the thickness d of a film with k= 1.1 and n = 3.3.
b) Detail of the reflectance R (in arbitrary units) measured at the start of the growth, as a function
of the evaporation time ¢. The start and finish of the antimony evaporations in the presence of
sodium are denoted by open and filled circles. The effect of these evaporations on the reflection is
clearly demonstrated. ¢) Detail of (b), showing more clearly the effect of a single antimony evap-
oration, starting at B and finishing at E. During the evaporation the reflection increases with
time because of the increase in film thickness as a result of the deposition of antimony in the
presence of sodium vapour. After the antimony evaporation has been stopped the reflectance first
continues to increase, because of the formation of a compound of similar composition to NagSb,
owing to the reaction of the residual antimony with sodium. As soon as all the antimony has
reacted, the reflection remains virtually constant until the next evaporation.

walls. When both alkali metals are present on the tube
walls, heating one of the two alkali dispensers pro-
duces a simultaneous pressure increase of the other
alkali metal (fig. 5). The difference from the rate of
reaction with antimony should therefore also be taken
into account. We have foqnd that at the same pres-
sure sodium reacts 1.3 times as fast as potassium. As
a result of the substitution reactions and the higher
reaction rate of sodium, fewer antimony evaporations

the k- and n-values obtained from different pairs of
extreme values in the reflectance-thickness curve are
the same. On the other hand, a change in k or n in-
dicates that there have been some changes in the film
during the growth. We have found that a low and uni-
form growth rate and a constant film composition
during the growth favour the formation of homo-
geneous Na,KSb films. The homogeneity is also better
as the growth due to addition reactions increases. In-
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creasing the homogeneity gives higher photosensitiv-

ities because of the reduction in crystal imperfections,
grain boundaries and stresses. In addition, the dimen-
sions of the microcrystals may become comparable to
the film thickness, so that the photoelectrons can have
a large escape depth.

The presence of unwanted deposits on a grown film
can be detected easily, since they usually have a
marked effect on the reflection. Fig. 13 shows how
drastically the reflectance at 520 nm for different
thicknesses of Na,KSb film can vary because of
additional deposits of pure antimony and NagSb.

To obtain the highest possible photosensitivity the
growth of a film must be stopped at the optimum film
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Fig. 12. Measured reflectance R at 520 nm for an Na,KSb film and

an NagSb film, as a function of the thickness d. The reflectance

changes drastically when Na,KSb is converted into NaySb.
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Fig. 13. Measured reflectance R at 520 nm for an Na,KSb film as a
function of the thickness d, and the effects of antimony and NaySb
depositions on the reflection. These depositions were made on
Na,KSb films of various thicknesses: 5, 10, 20, 30, 45 and 60 nm.
The antimony deposition has a particularly marked effect on the
reflection. '
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Fig. 14. Photosensitivity gr in the transmission mode for different
wavelengths, as a function of the thickness d of an Na,KSb film.
The photosensitivities are given in relative units; the maximum of
each curve has been set equal to 100. The optimum thickness
depends strongly on the wavelength 4 of the incident light: about
10 nm for 1 = 430 nm, about 80 nm for 2 = 546 nm and about
120 nm for A = 800 nm.

thickness. This optimum thickness depends strongly
on the wavelength of the incident radiation. In fig. 14
the photosensitivity is shown as a function of the
thickness of an Na,KSb film for three different wave-
lengths. The optimum thickness increases with the
wavelength: 10 nm for A =430 nm, 80 nm for
A =546 nm and 120 nm for A = 800 nm. If the light
to be detected has a low intensity, as in night-vision
applications, the optimum thickness of the photo-
cathode film is 120 + 10 nm.

Surface treatment of Na,KSb films

The photosensitivity of a pure and homogeneous
NayKSb film rémains virtually constant for several
hours at 200 °C. It increases by a factor of about 3 if
the temperature falls to 20 °C, but nevertheless re-
mains fairly low ['!]. A considerably higher photo-
sensitivity can be obtained by applying a surface treat-
ment in which caesium is evaporated on to the
NagKSb film. The highest efficiencies that we have
measured for a test cell after the surface treatment are
shown in fig. 15 as a function of the wavelength of the
incident light. The curves relate to two Na,KSb films,
one made mainly by substitution reactions and the
other mainly by addition reactions. The addition
mechanism gives the highest efficiency; the maximum
photosensitivity is 705 uA/lm for an Na,KSb film of
about 120 nm [12],

[11] D, E. Persyk, J. L. Ibaugh, A. F. McDonie and R. D. Faulker,
IEEE Trans. NS-23, 186, 1976.

[12] The measurements were carried out with no amplification of
the signal by an electric field,
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A problem with this caesium treatment is that small
quantities of sodium and potassium are also present
in the evaporation chamber during the evaporation,
as we have found from atomic absorption spectro-
metry. Most of the sodium and potassium atoms
come from the chamber walls as a result of the alkali-
displacement reactions mentioned earlier. The caes-
ium treatment of an Na,KSb film is therefore rather
difficult to control and to study.

We have carried out special experiments to measure
the thickness of this top layer and analyse its chemical
composition. An Na,KSb film was deposited on half
of a glass substrate, with the other half covered by a
mask during the evaporation. The mask was then
removed and the top layer was deposited over the
.total substrate area. The evaporation was carried out
at a temperature such that both parts were identically
covered. We can therefore assume that the thickness
and composition of the top layer were the same for
both halves. The thickness of this top layer was es-

_timated to be less than 0.8 nm from reflection meas-
urements. Complementary Auger experiments (13]
confirm this and also indicate that the top layer con-
tains potassium as well as caesium and antimony. The
photosensitivity of such a (K,Cs,Sb) top layer is of the
order of 1 uA/lm, whereas an Na,KSb film of about
100 nm coated with this top layer can have a photo-
sensitivity of up to 350 pA/lm.

Investigators have often wondered whether the
atoms of the top layer continue to remain on top of
the Na,KSb film or whether they partly diffuse into it.
Although conclusive evidence is not yet available, we
have sufficient indications to lead us to think that
interdiffusion of the alkali atoms between the top
layer and the Na,KSb film occurs along the grain
boundaries. The actual surface composition of a caes-
ium-treated Na,KSb film probably does not therefore
correspond to the top layer originally deposited. The
highest photosensitivities are obtained if the sodium
and potassium pressures are kept as low as possible
during the caesium treatment. Slow growth of the
photocathode film is also beneficial: it limits the num-
ber of grain boundaries so that the alkali diffusion is
less significant.

One of the problems encountered in practice is that
undesirable substances such as sodium and potassium
appear inside the tube during the caesium evapora-

[13] The equipment used for Auger spectrometry of multi-alkali-
antimonide layers has been described in [7].

W. H. McCarroll, R. J. Paff and A. H. Sommer, J. appl.
Phys. 42, 569, 1971. -

A. A. Dowman, T. H. Jones and A. H. Beck, J. Physics D 8,
69, 1975.

C. Ghosh and B. P. Varma, J. appl. Phys. 49, 4549, 1978.
R. Holtom, G. P. Hopkins and P. M. Gundry, J. Physics D
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Fig. 15. Photoelectric spectral response #r for two Na,KSb films
with a thin top layer containing caesium, measured in the trans-
mission mode without electrical amplification. The solid curve was
obtained with an Na,KSb film of thickness about 110 nm, grown
mainly by substitution reactions. The maximum photosensitivity or
of this film was about 545 wA/lm. The.dashed curve was obtained
with an Na,KSb film of thickness about 120 nm, grown mainly by
addition reactions. This film had a significantly higher spectral re-
sponse, with a maximum photosensitivity of 705 pA/lm.

tion. There have been many investigations of these
effects [131 [14] but no unambiguous conclusions can
as yet be drawn for the best top-layer composition for
high photosensitivity. We have therefore initiated
special experiments using the molecular-beam tech-
nique to help us to study and improve the top-layer
deposition. We have for example been able to demon-
strate that a top layer with about one monolayer of
caesium gives an appreciably higher photosensitivity
than a top layer of the (Cs,Sb) or (K,Cs,Sb) type.

In the investigations described here useful discus-
sions and technical support were given by J. Beltra-
melli, M. Decaesteker, M. A. Deloron, O. De Luca,
F. Groliére, J. Houdard, F. Maniguet, G. Marie and
C. Piaget, all of LEP.

Summary. The growth of alkali-antimonide films for photocath-
odes on an appropriate substrate (such as glass) takes place in a vac-
uum chamber by chemical reactions between antimony deposited
on a substrate and the vapour of alkali metals. The growth can be
studied by measurements of the atomic absorptions in the alkali
vapour, the optical reflection and transmission of the film, and the
photosensitivity in the reflection and transmission modes. These
measurements allow the partial alkali-vapour pressures, the optical
properties, thickness and growth rate of the film to be evaluated
during the growth, as well as the escape depth and escape probabil-
ity of the photoelectrons. As has been demonstrated for Na;KSb
films, growth monitoring gives useful information about the prefer-
red chemical reaction mechanism, the optimum film composition
and the thickness of the film. It provides a basis for improvement of
the growth conditions, so as to increase the photosensitivity and
reproducibility. To obtain an Na,KSb film of high photosensitivity
it must be coated with a very thin top layer of caesium. Molecular-
beam experiments indicate that the best results are obtained with a
monolayer of pure caesium.
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An experimental assembly robot

'J. G. van den Hanenberg and J. Vredenbregt

When Karel Capek coined the word ‘robot’ (from the Czech robota, meaning heavy work) in
1920 to denote a machine in the form of a man, he can hardly have dreamed that it would
acquire such great significance in technology some sixty years later. In Capek’s play the robots
become a threat to mankind. Robots in our day and age, however, are meant to release man
Jrom heavy or tedious work, or to perform work in inaccessible places or under conditions in
which human beings cannot function effectively. The robot described here has been developed
at Philips Research Laboratories to gain experience with a new aid that can dramatically

change the nature of industrial mechanization.

Introduction

The traditional Philips products, such as incan-
descent lamps and electronic components, can only be
mass-produced at sufficiently low prices and with
satisfactory quality if specially designed machines are
used. Philips have therefore built up extensive ex-
perience in industrial mechanization.

A common feature to many of the machines that
have been developed for mass production in almost
every industry is that they were designed for perform-
ing one or more specific tasks: making components,
setting processes in motion, assembling components
and carrying out monitoring and measuring opera-
tions, possibly in combination. These operations are
built into the machine permanently, for example as
movement patterns determined by cams. The proces-
ses or measurements to be carried out are controlled
by electronic circuits or — less rigidly — by specially
written computer programs. If the product has to be
modified or redesigned, the production machines have
to be modified or replaced. This type of mechaniza-
tion is therefore called ‘hard automation’.

Not all products are suited to this method of manu-
facture. An important factor is the size of the produc-
tion run, of course, but much also depends on the com-

Ir J. G. van den Hanenberg and Ing. J. Vredenbregt are with
Philips Research Laboratories, Eindhoven.

~'BlBh|OTHEE‘—\§‘ S;\; LAB:
X IEKEN

' R
@LOEILAMPENFAB
S pOSTBUS 80.000 \

" B600 JA EINDHOVE

plexity of the operations required for assembling the
products. Some relatively complicated products, such
as electric shavers and vacuum cleaners, still require a
good deal of manual assembly in production.

Nowadays compact and versatile machine control
systems can be made by using computers. When the
production process is modified it is a simple matter
to reprogram the control computer of the machine.
However, adjusting the hardware from the control
system is still something of a problem. In numerically
controlled machine tools this problem has been more
or less satisfactorily solved. A recent development in
assembly operations that vary is the use of ‘industrial
robots’. The introduction of these robots in the actual
manufacturing process is referred to as ‘flexible auto-
mation’ [11[2]

An industrial ‘robot’ is not like the humanoids of
science fiction, with arms and legs. It is usually a
mechanical system in a fixed location, which consists
of an ‘arm’ — controlled by an electronic ‘brain’ —
that can independently perform a number of opera-
tions within a confined space. The arm consists of a
number of movable interconnected parts and has a

[11 J. L. Nevins and D. E. Whitney, Computer-controlled as-
sembly, Sci. Amer. 238, Feb. 1978, p. 62-74.

[21 P. Saraga and J. A. Weaver, Philips tech. Rev. 38, 329,
1978/79. :
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‘hand’, called a gripper. The arm is an all-purpose
mechanism, whereas the gripper -may have to be
adapted to the objects to be picked up. Since the com-
mands to the robot can easily be changed, it is able to
perform a variety of short or long tasks. It can carry
out short-cycle operations for a long time without
becoming tired or it can work in adverse conditions.
Since a robot is an all-purpose tool, it can remain a

factory fixture, even when the production programme‘

is subject to changes. The robgt’s job assignments can
be changed by reprogramming the control computer,
or by manually ‘demonstrating’ to the robot a new
pattern of movements. g

The robots in current use and in development are
divided into three generations. Those now on the
market and in operation belong to.the first genera-
tion. The arm is controlled so _that it moves from

point to point or along a particular path in a coor-

dinate system that is fixed in relatlon to the environ-
ment. The result of each movement is not measured
or verified and cannot therefore be fed back into the

control system. However, there is some uncertainty in

the position of the gripper — of the order of 0.1 mm
or more — and this is mainly due to friction, play and
temperature effects in the arm mechanism. When the
arm is given more degrees of freedom its range of
applications is increased but at the same time the
influence of these undesirable factors increases. As-
sembly with first-generation robots may therefore be
unsuccessful if the positioning error is larger than the
clearance between the parts to be assembled.
Because they have no ‘senses’, robots of this first
generation do not respond to changes in their environ-
ment. This means that the components for assembly
must always be presented at exactly the same place
and with the same orientation, and they must also
have the same shape and dimensions. There must be
sufficient clearance between the objects to be as-
sembled, and the path described by the arm must be
free of foreign objects. Because of these constraints,
the first-generation robots can only be used for
relatively inaccurate operations, such as removing
products from injection-mouldiné machines and per-
forming process movements that do not require great
accuracy, as in spot-welding and paint spraying in the
automobile industry. _
Deviations in the position of the arm mechanism
and in the component feed can only be corrected by
enabling the robot to observe its environment via
‘sensors’, that can ‘touch’, ‘feel’ and ‘see’. Robots
thus equipped belong to the second generation. They
are less dependent on the inaccuracy of the mechan-
ical positioning. The system has become an ‘adaptive’
one through feedback of the information obtained
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from the sensors and its immediate processing in the
control system in ‘real time’; in other words, the
system parameters are adapted to changing condi-
tions. As a consequence the positioning and the geom-
etry of the components do not have to be highly
accurate. Without any improvement in the measure-
ment of the absolute position, the robot can perform
more accurate work, such as the assembly of compo-
nents with very small clearances.

So as to identify the fundamental problems in the
development and appllcatron of robots, and at the
same time to facilitate the application of robots in the
company, work was started at Philips -Research
Laboratories some years ago on designing and making
an experimental industrial robot. It was called
EPAAS, for ‘Experimental Programmable Adaptive
Assémbly System’. This robot, which will be described
here, is capable, for example, of assembling compo-
nents with clearances of no more than 10 pm between
them. Features of partlcular interest in the robot in-
clude a gripper whose ﬁngers have compliance and
sensors for force, a miniature’'camera in the gripper,
movement with’ controlled force in difficult assembly
operations, and the. stra1ghtforward manner in which
the user can compile his application program. Ex-
tending the system to include, for example, the pat-

. tern-recognition method described earlier in this jour-

nal [31 arld introducing certain forms of self-organiza-
tion [4] will make the robot even more versatile in the
near future. It will then have grown into a fully-
fledged robot of the third generation, capable of pro-
cessing previous experience in its control system, in
other words equipped with artificial intelligence.

We shall now deal first with the mechanical con-
figuration of the robot arm (we sometimes call it an
‘anthropomorphic’ arm) and the gripper, and then we
shall consider the sensors incorporated in the robot.
Next, we shall look at the control system and its soft-
ware, showing how the information from the sensors
is used. Finally, we shall give an example of an as-
sembly program for inserting a pin or ‘peg’ in a hole.

The robot arm

The arm has the function of conveying the gripper
from place to place in the working space, and in a
specified direction for each position. There are very
many possible variations of the arm mechanism, with
the kinematic joints interconnected by means of
pivoting or telescopic joints. There are technical dis-
advantages with telescopic joints, however, such as a
considerable amount of play and friction, and in
many cases the coordinate transformation is dif-
ficult [81 — this will be mentioned later. There are also
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variations in the mass-to-stiffness ratio when tele-
scopic joints are used, causing marked differences in
the dynamic characteristics of the mechanism in its
various positions. Mainly for these reasons we de-
cided to use an arm with pivoting joints only, which
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determining the position of the point W of the wrist
joint in the working space. The coordinate system
(x,¥,z) is fixed in relation to the environment. The con-
trol is designed in such a way that the points through
which the wrist joint has to move are calculated in

Fig. 1. Photograph of the arm mechanism of EPAAS, the experimental assembly robot developed
at Philips Research Laboratories. To combine great stiffness for bending and torsion with low
mass, the arm sections are made from thin-walled aluminium tubes.

resembles a human arm in its kinematic design; see
fig. 1. The arm has a ‘shoulder joint’, an ‘elbow joint’
and a ‘wrist joint’. The shoulder has two degrees of
freedom, the elbow one and the wrist two. The hand
attached to the wrist, the gripper, can move in a
number of ways, which will be described in the next
section.

Fig. 21s a diagram showing the axes of rotation that
form the arm’s five degrees of freedom. The axes of
rotation ZZ and AA are those of the shoulder joint,
BB is the axis of rotation of the elbow joint, while CC
and DD (corresponding to angles y and y) are the
axes of rotation of the wrist joint. The figure also
indicates the coordinate systems that are used for

cylindrical coordinates (r,z,¢). The z-axes of the two
systems coincide and the r-axis corresponds to the
x-axis if @ = 0. The arm mechanism thus lies in an
(r,z)-plane and the axes of rotation A4, BB and DD
are perpendicular to this plane. The rotation about
the axis ZZ corresponds to the ¢-coordinate. The
linear displacements /3 and /, (see fig. 35 and ¢) of the
pistons in the drive units that produce the rotations
about the axes A4 and BB have to be determined by
the control system, however, from the coordinates r
and z. The same applies to the displacements /; and /,

[31 E. H. J. Persoon, Philips tech. Rev. 38, 356, 1978/79.
[41 T J. B. Swanenburg, Philips tech. Rev. 38, 364, 1978/79.
(s} See H. Rankers, Metaalbewerking 45, 451, 1979 (in Dutch).
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z

(see fig. 3d and e) of the pistons in the drive units for
the rotations about the axes DD and CC (the angles y
and ). These coordinate transformations must be
carried out ‘in real time’. To make the calculations as
simple as possible the arm mechanism is therefore de-
signed in such a way that a rotation about the axis A4
does not change the angle of the second arm-element
in relation to the (r,z)-system, i.e. there is no change
in the rotation about the axis BB. The angles y and y
also remain unchanged when rotations take place
about the AA or BB axes.

b c

Fig. 3. a) The axis of rotation ZZ. This axis corresponds to the axis
of rotation of the turntable on which the arm mechanism is
mounted. The turntable is driven by a hydraulic servomotor with
vane rotor. The angle /; through which the rotation takes place is
measured with a rotary precision potentiometer and corresponds to
the coordinate ¢. b) The axis of rotation AA. A rotation about
this axis is obtained by moving the first arm element by means of a
hydraulic servomotor with integrated piston-position measure-
ment, known as a bar-type actuator (BTA, see fig. 4). /; indicates
the position of the piston in the cylinder. ¢) The axis of rotation
BB. Rotation about this axis — like that about the axes CC and DD
— is effected with the aid of a BTA mounted on the turntable and a
system of rods in a parallelogram. This ensures that the angle
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Fig. 2. Diagram of the arm mechanism. ZZ, AA, BB, CC and DD
are the axes of rotation of the mechanism, which together give the
five degrees of freedom. By rotation about the axes ZZ, AA and
BB, the point W, the ‘wrist joint’, can be moved to any point in the
working space. The axes A4 and ZZ together form the ‘shoulder
joint’, the axis BB can be considered as the ‘elbow joint’. The
direction of the ‘hand’ or gripper G can be varied by rotation about
the axes CC and DD (with associated angles ¥ and p). The axis CC
is fixed in relation to the axis DD, and intersects it at the point W.
A rotation about DD thus also changes the direction of CC. An
additional rotation through 90° — effected by means of a separate
drive — alters the mean position of the gripper from vertical to
horizontal. The dashed lines indicate the mean horizontal position.
The coordinate system (x, y,z) is fixed in relation to the environ-
ment. The control system is designed in such a way that the points
through which the point W has to move are calculated in cylindrical
coordinates (r,z,¢). The z-axes of both systems coincide; the r-axis
corresponds to the x-axis when ¢ = 0.

The diagrams a to ein fig. 3 illustrate how the drives
for the five rotations are produced. The axis ZZ cor-
responds to the axis of the turntable on which the
actual arm mechanism is mounted. The rotation /;
about the axis ZZ is measured with a rotary precision
potentiometer. The components that have a relatively
large mass, such as the linear servomotors for pro-
ducing the other four rotations, are mounted close to
this axis to minimize the moment of inertia about ZZ.
These linear servomotors and the vane-rotor type
servomotor for ZZ are driven hydraulically. Since the
oil pressure can be raised to a relatively high value
— in our case to 7 x 10% Pa (70 bars) — the hydraulic
servomotors are much more compact and lighter for
the same power than pneumatic or electrical devices.
The frequencies of the mechanical resonances of the

I
o

between the second arm element and the horizontal plane does not
change when there is a rotation about AA. /, indicates the position
of the piston in the cylinder. d) The axis of rotation CC. The
rotation about CC is not affected by a rotation about AA. In-
dependence of the rotation about BB is achieved by electronic
coupling between the control circuits for both axes: when the servo-
motor for BB is actuated, the servomotor for CC is given a similar
compensatory displacement, since the lengths of the levers @ and b
in fig. 3c and 3d are equal. /, indicates the position of the piston in
the cylinder. ) The axis of rotation DD. The drive with the system
of rods illustrated ensures that the position of the gripper is not
changed by rotations about A4 or BB. [, indicates the position of
the piston in the cylinder.
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two sections of the arm are high (about 90 Hz and
higher) and are well above those of the control systems
for the hydraulic servomotors. This is achieved by de-
signing the arm sections in the form of cylinders made
from thin-walled aluminium tubing,
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of about 10 kHz. As soon as the arm approaches an
object, the capacitance of the capacitor changes, so
that the frequency and voltage of the oscillator change
as well. The detected voltage change is used to stop
the arm movement in time.

./
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Fig. 4. @) The ‘bar-type actuator’ BTA [6], The hydraulic drive and the position measurement for
the piston are integrated in this design. M, and M, cylinder walls. The inner cylinder wall M,
made of non-magnetic material, forms one of the walls of the oil-filled space; the outer cylinder
wall M,, made of steel, forms part of the iron circuit for the set of coils S. E cylinder ends, also
forming part of the iron circuit. P steel piston. b) The coils from which S is built up. The primary
coil §, is supplied with alternating current, which induces alternating voltages in the two second-
ary coils §; and S,". The difference between these two secondary voltages is a measure of the posi-
tion of the piston; in the mean position the difterence is zero.

The linear hydraulic servomotors are referred to as
BTAs (bar-type actuators) [, in which the hydraulic
drive and the system for measuring the position of the
piston are integrated; see fig. 4a. Between the two
cylinder walls M, and M, there are three coils that
together form a differential transformer; see fig. 4b.
The primary coil S, is supplied with an alternating
current. The position of the steel piston determines
the magnitude of the alternating voltages induced in
the secondary coils S; and S,’. When the piston is in
its central position they are equal; as the piston moves
towards one of its extreme positions the voltage dif-
ference increases, so that this difference is a measure
of the piston displacement.

Fig. 5 shows the angles that the arm sections can
cover. The hatched area, which is bounded by circular
arcs, is the area that the point W of the wrist joint in
the (r,z)-plane can reach as determined by geometrical
considerations. To give the r- and z-coordinates a
constant limiting value, the useful region is confined
to the grey shaded area. The control software prevents
the gripper from colliding with the second arm-
element. The angular displacement is =+ 160° for
rotation about the axis ZZ and + 45° for rotation
about the axes CC and DD.

To ensure that the arm does not make an undesired
contact with an object, insulated metal strips are
attached to both arm sections. These strips form a
capacitor with the metal table-top. This capacitor in
turn forms part of an RC oscillator with a frequency

The gripper and the force sensors

Since a robot should be capable of performing a
wide variety of tasks, the gripper should be designed
as an all-purpose instrument for handling objects of
diverse shapes, mass and ruggedness. Our gripper (see
fig. 6) has four ‘fingers’; diametrically opposite pairs
can be independently controlled. Since most of the
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Fig. 5. The area in the (r,z)-plane that the arm can cover by rota-
tion about the axes A4 and BB. The diagram shows the maximum
angles of the arm sections in relation to the coordinate system and
the lengths of the arm sections. The hatched area can theoretically
be reached by the point W of the wrist joint. To give the coor-
dinates r and z a constant limit value, the useful area is limited to
the region shaded grey.

{6)  The BTA was designed by the Philips Centre for Technology.
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Fig. 6. Photograph of the gripper mechanism. The gripper consists
of two pairs of ‘fingers’, and each pair can be separately controlled.
When the control for one pair of fingers is fixed at a certain value,
the gripper can be used as a two-finger type. The semiconductor
camera mounted in the gripper (see fig. 11a) can be seen just to the
right of centre.

objects to be picked up are round, square or rectan-
gular a gripper with four fingers has a wider range of
application than the frequently used types with three
or two fingers. Furthermore, since the fingers are
controlled in pairs, the gripping forces of a four-finger
type are more exactly defined. It can also be used as a
two-finger gripper if the control for one pair of fingers
is rendered inoperative. Fig. 7 shows the mechanism
of one pair of diametrically positioned fingers. The
two fingers are centred in relation to the longitudinal
axis of the gripper. The pairs of fingers are operated
by compressed-air cylinders Cy, which are designed
as an integrated part of the gripper to minimize the
mass of the gripper system. The gripping force be-
tween finger and object can be linearly varied for each
finger pair in 256 steps between —45 and +45 N. This
is done by means of a control system in which the
pressure in the compressed-air cylinders is accurately
measured by medical cerebral-pressure indicators
(Honeywell & Philips, type 982281030001). The
fingers can close around objects with dimensions
between 2 and 110 mm, ranging from heavy (4 kg) to
light and from rugged to fragile.

Two strain gauges G [7) are fitted to each finger as
close as possible to the point where finger and object
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touch. The strain gauges for each finger are connected
into a Wheatstone bridge in such a way that only the
torque acting in a cross-section of the finger is meas-
ured, and not the gripping force along the direction of
its length. This enables sensory information to be
obtained about the forces exerted on the object: the
vertical force F, and the horizontal forces F; (for one
pair) and Fy (for the other pair); see fig. 8a and b.
Adding the output signals from the Wheatstone
bridges gives a signal that is a measure of F,, and
taking the difference of these signals results in a signal
that represents F; or Fy. The bandwidth of the com-
plete force-measuring system is about 100 Hz; the
resolution of the F, measurement is 0.01 N.

When an object is gripped by two diametrically
opposed fingers, one of the fingers will touch it first,
owing to the unavoidable inaccuracy in positioning.
This causes the object to tilt until it comes into con-
tact with the second finger. After the fingers have
pushed the object back to approximately its original
position, the object exerts forces on the finger sec-
tions, and the opposing frictional components of
these forces set up torques, which are measured by the
strain gauges. This takes place without any external
forces acting on the object, other than the force of
gravity. Since the force signal is used as a reference

Cu
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Fig. 7. Diagram of the mechanism for one pair of fingers. Each pair
is operated by its own pneumatic cylinder Cy, which is integrated
with the gripper. Each finger is fitted with a ‘cushion’ Cu of a
rubbery material (the function of this is illustrated in fig. 94). The
parts of the fingers closest to the point of contact with the object are
fitted with strain gauges G. These provide sensory information
about the forces acting on the object (see fig. 82 and b). The strain
gauges are connected into a Wheatstone bridge in such a way that
only the torque acting in the cross-section of the finger where the
strain gauges are fitted is measured.
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during assembly, these initial torques (whose magni-
tude and direction are unknown) may cause difficul-
ties. The force signal is therefore reduced to zero by
subtracting an appropriate amount from it in the con-
trol electronics just before assembly starts.

Fig. 9a illustrates the situation when a force is
exerted on the object in the gripper during a sideways
displacement and the maximum frictional force be-
tween finger and object is reached. If the gripper is dis-
placed further, the object shifts between the fingers. It
becomes more and more tilted, while the output signal
from the force sensors remains virtually constant; the
signal is ‘saturated’. When the gripper is moved back
again, the position of the object in relation to the
fingers becomes different but the value of the sensor
signal is the same. Since the sensor signal can then no
longer be used for controlling the gripper, this situa-
tion must be avoided. We therefore gave the gripper
some ‘compliance’ by covering the fingers with an
elastic, rubbery material (Cu in fig. 7) that possesses
a high coefficient of friction. In fig. 9b the torque
detected by the strain gauges is plotted against the dis-
placement x of the gripper, for both ‘hard’ (I) and
‘soft’ (2) fingers. It can clearly be seen that the maxi-
mum permissible lateral displacement of the gripper
before the output signal ‘saturates’ is much larger
with soft fingers. This is partly due to the greater
flexibility — smaller Young’s modulus — and partly
to the higher coefficient of friction of the material on
the fingers.

Fz

Q
o g

Fig. 8. @) The torques acting in the cross-sections of the fingers
at the location of the strain gauges when a vertical force F, is
exerted on the base of the object. The dimension b is the distance
between the object and the strain gauges. The lower strain gauges
are lengthened (+), the upper ones shortened (—). Since the fingers
are covered with soft material (Cu in fig. 7), the contact surfaces of
finger and object may be regarded as pivot joints each transmitting
a force of magnitude 1F,. Adding the signals from the two pairs of
strain gauges yields a signal that is a measure of F;. b) The torques
acting in the cross-sections of the fingers at the location of the strain
gauges when a horizontal force F; is exerted on the base of the
object. The contact surfaces transmit vertical forces Fy.a/d, which
have opposite directions. The tilt of the object is exaggerated (as in
fig. 9a) for clarity. When the difference of the signals from the two
pairs of strain gauges is taken, the resulting signal is a measure of F;
(or Fy for the other pair of fingers). ’
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We shall now show how feedback of the sensory
information from the fingers to the servo-control
system enables the robot to place a peg in a hole inde-
pendently. The hole does not have to be chamfered,
and the clearance between the peg and the hole can be
much smaller than the error in the position of the
gripper. The various positioning stages are shown in
fig. 10a. The first stage is reached after coarse posi-
tioning with the aid of the position transducers in the
arm drive. The shaft istilted in relation to the. hole,
thus apparently producing a greater clearance. Next
the control circuit — to be dealt with later — is
switched on, and this processes the information
received from the force sensors in the 'ﬁngersr." Once
the peg has reached the required depth in the hole, the
movement stops and the operation of placing the peg
in the hole has been completed. Fig. 10b shows the
measured forces Fu and Fy as a function of time.
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Fig. 9. a) Situation of fig. 85 when the maximum frictional force
Weaax between finger and object is reached. The object begins to
‘slip through the fingers’. The torque of magnitude Wpyax.d
detected by the strain gauges no longer increases when the gripper
is moved further sideways. b) The torque M detected by the strain
gauges, as a function of the lateral displacement x of the gripper
after the object in the gripper has collided with some other object.
Curve 2 applies to the case where the fingers are covered with soft
rubbery material (Cu in fig. 7); curve / relates to hard uncushioned
fingers. It can clearly be seen that the lateral displacement that can
take place before the signal becomes saturated is much greater for
curve 2 than for curve I (Xzmax = X1max)- This is attributable to the
low Young’s modulus and the high coefficient of friction of the
material covering the fingertips.

{71 See K. Bethe and D. Schén, Philips tech. Rev. 39, 94, 1980.
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The visual sensors

The visual sensors serve to recognize and localize
the assembly positions and the objects to be picked
up, so that the requirements for the absolute accuracy
of the arm mechanism and the component feed are
less exacting. The visual sensors most commonly used
are cameras, mounted in a fixed relation to their en-
vironment and equipped with a camera tube. The dis-
advantage of cameras is that the picture tends to drift
in relation to the fixed coordinate system (x,y,z),
partly as a result of mechanical and thermal effects.
What is more, the camera image is not a true represen-
tation of the environment because nonlinear distor-
tion is introduced into the image. In robot systems
described elsewhere these effects have been minimized
by means of calibration procedures, but these are a
nuisance because they take a relatively long time. To
get around these problems we use a camera that
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Fig. 10. @) The various stages in the assembly of a peg in a hole,
using the information received from the force sensors in the fingers.
Stage I is reached after coarse positioning with the aid of the
position transducers in the arm drive. The peg is rotated about the
axis DD (see fig. 2) to produce an_apparently larger clearance.
W point of intersection of the axis DD with the plane of the
drawing. Stage 2: after a downward movement of the gripper in the
direction of the centre-line of the peg, a force Fy is exerted in this
direction that exceeds a critical limit value. The gripper is now
slowly rotated back about the axis DD. Stage 3: the right-hand side
of the wall is touched with a force Fyy. Lateral corrections are also
applied now to bring Fjy back to a specified value. Meanwhile the
peg is moved far enough towards the hole to maintain at all times a
specified low value for Fy. Stage 4: the peg is in its vertical position
and the rotary movement about DD stops. The point W is displaced
further to try to bring Fy to a small target value, and Fy is reduced
to an appropriate value if necessary. The result is that the peg
moves down into the hole. Stage 5: the peg has now been inserted
into the hole to the required depth and the movement stops.
b) Recorded plots of the forces Fyy and Fy as a function of time.
Stages 7 to 5 from fig. 10a are indicated by arrows. The apparently
temporarily negative value of Fy is due to uncertainty of the zero
level as a result of noise.
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moves with the arm, as well as conventional fixed TV
cameras. The moving camera is incorporated in the
upper part of the gripper; see fig. 6.

The camera in the gripper should be small and light
(see fig. 11a). Instead of a camera tube, with its heavy
deflection coils, we therefore use a semiconductor de-
tector. This consists of a matrix of 100x 100 light-
sensitive diodes with associated charge-coupled
devices (CCDs) for transmitting the charges in the
capacitors formed by the diodes. A simple achromatic
lens is also used; this can be set in one of two focusing
positions by the control system. The electronic circuits
— except for the amplifier stage — are not contained
in the arm but in the control unit. The camera always
‘looks’ in the direction of the axis of symmetry of
the gripper and gives an accurate image of the region
of the environment that is of interest for the robot.
The information obtained from this picture enables
the system to adapt itself to the changing conditions
in the working space..

The gripper camera is shown diagrammatically in
fig. 11b. The distance from the object O to the lens Le
varies very little during use, so that with the small
aperture angle, the availability of only two lens posi-
tions still gives a sufficiently sharp focus. The object
is illuminated by two lamps La with reflectors M
(one set is shown in the figure). The amount of light
reflected is measured with a photodiode D, which has
approximately the same spectral sensitivity as the de-
tector S. The lamp current is adjusted by means of a
control circuit to ensure a sufficiently constant illumi-
nation of the detector. The optical axis between the
object and prism P coincides approximately with the
axis of symmetry of the gripper; the prism deflects the
light beam through an angle of 90°. The incident illu-
mination of the object adopted in our case is pref-
erable to the transmitted illumination (back-lighting)
often used, in spite of the addition of moving mass,
because it also permits observation of details such as
blind holes.

The processing of the picture observed by the semi-
conductor camera is at present carried out with a
separate fast microprocessor, the Signetics 8X300.
Owing to the limited frame frequency of the cameras
(25 Hz for the fixed cameras and 100 Hz maximum
for the semiconductor camera), it is not possible to
recognize and determine the centre of gravity and
angular orientation of objects in every 6 ms sampling
period of the system (the sampling will be discussed
later). The image processing is therefore generally
done at times determined by the control program.
Collecting and processing the image takes at least
50 ms. When a moving object is tracked by the camera
in the gripper, the camera images are continuously
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processed in the control system at a frequency of about
10 Hz (a higher frequency will be used in the future).
Since observation of the position where an object has
to be assembled can be obstructed when the object is
held in the gripper, the robot arm will probably be
fitted with two semiconductor cameras in the future.
The fixed cameras are responsible for checking the
result of the actions performed and for observing the
position where the components are fed in (e.g. by con-
veyor belts). The images from the fixed TV cameras
can be processed sequentially by the same electronic
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circuit, because these cameras generally observe static
objects. The complete duration of one robot action
— one second or more — is available for processing
these images.

The control system
The hardware

The heart of the control system is a Philips P851M
minicomputer, which has a main memory with a
capacity of 32 x 102 words of 16 bits. Peripherals con-
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Fig. 11. a) Photograph of the semiconductor camera. b) The path of the rays in the semicon-
ductor camera in the gripper. S detector, consisting of a matrix of 100 x 100 light-sensitive diodes.
Le lens. P prism that deflects the optical axis through 90°. O object. D light-sensitive diode, which
measures the reflected amount of light. La one of two incandescent lamps; a control circuit
including the diode D keeps the intensity of the illumination of detector S constant. M one of
the two reflectors. In practice the two lamps with reflectors are mounted in a plane perpendicular

to that of the drawing.

crPU

nected to the computer are a display with keyboard
and a floppy-disc unit that constitutes the backing
memory with a storage capacity of 2 x 250 x 102 bytes.
Data exchange between the computer and the elec-
tronics of the robot control system is effected by
electronic circuits belonging to the Philips MIOS6
interface system (Modular Input-Output System); see
fig. 12. These circuits are connected directly to the

Fig. 12. Block diagram of the hardware. CPU central processing
unit of the Philips P851M minicomputer, which is the heart of the
control system. The double lines indicate the standardized trans-
mission channel GPBS (General Purpose Bus Simplified) for digital
information, the single lines represent the transmission of infor-
mation, and the dashed lines indicate the allocation of the ad-
dresses. M1 to M6 electronic circuits of the Philips MIOS6 interface
system for the input and output of the data. MP Signetics 8X300
microprocessor, which processes the information from the camera
mounted in the gripper. PE the associated electronic circuits and
the image store, CAM camera. MC panel for manual control of the
robot. SE circuits for start and stop procedures and for monitoring
the status of the system. 4R 16 bit address register that indicates
one of the registers REG 1 to 5, GIREG or GOREG. C clock
generator. REG | and 2 are 12 bit registers that receive the infor-
mation for the required positions /; and /, of the servomotors
SERVO I and 2 for the wrist movement, via the interface circuit
M5. REG 310 5 are registers for the required positions /5 to /; of the
servomotors SER VO 3 to 5 for the arm movement. The positions /,
to /; of the pistons in the servomotors can be determined by the
computer via the interface circuit M6. GIREG general 16bit input
register that passes on the information from the force-measuring
systems for F;, F and F, via M6 to the computer. GOREG general
16 bit output register that controls the various gripper functions G/
to G5. The choice from F;, Fy and F; and G to G5 is made with
the aid of an ancillary address register (not shown).
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GPBS transmission channel (General-Purpose Bus
Simplified), which handles the internal data flow in
the minicomputer. In the version of the MIOS6 cir-
cuits that we have adopted the wiring of the computer
and that of the peripherals are electrically isolated by
optical couplers, which consist of a combination of an
LED (light-emitting diode) and a light-sensitive tran-
sistor. This suppresses the greater part of any inter-
ference due to ‘earth loops’ in the hardware.

BTA 4+
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Fig. 13. One of the controk systems associated with the servomotors
for the arm and wrist movements. P, D and I are sections of the
controller with proportional, differentiating and integrating
actions, respectively. C comparator circuit, which compares the
residual deviation with a preset limit value V. § electronic circuit
that switches on the integrating section 7 of the controller when the
residual deviation reaches the limit value. A electronic amplifier.
V electrically operated hydraulic servovalve. BTA servocylinder.
M measuring system integrated with the servocylinder.

In addition to the computer peripherals, there is a
manual control panel MC connected to the computer
via an interface circuit M2. The user can give the robot
single movement commands from this panel. The
manual control panel is particularly useful for ‘teach-
ing’ the robot how to perform one or more actions.

In the preceding section we mentioned the term
‘sampling period’. At the start of each sampling
period the control circuits of the servomotors that
actuate the robot arm and gripper are provided with
fresh information about the desired position. During
each sampling period the new positions /; to /5 of the
pistons in the servomotors are calculated, using coor-
dinate transformation. The duration of the sampling
period is still 6 ms at present, but will be reduced in
the future by providing each control circuit with its
own microcomputer. The clock generator C signals
the start of each sampling period. The computer then
uses an address register AR to designate successively
the registers REGI to 5 associated with the servo-
motor-control circuits. These registers are then filled
with the calculated new values for /; to /5. This digital
data is converted into an analog value by DACs
(digital/analog converters) and fed to the appropriate
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control circuits. The position of the robot at any given
moment can be determined by reading out the con-
tents of the registers REGI to 5 via the interface cir-
cuit MG6.

Incorporated in the control system of the servo-
motors for the arm and wrist movements are hydrau-
lic servovalves that control the oil supply to the
cylinders. The controllers in these systems have PID
(Proportional Integrating and Differentiating) charac-
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Fig. 14. The measured displacement x of the piston in the servo-
cylinder as a function of time ¢. The lower diagram is a 250X en-
largement of the upper one; the first part of the curve is outside the
figure. The dashed line indicates the desired displacement of the
piston, the solid line the actual displacement (step-function
response). At the time #; the integrating section J (see fig. 13) of the
controller is switched on; the residual error has then reached the
limit value J. Since the hatched area is negated by the integrator,
over-reaction from the controller is avoided. This means that there
is a negligible overshoot and the resulting static deviation is only
17 pm.

teristics. In assembly robots, movement overshoot is
not generally permitted, since workpieces or tools
could be damaged. When the PID controller is used
without any modification, some overshoot always
occurs when the system responds to a step-function
input signal. We have avoided this by not switching
on the integrating part of the controller — which has
the function of reducing the static deviation to nearly
zero — until the residual error reaches a particular
value. Fig. 13 shows a block diagram of the control
system designed for this purpose. The switch S for the
integrating action is operated by an electronic circuit
C that compares the residual error with a preset limit
value Vies. Fig. 14 shows (as a result of measurements)
that after application of a step corresponding to a
very large piston displacement of 47 mm — which



Philips tech. Rev. 40, No. 2/3

does not occur in the actual assembly operation — the
static deviation is only 17 pm and that overshoot is
almost entirely avoided.

The gripper system of the robot is controlled by the
computer via a general output register GOREG; see
fig. 12. This register enables functions GI to G5 to
be performed, such as moving the gripper from the
vertical to the horizontal position, opening or closing
the fingers or adjusting the gripping force. The infor-
mation about the magnitude of forces F,, Fy and F;,
originating from the circuits associated with the strain
gauges in the fingers, reaches a general input register
GIREG via an analog-to-digital converter, which pro-
cesses the three signals sequentially.

The Signetics microprocessor MP mentioned ear-
lier, with memory, controls the camera in the gripper
and the storage and processing of the camera images.
The positional information resulting from the image
processing is passed to the computer via the interface
circuit M1.

The hardware also contains a number of circuits
SE, which are responsible for switching the system on,
bringing the hydraulics up to pressure, switching the
system off and monitoring it. In addition these cir-
cuits supply the computer with information about the
status of the total system.

The software

The essential principle in the design of the software
for EPAAS was that the user need have no special
knowledge of computers to be able to compile work-
ing instructions for the robot. Such instructions, for-
mulated in an ‘application program’, consist of a
number of elementary operations such as gripping,
displacing, inserting, releasing and so on. The user
communicates to the system the operations — in
chronological order — that make up his application
program, and provides each operation with the
appropriate parameters such as position coordinates,
maximum velocity and force limits. The system then
puts the operations together to form a complete pro-
gram. A program can be stored in the computer’s
backing memory; programs already stored can be
recalled and transferred to the main memory.

The set of ‘statements’, which in our case each con-
tain a routine for performing an operation, is called
the library. The statements are compiled to form a
complete program by means of an all-purpose super-
visory program, for which we have chosen the
FRAME program. FRAME, also developed by Philips
Research Laboratories, is capable of composing
process-control programs consisting of routines that
may each contain a maximum of 12 parameters. The
routines that make up the library have to be entered in

EXPERIMENTAL ASSEMBLY ROBOT 43

FRAME by the system designer once for each field of
applicétion. FRAME is also responsible for checking
the validity of the statement entered by the user, and
offers facilities for correcting and adapting the appli-
cation programs 8],

The commands that the user can give via FRAME
include: '

SAVE, for storing an-application program in the ex-
ternal memory;

LoAD, for transferring an application program from
the external memory to the main memory;

MANUAL CONTROL, for switching the system to
manual control during the composition of an applica-
tion program; '

START, for initiating an application program;

WHERE, calling for the position and orientation of
the gripper;

MACHINE STATUS, asking for the status of the system,
including the data relating to ‘WHERE’;

SLAVE, an instruction, based on feedback of the
force information, to adjust the position of the arm
by manually moving an object in the gripper;

and the following ‘EDIT’ operations:

— ‘hot editing’, changing statements and parameters
or both by interrupting an application program being
run; after the change, the program can be continued
at a point indicated by the user;

— ‘immediate execution’, stopping a program in pro-
gress, so that a statement with parameters can be
input and immediately executed without it becoming
part of the program;

— ‘interactive control’, stopping a program in pro-
gress that can then be continued (possibly in stages) at
another point to be indicated and

— ‘fill in the blanks’, that is to say filling in during the
execution of the program the values of parameters
that have been left open.

The use of these commands leads to an application
program in a continuous process of interaction be-
tween the user and the system, and the result of the
elementary operations can at all times be monitored.
The user thus ‘teaches’ the robot to carry out the pro-
gram until a satisfactory result is achieved.

As already described, control circuits as illustrated
in fig. 13 are used to produce the displacements cal-
culated by the computer. The statements that make
use of these circuits alone are MOVE, which enables the
wrist joint W to describe a linear path, and TRANSP,
which enables W to describe an elliptical path. The
control circuits form the lowest hierarchical level in

[8] In many respects FRAME resembles the INDA program,
which will be described by D. J. Burnett in a forthcoming
article in this journal. INDA, however, is designed for larger
computer systems than the P851M with peripherals, which we
used, and can therefore offer more facilities.
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the control of the arm; see fig. 15. Control circuits of
a higher level use the force-measuring system in the
gripper fingers or the camera in the gripper. The choice
between the direct control C of the lowest con-
trol circuits or the two higher circuits with image or
force information is made by means of the software
‘switch’ SW in the control program. The ‘position’ of
SW is determined by the statement being dealt with
and by the force information being processed in Pr.
The statements that make use of force information
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at the same time there is a rotation about the wrist joint W (see
fig. 10). When the peg has reached its vertical position (stage 4),
other limit values are passed to Pg via the dashed connecting line
in fig. 15, and the downward movement starts in accordance with
the statement INsERT. The parameter indicated for the insertion
depth determines when the movement must stop.

The statements CAMERA and FoLLow, which make
use of image information, serve to position the grip-
per at the centre of gravity of the observed image or to
follow this centre of gravity with the gripper.
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Fig. 15. Diagram of the control system. The main units, shaded grey, are the arm mechanism and
the control program in the computer. SW ‘switch’ in the program, permitting a basic choice
between direct control C, the controller R for processing the force signal or the controller R; for
processing the image signal. The information in the form of coordinates y, w, r, z and ¢ are con-
veried by coordinate transformation C7 into positions /, to /; of the pistons in the servomotors.
The arm sections are moved and the gripper rotated by means of the local control circuits for
the rotations about the axes ZZ, AA, BB, CC and DD, which include the measuring systems M.
My force-measuring system in the gripper fingers. My camera in the gripper. Pg processing of the
signal from the force-measuring system. Py processing of information from the camera, for deter-
mining the position of the centre of gravity of the image in relation to the centre of the camera.
Sr and S; set-points for the control circuits with, respectively, force information and image infor-
mation. The values of Sg and Sy are input into the computer by the control program. SW can be
altered via the connection represented by the dashed line if a threshold value in the force-meas-
uring system is exceeded. The program also supplies Pr with the threshold values for the force

measurement along this connection, but in the reverse direction.

are RAISE and INSERT. RAISE produces the movement
from stage / to 4 in fig. 10, INSERT the movement from
4t0 5.

As the peg goes from stage ! to stage 2 the calculated values
received by the registers REG 3 to 5 in fig. 12 increase for each
sampling period, so that the peg moves along its axis at a low
velocity. In each period, however, a check on the magnitude of the
force Fy in this direction is made via Pg. As soon as the specified
limit value for this force is reached, SW is set to the required
‘position’ and the movement along the axis of the peg is stopped.
Use is now made of the control loop with force information, while

To conclude, we give below a summary of the prin-
cipal statements that the user can call from the exist-
ing library for compiling his application programs:
MOVE and TRANSP; these are respectively linear and
elliptical movements — built up from elementary cir-
cular arcs — of the wrist joint W to a point given in
(r,z,¢)-coordinates. TRANSP requires a second point
on the elliptical path.

CAMERA; positioning the axis of symmetry of the grip-
per at the centre of gravity of an object observed in
the gripper camera.
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0000  ALALLLLLLALLALLSLLLLLL:
0001 / INSERT PEG IN HOLE %
QO02 AULLLLALLLLLLKLLLLLLL e

0003

0004 INIPOS(1y 402+0,1075¢1256%,-3%6)
0005 INIPOS(2y 300y-614,12018,15461,-1517)
0006 INIPOS(3y 407+0r1075y12569+,-356)
0007 GRIP (~40y40y~40r40)

0008 10 IXMOVE (1,20)

0009 WAIT (2000)

0010 CAMERA(0y0r0y20)

0011 SAVPOS (1)

0012 IXTRANSP (2+s3,50)

0013 CAMERA (D» 0200y 30)

0014 GRIP(125+125,125,125)

0015 WAIT (200)

0016 IXTRANSP (2+1+40)

0017 RESET ()

0018 FORWIN(40+0)

0019 RAISE(10+0,1)

0020 FORWIN(100,0)

0021 INSERT (10,250)

0o22 GRIP(~125r125,-12%+123)

0023 GOTO0(10)

SEOF

Fig. 16. Example of an application program for inserting a peg in a
hole. The significance of the individual statements is explained in
the text; the numbers between brackets represent parameters such
as coordinates (y, v, r, zand @), velocities and forces. Position 1 is
the location where the object with the hole is presented, position 2
is a point on the elliptical path between position / and position 3,
the place where the peg is presented. The program proceeds as
follows (the numbers refer to the statements): 4, 5, 6 indication
of the initial coordinates of the positions /, 2 and 3. 7 opening of
the gripper. 8 linear movement to the assembly location. 9 waiting,
during the period required for presenting the object containing the
hole. 10, 11 observation of the hole and storage of the improved
coordinates in the memory. /2 elliptical movement to the place
where the peg is presented. /3 positioning at the centre of gravity of
the peg with the aid of the camera. 14, 15, 16 the peg is picked up
and moved to the assembly location; waiting is necessary for
moving the fingers to the peg. /7, 18, 19 the gripper is raised from
the tilted position, following from statement 4. 20, 21 the actual
assembly (insertion). 22 the peg is released. 23 return to the
beginning of the program for the next assembly operation; since
statement 4 is now negated, the system possesses more accurate
information concerning the position where the objects with the
holes are presented. The minimum permissible clearance between
peg and hole is 10 pm.

roLLow; following the centre of gravity of a moving
object observed in the camera.

RAISE; a tilting and raising movement of an object in
the gripper relative to a stationary object, with feed-
back of the force information; the angle at which the
rotation stops and the areas for Fy and Fu (see fig. 10)
within which there is no response to a change in force
have to be specified.

INSERT; the assembly of the object in the gripper and a
stationary object, with feedback of the force informa-
tion. The areas for Fy and Fy within which there is no
response to a change in force follow from the state-
ment FORWIN.

FORWIN; specification of limit values for the forces.
RESET; resetting to zero the force-measurement signals
(before FORWIN, INSERT and RAISE are used).

GrIpv and GRIPH; moving the gripper to its vertical or
horizontal position (see fig. 2). '
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GRIP; opening or closing the gripper fingers with a
maximum gripping force to be specified for each pair
of fingers.

iNtpos; defining a point in the working space in (r,z,9)-
coordinates.

SAVPOS; measuring the instantaneous position of Win
the working space; these coordinates then replace the
coordinates that were given with INIPOS.

IXMOVE and IXTRANSP; movements resembling MOVE
and TRANSP, but the points of destination are derived
from the coordinates defined by INTPOS or corrected by
SAVPOS.

With the last four statements the system can be
made to °‘learn’ from previous experience, thus
achieving a kind of ‘artificial intelligence’. The as-
sembly location — this is the location where the
devices in which the objects will be assembled are
presented — can first be indicated roughly by iN1POs.
Once IXMOVE or IXTRANSP has brought the gripper to
this location it can be positioned more accurately by
CAMERA at the centre of gravity of the assembly
location. The improved coordinates are entered in the
memory by means of savpos. The actual assembly
operation then takes place with the statements RAISE
and INSERT. When an identical assembly has to be
carried out a second time, the system possesses more
accurate information about the position of the as-
sembly location than it did for the first assembly
operation.

The procedure described here is illustrated by the
program given in fig. 16 for the assembly of a peg
in a hole.

R. J. Asjes, L. Leistra, F. J. de Munnik and G. J.
Scholl also contributed to the work described in this
article.

Summary. Hard automation, the established form of industrial
mechanization, now has to compete with flexible automation,
which makes use of industrial robots. To gain experience with the
industrial robot as a new tool of factory mechanization, work
started at Philips Research Laboratories some years ago on
designing and building an experimental industrial robot. This
robot, called EPAAS (for ‘Experimental Programmable Adaptive
Assembly System’) has meanwhile developed into a second-genera-
tion robot and further additions will be made to turn it into a robot
of the third generation. The arm mechanism possesses five degrees
of freedom, and in its kinematic design it resembles a human arm.
The fingers of the gripper are equipped with force sensors; to avoid
collisions, the arm is fitted with proximity detectors; the gripper
possesses ‘vision’ in the form of a semiconductor camera that
moves with the arm. There are also fixed TV cameras that observe
the working space of the robot. The heart of the control system is a
Philips P851M minicomputer. The software, which includes the
FRAME supervisory program, has been designed in such a way that
the user can interact continuously with the system to ‘teach’ the
robot to carry out the assembly program. The software contains a
library of routines that can be compiled in a desired sequence to
form a complete application program. This is illustrated with an
example in the form of a program for inserting a peg in a hole.
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Components for glass-fibre circuits

The use of glass fibres for optical telecommunica-
tion will require not only components and techniques
for making permanent connections [*1 but also de-
mountable couplings for fibres and subsidiary devices
for various operations on the optical signals that
travel along the glass fibres. Such components are
required both for measurements in glass-fibre cable
networks and for laboratory experiments. For micro-
wave signals in waveguides or coaxial cables there are
innumerable subsidiary devices of this type, and their
use has been taken for granted for so long that some-
times people hardly realize that their design once in-
volved a painful process of trial and error.

The title photograph shows a number of compo-
nents that have been designed for glass-fibre circuits.
They are all based on the principle devised for a dry
coupling (2!, in which the divergent beam emerging
from a fibre is converted into a parallel beam by a
convex lens, and a second convex lens concentrates
the beam on the end of the next glass fibre ( fig. la).
In this way, depending on the type of glass fibre, a
coupling efficiency of 85-90% can be achieved, with-
out requiring the use of an immersion liquid.

[11 "A. J. J. Franken, G. D. Khoe, J. Renkens and C. J. G.
Verwer, Philips tech. Rev. 38, 158, 1978/79.
21 A.J. A. Nicia, Appl. Optics 20, 3136, 1981.
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Fig. 1. a) Principle of a dry coupling (i.e. with no immersion liquid)
for two glass fibres. The ends of the two fibres are situated at the
focal points of two convex lenses. b) A switch for optical signals
consists of two plates, one fixed and the other rotatable; in both
plates there are four half-couplings. ¢) To attenuate an optical
signal a screw is inserted in the expanded beam between the two
convex lenses. d) A half-silvered mirror mounted as shown here
between four half-couplings in a straight glas-fibre — connected to
two opposite halves — can extract a fraction of the signal passing
through the cable via one of the two other half-couplings. A signal
can be fed on to the straight glas-fibre via the fourth half-coupling.

A conventional coaxial cable with connector is
shown on the far left of the photograph to give an
idea of the size of the components. Beside it there is a
glass-fibre coupling that works on the principle just
described; between the two halves of the coupling is
the ring needed for connecting them together. To
ensure good coupling efficiency the two halves must
be designed in such a way that the emergent beam is
accurately perpendicular to the front face.

Since the coupling efficiency is still good at a some-
what greater spacing between the two halves, they can
be spaced apart to permit various operations to be
performed on the beam in the space between them.
This is the principle of the components shown in the
back row of the photograph. There are four half-
couplings in a rotary disc facing another four in
a fixed disc, and the result is a switch (see fig. 1b).
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A screw can be introduced into the beam between the
two halves to provide variable attenuation (fig. 1¢);
a half-silvered mirror, placed diagonally between four
half-couplings arranged in a square, allows signals to
be coupled in and out in a straight line (fig. 1d).

Ir A. J. A. Nicia and C. J. T. Potters are with Philips Research
Laboratories, Eindhoven.
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The pigmentation of phosphors for colour television

K. Carl, J. A. M. Dikhoff and W. Eckenbach

In colour television the reflection of the ambient light by the screen has an adverse effect on
the contrast. To reduce this reflection use has recently been made of colour filters: the phos-
phor grains on the screen of the picture tube are coated with coloured inorganic pigment par-
ticles. The pigment for a phosphor is selected so that it transmits as much as possible of the
light emitted by the phosphor and absorbs as much as possible of the ambient light. Scientists
at Philips Forschungslaboratorium Aachen and the Philips Elcoma Division, Eindhoven,
have carried out calculations and experiments on model systems to see how useful this filter
concept can be for improving the contrast and brightness of a colour television receiver.

The filter concept for colour picture tubes

Brightness and contrast are important quantities in
the picture quality of a colour television receiver. The
brightness is determined by the intensity of the light
that is emitted by the three phosphors for the primary
colours red, green and blue when they are excited by
electrons. The contrast is determined by the ratio of
the intensity of the emitted light to that of the ambient
light reflected by the picture-tube screen 1],

Both the brightness and the contrast are increased
as more light is produced from the picture tube, e.g.
by using phosphors of higher efficiency. A further
improvement in the contrast can be obtained by de-
creasing the reflection of ambient light. This can be
done by making the glass of the screen darker or
filling the empty spaces between the phosphor areas of
the screen with a black powder.

In a third method, which first came into use a short
time ago 21131 use is made of colour filters, normally
in the form of coloured inorganic pigments. In prin-
ciple, each of the three phosphors has a suitable filter
material applied to it, which transmits as much as
possible of the phosphor light and absorbs any other
light. The use of such filters has the advantage that the
reflection of the ambient light can be considerably
reduced without appreciably affecting the brightness.
A further advantage is that the choice of phosphors is

Dr K. Carl and Dr W. Eckenbach are with Philips GmbH
Forschungslaboratorium Aachen, Auchen, West Germany, and
J. A. M. Dikhoff is with the Philips Electronic Components and
Materials Division (Elcoma), Eindhoven.

a little wider, since with the filters some correction
can be made for a less suitable chromaticity of the
phosphor emission.

Fig. I gives diagrams of two practical versions of
the filter method for a conventional colour-tube
screen, in which the phosphor light emitted isotropic-
ally by electron excitation is all directed towards the
viewer because of the presence of a thin reflecting
aluminium coating. In one version the filter consists
of a layer between the phosphor layer and the glass of
the screen; hence the name, filter sandwich. Since
both the phosphor light and the ambient light pass
through the filter layer it must of course be applied in
exactly the same geometry as the dots or lines of the
associated phosphor. In the other version the phos-
phor is mixed with the corresponding pigment. In
practice this mixed version is preferable because of its
simple technology and it is now widely used.
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Fig. 1. Two practical versions of the filter method for the screen of
a colour television receiver. Left: sandwich with screen glass G,
filter layer F, phosphor layer P and aluminium layer A. Right:
version with a mixture of phosphor and pigment.
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Some years ago we started an investigation into the
theoretical possibilities of the filter method for colour
television. We were chiefly concerned with the filter
sandwich, since it constitutes a ‘model system’ that
will give a relatively simple description of the filter
method. The brightness and contrast measured for fil-
ter sandwiches give good agreement with the results of
the model calculations. This gives good support to the
theoretical predictions relating to the choice of
pigment, the optimum pigment concentration and the
theoretical possibilities of the filter method. Some
of the results are also applicable to the use of the
theoretically less accessible mixtures of phosphor and
pigment.

We shall now first consider the theory of the filter
sandwich and then compare the results of the calcula-
tions with those of the measurements. Finally, we
shall examine mixtures of phosphor and pigment as
used in practice.

The filter sandwich

We shall refer to the four layers of the filter sand-
wich that we have investigated as G (glass), F (filter),
P (phosphor) and A (aluminium); see fig. 1. The most
important experimental variations relate to F. Since a
GFPA sandwich is relatively difficult to make, we
made most of our optical reflection and transmission
measurements with combination GF. By using the
model that we have developed we can derive the
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Fig. 2. Schematic representation of the light intensities for two
layers L, and L,, with reflectances ¢, and ¢, and transmittances 7,
and 7,. Top: for light incident on L,. Bottom: for light generated
inL;.
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brightness and contrast of a sandwich from these
measurements. Our model relates the optical proper-
ties of single layers to those of the sandwich. In deter-
mining the properties of the sandwich the spectral
luminous-efficiency function, the spectrum of the
phosphor emission and the spectrum of the ambient
light are all taken into account. The characteristics of
a picture tube with a filter are normalized with respect
to those of a tube without a filter. We assume that all
effects are one-dimensional, with no lateral or angular
effects. We also assume that there are no interference
effects in the diffusely reflecting phosphors and pig-
ments, so that the intensities of the light can be
summed. We assume further that there is no optical
contact between the glass and the filter; in practice
this means that there is a small intervening space be-
tween the two.

If a homogeneous layer of reflectance g, and trans-
mittance 7, is combined with a second homogeneous
layer of reflectance g, and transmittance t,, then
incident light gives rise to a number of reflections
between the adjacent surfaces of the two layers; see
fig. 2. The transmittance 7;, for the two layers com-
bined then becomes

1l + 010, + 0703 + .. .)
71 73/(1 — 0102).

Ti2 =

M

Il

This transmittance is independent of the side of
incidence: 7,5, = 75;. The reflectance ©,, of the com-
bination of the two layers is given by

O12 = 1 + T10x(1 + 0,0, + 007 + ...)

=01 + 170,/(1 — 0102)- @)

This reflectance does however depend on the side of
incidence: ©,5 # 04;. The reflectance and transmit-
tance of a single layer are obtained by solving equa-
tions (1) and (2):

2 2
12012 — @2T12

2 2_2
Ty — Q2712

3)

1 — 02012
2 g P
Ty — Q2712

“

Ty = TaTyo

If the first layer acts as a planar light source, the

[1] In this article we are only concerned with the diffuse reflection
by the phosphor particles; the directional reflection from the
glass of the screen is not considered.

[2] S. S. Trond, Extended Abstracts Electrochem. Soc. 78-1
(Spring Meeting, Seattle 1978), p. 817.

T. Nishimura, T. Takahara, S. Matsuura, M. Watanabe and
T. Kawamata, ibid., p. 820.

8] T. Takahara, T. Wakatsuki and T. Nishimura, Extended
Abstracts Electrochem. Soc. 80-1 (Spring Meeting, St. Louis
1980), p. 564.

W. Méller, W. de Rave and H. Widmann, ibid., p. 576.

K. Carl, J. A. M. Dikhoff, W. Eckenbach and H. G.
Junginger, ibid., p. 579, and J. Electrochem. Soc. 128, 2395,
1981.
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optical transmittance 7(;)e through the second layer
(fig. 2) is given by S

()2 = T2(1 + @102 + ofed +...) )
/(1 — 010,).

Equations (1), (2) and (5) can be extended for a sand-
wich consisting of three or more homogeneous layers,
e.g.

f123 = Tyg = T12T3/(1 — 02103), ()

where 7, and @,; can be derived with the aid of equa-
tions (1) and (2). The location of the split is of no
significance: Ty9/3 = T1/23- .

The reflectance ggrpa of a filter sandwich GFPA
can be obtained by splitting it into GF and PA:

0crpa = OcF + TorOpa/(1 — OFGOPA), )

where ggr is not equal to grg. By splitting in a similar
way we can use equation (5) to obtain the transmit-
tance 7(ap)ro Of the light from the planar source AP
through FG:

T(ap)FG = TrG/(l — QFGOPA). 3

We used equations (7) and (8) to find ogrra and
7(apP)FG from the measured values of @rc and 7rg as a
function of the wavelength of the incident light. In
these calculations we took a constant value of 0.80 for
ora. We used equations (2), (3) and (4) to derive the
values of ggr from the measured values of gorg and
7rg and from the reflectance o¢ and transmittance 7g
of the glass. For a model with two interfaces, og and
76 can be calculated from the reflectance r of the glass
surface and the internal glass transmittance &:

6%r(1 - r)?
QG=f+1r(_—02rr2)—, ©
o1 — r)?
Tg=ﬁ2%. (10)

The measured reflectance org and transmittance
Trc are plotted against the wavelength in fig. 3 for two
red pigments, Cd(S,Se) and a-Fe,O3. As might be
expected, the reflectance curves resemble the trans-
mittance curves. The transition at about 600 nm from
low to high reflectance and transmittance is consider-
ably steeper for Cd(S,Se) than for a-Fe,Oj3, and this
gives a better filter effect. The calculated reflectance
ocrpa Of the sandwich GFPA is also plotted against
the wavelength in fig. 3, as is the calculated transmit-
tance 7(ap)rc of the light from AP through FG. These
calculations were made for the case in which the
internal glass transmittance € is equal to unity, so that
@6 + 16 = 1; see equations (9) and (10). The transi-
tions from low to high reflectance and transmittance
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have become much steeper because of the reflection
from PA. In the wavelength range of the red-emitting
colour-television phosphor Y,0,S:Eu the transmit-
tance 7(ap)Fa is high, especially with Cd(S,Se), so that
the phosphor emission is only slightly impaired.

The measured reflectance orc and transmittance
Trc for the pigment cobalt blue are given in fig. 4,
with the calculated reflectance ggrpa and transmit-
tance t(ap)rg. Here again we see that the transitions
from low to high reflectance and transmittance, in
this case at about 500 and 700 nm, are considerably
steeper for the sandwich than for FG. The high value
of 7(ap)rc in the wavelength range of the blue-emit-
ting colour-television phosphor ZnS:Ag shows that
the phosphor emission is again only slightly impaired.

The average reflectance R for a sandwich GFPA of
ambient light with a spectral distribution N; is deter-
mined not only by ggrra and N, but also by the
spectral luminous efficiency function V;:

_ J 0crpaViN2dA

R = 1
f ViN1dA (1

— CdlS, Se)
——= a-Fe,0;
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Fig. 3. Reflectances and transmittances as a function of the wave-
length A. Top: measured reflectance @rg and transmittance tgg for
two red pigments on glass. The transitions to a high reflectance and
transmittance at about 600 nm are considerably steeper for
Cd(S,Se) than for a-Fe,04. Bottom: the reflectance ggrpa of the
filter sandwich in fig. 1, calculated from gpg and g, and the cal-
culated transmittance T(apyra through FG of the light generated in
AP. Here P is the red-emitting phosphor Y,0,S:4.25%Eu, whose
emission spectrum Em, is shown schematically.
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Fig. 4. Reflectances and transmittances as a function of the wave-
length A. Top: the measured grg and 7pg for cobalt blue on glass.
Bottom: the ggrpa and t(apyro calculated from gpg and tge,
where P is the blue-emitting phosphor ZnS:Ag with the emission
spectrum Emy,.

The average transmittance 7T for a particular emission
colour is determined by 7T(apyrc and Vi and by the
spectral distribution E; of the emission from the
phosphor:

_ [ 1ap)FGViEdA

B [ ViEadA
The contrast for a particular emission colour is given
by the ratio of the brightness B of the emitted light to
the brightness of the reflected light, which is propor-
tional to the intensity of the ambient light and the
reflectance R. The contrast is generally expressed in
terms of the quantity B/R, a ratio that does not
depend on the ambient light. The improvement in
quality resulting from colour filtering is usually ex-
pressed as the geometric mean of B and B/R. The
relative value of this mean, the ‘brightness/contrast
performance’, is defined as

_ (B/ VE) with filter
B B/ VE) without filter

Since the brightness is proportional to the transmit-
tance T in equation (12), we can also write:

(12)

BCP (13)
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_(1/ VR) with filter

BCP = : .
c (T/ VE) without filter

(14

The calculated BCP-values are given in Table I for
a number of combinations of well-known colour-
television phosphors with suitable pigments. The use
of a pigment yields an obvious imprévement for red
and blue. This is not the case for green, however:
BCP < 1. We also calculated BCP-values for com-
binations of well-known phosphors with non-existent
‘ideal’ filters that pass everything in the emission
range of the phosphor and nothing outside that wave-
length range. The calculations for such filters natur-
ally result in much higher BCP-values. Still higher
values are obtained if the calculations are based on
phosphors with a monochromatic emission in com-
bination with filters that have 100% transmission over
a wavelength range of only 10 nm and absorb all the
incident light outside this range. For the three kinds
of combinations we find that the BCP-value in-
variably increases in the same sequence — green, red,
blue. This is because the sensitivity of the eye (the
spectral luminous efficiency function) to the phosphor
émission decreases in this sequence.

The absorption and emission spectra of existing pig-
ments and phosphors can be moved along the wave-
length axis by altering their compositions slightly.
Our calculations, however, have shown that appreci-
able improvements cannot be obtained in this way.
Varying the pigment composition improves the BCP-
value by one per cent at most. The maximum increase
that can be obtained by displacing the phosphor-emis-
sion spectra is five per cent, but this is accompanied
by an unacceptable change in the emission colour.

Table I. Calculated BCP-values (equation (14)) for a number of
existing and hypothetical combinations of phosphor and filter in
a sandwich.

Colour Phosphor Filter BCP
red Y,0,5:4.25%Eu 0.099 mg/cm? Cd(S,Se) 1.25
Y,0,5:4.25%Eu 0.016 mg/cm? @-Fe, O, 1.17
Y,0,S:4.25%Eu ideal, 605-635 nm 1.99
monochromatic, 620 nm|ideai, 10 nm wide 3.39
green | (Zn,Cd)S:Cu 0.06 mg/cm? cobalt green | 0.94
(Zn,Cd)S:Cu ideal, 495-585 nm 1.09
monochromatic, 540 nm|ideal, 10 nm wide 2.74
blue ZnS:Ag 0.22 mg/cm? cobalt blue | 1.30
ZnS:Ag 0.25 mg/cm? ultramarine | 1.45
ZnS:Ag ideal, 405-495 nm 2.18
monochromatic, 450 nm|ideal, 10 nm wide 4.02
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Experiments with filter sandwiches .

We used various methods for making filter sand-
wiches on glass plates of dimensions 50 x 50 mm. In
the simplest method the phosphor and pigment par-
ticles were precipitated from a suspension in an
organic liquid. We also used electrophoresis, especially
for the pigments; this is a method in which the par-
ticles in the suspension are given an electric charge,
and the suspension is then passed through an electric
field, so that the particles migrate. Another method is
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Fig. 5. BCP-values for a filter sandwich with the red-emitting phos-
phor Y,0,S8:4.25%Eu as a function of s;, the surface concentra-
tion of red Cd(S,Se) or a-Fe, Oy pigment. There is good agreement
between the experimental curves (dashed lines) and the calculated
curves (solid lines) both for the maximum BCP-values and for the
optimum surface concentrations.
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the voltage, current density and excitation time cor-
responded as closely as possible to those of the Philips
30AX colour tube. The light intensity was measured
with a detector whose sensitivity was very similar to
that of the human eye. This detector was built into the
PSEM, close to the specimen to be investigated.

We determined the BCP-values for red and blue for
a number of sandwiches with different pigments and
different surface concentrations of pigment. The ex-
perimental and calculated BCP-values for red are
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Fig. 6. BCP-values for a filter sandwich with the blue-emitting
phosphor ZnS:Ag as a function of sy, the surface concentration of
cobalt blue. The two calculated curves (solid lines) were obtained
from measurements on differently prepared pigment layers. Partly
because of the different preparation methods the agreement with
the experimental curve (dashed line) is not as good as for the red.

Table I1. Calculated and measured maximum BCP-values, BCP,‘;',, and BCPg,, and the changes
AX and A Y produced by the filter in the chromaticity coordinates of the phosphor emission, for
three combinations of phosphor and filter in a sandwich.

Colour Phosphor Filter BCP, | BCPE, | Ax AY

red Y,0,S8:4.25%Eu | 0.13 mg/cm? Cd(S,Se) 1.27 1.28 0.010} —0.010
Y,0,5:4.25%Eu | 0.02 mg/cm? a-Fe, 04 1.17 1.15 0.007 | —0.007

blue | ZnS:Ag 0.28 mg/em? cobalt blue | 132 | 1.17 | <0.001| —0.002

to centrifuge a suspension containing a lacquer, e.g.
nitrocellulose or polyvinyl alcohol with ammonium
dichromate. After the pigment and the phosphor
layer have been deposited, a nitrocellulose layer is
deposited to act as a temporary carrier for a 0.2 pm
evaporated aluminium layer. Finally, all organic con-
stituents are removed by heating the sandwich at
430 °C.

The brightness of the filter sandwiches when sub-
jected to cathode-ray excitation was measured with a
Philips PSEM 500 scanning electron microscope. We
arranged the excitation conditions in such a way that

plotted in fig. 5 against the surface concentration of
Cd(S,Se) and a-Fe, O4 pigments. In both cases there is
good agreement between experiment and theory, both
for .the maximum BCP-value and for the optimum
surface concentration.

When cobalt blue is used, the agreement is not so
good; see fig. 6. This seems to be associated with the
way in which the pigment is applied: results of model
calculations for layers of pigments applied in different
ways vary considerably. Table I indicates that ultra-
marine should produce better results than cobalt blue.
In practice, however, this pigment is not suitable,
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because it is not stable at the high temperatures en-
countered in tube manufacture.

Table II gives the maxima for the calculated and
experimental BCP-values for red and blue. This table
also indicates how the X and Y chromaticity coor-
dinates of the phosphor emission are affected by the
addition of a pigment. We determined these coordin-
ates in the usual way by calculating the integrals of the
phosphor-emission spectrum £, multiplied by the
transmittance t(apyrc and the colour-matching func-
tions, and normalizing the result [*!. When a red
pigment is used, X increases while Y decreases by
about the same amount: the emission becomes redder
and less green. These changes, however, are only
three to four times as large as the ‘just noticeable
colour difference’ [*1, so that they are not felt to be
objectionable. When cobalt blue is used as a pigment,
X is practically unaffected, while the decrease in Y is
hardly noticeable.

It may even be possible to put the colour shifts to
use sometimes, since they can help to compensate for
a slight green shift in some of the efficient red- or blue-
emitting phosphors. For example, if the amount of
europium — an expensive material — in Y, O,S:Eu is
decreased from 4.25% to 3%, the phosphor emission
becomes less red and more green: AX = —0.009,
AY = +0.009. If 0.13 mg/cm? of Cd(S,Se) is used
as a pigment, this shift is completely compensated
(Table II),

Mixtures of phosphor and pigment

As we have already stated, a mixture of a phosphor
and a pigment is preferable in practice to a filter sand-
wich because it is easier to make. In such a mixture
the surface of the phosphor particles is partly covered
by pigment particles. When the mixture is being pre-
pared an organic binder is usually added to ensure
that the pigment particles adhere well to the phosphor
particles. The diameter of the pigment particles is
of the order of 0.1 um while that of the phosphor
particles is 5 to 10 pm. Fig. 7 shows an electron-
microscope photograph of a red-emitting phosphor
Y,0,8:Eu pigmented with a-Fe,Og.

The BCP-value for a mixture is lower than that of
the corresponding sandwich: for the combination of
Y;0,S:Eu with a-Fe, O3 the maximum value is 1.07
for a pigment concentration of about 0.3%; for the
combination of ZnS:Ag with cobalt blue BCP is at
most 1.10 for a pigment concentration of about 4%.
In both cases the improvement in BCP is approx-
imately half of the improvement obtained with the
filter sandwich (Table I1). For the given surface con-
centrations of the phosphors — about 3.5 mg/cm? for
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Fig. 7. Electron-microscopc photograph (the dashes each represent
I um) of a mixture of the red-emitting phosphor Y,0,S:Eu and the
red pigment a-Fe,0;. The phosphor grains, with a diameter of
5-10 um, are coated by much smaller pigment particles, with a
diameter of the order of 0,1 pm.

red and about 3 mg/cm? for blue — the optimum
surface concentrations of the pigments are about
0.01 mg/cm? for o-Fe, O, and about 0.12 mg/cm? for
cobalt blue. These values are also about half of the
optimum values when filter sandwiches are used. It
would appear that for low pigment concentrations the
BCP-value of a mixture increases at about the same
rate as in a sandwich, but that the increase with pig-
ment concentration continues only half as far as it
does in a sandwich.

The main cause of the difference in behaviour is
probably that in a mixture the ambient light and the
phosphor light describe very similar paths, while in a
sandwich the ambient light passes through the filter
layer twice whereas the phosphor light passes through
it only once. The light-scattering mechanism is also
different. In a mixture with a low pigment concentra-
tion the optical interaction between the phosphor and
pigment consists chiefly in scattering at the phosphor
particles, which are much larger than the wavelength
of the light (0.4-0.7 um). In a sandwich, on the other
hand, light is scattered at particles within the pigment
layer, which are smaller than the wavelength.

For a quantitative description it may be assumed, in
view of the small depth of penetration of the exciting
electrons, that the phosphor light is only generated in
a very small region in the neighbourhood of the
aluminium layer. If we regard the layer with the phos-
phor and pigment as a single filter layer and assume
that there is a thin light-emitting layer between this

[41 G. Wyszeckiand W. S. Stiles, Color science, Wiley, New York
1967.
[8) D. L. MacAdam, J. Opt. Soc. Amer. 32, 247, 1942.
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Fig. 8. BCP-values for a mixture of the red-emitting phosphor
Y,0,S:Eu and the red pigment o-Fe,Og as a function -of the
pigment concentration ¢,. The experimental curve (dashed line) is
lower than the curve calculated from the simple model (solid line).
There is good agreement for the optimum pigment concentration,
however.
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Fig. 9. BCP-values for a mixture of the blue-emitting phosphor
ZnS:Ag and cobalt blue as a function of the pigment concentration
¢,. Here again the experimental curve (dashed line) is lower than
the calculated curve (solid line).

Philips tech. Rev. 40, No. 2/3

filter layer and the aluminium layer, we can make the
same type of calculations as for a filter sandwich.

According to the Kubelka-Munk theory for weakly
absorbing scattering layers (6] the transmittance and
reflectance of this type of filter can be expressed in
terms of the absorption coefficient K and the scat-
tering coefficient S. By measuring the reflectance of
an ‘infinitely thick’ layer of powder, we obtain the
ratio K/S. The value of S can be derived, e.g. by
measuring the reflectance for various layer thicknes-
ses. This value is practically independent of the wave-
length but it does depend on the phosphor material:
about 500 cm?/g for ZnS:Ag and about 400 cm?/g for
Y,0,S:Eu. '

The measured and calculated BCP-values for the
mixture of Y,0,S:Eu and ¢-Fe, Q4 are plotted against
the pigment concentration-in fig. 8. The measured
values are all lower than the calculated ones, but if the
approximations are taken into account the agreement
is acceptable. The same applies to the mixture of
ZnS:Ag and cobalt blue; see fig. 9.

[61 P. Kubelka and F. Munk, Z. techn. Physik 12, 593, 1931.

Summary. Colour filters in the form of inorganic pigments can
considerably improve the contrast of a colour television receiver
without impairing its brightness. The effect is easy to describe if the
filter is included as a layer in a sandwich formed by the glass of the
screen and the light-emitting phosphor layer. The calculated im-
provement and the optimum surface concentrations for the red and
blue pigments — the use of green pigment yields a loss — give good
agreement with the experimental results. Mixtures of phosphor and
pigment improve the contrast less than filter sandwiches, but are to
be preferred for practical application because they are easier to
make. Their action is more difficult to describe, but calculations
based on a simple model still give reasonably good agreement with
practice.
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P2CCD in 60 MHz oscilloscope with digital image storage

H. Dollekamp, L. J. M. Essér and H. de Jong

‘Time-axis conversion’ is mentioned as an application in the title of one of the first publica-
tions about analog shift registers 1l gn example is given: in the PM 3310 storage oscilloscope
signal samples recorded very rapidly are stored temporarily in an analog shift register
— a ‘profiled peristaltic charge-coupled device’ (P?°CCD) — and later read out more slowly to
permit conversion to digital form at a lower rate. The subject is an example of the success-
ful cooperation between Philips Research Laboratories, where P>?CCD originated, and the
Philips Scientific and Industrial Equipment Division *],

The role of the P2CCD in the PM 3310 storage oscil-
loscope

In using an oscilloscope, it is sometimes desirable to
be able to retain the picture after the input signal is no
longer available. One example is in the observation of
fast non-recurring effects. Until now this has been
done by using the storage tube — a cathode-ray tube
in which the électron beam records the measured
effect in a pattern of electrical charges on a dielectric.
This pattern is displayed on the screen by electron-
optical methods and slowly fades away.

Digital solid-state memories — integrated circuits
in which largé numbers of binary numbers can be
stored — have been commercially available for some
years, so it would seem that these could replace the
expensive storage tube. However, this requires the
input signal to the oscilloscope to be digitized. This is
a considerable undertaking in a broadband instru-
ment. We shall describe an oscilloscope in which the
signal is sampled up to 50 million times a second. The
amplitude of each sample is recorded to an accuracy
of 1 in 256, producing an information flow of 400
million bits per second. Circuits capable of analog-to-
digital conversion at this rate without introducing
large errors would be extremely expensive — if indeed
they exist. This restricts the application of digital
solid-state memories in broadband oscilloscopes.

In our oscilloscope, the PM 3310, which is shown in
fig. 1, this difficulty has been overcome by using a new
element known to electronic engineers as ‘P2CCD’.

Ir H. Dollekamp and Ing. H. de Jong are with the Philips Scientific
and Industrial Equipment Division at Enschede, and Ir L. J. M,
Esser is with Philips Research Laboratories, Eindhoven.

This is a shift register that stores signal samples in
analog form and is fast enough for a sampling rate of
50 MHz 21, The samples are then read out at a much
lower rate — about 78 kHz — and converted individu-
ally to a digital code.

The P2CCD (‘profiled peristaltic charge-coupled
device’) is a recent development of the analog charge-
coupled device (CCD). In the analog CCD the indi-
vidual elements are not restricted to one of the two
conditions ‘0’ or ‘1’ as in the digital shift register, but
can contain a continuously variable electric charge,
whose magnitude is a measure of the magnitude of a
sample taken from a signal at a particular moment.
One element of an analog shift register or charge-
coupled device can thus contain as much information
as N elements of a digital shift register if the quantity
being represented is expressed in numbers of N bits.

The analog charge-coupled device began its career
as the ‘bucket-brigade line’ at Philips Research
Laboratories '], The name ‘bucket-brigade line’ was
later reserved for the version in which the ‘packets’ of
charge are stored in separate diffusions in a single-
crystal semiconductor. In the ‘charge-coupled de-

[*] The Solid-State Special Products Group of the Electronic
Components and Materials Division also put in considerable
effort in making the production of the P2CCD possible. We
are particularly grateful to Ir D. Daub and Ing. G. Gruintjes of
the Group.

[11 F. L. J. Sangster and K. Teer, Bucket-brigade electronics
— new possibilities for delay, time-axis conversion, and scan-
ning, IEEE J. SC-4, 131-136, 1969.

[21 1. J. M. Esser and F. L. J. Sangster, Charge transfer devices,
in: T. S.-Moss (ed.), Handbook on semiconductors, Vol. 4,
Ch. 3B; North-Holland, Amsterdam 1981.
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Fig. 1. The Philips PM 3310 two-channel storage oscilloscope. The contents of four semiconduc-
tor memories (ACCU and STO [/-3) can be displayed simultaneously, each with two traces if
desired. Highest sampling rate of the input signals: 50 MHz.

vice’, however, the packets of charge move through a
homogeneously doped zone in the semiconductor.

Before examining the special features of the P2CCD
we shall first consider the circuit of the PM 3310 oscil-
loscope, to show how the P2CCD is used.

The PM 3310, a digital storage oscilloscope
General

The PM 3310 digital storage oscilloscope is a port-
able two-channel oscilloscope for frequencies up to
60 MHz. It is not o1 ly the memory that is digital — all
of the signal processing and display is controlled by
a microprocessor, which is a vital part of the instru-
ment. The images are displayed by read-out from the
memory, so that even extremely fast ‘single-shot’
effects give a trace of the same brightness as with
slower effects.

There are four digital memories. The events recorded
in these four memories, each with its own time scale,

can be displayed simultaneously. If both channels are
used, each memory is divided into two; eight simul-
taneous displays are then possible ( fig. 2).

The contents of each of the four memories have
their own delays relative to the trigger signal. These
delays can be set anywhere between —9 and + 9999
divisions with a digital delay circuit [*1. It is therefore
possible to look at any of 1000 frames after the
moment of triggering, and also at the last frame be-
fore triggering. For example, it is possible to see what
happens before a fuse blows. Fig. 3 shows another
example. The image here has been triggered by a field
pulse from a television signal. By selecting the ap-
propriate delay any desired line in the field (i.e. raster)
can be displayed. The bottom trace shows a number
of the first 25 lines (which occur outside the television
picture). The trace above it shows one of the lines car-
rying video information. The trace above that again
shows the colour burst that is transmitted with each
line for synchronization; the top trace shows this
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again, but magnified. The sensitivities (volts/division)
and the time scales (seconds/division), which are dif-
ferent for each trace, are held in the memories and
can be read from an alphanumeric display panel
formed from LEDs.

Another interesting possibility is the roll mode. In
this mode the pattern displayed runs from right to left
over the screen in four successive lines; the new signal
appears at the top right while the oldest signal dis-
appears from the screen at bottom left. With the time
base at the slowest setting the screen can show an
oscillogram corresponding to a total time of 40 hours.

When an extra module is added (the PM 3325 IEC
bus interface), the PM 3310 oscilloscope can interact
with other instruments via a standardized digital
channel (the IEC bus [*1). The control settings can be
communicated to these instruments and modified by
them; the contents of the memories (both data and
settings) can also be communicated. The data, after
having been processed by a computer, may be sent
back to the oscilloscope in a suitable format for dis-
play on the screen, so that the oscilloscope acts as a
display unit for the computer.

Signal housekeeping

One way in which the PM 3310 digital oscilloscope
is essentially different from a conventional oscillo-
scope, which only works with analog signals, is in its
‘signal housekeeping’ — the management of the infor-
mation-bearing and control signals circulating in the
instrument, and the time relations between them. To
illustrate this point we shall use the block diagram in
fig. 4 to follow the progress of a signal from the input
of the oscilloscope until it appears on the screen.

The oscilloscope has two inputs. When two chan-
nels are used the two signals are processed in time-
division multiplex. The setting of the input attenua-
tors and amplifiers depends on the sensitivity selected
on the front panel (AMPL/DIV). The signal is then
input to the P2CCD, where it is sampled at regular
intervals. The P2CCD consists of two parts, which
take samples alternately; 128 analog signal values can
be stored in each part.

The sampling rate depends on the finest detail in the
signal, i.e. on the highest frequency in it that is to be
resolved on the screen. The TIME/DIV control can
be used to ‘stretch’ the picture to a greater or lesser
extent in the horizontal direction. The screen always
shows 256 successive samples; the more the picture is
stretched, the closer the samples are to each other in
time. The TIME/DIV control in fact adjusts the
sampling rate, up to a maximum of 50 MHz. Here we
see a basic difference from the conventional oscillo-
scope, in which the TIME/DIV control is used to
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adjust the rate at which the electron beam passes over
the screen in the horizontal direction,

What happens to the 256 analog signal samples
stored in the P2CCD? As already stated, the read-out
rate is invariable, at about 78 kHz. A different clock
signal has therefore to be applied to the P2CCD for
read-out. The P2CCD receives this signal, as it does
the write-in clock signal, from the time-base generator
(TBU) after an instruction from the signal-acquisition
control logic (ACL), which only issues the instruction
after it has received a trigger pulse from the trigger cir-
cuit TRI. This ensures that the processing of the 256
signal values starts at the right moment. The presence
of 256 signal values at the moment when the trigger
pulse arrives makes it possible for the oscilloscope to
display one frame before the instant of triggering.

Fig. 2. The combination of two channels and four memories gives
a maximum of eight traces on the screen.
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Fig. 3. Each memory has its contents displayed on its own time
scale and with its own delay relative to the trigger signal, which is
formed by the field pulse of a television signal. The bottom trace
shows the TV lines that immediately follow this signal. By setting
the delay appropriately each line can be selected for display; in the
third trace this line is one of the lines carrying video information.
By changing the time scale detailed display of the colour burst can
be obtained on the first and second traces.

3] By “divisions’ we are referring here to the coarse segmentation
into squares.
4] IEC Publication 625.
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The first part of the processing is the conversion of
every signal value to an eight-bit digital word. This is
done in an analog-to-digital converter (A4 /D), which
also receives the clock pulse necessary for this opera-
tion from the control logic. When the first conversion
has been completed, the result is transferred via eight
parallel lines to a buffer memory (ShRe) and stored
there temporarily. The control logic then generates
the next clock pulse, which triggers the next conver-
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the display. This means that the 256 eight-bit words in
the buffer memory are not written to ACCU until it
has given a signal to indicate that it is ready to receive
the information.

The information stored in ACCU can be copied
into any of the other three memories: STO I, STO2
and STO 3. Each memory can accommodate 256 eight-
bit words. Each word is stored together with its ad-
dress, which determines the position on the horizontal
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Fig. 4. Block diagram of the PM 3310 two-channel storage oscilloscope. /: signal processing. A, B
signal inputs. EXT input for external trigger signal. P?CCD analog shift-register for 2 x 128 sig-
nal samples. A /D analog-to-digital converter. ACL control logic for signal processing. TBU time-
base generator. TR/ trigger unit. Delay variable delay line. /7: store. ShRe shift register acting as a
buffer memory. ACCU memory (256 x 8 bits) that receives the data. S7O /, 2 and 3 memories in
which the data can be stored. //1: display. D/A digital-to-analog converters for generating the X
and Y deflection voltages. Z beam suppression. LED alphanumeric indication of the control set-
tings with light-emitting diodes. 7V: control. #P microprocessor that periodically checks the posi-
tion of the controls and generates control signals.

sion. After 256 clock pulses the shift register is full
and no more clock pulses are produced.

While the P2CCD now starts to write in analog
signal samples again, a start is made with the transfer
of the contents of the buffer memory to a memory
that holds the information to be displayed. This is one
of the four main memories; it is shown as ACCU in
fig. 4. The buffer memory has to be brought into the
procedure because signal acquisition and signal stor-
age/display each have their own cycle and are not
synchronous. The display cycle is based on a frame
repetition rate of 50 Hz.

The transfer of the information from the buffer
memory to ACCU is performed via a ‘handshaking’
procedure, so as not to interfere with the regularity of

X-axis where it must be displayed. The horizontal
axis, which is ten divisions long, is divided into 256
discrete positions. The horizontal deflection voltage
for the cathode-ray tube is generated by digital-to-
analog conversion of the addresses.

At each horizontal position the contents of the as-
sociated eight-bit word determine the deflection of the
luminous spot above or below the zero line, i.e. in the
Y-direction. The ecight bits permit 256 discrete Y-
values to be distinguished. The vertical deflection
voltage for the cathode-ray tube is generated by
digital-to-analog conversion of the eight-bit words.
The complete picture is thus formed in a matrix of
256 x 256 points. This matrix has a height of two divi-
sions on the screen, or ten divisions in the Y x5 set-
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ting (the complete screen is eight divisions high). If
the user wishes, he can connect the points with straight-
line sections to form a continuous curve ( fig. 5).

Fig. 5. Signal displayed at the setting Y x 5. Lefi: the individual
samples. Right: the smooth curve obtained by linear interpolation.

The P2CCD
CCD

In its simplest form a homogeneous shift register
for analog signals (a charge-coupled device, or CCD)
consists of a single-crystal semiconductor with a row
of electrodes mounted on it; the electrodes are in-
sulated from the semiconductor ( fig. 6). If the semi-
conductor is silicon — the usual material — the in-
sulation is provided by a thin film of SiO,.

Under the electrodes there is a series of charge
‘packets’ that form a representation of the sampled
signal. The charge can be injected electrically but may
also be produced by incident light. If the charge is
optically generated the CCD acts as a solid-state
image sensor — an important application [11{21(5]
but we shall not discuss it further here. In our case the

T

2 o AW

— X

Fig. 6. Homogeneous shift register (CCD) in its simplest form. The
single-crystal silicon carries a row of electrodes insulated from it by
a thin layer of silicon dioxide. The electrodes are connected in turn
to clock potentials V,, ¥, and V;. The potential V; at the Si-SiO,
interface is highest beneath electrode 3, since potential ¥, is the
highest (so/id curve). A potential well is formed here, in which free
electrons collect. ¥, was previously the highest; the dashed line
illustrates how the charge travels from electrode 2 to electrode 3.
Electrode / separates the charge packets from each other.
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charges are created electrically and it is the CCD’s
task to store and transfer the charges and keep them
separated. This requires at least three sets of elec-
trodes. Three successive electrodes, one from each
set, together form a memory element; an example is
shown in fig. 6. Periodically varying clock voltages
are applied to the electrodes; the clock signal has three
phases, one for each set of electrodes.

This signal in the n-channel CCD changes the elec-
trodes to a higher or lower positive potential in rela-
tion to the substrate. The free electrons in the silicon
will travel to the electrode at the highest potential. If
we assume that the silicon is of type p, the electrons in
it will be minority carriers. They travel along the inter-
face with the SiO,, where inversion of the p-type sili-
con produces an n-type channel as in an n-type MOS
transistor. In fig. 6 electrode 3, which has the storage
function, has the highest potential; the solid curve in-
dicates the variation (in the absence of free electrons)
of the potential at the Si-SiQ, interface. Since the
potential is plotted in the downward direction, the
resultant picture is that of a potential well; the elec-
trons flow into this well since they have their lowest
potential energy there.

Shortly before, electrode 2 had the highest poten-
tial. Its potential, however, has been lowered, so that
electrode 2 has acquired a transfer function. At the
same time the potential of electrode 3 was increased,
so that the situation shown in fig. 6 was reached. The
electrons collected beneath electrode 2 travel towards
electrode 3, but they take some time to do so. The
dashed curve in fig. 6 is an instantaneous picture of
the potential distribution at the Si-SiQ, boundary
during this transition; it is as if the charge from the
well beneath electrode 2 is ‘transferred’ into the well
under electrode 3. The potential under electrode / is
even lower, preventing the charge from flowing away
to the left. Electrode / has a separating function and
ensures that there is a transfer of separate packets in
the correct direction. The potential distribution over
the successive electrodes moves one step at a time to
the right, producing a kind of travelling potential
wave that carries the charge packets separately. Trans-
fer across a single element corresponds to three charge
movements and takes one clock period.

Transfer efficiency, highest frequency

Not all of the charge is transferred to the next elec-
trode. Perturbations of the crystal lattice occur at the
Si-SiO, boundary, leading to local energy minima.
These are generally referred to as ‘surface states’, and

[51 A linear image sensor with 1728 elements, the P2CCD 1728
made by Valvo GmbH, is used in the Megadoc system for
reading documents (Philips tech. Rev. 39, 329-343, 1980).
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they can cause charges to be trapped. Charges that are
trapped from a packet may be emitted later and added
to a following packet. This reduces the transfer effi-
ciency to less than 1. The effect of surface states can
be reduced by ensuring that the size of the charge
packet does not fall below a certain minimum (bias
charge, ‘fat zero’); most surface states are then per-
manently occupied. Efficiencies of 0.9999 are reported
for CCDs used in this way, which means that 10™* of
the charge is left behind at each transfer step. In the
500 cells of a three-phase shift register, for example,
a total of about 15% of the information is lost.

The cause of this limitation of the transfer effi-
ciency may be considered as external; it is not deter-
mined by the transfer mechanism itself and is not very
dependent on the clock frequency. On the other hand,
the highest frequency at which the shift register will
work is determined by the actual transfer process.
During transfer there is a gradient in the charge
density. This gradient 9Q/dx (where Q is the surface
charge density and x the direction of transfer; see
fig. 6) is accompanied by an electric field, which
causes the charge to move in the x-direction. For this
self-induced field E, we have:

= - _é_ E , )
ox
where C is the oxide capacitance per unit area. The
rate of charge transfer (the current density J) is given
by

20 _ _ o _

220

ouQE) . 1 2

ot ox ox ox

where u is the mobility of the electrons and D the
thermal-diffusion coefficient. The rate decreases as the
charge gradient dQ/0x and the field it induces de-
crease; the factors Q and E in (2) then both become
smaller. The charge finally remaining is transferred
more by thermal diffusion than by the self-induced
field. Thermal diffusion is a slow process; when the
clock voltages change some residual charge will
remain. If the initial charge is large, the self-induced
field will also be strong and a relatively larger portion
of the charge will be transferred as a result of this field
than with a low initial charge. With a large initial
charge the residual charge at the end of the clock cycle
is larger in absolute value than with the small starting
charge, but it is not larger relatively. The transfer
efficiency, which is a relative measure, is consequently
better for larger charges; to take advantage of this
effect a constant amount of charge is added to all the
charge packets. We thus have an intrinsic reason for a
preset or ‘bias’ charge; the surface states were more of
an extrinsic reason. The bias charge, however, limits
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the signal-amplitude range and must become larger as
the clock frequency increases.

The transfer efficiency is therefore limited for
both extrinsic and intrinsic reasons. The highest fre-
quency is determined by the intrinsic transfer mechan-
ism; for the structure described, with conduction in
an n-channel at the surface, the frequency range is
about 10 MHz. The charge storage is

Q=CVa, 3

where V4 is the clock-voltage swing. This charge stor-
age is the maximum that is physically possible and is
larger than with other existing structures. It is not
equal to the maximum dynamic range; this is also
affected by the noise level, which depends consider-
ably on the activity of surface states. The signal-
amplitude range is determined by the stored charge
minus the bias charge, which is about 20%.

The CCD described here is known as a surface
charge-coupled device, or SCCD for short.

PCCD

The charge transfer to the next electrode, espe-
cially for the residual charge, proceeds faster if the
self-induced field is not the only electric field causing
the charge carriers to move. Now the field of the elec-
trode with the highest potential — towards which the
electrons are moving — spreads out sideways at a
greater depth below the surface. When the self-
induced field has become considerably weaker, the
last part of the charge packet therefore has to be
moved to a greater depth, so that it comes under the
influence of this electrode field. In the peristaltic
CCD (PCCD) this is achieved by depositing a layer of
n-type silicon on the substrate of p-type silicon; the
thickness of this n-type layer should be, say, half an
electrode length (fig. 7). The n-type layer is biased
positively and is thus depleted of free electrons. The
ionized donors, which remain behind, form a distrib-
uted positive space charge, which is fixed in position.

Sio, =

113

{ n

L i

Fig. 7. Peristaltic CCD (PCCD). There is an n-type layer on the
p-type silicon. Small packets of electrons collect in the bulk of this
layer, while larger packets spread out from the bulk to the surface.
The electric-field configuration in the bulk of the layer is more
suitable for rapid charge transfer, particularly if the layer is about
half the thickness of an electrode length /.
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Because of this space charge the potential in the layer
is higher than at the surface; see the solid curves in
Jfig. 8, which represent the change of potential in the
y-direction perpendicular to the surface (61, The
curves indicate potential wells some distance from the
surface and it is in these regions that free electrons
will initially collect. For example, there will be a small
charge between the depths d’ and d” below the elec-
trode connected to + 15V (see fig. 8). If the free charge
increases, the charge packet will extend to the surface;
the electric field in the SiO, layer then reverses its
direction.

Siﬁ)g n p

ov+

|
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| |
~dy ld" d" dy de
0 —_— y

Fig. 8. The behaviour of potential ¥ in the bulk of the PCCD as a
function of the depth y. Solid curves: electrode potentials 15 V and
5V, no free charge. The maximum of the potential is some distance
from the surface. Dashed curves: electrode potential 15 V and small
charge packet (between d’ and d”) or a larger charge packet
(between 0 and d). With the larger charge packet most of the
charge collects at the surface (Qy).

In the first case, when the charge is stored entirely
in the bulk of the semiconductor, the charge per unit
area is

Ob = eNp(d” — d), ©)

where e is the electronic charge and N, is the doping
of the n-type layer. If the charge reaches the oxide
layer the oxide capacitance receives a charge

Qa = Cox(Vs - 15), (5)

where Cox is the capacitance per unit area of the oxide
film and V; is the potential of the semiconductor at
the interface with the oxide; it is assumed that the
electrode potential is 15 V. and hence that the voltage

[61 The method of calculating the potential curves is given in the
Appendix.
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across the oxide is ¥; — 15. The charge in the bulk of
the semiconductor is now

Qv = eNd, (6)

. which extends to a depth d.

The charge on the oxide is usually much larger than
the charge in the bulk, which is given by (6); if N, is
made small, e.g. 7x10'* cm™, then in this example
90% of the charge will be on the oxide.

This means that the peristaltic CCD has a charge-
storage capacity almost as large as that of the surface
CCD. If the charge is considered to be concentrated
at a ‘centre of gravity’, this centre of gravity will no
longer be at the surface, but a small distance y.; away
from it. The storage capacitance Cs can now
be regarded as the resultant of the oxide capacitance
Cox in series with the capacitance of the layer of thick-
ness Yeg:

Cst = (dp/eox + ycg/GSi)_ly ™

where dj is the thickness, eox the permittivity of the
oxide and es; the permittivity of the silicon. In the
case illustrated in fig. 8, y¢g is 0.15 pm. If the oxide
thickness dy is 0.1 um, the storage capacitance Cy is
0.7 Cox. The maximum charge storage is reached
when Vs = Viin; when Cs; = 0.75 Cox. In this situa-
tion the separation function of the 5V electrode is
only just maintained.

The PCCD thus preserves the advantage of the sur-
face CCD, high charge storage. It has however the
added advantage of very rapid transfer of both large
and small charge packets. Small packets are trans-
ferred in the bulk of the semiconductor and not at the
surface.

At the start of transfer there is a combination of
surface and bulk transfer. The transfer is then rapid
because the self-induced fields are strong. When the
packet has been reduced to some ten per cent of its
initial size, it descends more deeply into the bulk of
the semiconductor. The reduction of the capacitance
between the remaining charge and the electrode has
the effect of increasing the remaining self-induced
field (eq. 1). In addition, the packet then comes under
the influence of fields that are generated by .the ex-
ternal potentials on adjacent electrodes; because of
this the transfer remains fast to the very last electron.
The PCCD thus exploits both the self-induced and the
externally induced fields. '

Charge transfer in the PCCD

- Fig. 9 shows the cross-section of a four-phase
PCCD. Four-phase structures are widely used in prac-
tice because they require only two layers of wiring,
whereas three-phase structures need three layers. The
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curve S-S indicates, for the particular electrode poten-
tials, the variation of the potential at the interface
between the semiconductor and oxide; curve B-B
indicates the variation of the potential at a depth of
about half an electrode length in the bulk. From curve
B-B, which is a ‘smoothed-out’ version of curve S-S,
we see that the field component Ey in the direction of
transfer, which is given by

oV

Ey = R
* ox

®)
is not zero directly underneath the transfer electrode
(x = 0). Any charge at that location in the bulk will
therefore be transferred, unlike any charge at the sur-
face.

Ey+0
B-

v

-B

Fig. 9. Potential ¥ in a four-phase PCCD at the interface with the
oxide (section §-§) and at some depth in the semiconductor (section
B-B). For the section B-B the steps in potential are ‘spread out’; the
electric field in the direction of transfer, E,, has spread out side-
ways and removes the charges from underneath the neutral elec-
trode, which is at a potential of 0 V. This is particularly important
for the transfer of the last traces of charge and gives good transfer
efficiency even at high clock frequencies.

—_—
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Fig. 10. The strength of the x-component E of the electric field as a
function of the depth y in the semiconductor. The curve applies for
the central position under the transfer electrode (x = 0).
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The behaviour of the field-strength E as a function
of the depth y is indicated in fig. 10["). The figure
shows the variation of this component below the
centre of the transfer electrode (x = 0); the maximum
is at a depth of about half an electrode length. The
magnitude of the x-component there is about
Ey= V./4l, where V, is the clock-voltage swing and
[ the electrode length. A minimum time for the trans-
fer of the charge to the next memory element can be
calculated from this information; in a four-phase
structure this time is

Tin = 4l/ﬂEx = 0.7 ns, (9)

where / = 7.5 pm, Vg = 10 V and the mobility u =
1300 cm?/Vs. This relation corresponds to a maxi-
mum clock frequency of 1.5 GHz. The transfer time
applies only to small charge packets that do not per-
turb the field to any great extent. They are transferred
in the bulk of the semiconductor and not at the sur-
face.

Since for the larger packets of charge the charge
travels partly via the surface channel and partly via
a channel in the bulk of the semiconductor, the term

Si02!/n1 nz P
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Fig. 11. The variation of the potential V¥ in the bulk of the P2CCD
as a function of the depth y. The P2CCD has a heavily doped top
layer n, (about 1017 cm~3) of thickness d; (about 0.2 um). Solid
curves: electrode potentials of +5 V and —5 V; no free charge.
Dashed curve: electrode potential + 5 V, charge packet from y =d’
to y = d. Because of the high doping of n), d’' can be very small
while the potential difference with respect to the surface is still large
enough to prevent interaction between the charge and the surface
states.
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Fig. 12. The doping N of the various layers of the P2CCD. The
‘centre of gravity’ of the highly doped layer n, is at a depth of less
than 0.05 pm.
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BCCD

We should just briefly mention the ‘buried-channel
charge-coupled device’ or BCCD. This has the same
structure as the PCCD but a more heavily doped active
layer (2 x 10°-5x 10'® cm ™ instead of 5 x 10 cm™®),
so that the charge never reaches the surface. Since the
transfer takes place in the bulk and there is no inter-
action with the surface states the BCCD has an excel-
lent transfer efficiency (e.g. 0.99999), but it does not
combine high speed with high charge storage.

p2ccD

To overcome the restriction imposed on transfer
efficiency by the surface states, we have modified the
structure of the PCCD to form the profiled peristaltic
CCD or P2CCD. The modification is the addition of a
heavily doped n-type top layer (about 10*? cm™®),
which is less than 0.2 pum thick and has been produced
by low-energy implantation of 2 x 102 arsenic atoms
per cm? The large number of ionized donors in this

Si0, Si0,
| I
2x10’7'h
n p T
. 6x 10"
3% 10"
Q
e
7/
/
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7/
N_.”
2,
PCCD PCCD

Fig. 13. Doping profile (N) and potential variation (V) in the four types of CCD discussed.
n n-type silicon. p p-type silicon. The charge Q is entirely at the surface in the SCCD, and entirely
in the bulk of the semiconductor in the BCCD; in the PCCD and P2CCD there is a small charge in
the bulk but the greater part of a larger charge is at the surface or in the surface layer respectively.

‘twin channel’ is applied to the PCCD. The con-
traction and expansion of the charge in its forward
movement is reminiscent of the peristaltic movement
of the alimentary tract, hence the name for this form
of CCD, .

Because of the twin channels the combination of a
considerable charge storage and very fast and complete
transfer is an intrinsic characteristic of the PCCD.
The only threat to the transfer efficiency is presented,
as in the surface CCD, by the surface states. We have
observed transfer efficiencies of about 0.999.

[71 M. G. Collet and A. C. Vliegenthart, Calculations on potential
and charge distributions in the peristaltic charge-coupled
device, Philips Res. Repts 29, 25-44, 1974.

top layer ensures that the charge that starts to collect
on the top layer as the charge packet increases never
reaches the interface with the oxide in practice; the
surface states are not therefore exposed to any free
charge. The potential curves are extremely steep in the
heavily doped top layer (fig. 11); the potential step
over the remainder of the top layer, which is not
saturated with charge, need only be several tenths of a
volt to make the interaction with the surface states
negligibly small. In fig. 11 this potential step (in the
range 0 < y < d') is 1 V; for the potentials shown here
90% of the charge is in the top layer. The associated
doping levels are shown in fig. 12. For easier com-
parison, fig. 13 shows the doping profiles and poten-
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tial distributions of all four types of CCD discussed
above. The potential distribution in the P2CCD at
successive stages of the charge-transfer process is
illustrated in fig. 14.

In the P2CCD the charge transfer is also partly at
the surface and partly in the bulk, and it can be said to
have twin channels. Since there is no interaction with
the surface states the transfer efficiency is 0.999999
without using a bias charge: for a clock-voltage swing
of 10 V the charge storage is 1.2 x 10'? electrons per
cm?. This means that the effective capacitance to the

Fig. 14. Calculated potential distribution in the P2CCD at five suc-
cessive times. The upper parts of the figures show equipotential
lines beneath four successive electrodes (it is assumed that there are
no free charge carriers); the lower parts show plots of the potential
at a depth of half an electrode length [8]. g) Potentials of the four

electrode is 0.6 Cox. With this high transfer efficiency
there is very little perturbation of the transfer, and
since such perturbation is of a statistical nature and
leads to transfer noise, the noise level is low and the
dynamic range is large.

Practice has shown that the highest clock frequency
that can be used is above 180 MHz for a four-phase
structure; this means that there can be more than
720 % 10° transfers per second. This is not the absolute
limit; measurements at higher frequencies are dif-
ficult, however, because of the capacitances between
the electrodes, which partly overlap one another.

Input and output of the P2CCD

The series of travelling charge packets in the
P2CCD must be a faithful representation of the
sampled signal. It requires great care to ensure that a
true representation is obtained when the charges are
injected into the P2CCD; in the spatial separation
during the formation of the charge packets precau-
tions must be taken to ensure that the residual charges
between them do not introduce misleading results.
Distortion can also occur during read-out. The input
and output circuits must therefore be designed with
great care. There are various possibilities (2}, we shall
now consider the input and output circuits of the
P2CCD that have been developed for the PM 3310
oscilloscope.

Philips tech. Rev. 40, No. 2/3

Input circuit

At the start of the row of electrodes in the P2CCD
an n*-type diffusion (S in fig. 15a) provides an ohmic
contact to the semiconductor. The next electrode [ is
kept at a constant potential of about +6 V with
respect to the substrate and acts as a barrier separating
the successive charge packets from each other. The
analog input signal, which has a maximum voltage
swing of 1V, is connected to electrode 2; a constant
bias of about +7.5 V is added to the swing; the
voltage at this electrode thus varies with the signal

electrodes: 0V, +5 V, 0 V, —5 V. There is a potential maximum
beneath the second electrode; free charge will begin to collect there.
b) Intermediate stage. ¢) Potentials: —3.5 V, +3.5V, +3.5V,
—3.5 V. d) Intermediate stage. e¢) Potentials: —S V,0V, +5V,
0 V. The distribution in (a) has progressed by one electrode.

between about +7 and +8 V. The square-wave
voltage P,, one of the four phases of the clock signal,
is applied to electrode 3; all four of these phases vary
between a low potential of +2 V and a high potential
of +11.4 V. This same square-wave voltage is also
applied to source electrode S, but via a direct-voltage
generator (Vp, = 14 V) that gives a small internal
potential difference in the n-layer of about 0.5 V.
Figs 15b to d show the potential distribution in the
input section of the P2CCD at various times in the
cycle of the clock signal P,. Between f, and ¢, the
potential of the source electrode is lower than the bar-
rier potential; negative charge flows across the barrier
to the point of highest potential beneath electrode 2.
How much charge is stored there depends on the
signal voltage at this electrode; the higher it is, the
deeper the potential well. An excess of charge also
collects beneath electrodes I and 2. At time #; the
potential of the source electrode starts to increase; the
excess charge flows back to the source electrode. Be-
cause of the polarization voltage V, the potential
beneath electrode 3 is about 0.5 V more negative, so
that the excess charge flows back towards the left.
When the potential of the source electrode reaches
the barrier potential of electrode I, flow-back ceases
(fig. 15¢). The potential of the source electrode con-
tinues to increase but this has no further effect
because of the existence of the barrier. The potential
of electrode 3 also increases simultaneously and the



Philips tech. Rev. 40, No. 2/3

well beneath it becomes deeper than the well beneath
electrode 2. The charge beneath electrode 2 now
moves to electrode 3 (fig. 15d).

The potential rise at time #, occurs rapidly. The
charge packet that is separated by this increase is
representative of the signal value at that moment. The
input stages of the P2CCD thus carry out the samp-
ling of the signal. The process in which an excess of
charge is supplied and the surplus charge is returned is
sometimes referred to as ‘fill and spill’ [*],
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Fig. 15. Input of P2CCD. @) Circuit diagram. S source. 1, 2, 3 first
three electrodes. Sig input for analog signal (maximum voltage
swing 1 V). P,, A,, P,, A, connections for four-phase clock signal.
b) Potentials V¥ in the bulk of the n-layer. Pyisat +2V, S at
+16 V. So much charge flows in from § that the potential beneath
electrodes / and 2 also drops to +16 V. ¢) The potential at P,and §
increases rapidly. The charge flows back to the left to S until S has
reached the same potential as that existing beneath electrode / (the
time illustrated). The magnitude of the residual charge beneath
electrode 2 depends on the instantaneous value of Sig. d) As the
potential of P, continues to rise steeply, the residual charge flows
into the potential well beneath electrode 3, so that a sample of the
signal is recorded.
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The return flow of the surplus charge takes place under the
influence of the self-induced field. The last part of the charge there-
fore flows back slowly; it takes about 2 ns for the surplus charge to
be reduced to 1%. The increase in the clock voltage proceeds faster;
the situation shown in fig. 15¢ is reached about 0.5 ns after t.
In fact, the situation at that moment is not so ideal as represented in
fig. 15¢: about 5% of the surplus charge is still left (fig. 16). Some
of this flows into the charge well that is starting to form beneath
electrode 3 and into which the signal charge also flows.

The magnitude of the surplus charge — and hence also of the
fraction that is added to the signal charge — varies with the low
level of the clock signal; a 1% variation of this level leads to a 10%
variation in the signal charge. Stabilization of the low clock-signal
level is therefore indicated.

Part B of the circuit in which the clock signal is generated is used
for this purpose (see fig. 17). The clock signal is full-wave rectified
and the resultant direct voltage is compared in a differential ampli-
fier with a reference voltage that is held contant (+3.6 V). The dif-
ference signal dfives the transistor T;, which acts as a current
generator for the push-pull stage T, 7,/7;, Ty, which amplifies the
clock signal.

Output circuit

At the end of the row of electrodes on the P2CCD
another contact is formed by means of an n*-type dif-
fusion; this acts as a drain and is connected to the gate
of an MOS transistor integrated on the chip. This
MOS transistor is connected as a source follower and
gives a low output impedance (see fig. 18). After each
charge packet the charge on the gate of this output
transistor has to be equalized again. The equalization
is carried out in another MOS transistor, which is also
included on the chip; on receipt of a periodic external
reset voltage it connects the drain to a reference
voltage.

Zero correction

We mentioned earlier that light can be used to
generate charge in a CCD; this facility is put to prac-
tical use when the CCD acts as an optical sensor. If

Fig. 16. Because of the slower rate at which the surplus charge flows
back, the charge distribution at any particular instant is as shown
here (and not as in the idealized representation in fig. 15¢). The
fraction of the charge left behind will flow to the right into the
potential well that is forming and will introduce error by combining
with the signal sample.

[81 H.W. Hanneman and L. J. M. Esser, Field and potential dis-
tributions in charge-transfer devices, Philips Res. Repts 30,
56-72, 1975.

[e1 J. E. Carnes, W. F. Kosonocky and P. A. Levine, Measure-
ments of noise in charge-coupled devices, RCA Rev. 34,
553-565, 1973. :

M. F. Tompsett and E. J. Zimany, Jr., Use of charge-coupled
devices for delaying analog signals, IEEE J. SC-8, 151-157,"
1973. ’ v

D. V. McCaughan and J. G. Harp, Phase-referred input: a
simple new linear c.c.d. input method, Electronics Letters 12,
682-683, 1976.
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the light is excluded, however, there is a small residual
dark current, a leakage current caused by thermal ex-
citation of pairs of charge carriers, e.g. at the site of
crystal defects. Because of this leakage current a

" Philips tech. Rev. 40, No. 2/3

It is obvious that the leakage current introduces an
error into the picture, which is superimposed on a
sloping base line. We correct ‘this error by recording
the zero level after each picture recording at the same

_ J -nav

Fig. 17. Circuit for generating the clock signals P;, A;, P,, A,. Part Aisa stabilized current
generator that generates, across resistor Ry, the voltage to be applied between § and P, in fig. 15.
Part B stabilizes the low level of the clock signal.

charge packet will become larger while it remains in
‘the P2CCD. However, not all of the charge packets
remain in the P2CCD for the same length of time.
Each of the two parallel sections of our P2CCD has
128 elements and the nth signal sample remains
present in the element for a time

n + 128 - n

Ji fo
where f; is the read-in frequency and f, the read-out
frequency; in our case f, has a fixed value of about
78 kHz, while f; varies through several powers of 10
depending on the oscilloscope setting. The charge On
added by the leakage current to the nth charge packet
is plotted in fig. 19 against the number #; this gives a
pattern of sloping lines in which the slope depends on
the ratio of fi to fo.

Tn

read-in frequency f; and subtracting it from the pic-
ture content. This is done digitally: the buffer memory
(ShRe in fig. 4), which follows the analog-to-digital
converter, first stores the uncorrected values and then
applies them word by word to a subtraction circuit to

Vreset Vref

— Tog
]
DL_I =  —

Fig. 18. Output circuit of the P2CCD. The drain diffusion D is con-
nected to the gate of an MOS transistor, which is connected extern-
ally as a source follower. The second MOS transistor, operated by
the reset voltage Vyese, returns the output to the reference potential
V.t between successive charge packets. The MOS transistors are
included with the P2CCD on the same chip.
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Fig. 19. Effects such as thermal generation of charge carriers cause
a small parasitic charge Q, to be added to the nth charge packet
while it is in the P2CCD. The charge packets do not all remain in
the P2CCD for the same length of time because the rate of read-in
(clock frequency f;) is generally not the same as the rate of read-out
(clock frequency f,), and Q,, is therefore generally not of the same
magnitude for all the charge packets. This would give a sloping
picture on the screen, and so zero correction is incorporated to
prevent this.

which the associated value of the zero level is also
applied. The difference between the two is again read
into the buffer memory.

Appendix: Calculation of the potential distribution in
a PCCD or a P2CCD

The potential V for every value of y in fig. 8 or
fig. 11 can be calculated for any arbitrary variation of
the doping N(y) by integrating Poisson’s equation.
The one-dimensional form of the equation is sufficient
here:

d?v dE N
A EE—T T LN
dy dy Esi

where eg; represents the permittivity of the silicon.
Taking a single integration between the limits y, and
Y2, which are still arbitrary at this stage, we have

Y2
E(yy) - E(y) = % [ N (A2)
»n

Integrating again:

V(yz) — V() =
y2 E(y2)
=—/Edy= -EN3+ [ ydE=
»n E(yy)

Yo
e
=nED) = »EG) +— [ YN (83)
"n

We now apply this result to the structure outlined in
fig. 8 or fig. 11. It is assumed that no free charge car-
riers are present between y =0 and y=ds. The
potential of the electrode is V.. We shall first of all
calculate the maximum potential at y = ym; Y is dif-
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ferent for differing electrode potentials. We shall use
the boundary condition E(ym) = 0.

For the potential difference across the oxide layer
we have

0
Va — V(0) = / Eox dy. (A4)
_do

The electric flux density in the oxide layer is equal to
that in the silicon at y = 0:

€ox Eox = &si E(0). (AS)
It also follows from (A2) that
e Ym
E(©) = E(ym) ~ — [ Ndy
€si s
e M
= - — Ndy. (A6)
€si §

From (A4) to (A6) the potential difference across the
oxide layer is

Va — V(0) = —

(A7)
The potential difference across the silicon layer
O0<=y=<ynmis

Ym
V(ym) — V(0) =£§ [ rNa. (a9
Yo

The potential difference between the electrode and ¥Ym
is therefore .

0 / Ndy + = / yNdy. (A9)
Eox J €si 4

V(¥m) — Va =

It can simplify the calculations somewhat if the entire
space charge distributed between y = 0 and y = y, is
considered to be concentrated at a ‘centre of gravity’
at a distance y.; from the oxide-silicon interface. (A9)
can then be rewritten in the form

do Veg Im .
V(¥m) = Va = e< + —) / Ndy, (A10)
0

30:; Esi
where Y
/ YNdy
Veg = °y - (All)

We can then easily exténd the equations so that they
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give the potential at an arbitrary point 0 < y’' < ds.

We then find:

ds
d
V(') — Va = e(—i + 1—) / Ndy +
yl

Eox €si
do Vi

rel 2+ / Ndy, (A12)
Eox g

where y¢, is the centre of gravity of the space charge
in the range 0 < y <y’.

Yee
Esi
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Summary. The Philips PM 3310 storage oscilloscope has a digital
semiconductor memory. A very high signal-sampling rate (up to
50 MHz) is possible because the signal samples obtained are stored
temporarily in the form of charge packets in a profiled peristaltic
charge-coupled device (P2CCD) and read out at a much slower rate
(about 78 kHz); at this low frequency both analog-to-digital con-
version and storage in a memory are more easily accomplished. The
P2CCD is a development from Philips Research Laboratories and
includes a double layer of n-type silicon on a p-type substrate. The
double layer consists of a very thin, highly doped top layer and a
less-highly doped bottom layer. The top layer is coated with SiO,.
Small charge packets are located in the bottom layer, near the top
layer. Larger packets penetrate into the top layer, but will generally
not reach the SiO, and thus will not be disturbed by the surface
states at the Si-SiO, interface. The charge-handling capacity is
nevertheless high.
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Electrochemiluminescence in electrolyte-free solutions

H. Schaper, H. Ko6stlin and E. Schnedler

In electrochemiluminescence (ECL) light is emitted as a result of charge transfer between pos-
itive and negative radical ions formed by electrochemical reactions. Until recently ECL cells
seemed unsuitable for practical applications because of the problems involved in the use of
polar solutions containing an electrolyte. Scientists at Philips Forschungslaboratorium Aachen
(PFA) have now developed an improved type of ECL cell, consisting of a thin-layer cell in
which the solution contains no additional electrolyte. This cell can be used in combination
with a high-pressure liquid chromatograph to detect some of the aromatic hydrocarbons, or
as background illumination in passive display devices.

Introduction

In the early sixties American scientists observed
luminescence during the electrolysis of certain aro-
matic hydrocarbons in organic solvents [, Investiga-
tions into the reaction mechanism revealed that the
luminescence was produced by a charge transfer be-
tween positive and negative radical ions that had been
generated electrochemically from the hydrocarbons.
The effect was therefore called electrochemilumines-
cence (ECL).

In general terms, ECL is a regenerative process, in
which the starting compounds are first electrochemic-
ally oxidized or reduced and then return to their
original state via the charge transfer and the lumi-
nescence:

M - Mt +e anodic reaction
M+e —M" cathodic reaction
M* + M~ — M* + M charge transfer
(recombination)
- M* — M + Av  luminescence

Owing to the reactivity of the M* and M~ ions, the
solution must be free of water, oxygen, acidic or
alkaline impurities. This imposes severe constraints
on the solvents and reaction vessels.

Dr H. Schaper, Dr H. Kostlin and Dr E. Schnedler are with Philips
GmbH Forschungslaboratorium Aachen, Aachen, West Germany.

Until recently the normal practice has been to add
an electrolyte to ECL cells to make the solution suffi-
ciently conductive. A polar organic solvent, such as
acetonitrile or benzonitrile, is used for this purpose.
The ECL cells are usually driven by an alternating
voltage. As a result of the voltage reversals the pos-
itive and negative ions are generated at the same elec-
trode, so that the charge transfer and luminescence
are confined to a small area near this electrode [21,
For practical applications, however, such cells are not
very attractive. It is very difficult to make the polar
solutions sufficiently pure, the use of an alternating
voltage is not immediately compatible with battery-
operated electronic circuits, the efficiency of the cells
is at the most 1%, and their life is usually no more
than a few hours.

ECL cells can also be driven by direct voltage [3114],
The problem with the types reported, however, is that
after being generated at the anode and cathode the

[11 D. M. Hercules, Science 145, 808, 1964.
R. E. Visco and E. A. Chandross, J. Amer. Chem. Soc. 86,
5350, 1964.
K. S. V. Santhanam and A. J. Bard, J. Amer. Chem. Soc. 87,
139, 1965.

[21 H. Késtlin and H. Schaper, in: Philips - Unsere Forschung in
Deutschland, Vol. III, p. 59, 1980.

[81 D, Laser and A. J. Bard, J. Electrochem. Soc. 122, 632, 1975.

(41 J.S. Dunnett and M. Voinov, J. Chem. Soc., Faraday Trans.
I, 73, 853, 1977. :
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positive and negative ions are relatively far apart and
charge transfer between them is impaired because of
their low stability. Another difficulty arises from elec-
trochemical side reactions in a solution containing an
electrolyte [%1,

For these reasons we have investigated the possibili-
ties of a less complicated and more stable type of ECL
cell, which can be driven by direct voltage and is more
suitable for practical applications. We therefore car-
ried out ECL experiments with weak polar solvents,
with no added electrolyte and which can be made
thoroughly water-free and purified. Owing to the
poor conductivity of such solvents the generation of
ECL requires the use of a thin-layer cell, in which the
distance between the electrodes is very small. We have
obtained good results with thin-layer cells containing
5,6,11,12-tetraphenyltetracene (rubrene) as the lumi-
nescent compound and 1,2-dimethoxyethane (DME)
as the solvent 1¢117], DME is a colourless liquid with
a dielectric constant (relative permittivity) of 3.5. As
far as we know, solvents with such a low polarity have
seldom been used in ECL experiments.

Our investigations have led to a better understand-
ing and hence to a better control of the ECL process.
It is now possible to make thin-layer cells for specific
applications: they can be used in combination with a
high-pressure liquid chromatograph as detectors for
certain aromatic compounds, or as background illu-
mination in passive display devices.

In this article we shall first describe electrolyte-free
thin-layer cells for ECL. We shall then discuss the
processes occurring in these cells, paying particular
attention to the electrostatic behaviour of the solu-
tions and to the generation, charge transfer (recom-
bination) and transport of the radical ions. Finally,
we shall consider the applications mentioned.

Electrolyte-free thin-layer cells for ECL
Manufacture

Fig. 1 is a diagram of a thin-layer cell that we have
developed for ECL. The cell contains two plates of
soda-lime glass, both coated with an electrode film.
The volume for the ECL solution is formed either by
etching a cavity into one of the plates, or by separat-
ing the plates by strips of thin glass. To permit the
insertion of a filling tube, also made of soda-lime
glass, a semicircular groove may be ground in each
plate on one side. The electrode films are deposited on
the inner surface of the glass plates by well-known
techniques such as spray pyrolysis, for In,O4:Sn and
Sn0,:Sb 8], or vacuum evaporation, for metals like
gold, silver and platinum. The electrode films are
given the required configuration by means of photo-
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“lithography and chemical etching. The external elec-

trical contacts are strengthened with fired silver paste.
The cells are sealed with pyroceramics, as in televi-
sion-tube manufacture.

An excess of solid rubrene, which has first been
dried at 80 °C in a vacuum oven, is introduced into
the vacuum-tight cell. The cell is then connected to a

4T T Se F A

————
iy BRI,

Gy

T T LIU —
F1 F2 G

Fig. 1. Diagram of a thin-layer ECL cell. The glass plates G; and
G, are coated with the electrode films F;, and F,. T filling tube
for introducing the ECL solution. Se pyroceramic seal.

vacuum line by its filling tube for the addition of the
solvent, DME. The DME, to which a little benzo-
phenone has been added, is usually first distilled
several times over potassium until a blue colour
reveals the presence of benzophenone radical anions,
indicating that the solvent is sufficiently water-free. A
reservoir containing such water-free DME, together
with a small amount of potassium and benzophenone,
is now connected to the vacuum line. The solvent is
then repeatedly degassed and distilled under vacuum
into the ECL cell. Next the solvent is redistilled into
the reservoir, degassed and again distilled into the
cell. This procedure is repeated a few times until the
cell is free of volatile impurities. Finally, the filling
tube is sealed off from the vacuum line. An ECL cell
obtained in this way contains a saturated solution of
rubrene in DME, corresponding to a concentration of
about 4 x 10~ mol/1 at room temperature.

Properties

In fig. 2 the measured current density and lumines-
cence intensity are plotted against the applied direct
voltage for an ECL cell with an electrode spacing of
60 pm. At voltages up to about 2.3 V the solution
behaves like an -ohmic resistance of about 2x 10° Q.
At higher voltages an electrochemical current is gener-
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ated, which is limited, as might be expected, by the
diffusion rate of the rubrene molecules or by the
distortion of the electric field. The current-voltage
curve does not have a plateau, however, as in conven-
tional polarography; instead the current increases
linearly with increasing voltage above about 3 V. The
luminescence starts at a voltage somewhat higher than
the threshold voltage of the electrochemical current.
The luminescence intensity then increases in about the
same way with the applied voltage, so that the ECL
efficiency — the ratio of the flux of photons emitted
to the electrical current — remains constant at
about 1%.

0.6 mAjcm?

10
Int

Fig. 2. Electrochemical current density J and luminescence intensity
Int (in arbitrary units) as a function of the applied voltage V for
an ECL cell in which the distance between the electrodes, both of
In,O3:Sn, is 60 um. The voltage was increased at a rate of S mV/s.
The cell contains a saturated solution of rubrene (4 x 10-3 mol/1) in
DME. Above a threshold voltage both J and /nt increase almost
linearly with V. The luminescence starts at a somewhat higher
voltage than the threshold voltage for the current.

In addition to the measurements with direct voltage we also
measured the conductivity for alternating voltage under electro-
static conditions, i.e. at voltages lower than the threshold voltage
for generating an electrochemical current. The conductivity is of
the order of 10-7 Q-lecm~1, and is virtually independent of the
frequency, which we varied between 10 kHz and 1 MHz. Assuming
that the molar conductivity is about 100 Q-lcm2?mol-1, we can
estimate that the ion concentration due to impurities in the solution
is of the order of 10~ mol/cm3.
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Observation through a microscope reveals that the
luminescence is not always uniformly distributed over
the cell. An observer looking down at the plane of the
thin layer can see a variety of regular microstructures,
whose shape can be varied with the applied voltage and
whose size depends on the electrode spacing. Fig. 3
shows four luminescence photographs of an ECL cell
with an electrode spacing of 75 um at different volt-

Fig. 3. Photographs showing the luminescence structure of an ECL
cell with an electrode spacing of 75 um, at four different voltages.
The structure of the luminescence becomes more evident as the
voltage increases.

ages. Above 3.0 V structured patterns are observed
that become sharper with increasing voltage. The pat-
terns at about 4.5 V and above are regular hexagons
resembling honeycombs. Fig. 4 shows that the diam-
eter of the hexagons is always larger than the electrode
spacing by a factor of 1.5 to 2. The structures seem to
stand motionless in the liquid, so that sharp photo-
graphs can easily be taken with exposure times up to a
minute. If, however, the cell contains solid particles,
e.g. undissolved rubrene crystals, very rapid move-
ments of these particles can be seen, indicating a
strong fluid flow.

Not only the luminescence structure but also the
electrochemical current and the luminescence intensity
are strongly dependent on the electrode spacing; see

[5] J.S. Dunnett and M. Voinov, J. electroanal. Chem. 89, 181,
1978.

[6) H. Késtlin and H. Schaper, Phys. Lett. 76A, 455, 1980.

[71 H. Schaper, H. Kostlin and E. Schnedler, J. Electrochem.
Soc., in print,

[8) H. Keéstlin, R. Jost and W. Lems, Phys. Stat. sol. (a) 29, 87,
1975.
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fig. 5. Both the luminescence intensity and the ECL
efficiency increase with decreasing electrode spacing.
The threshold voltages of the current and the lumi-
nescence, however, do not depend on the electrode
spacing.

The current and the luminescence intensity are also
affected by the temperature; see Table I. As the tem-
perature rises from — 35 °C they both first increase
and then decrease. When the temperature rises above
room temperature the ECL efficiency decreases. This

a
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Table 1. Electrochemical current / and luminescence intensity /nt
of an electrolyte-free thin-layer ECL cell at various temperatures,
measured at a direct voltage of 5 V.

Temperature (°C) I (mA) Int (relative units)
=35 3.50 2.20
- 8 4.20 2.80
20 3.50 1
42 2.35 0.60
59 1.30 0.25

Fig. 4. Photographs of the hexagonal luminescence patterns observed in four ECL cells, driven
at 5 V, with different electrode spacings: @) 12 pm; b) 25 pm; ¢) 50 pm; @) 100 um. In all cases
the diameter of the hexagons is larger than the electrode spacing by a factor of 1.5 to 2.

Fig. 5. Electrochemical current 7 and luminescence intensity /nt (in
arbitrary units) as a function of the applied voltage V, measured for
ECL cells with a different electrode spacing d. A decrease in d
causes a large increase in [ and [nt, but has very little effect on the
threshold voltages.

is largely attributable to a decrease in the lumines-
cence intensity, as is shown by measurements under
ultraviolet excitation with a mercury discharge lamp.
The decrease in the current, indicating a reduction in
the ion transport, is however quite surprising in view
of the lower viscosity at higher temperatures.

Compared with the direct-voltage ECL cells de-
scribed earlier [14] the new electrolyte-free thin-
layer cells have a much longer life. The chemical sta-
bility of rubrene radical ions in pure DME can be esti-
mated if it is assumed that the electrochemical current
density at constant voltage is determined by the
rubrene concentration in the solution. The number
of times N that a rubrene molecule on average is
involved in the electrochemical reaction cycle, before
being lost in side reactions, can be regarded as a
measure of the reversibility of the ECL process. This
number can be calculated from

Jt
N=—r-, 1
acFd

where J is the initial current density, 7 is the time in
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which the current density has decreased by a factor «,
¢ is the rubrene concentration, F is the Faraday con-
stant and d is the electrode spacing. From fig. 2 it can
be seen that J = 0.35 ‘mA/cmz at 4 V for a cell with
¢ =4x%107% mol/l and d = 60 pm. The decay in the
current density is about 1% per hour, so that N is of
the order of 5x 10%.

Processes in electrolyte-free thin-layer cells

In an attempt to explain the results obtained with
electrolyte-free thin-layer cells for ECL, we have
studied the electrostatic behaviour, the generation
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Fig. 6. Calculated distributions of cations and anions in an ECL
cell with the electrodes at x = + 5 um and with ap ion concentra-
tion of 10~-11 mol/cm3, at three different voltages below the thresh-
old voltage. The plotted concentrations ¢* (solid lines) and ¢~
(dashed lines) are normalized with respect to the cation and anion
concentrations with no electric field. At only 1 V most of the ions
are closé to the electrodes.
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and charge transfer of the radical ions, and the ion
transport in the solution. We shall now discuss each
of these subjects in more detail. :

Electrostatic behaviour

In a conventional electrolyte solution the electrode
potentials are almost completely screened by the ions
present. The potential difference between electrodes
and solution therefore remains restricted to a very
small area near the electrode surfaces, while the bulk
of the solution has an almost constant potential. This
implies that electric fields only occur near these sur-
faces. As a result, charged particles in a stationary
solution are transported by means of diffusion. In the
new cells the situation is clearly different: the cell
dimensions are very small and the ion concentration is
only of the order of 10~° mol/cm?®.

When a constant voltage is applied to a solution in
which the positive and negative ionic impurities have
a charge z, a symmetrical ion distribution will result.
The concentrations ¢*(x) and ¢”(x) of the positive and
negative ions can be written as a function of the
potential ¢(x), from the Maxwell-Boltzmann distribu-
tion law:

o = exp[_ 9(x) — ¢(0)]

0 RT/zF @
o e exp[ o) - ¢(0)]

0 RT/zF ]’

where R is the molar gas constant, x refers to the
direction perpendicular to the electrode surfaces, and
¢, and ¢(0) are the ion concentration and the potential
at x = 0, the mid-plane of the cell. In view of the
symmetry, ¢(0) can be put equal to zero. The charge
density g(x) as a function of the position is equal to

qx) = zF[c*(x) - c"(x)). (3)

The relationship between the charge density and the
potential ¢(x) is given by Poisson’s equation:

o) —q(x)
dx? &g
where &; is the dielectric constant of the solvent and
&, is the permittivity of free space.

In solving the above equations [°] there are two
limiting cases, which depend on the ratio y of the elec-
trical field energy to the thermal energy of the ions at
the mid-plane of the cell:

C)

_ araoE(f
"~ 2¢RT’
where E,, is the electric field-strength at the mid-plane

&)

[8] More details of the calculations are given in H. Schaper and
E. Schnedler, J. electroanal. Chem., in print.
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of the cell. When the electric field energy at the mid-
plane is much lower than the thermal energy (y < 1),
the bulk of the solution contains a relatively large
proportion of the ions. The concentration c, de-
creases strongly with increasing applied voltage. The
field-strength E,, on the other hand, increases until
the electric field energy becomes much higher than the
thermal energy (y > 1). In this case nearly all of the
ions are collected near the electrodes, and hardly any
are contained in the bulk of the solution.

Fig. 6 gives the calculated distributions of the pos-
itive and negative ions for three different voltages.
Even ata relatively low voltage (1 V) most of the ions
are in a small region near the electrodes, whereas else-
where the cell is practically ion-free, and comparable
to an ideal dielectric. As a consequence strong electric
fields can be generated in the bulk of the solution. In
fig. 7 the electric field-stfength E, is plotted against
the applied voltage for different ion concentrations. It
can be seen that E, may increase steeply with de-
creasing ion concentration. Above a certain threshold
voltage E increases linearly with voltage. This thresh-
old voltage increases with the ion concentration. This
is because at higher concentrations more ions must be
drawn towards the electrodes before an electric field
can be built up in the bulk.

In fig. 8 the calculated electric field-strength E; near
the electrodes is plotted against voltage. Above a cer-

2000 V[cm
v, y
/7/ 10 "’rr,l,ol/cm3
E 107
0 70-10.9
10°,
107
10
1000
0 {
0 K1
—_— V

Fig. 7. Calculated mid-plane electric field-strength E, as a function
of the applied voltage ¥, for an ECL cell with electrode spacing d
of 10 um, at different jon concentrations. The threshold voltage
above which E, increases linearly with V increases with the ion
concentration. At a very low concentration (e.g. 10~12 mol/cm3)
the value of E,, is no longer much different from V/d (dashed line).
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Fig. 8. Calculated electric field-strength E; near the electrodes as
a function of the applied voltage V, for an ECL cell with electrode
spacing of 10 um, at different ion concentrations. While E,
decreases when the ion concentration is increased (fig. 7), E; in-
creases strongly.

tain voltage E; is practically constant, since nearly all
the ions are then near the electrodes. The value of E;
is of importance in connection with the charge trans-
fer between electrode and solution. In an electrolyte-
free solution this transfer may be assumed to occur at
about the same potential as in electrolyte solutions,
i.e. =2 V. Assuming further that this potential drop
must occur in a region roughly equal in size to a mole-
cular diameter (= 1 nm), a value for E; of the order
of 107 V/cm can be shown to be necessary. As can be
seen in fig. 8, such a value is approached with an ion
concentration as low as 10™® mol/cm? at an applied
voltage of only 2 to 3 V.

The electric field-strengths E; and E; depend not
only on the applied voltage ¥ and the ion concentra-
tion ¢, but also on the electrode spacing d; see fig. 9.
A cell with a small electrode spacing behaves like a
dielectric so that

Es=E,=V/d. ©6)
At larger electrode spacings, E; becomes higher than

E,. Above a certain spacing and voltage the cell
behaves like an electrolytic solution with a low ion
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concentration, and then Ej is proportional to ¢ and d':

zFed
E; = ' 0]

Er&o

In this case E is no longer dependent on the voltage.
From eqs (6) and (7) the transition point d; between
the electric and the electrolytic behaviour can be

derived:
&gV
di = . 8
¢ l/ Fc ®

The transition point thus shifts towards a lower elec-
trode spacing if the ion concentration is higher, or the
applied voltage is lower.

Ion generation and charge transfer

As shown in fig. 2, the luminescence starts at a
higher voltage than the electrochemical current. An-
other feature is that the observed luminescence is not
symmetrically distributed over the cell. In most ex-
periments with cells containing rubrene in DME the
luminescence mainly occurs near the anode. We have
demonstrated this with a specially made ECL cell in
which the electrodes were mounted on the same glass
plate in the form of two ‘interlacing’ combs. Fig. 10
shows a photograph of the cell without luminescence
and two photographs of the luminescing cell for the
two polarities of the applied voltage. In both cases the
luminescence appears in a very narrow region around
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Fig. 9. Calculated electric field-strength in the mid-plane (£,) and
near the electrodes (E£) of an ECL cell with an ion concentration
of 1011 mol/cm3, as a function of the electrode spacing d at
different voltages. At small spacings both E, and Ej are propor-
tional to 1/d: the cell behaves like a dielectric. At large spacings the
cell behaves like an electrolytic solution, and Ej increases with d if
the voltage is not too low.

ECL IN ELECTROLYTE-FREE SOLUTIONS 75

the anodically polarized comb, both with In,O4 and
with gold electrodes. In another experiment the lumi-
nescence spectrum of an ordinary ECL cell with a gold
electrode and a transparent In, Oj electrode was meas-
ured perpendicular to the electrode planes. Fig. 11
shows that the spectrum is shifted to longer wave-
lengths when the cathode is closer to the spectrometer
than the anode. This also indicates that the lumines-
cence is restricted to the anode region. When the
anode is further away from the spectrometer than the
cathode, the light emitted must pass through the
rubrene solution before reaching the spectrometer.
The associated self-absorption then causes a spectral
shift to longer wavelengths.

E; B

Q

Fig. 10. Photographs of a thin-layer ECL cell with two interlacing
electrode combs for localizing the luminescence. @) Electrodes E;
and E, without luminescence. b) Luminescence, with the comb
coming from the left (£,) as the anode. ¢) Luminescence, with the
comb coming from the right (£,) as the anode. In both cases the
luminescence occurs mainly near the comb acting as the anode.
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Fig. 11. Luminescence spectrum of a rubrene/DME solution in a
thin-layer ECL cell with a gold electrode and a transparent In,0O,
electrode. The spectrometer is positioned near the In, O, electrode.
®, is the relative emission intensity (in arbitrary units) as a function
of the wavelength 1; the maximum of both curves has been set
equal to 100. When the In,Oj, electrode is the anode, the spectrum
(solid line) indicates only little self-absorption. However, when the
gold electrode is the anode, the spectrum (dashed line) is shifted to
longer wavelengths, owing to strong self-absorption of the solu-
tion. This also demonstrates that the luminescence is mainly excited
near the anode.
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These results indicate that the rubrene anions are
formed in preference to the cations. In this way the
symmetrical ion distribution, produced under electro-
static conditions, is distorted by the onset of the elec-
trochemical process. The negative ions formed at the
cathode are attracted to the anode by the strong elec-
tric fields (= 1000 V/cm) in the solution. The drift of
negative ions corresponds to.an electrochemical cur-
rent, whose density is given by

J = ug(x)E, 9

where u is the mobility of the rubrene anions, g(x) is
their charge density and E is the electric field-strength
in the bulk of the solution. From Poisson’s equation:

q(x) = &&dE/dx, (10
we obtain

J = ergguE dE/dx, (11)

from which we can derive an expression for the elec-
tric field-strength E(x) by integration:
E0) = E*(ea) + 22— X8)
Erol
where xa refers to the position just in front of the
ionic layers near the cathode. This equation shows
how the electric field in the bulk of the solution is dis-
torted by the anion drift. This distortion weakens the
electric field near the cathode and strengthens it near
the anode, thus stimulating the production of rubrene
cations. For this reason the charge transfer between
the anions and cations, and hence the luminescence as
well, occurs at a voltage that is a little higher than the
threshold voltage for the electrochemical current. The
solution always contains an excess of anions, how-
ever. Experiments on cells with comb electrodes
indicate that this is also the case at higher voltages.

(12)

Ion transport

The conventional diffusion model does not help to
explain the steep linear increase in the electrochemical
current and the luminescence intensity at voltages
above about 3 V (fig. 2). The observations through the
microscope indicate that there is liquid flow in the
thin-layer cell. The luminescence patterns (figs 3
and 4) strongly resemble the hexagonal structures
known from thermoconvection ['°! and also found
during electrohydrodynamic investigations in apolar
solvents [1111121  ye therefore assume that electro-
hydrodynamic convection forces are also responsible
for the generation of the regular hexagonal structures
in electrolyte-free ECL solutions. Above a certain
threshold of the electric field the uniform drift of the
generated ions turns into a much faster motion of the
liquid, because the surrounding liquid is dragged
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along by the ions as a result of the viscosity. The flow
of the liquid is structured in regular patterns [131014],
which depend on the electric field-strength. In the case
of convection, the electrochemical current is no longer
limited by diffusion or by field distortion (eq. (9)),
because the transport of the generated ions and of the
neutral molecules take place at the same velocity, as if
the liquid was being stirred.

The onset of electrohydrodynamic convection can
be described by a stability theory, based on Pois-
son’s equation and on the laws of conservation of
charge, mass, momentum and assuming incompres-
sibility [1110181[161[16] * The onget of convection is
determined by the value of a dimensionless critical
number, the electrical Rayleigh number:

&gV
Quy
where @ is the density of the solvent and v the kine-
matic viscosity. ¥, the voltage available for transport
of ions in the cell, is equal to the difference between
the applied voltage and the voltage necessary for the
oxidation and reduction of rubrene. This equation
shows that the onset of convective charge transport
depends only on the applied voltage and not on the
electrode spacing. This agrees with the results of fig. 5.

The order of magnitude of the average flow velocity
v can be estimated by dimensional analysis:

Ra. =

(13)

NI

v=—Veg/0. @14)

d

The threshold voltage for convection is about 3 V
and the voltage necessary for oxidation and reduction
is about 2.5 V, so that ¥ is equal to 0.5 V. With
d=50 pm, 0 =1 g/cm?® and &, = 3.5, the average
flow velocity, just after the onset of convection, is of
the order of 0.2 cm/s. Eq. (14) shows that v is propor-
tional to ¥, in agreement with the observed linear
increase of the current. The interpretation of the
experimental results of fig. 2 therefore leads to the
conclusion that the overall degree of ionization of the
rubrene solution should be constant in the linear
range of the current-voltage curve. Under these condi-
tions the degree of ionization can be estimated. With
d=60pm, J(3V)=0.1mA/cm? v=0.16 cm/s and
¢ = 4x 107 mol/cm® the ionization degree 8, given by

J
ﬂ_ch’

is of the order of 0.15%. This rather low value of 8
should not be seen as the absolute fraction of rubrene
radical ions in the solution; it simply indicates the
fraction of rubrene that is active in charge transport
during the convection.

(13)
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Applications
Detector for chromatography

Polycyclic aromatic hydrocarbons such as substi-
tuted anthracene, tetracene and pyrene are suspected
of being carcinogenic. They occur as traces in smoke,
plants and milk, for example, and therefore methods
of detecting these compounds analytically are urgently
needed. In connection with the development of a high-
pressure liquid chromatograph (HPLC) for environ-
mental analysis ['7) the question arose as to whether
the electrolyte-free thin-layer cells could be used as a
novel type of detector for these compounds. Usually
they are detected through their absorption or fluores-
cence when irradiated by an ultraviolet lamp, giving
detection limits as low as 3.5x 107! g/1['8] Trace
analysis with these methods is laborious, however,
since it is difficult to separate the incident ultraviolet
radiation and the measurement signal. Electrochem-
ical detectors, on the other hand, are quite insensitive
to aromatic hydrocarbons [*9). In addition, for con-
nection to a continuously operating chromatograph
the eluate first has to be mixed with a solution con-
taining an electrolyte. Continuous operation is also
very difficult with electrolyte-containing ECL cells
driven by an alternating voltage [2°). Detection with
electrolyte-free thin-layer ECL cells driven by direct
voltage, however, seems quite promising, especially
for continuous HPLC analysis [2!],

Fig. 12 is a diagram of the combination of a liquid
chromatograph and a thin-layer ECL cell. When a
direct voltage is applied luminescence will occur in the
cell if the liquid coming from the chromatograph
column contains one or more electrochemilumines-
cent compounds. The light emitted is usually meas-
ured by means of a photomultiplier. The electrochem-
ical current flowing in the cell during ECL is also
measured. The eluents used must be free from dis-
solved oxygen, since otherwise the luminescence is
strongly quenched. In addition hydrogen-containing

Fig. 12. Diagram of the combination of a high-pressure liquid
chromatograph and a thin-layer ECL cell. E eluent. P pump.
Sa sample. Ch chromatographic column. Ce thin-layer ECL cell.
V direct-voltage source. 4 ammeter. PM photomultiplier.
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impurities (e.g. water) have to be removed to avoid
irreversible side reactions with the radical ions and to
prevent corrosion of the cell electrodes.

The ECL cell we have developed for this applica-
tion is shown diagrammatically in fig. /3. It contains
two electrode plates, a spacer frame, a mounting
plate, a pressure plate and a seal. The electrode plates
consist of a planar glass plate coated with an electrode
film. The pressure plate and one of the electrode plates
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Fig. 13. Diagram showing some of the components of an ECL
cell for combination with a high-pressure liquid chromatograph.
PP pressure plate with inlet and outlet for the eluate. Se Tetlon seal.
E; electrode plate consisting of a glass plate with electrode film.
Sp spacer frame of Teflon. E, electrode plate consisting of a glass
plate with transparent electrode film. MP Teflon mounting plate.
H housing with window for transmission of luminescence.
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contain holes and connections for the inlet and outlet
of the eluate. The electrical contacts are made by
means of terminals at the free electrode edges. The
electrode facing the photomultiplier must be trans-
parent and is normally made of pyrolytically deposited
In, O4:Sn. The counter-electrode, which does not
have to be transparent, usually consists of an evap-
orated metal film (gold, silver or aluminium). The
spacer frame is made of a Teflon film with a thickness
between 5 and 50 pum.

Fig. 14 shows how the electrochemical current and
the luminescence intensity varied with time after 20 pl
of a solution of 10~ mol/1 of rubrene in DME was in-
jected into the ECL cell. For comparison, the signals
were also measured without the chromatographic
column. The presence of the column causes not only a
considerable broadening of the measuring signals,
especially at the beginning, but also a very large signal
. delay. The area enclosed by the curves does not
change much, however. '
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Fig. 14. Electrochemical current I and luminescence intensity /nt
(in arbitrary units) of a thin-layer ECL cell as a function of the
time ¢ after the injection of 20 pl of a rubrene/DME solution of
104 mol/1. The eluent is also DME. The flow rate is 0.6 ml/min.
The ECL cell contains a gold cathode and an In,Og anode at a
spacing of 26 um. The applied voltage is 30 V. a) Signals from the
cell without chromatographic column. &) Signals from the cell in
combination with a chromatographic column (fig. 12), to be used as
HPLC detector. The presence of the column causes considerable
broadening and delay of the signals.

The effect of the applied voltage on the electro-
chemical current and luminescence intensity is shown
in fig. 15. We see again that voltages can be applied
that far exceed the oxidation and reduction potentials
of the detectable compounds without the introduction
of undesirable side reactions. In fact, the ECL effi-
ciency increases with the applied voltage as a result of
the mass transport by electrohydrodynamic convec-
tion. This is a great advantage compared with conven-
tional electrolytic cells, in which there is a consider-
able reduction in both the luminescence intensity and
the electrochemical reversibility when the relevant
electrochemical potentials are exceeded.

Philips tech. Rev. 40, No. 2/3

Other aromatic hydrocarbons such as 9,10-diphenyl-
anthracene, pyrene and perylene gave similar results.

In view of the possible application of this ECL cell
as a detector for HPLC, we also investigated the use
of solvents with a polarity lower than that of DME.
Less-polar solvents are preferred in chromatography
because they can give a better separation. The ECL
response does not vary much when rubrene, for ex-
ample, is dissolved in different mixtures of DME and
the less polar hexane. The luminescence intensity
decreases only slightly when the percentage by volume
of hexane increases to 90%. The same is true for the
electrochemical current. The width of the lumines-
cence peak and the current peak is not affected by the
hexane percentage.

150 A 10
I Int
T 100} T
15
50
%20 20 60 &ov

Fig. 15. Electrochemical current I and luminescence intensity Int
(in arbitrary units) as a function of the applied voltage V for an
HPLC/ECL combination. The eluent and the solvent consist of a
mixture of DME and hexane (2:1). The sample and the measuring
conditions are the same as in fig. 14. At higher voltages Int
increases more rapidly than I, giving an enhanced ECL efficiency.

The luminescence intensity Int as a function of the
rubrene concentration ¢ was evaluated for DME solu-
tions with a low rubrene content. The results are
shown in fig. 16 in a log-log plot. The solid straight
line corresponds to a power law of the type Int o ¢*%.
The smallest quantity of rubrene that we could detect in
these experiments was 5 pl of a solution of 1078 mol/],
which corresponds to 5x 1074 mol or 2.7 x 107! g of
rubrene. This compares well with the detection limits
obtainable with conventional absorption and fluores-
cence detectors.
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Fig. 16. Luminescence intensity /xf (in arbitrary units) as a function
of the rubrene concentration ¢ in a 5 ul DME solution, measured
with an HPLC-ECL combination. The eluent is DME and the flow
rate is 0.25 ml/min. The electrodes are both of In,0, with a
spacing of 26 wm and a direct voltage of 10 V. The noise level N for
the detection is also indicated. Concentrations as low as 10~ mol/!
can easily be detected.

It should be possible to improve the sensitivity even
further by measuring at higher voltages or by cooling
the photomultipliers to suppress the dark current. In
addition, spectral analysis of the luminescence is pos-
sible, so that both identification and quantitative
analysis of polycyclic aromatics should be feasible
with the combination of an HPLC and an ECL cell.
Since the thin-layer cell described here can also be
operated as an electrochemical detector, the detection
of some non-luminescent compounds by observing
the current is a further possibility.
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LCD ECL

Fig. 17. Diagram of the combination of an LCD element and a thin-
layer ECL cell for background illumination in dark surroundings.
Py, P, polarizers. R reflecting metallic film.
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Background illumination in passive displays

Liquid-crystal display (LCD) elements give the
required information only when they are illuminated.
For use in the dark they need additional illumination,
which can be switched on briefly. The displays in
digital watches and alarm clocks are examples. In
these applications the LCD elements are usually illu-
minated by a miniature incandescent lamp. The power
required for this illumination is of the order of 15 mW
for watches and of the order of 100 mW for alarm
clocks.

aom 1o

LCD QuARTZ

Fig. 18. Photograph of an LCD digital watch and a thin-layer ECL
cell for incorporation in the watch.

When the thin-layer ECL cells described here are
used for background illumination the power con-
sumption can be lower by a factor of ten. Fig. 17 gives
a diagram of the combination of an LCD element and
an ECL cell. With external illumination, the light
travels in turn through a polarizer P, and the LCD
element, a second polarizer P, and the ECL cell, and
is then reflected at the back. Depending on the
arrangement of P,, parallel or crossed with respect to
Py, the information appears dark against a bright
background or vice versa. When there is no external
illumination, the ECL cell can be switched on. The
ECL light passes through P,, the LCD element and
P, . Again depending on the relative arrangement of
P, and P,, the information appears dark against a
bright background or vice versa.
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Since the distance between the electrodes in the
ECL cell is less than 0.1 mm, the cell thickness is
determined mainly by the thickness of the glass plates.
In practice, the plates are about 0.5 mm thick, so that
the cell thickness is about 1 mm. The addition of ECL

Fig. 19. Display of an LCD alarm clock with background illumina-
tion from a miniature incandescent lamp at 1.5 V and 70 mA
(above) and from a thin-layer ECL cell at 4.5 V and 1.5 mA
(below). Even though it requires far less power the ECL illumina-
tion provides a much better display.
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cells does not therefore significantly increase the total
thickness of display units.

Fig. 18 shows an LCD digital watch and an ECL cell
that can readily be incorporated behind the display
unit. Fig. 19 shows the display of two LCD digital
alarm clocks, one with a miniature incandescent lamp
and the other with a thin-layer ECL cell as back-
ground illumination. Even though it uses far less
power, the ECL illumination gives a much clearer dis-
play.

Most of the experimental work in these investiga-
tions was carried out by Ing. grad. M. Peterek and
K. H. Wilhelm.

Summary. Electrochemiluminescence (ECL) is the luminescence
resulting from the reaction between electrochemically generated
positive and negative radical ions. In general, ECL is a regenerative
process; the products of the chemiluminescence reaction are also
the starting compounds for the electrochemical conversion. At
Philips Forschungslaboratorium Aachen (PFA) a novel type of
ECL cell has been developed: it is a thin-layer cell filled with an
electrolyte-free solution of a known luminescent compound (e.g.
rubrene) in a weakly polar solvent (e.g. 1,2-dimethoxyethane). The
cells can be driven by direct voltage. Above a threshold voltage,
both the luminescence intensity and the electrochemical current
increase linearly with the voltage, without leading to saturation.
The luminescence occurs mainly near the anode and interesting pat-
terns are produced in the solution as a result of mass transfer by
electrohydrodynamic convection. The ECL efficiency is about 1%
and the cells have a much longer life than conventional electrolytic
cells. In combination with a high-pressure liquid chromatograph,
ECL cells form very sensitive detectors for some polycyclic
aromatic hydrocarbons. The cells can also be used as background
illumination in passive display elements, as in LCD digital watches
and alarm clocks.
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Computer-aided research on multiwire telephone cables

J. Veldhuis

Informed forecasts of the future of telecommunications include the emergence of an ‘Inte-
grated Services Digital Network’ (ISDN). The idea of such an all-embracing network, in
which text, sound and image would be transmitted by purely digital methods, may still seem
rather visionary, at least on a world-wide scale, but it powerfully influences current thinking
on existing telecommunication systems. The adaptation of these systems for the most eco-
nomic yet properly engineered transition to such a ‘network of the future’ is a challenging
topic of Philips research. The article below deals with theoretical work that is particularly
relevant to this research. The main question was the extent to which the existing telephone
system, with its conventional copper cable, can be adapted for the digital transmission
of speech and the provision of a wide variety of new data services. The analytical method
presented here, based on an advanced theoretical study of telephone cables with twisted wires,
clearly illustrates that simulation by software provides a most promising research method for

the study of large systems.

The copper cable and digital communication

The conventional copper cable used in existing tele-
phone networks is once again the subject of a great deal
of technological and scientific research. This tends to
be overshadowed somewhat by such a revolutionary
innovation as the glass-fibre cable, whose introduc-
tion has of course attracted a great deal of attention.
As is often the case, however, this new development
does not signify the immediate demise of the existing
technology !, nor even that all the research on it
is complete. Much practical and theoretical work
remains to be done.

Research on the copper cable has two objectives:
making better telephone cables and making better use
of existing telephone networks. The first objective is
of major importance to the cable manufacturer. In his
view, a telephone cable of high quality should give no
more than 1 to 2 dB attenuation per kilometre of cable
(at frequencies up to 100 kHz) in each of the grouped
transmission channels. ‘High quality’ also implies that
interference between the signals travelling along the
Ir J. Veldhuis is with Philips Research Laboratories, Eindhoven.

individual transmission channels is negligible. The
manufacturer therefore seeks to construct his cables
so as to minimize signal leakage between neighbouring
channels (‘crosstalk’). In addition to low attenuation
in the direction of transmission, his aim is to achieve
high isolation between the transmission channels (more
than 40 dB at frequencies up to 100 kHz in cables up
to 5 kilometres long).

The second objective, making better use of existing
cables, is of particular interest to those who wish to
transmit signals other than analog speech signals on
the existing networks. A good example of such ex-
tended use is the transmission of a wide variety of
data with the aid of digital signals. Indeed, this is

(11 The Netherlands Postal, Telegraph and Telephone service,
which is responsible for the Dutch telephone system, requires
for reasons of operational reliability that subscriber connec-
tions should be energized from the telephone exchanges. The
glass-fibre cable does not at the moment appear to be suitable
for this power-supply function. Research is however being
done in this field (R. C. Miller and R. B. Lawry, Bell Syst.
tech. J. 58, 1735, 1979). It is not yet entirely clear how the

. glass-fibre cable will ultimately be used, along with the copper
cable, in local telephone networks.
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already happening, though only on a small scale. Indi-
vidual users who have an appropriate terminal can
rent telephone lines to transmit their own data to a
central computer, and receive data from the com-
puter. In future all the ordinary subscribers may be
offered digital communication facilities through the
national telephone network.

A consequence of the new applications will be that
the frequencies of the electrical signals in the existing
local network will extend over a larger bandwidth
than has so far been necessary. This will become most
apparent when eventually the analog speech signals of
subscribers are also converted into digital signals.
Such a situation will require transmission channels
with a bandwidth of the order of 100 kHz, some 20
times the bandwidth required for analog speech sig-
nals alone (4 kHz).

A disadvantage of such a larger bandwidth is that it
entails greatly increased crosstalk between the trans-
mission channels, owing to the higher frequencies
in the signal. The attenuation and phase shift also
deteriorate rapidly as the frequency increases. Con-
sequently, the signals with a broad frequency spec-
trum will be much more seriously mutilated than the
present analog speech signals, with their bandwidth of
only 4 kHz.

The only real limiting factors in the plans to provide
telephone subscribers with digital communication and
new data-communication services are the existing net-
work and its cables. It is not easy to obtain an overall
picture of the limitations introduced into a cable net-
work because of crosstalk and attenuation. Making a
complete series of tests for every cable in the network
would be an almost impossible task.

A simpler and much cheaper method of investigat-
ing the effect of cable limitations is to use a computer
to simulate the telephone network as a system, with
the emphasis on transmission and crosstalk. A simula-
tion program of this type is based on a formal model
of the cable taken as an elementary structural unit.
Network calculations will then give a good simulation
of the transmission behaviour of the cable and the
interference due to crosstalk. Worst-case situations in
the cable network can then be determined.

To keep the simulation flexible the software should
be organized in modules, in such a way that the indi-
vidual blocks corresponding to parts of the network,
e.g. cables, switchgear, transmitters, etc., can easily
be included.

- The treatment in this article is confined to the cable
block; a substantial part of the software for this block
has now been completed. The calculations for this
block are made at three hierarchical levels, each with
its own cable model. At each level the program takes
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particular input data, and employs the model to arrive
at a result at the appropriate level. These results in
turn form the block of input data at the adjacent
level. This division into levels simplifies the cable cal-
culations, which is important for efficiently debugging
the programs in the initial phase.

In addition to these three levels, the schematic ar-
rangement adopted has a fourth level. At this level the
complete telephone network can be simulated by a
complicated product of various transfer matrices
whose characteristic data come from models of the
three main parts of the network (cables, switchgear,
transmitters/receivers). Improvement and expansion
of the communication facilities will eventually be at-
tained at the fourth level. For the work described in
this article the fourth level only acts as the environ-
ment for the cable-simulation program. This simula-
tion program has been completed at the ¢hird level.

In the sections that follow, the geometry of the
multiwire telephone cables used in the Netherlands
will first be described, and a number of interactions
between the conductors will be discussed. Attention
will then be turned to the three levels in the model cal-
culations, in particular to finding a cable model and
deriving from it expressions for the primary cable
parameters at the first level. These form the basis for
the network calculations, which eventually result in
signal-transfer matrices. The final section deals with
the software developed and the values of the primary
and secondary cable parameters calculated with this
software. A detailed example of one program module
is included, mainly to demonstrate the functional
structure of the program and to show that certain
general quality criteria for software are satisfied.
The article concludes with a comparison between
values that we have calculated and the results of
cable calculations and measurements carried out else-
where.

Geometry and interference
Conductor configuration

The geometry of a multiwire telephone cable is
mainly determined by the distribution of the wires
over the cross-section of the cable. Fig. I shows the
cross-section of a commonly used type of telephone
cable in the Netherlands. The cable contains a large
number" of conductor wires (there may be several
hundred). The wires are distributed in groups of four,
called ‘quads’, in concentric layers. There can be as
many as six or seven layers, including the central part
of the cable. From the inside outwards the number of
quads increases by six per layer. In each quad the
four wires are twisted together at a particular pitch,
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called the group pitch. The wires do not therefore run
parallel to the axis of the cable but are wound concen-
trically in the form of interwoven helices. In their turn
the quads are wound as helices in the individual layers
with a particular pitch per layer, called the layer pitch.
The layer pitches differ from one another, and the
group pitches also differ for adjacent quads in the
same layer.

This relatively complicated structure with group
and layer pitches has the advantage that if the rela-
tions between the pitches are properly chosen the
crosstalk effects between pairs of wires can be greatly
reduced. This is true whether the crosstalk is due to
inductive or capacitive coupling. Because the wires
are twisted, the structure is compact and strong — an-
other advantage of some importance.

45 mm
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The aim is to select the wires for the required trans-
mission channels in such a way as to achieve optimum
transmission with minimum crosstalk in the cable.

Many telephone subscribers in the Netherlands are
connected to the system by a single quad. The tele-
phone set is connected to the network by one of the
two side circuits (fig. 2). The remaining connections
are held in reserve.

In this article, calculating the transmission or cross-
talk in a cable is taken to refer to the transmission
along or crosstalk between the individual circuits just
described. The electrical quantities such as potential,
current and also the cable parameters in the rest of
this article always refer to a particular circuit, unless it
is explicitly stated that the quantity relates to a par-
ticular wire.

Fig. 1. A telephone cable with quad geometry (made by NKF Kabel B.V., Waddinxveen, The
Netherlands). A quad (Q) consists of four conductors. The central part of the cable has three
quads; the next layer (L 1) has 9 quads, then there is a layer with 15 quads (L2), a layer with 21
quads (L3), and so on. The entire configuration is contained inside a plastic-encapsulated screen-
ing shield of aluminium strip. The type shown here is widely used in the Netherlands for local net-
works as the cable between exchanges and subscriber groups. (The cable sample has been made
available by the Creative Services and Publicity Division of NKF Kabel B.V.)

Wires within a quad, and also quads themselves,
can be used for making a transmission channel (in
telephone cables often called a circuit). It is possible
to use a wire for more than one transmission channel
at the same time (a familiar example is given in fig. 2).
In this case one quad and a conducting shield form
four transmission channels, which can operate simul-
taneously and independently of each other.

In cross-section the wires of a quad form the corners of a square.
Two circuits, the side circuits, each consist of two conductors dia-
gonally opposite each other. Another circuit, the phantom circuit,
is obtained by taking each side pair as a single conductor. The
fourth circuit, the asymmetrical circuit, is produced by taking the
shield as one conductor and the full quad as the other.

The case of fig. 2 is based on the general proposi-
tion that a cable with NV conductors inside a conduct-
ing shield can provide a total of N independent trans-
mission channels 2!, The transmission channels in a
telephone cable are not chosen arbitrarily, of course.

The electrical quantities in the circuits and the corresponding
quantities for the wires are linearly related in a way that can be
described by a matrix equation. In the case of fig. 2, for example,
there are four circuit potentials (Vsi1, Vsz2, Ve, Va), referring to the
two side circuits, the phantom circuit, and the asymmetrical circuit
in that order. The matrix equation is:

Vs 1 0 -1 o0 v,
ng 0 1 0 1 Vs
el 1 b b | (n)
% 1 O U 1 %

A 4 4 4 4 4

where V1, Vs, V3 and V, are the potentials of the individual wires
(defined with respect to the sheath). The same matrix applies to the
relation between the charges on the circuits and wires. The four
wires and the shield are shown as perfect conductors in fig. 2; this
assumption is made when the capacitances of circuits (and also
between circuits) are calculated, as ratios of charges and potentials.
On the other hand, finite conductivity is assumed when dealing with
the currents and voltages in the longitudinal direction of a cable;
this assumption enables the resistances in the longitudinal direction

21 W. Klein, Die Theorie des Nebensprechens auf Leitungen,
Springer, Berlin 1955.
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to be derived in addition to the self-inductances and the mutual
inductances. This dual approach to the cable calculations will be
explained in more detail later.

Interactive effects

Although the electrical phenomena in multiwire
telephone cables are described by Maxwell’s classical
equations, it is not so easy to obtain a clear picture of
all the possible interactive effects inside and between
the conductors. The principal effects are listed in

signal in —= <———— cable —
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reduced) most strongly on the side of the cross-section
that lies closest to an adjacent conductor. It is related
to the classical skin effect, in which each conductor is
affected by its own magnetic field rather than the field
from adjacent conductors. Consequently, for the skin
effect, the current density in the cross-section is only
radially dependent, with a maximum at the outside of
the conductor. If the smallest spacing between the con-
ductors in a cable is at least five times the radius of the
conductor, the proximity effect is negligible in com-
parison with the skin effect. In the determination of
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Fig. 2. Simple example of commonly used conductors in a multiwire telephone cable. The cable
contains four wires (numbered), which are screened by a conducting shield (s#). Four independent
circuits are formed: the two side circuits (b/ue), the phantom circuit (green), and the asymmetrical
circuit (red). Each conductor is used for three signal currents. The input signals are supplied via
the primary windings (not shown) of four input transformers 7. The secondary windings of these
transformers are connected by terminals to the conductors and the shield. In a similar way the
signals at the end of the cable are delivered to the outside world via terminals and four output
transformers 7 (whose secondary windings are not shown). Only one signal is effective on a par-
ticular transmission channel; any other signals cancel each other out by balancing. Vs1, Vs2 circuit
potential of side circuit. Vg circuit potential of phantom circuit. V4 circuit potential of asym-
metrical circuit. ¥y .. V4 conductor potential (defined with respect to sh).

Table I. Some of these effects increase strongly with
frequency. An example is the proximity effect in the
conductors — a current-concentration phenomenon
that affects the resistances and self-inductances of
conductors as well as the mutual inductances between
conductors; the effect increases strongly with fre-
quency ).

This effect, highly undesirable at high frequencies
in telephone cables, is an asymmetry in the current
distribution over the cross-section of a cable con-
ductor, caused by the magnetic field of the currents
in adjacent conductors. The essential feature is that
the current density in the conductor is increased (or

capacitances in telephone cables, which is essentially
an electrostatic-field problem, a second proximity
effect has to be taken into account. This is an asym-
metry in the charge distribution (compare with the
current distribution above) on a conductor as a con-
sequence of charges in adjacent conductors. To avoid
confusion this effect is referred to in Table I as the
‘electrostatic proximity effect” with the symbol Pq. All
these effects ultimately contribute to an increase in the
attenuation and phase shift in the conductors, meas-
ured per metre of cable. The proximity effect P and
the skin effect S increase with the signal frequency,
but Pq is independent of frequency.
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H. E. Martin’s cage effect [*!, mentioned in Table I,
also increases the attenuation per metre; more pre-
cisely, it increases the effective capacitance per metre
of a circuit. The effect arises because each circuit in a
telephone cable consisting of twisted wires is effectively
enclosed by a Faraday cage. This cage — not to be
confused with the cable shield — is formed by the
group of other circuits most closely surrounding the
circuit under consideration. All these cages behave
like conducting shields at the same constant potential.
If the wires forming a cage are twisted together cor-
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separation’. If the cage encloses two circuits instead
of one — this could happen if non-ideal twisting of
the wires effectively makes one of the adjacent circuits
not part of the cage — then the induction charge will
also appreciably increase the capacitive coupling
between both of the enclosed circuits. V. Belevitch
has recognized this extension of the effect, and has
generalized Martin’s theory and at the same time suc-
ceeded in finding an explanation for the occurrence of
certain non-ideal twisting pitches [°!, an effect known
in practice but not really understood previously.

Table I. Influence of skin effect, shield, proximity effects and cage effect on the primary cable
parameters in a telephone cable with the geometry given in fig. 1. S skin effect. P proximity effect
(current). Pq electrostatic proximity effect (charge). K cage effect as described by Martin I3,
A separate column indicates which of the primary cable parameters are frequency-dependent and

which are not.

Primary cable parameter of circuit m, Change due to frequency
or between circuits m and n dependent
(defined per metre) S | Shield| P | Pq| K

Resistance R, Yes | Yes Yes | No [ No Yes
Self-inductance L,, Yes | Yes Yes| No | No Yes
Capacitance Cp, I8l | No | Yes [¢1] No | Yes| Yes No
Shunt conductance G, fal | No | Yes [€1| No | Yes| Yes Yes
Mutual resistance R mn 5] [ Yes | Yes Yes| No | No Yes
Mutual inductance Ly ]| Yes| Yes Yes| No | No Yes
Capacitance Cpn 3]l No | Yes (€] No | Yes| Yes No
Conductance Gpmn 8] No [ Yes [°]| No{ Yes| Yes Yes

[a] Conductance and capacitance are related by the fixed relation G = wCtand, where w (= 2nf)
is the angular frequency and ¢ is the loss angle of the material between the conductors.

) Ry + j@Lun = Unl/IL,, the ratio of the induced voltage per metre Uy, to the inducing current
I,. Owing to the screening effect of the shield, and also because of the proximity effect, this
ratio also has a real part, Ry, here called mutual resistance (per metre).

i<l The change brought about by the screening action of the cable shield only occurs in so far as
the circuit is not screened by the cage effect K.

rectly, their spatial location is such that the voltages at
the connection terminals of all the circuits belonging
to a particular cage do not change when the central
circuit in the cage is energized. (The surrounding
circuits and the central circuit are then decoupled elec-
trostatically, making capacitive crosstalk impossible.)
Local static-induction charges arise on the cage, and
these oppose the field-strength of the central field,
which produced them. The corresponding voltage
drop between the two conductors of the central circuit
in turn produces an increase in the effective capaci-
tance, for constant charge. This increase may amount
to 10 to 15%. Also, because of the twisting of the
wires — with a periodic variation of the distance
between central circuit and cage — the induction in the
longitudinal direction of the cable will be alternately
strong and weak, resulting in ‘longitudinal charge

With all these effects influencing the behaviour of
cables, it is not surprising that it is so difficult to cal-
culate the crosstalk between pairs of conductors prop-
erly. The amplitude of the crosstalk signals depends
closely on the method adopted for twisting the wires
inthe cable. For these reasons the simple cable models
now in use are often no more than rough approxima-
tions to the actual cable. The effects that occur in the
frequency range already important today cannot be
correctly described by these models, and the difficulty
is only aggravated at even higher frequencies.

81 H.-E. Martin, Die Berechnung der Ubertragungseigenschaften
symmetrischer Leitungen unter Beriicksichtigung des Verdral-
lungseffektes, Arch. elektr. Ubertr. 18, 293-308, 1964.

[4] . See for example P. Grivet, The physics of transmission lines at
high and very high frequencies, Vol. 1, Academic Press,
London 1970.

i8] v, Belevitch, On the theory of cross-talk between twisted pairs,
Philips Res. Repts 32, 365-372, 1977.
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The models

The simulation program on which we are working
attempts to take into account as far as possible all the
interactive effects between the conductors. A great
deal of attention therefore had to be paid to the con-
sequences of the complicated interweaving of the con-
ductors. This was made possible by the theoretical
work published in recent years, particularly by Bele-
vitch, working with G. C. Groenendaal and R. R.
Wilson [®1-[81 Their treatment gives particular atten-
tion to the two proximity effects and the cage effect.

INPUT SYSTEM »

MODEL
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It provides a better understanding of the frequency
dependence of the attenuation and the phase shift,
which determines the transmission behaviour.

The approach can also provide a better description
of the inductive and capacitive couplings, which deter-
mine the crosstalk between the pairs of conductors.

The block structure

Fig. 3 shows the block diagram of the cable-simula-
tion system we have designed, giving the levels at
which calculations can be carried out on the cables.

| DESIRED
CALCULATION OUTPUT
|

TELEPHONE CABLE

| PHYSICS MODEL R LCG
:> geomefry primary cable para-
material Maxwell’s equat/ons | meters cable
cross-sec.
|

& m=1,2. 2N
DISTRIBUTED 2N-PORT Prnn-12 2N
NETWORK ELEMENTS secondary cable para-
=Xy network theory meters cable
L—— BN - section

SECTION-MATRIX

CASCADE NETWORK

é m=12,.  .,2N
0\, #1142l .2,

ELEMENTS " 2N -ports —»! system parameters
Pmn Z’f; § ; B gx matrix multiptication L cable
_ S _ 1
CABLING TELEPHONE NETWORK
TRANSFER-MATRIX -
ELEMENTS
COMMUNICATION
Fo——————— - = IMPROVEMENT & EXPANSION
reduction of e g digital

i Pl I transmission transmission
: losses and
L (ZECEE crosstalk :{)
\TRANSMITTERS / |
| RECEIVERS
] MODEL
L _J

Fig. 3. Block diagram of computer-simulation software for telephone cables. The first three levels
represent the calculation of the elements of the transfer matrix — the system parameters &, for
signal transfer and hence the final cable model. These parameters, combined with the models for
the switching elements and transmitters/receivers (not dealt with here), will form a program
simulating the entire telephone network, shown at the fourth and lowest level. A program of this
type gives an efficient analysis of the transmission attenuation and crosstalk in existing telephone
systems. R resistance per metre. L inductance per metre. C capacitance per metre. G conductance
per metre. A 2N-port is a network consisting of N circuits, each with two connection terminals
(a port) at the input and the output. The parameters ¢, are defined in the text.
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At the upper level the calculation starts with dimen-
sions and materials, the ‘simplest’ data for establish-
ing the geometry and the electrical properties of a tele-
phone cable. These data are substituted in Maxwell’s
field equations, which serve as a model for calculating
quantities such as the resistance per metre, the self-
inductance per metre, etc., i.e. the primary cable
parameters R, L, C and G. These quantities charac-
terize the cable for an infinitely small element of
length (i.e. at a cross-section); because of the twisting
of the wires, they will not be truly constant over the
length of the cable but will depend on the location of
the cross-section. Owing to the complicated geometry
this first step in the calculations, in which the effects in
Table I enter into the picture, is especially difficult to
carry out; it is the subject of a separate area of
research in which a great deal of theoretical work is
under way, as mentioned earlier.

At the second level the model is what is called a 2N-
port, a network circuit built up from the quantities R,
L, C and G calculated — at many cross-sections —
from the first level, and referred to at this level as
‘distributed network elements’. A network of this type
can be used to form N independent circuits. A circuit
consists of two lines, with a ‘port’ at the input end and
at the output end of the network. In each circuit there
are two potential drops: one across the input terminals
and one across the output terminals, so that there are
also two current levels. The network establishes a
linear relation between all the currents and voltages at
the input and output. This relation is mostly clearly
described by a ‘section matrix’, a matrix of 2Nx 2N
elements ¢ mn, the secondary cable parameters.

In the simple case of two conductors without a

shield the section matrix consists of four elements. If
the conductors are parallel and the primary param-
eters thus independent of the length coordinate, the
linear relation between the current (/s) and the poten-
tial difference (Vs) at the input and the current (Ir)
and the potential difference (¥R) at the output of a
cable section of length Az is not difficult to determine,
and is:

Vs 1 cosh(yAz) Z.sinh(yAz) Vr

= )]
1
Is —Z—sinh(yAz) cosh(yAz) Ir
[+

18] V., Belevitch, Theory of the proximity effect in multiwire
cables, Philips Res. Repts 32, 16-43 and 96-117, 1977.

See also G. C. Groenendaal, R. R. Wilson and V. Belevitch,
Calculation of the proximity effect in a screened pair and quad,
Philips Res. Repts 32, 412-428, 1977.

71 V. Belevitch, R. R. Wilson and G. C. Groenendaal, The
capacitance of circuits in a cable with twisted quads, Philips
Res. Repts 32, 297-321, 1977.

[8] V. Belevitch and R. R. Wilson, Cross-talk in twisted multiwire
cables, Philips J. Res. 35, 14-58, 1980.
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It will be evident that the pair (Vzr, Ir) can be used in
turn as the input signal to the next cable section. The
coefficient Zc is the characteristic impedance, and
Y (Ea + jB) is the complex propagation constant.
The real part « is known as the attenuation constant
and the imaginary part 8 as the phase constant.

In this case Z. and y are given by

Z: = {(R + jwL)/(G + jwC)} 2
and
y=a+if =R+ joL) (G +jwO}. @3

The quantities Z., e, f are known from conventional
cable measurements, and are also frequently referred
to as secondary cable parameters (the name reserved
in this article for the elements of the section matrix).

The objective at the second level is therefore to cal-
culate the elements ¢mn. These can be derived from
the primary cable parameters by means of ordinary
network theory. The 2N X 2N elements characterize a
short length of cable (a ‘cable section’). In the general
case the derivation is much more complicated than in

" the example given above, in which there is only one

current and one potential difference at the input and
output.

At the third level the transfer matrix of a complete
cable is calculated by treating the cable as a cascaded
circuit of the separate cable sections and then multi-
plying the appropriate section matrices in the proper
sequence. This results in the 2V X 2N matrix ¢lements
D mn, the ‘system parameters’ of the complete cable.

Calculation of transmission and crosstalk

The primary cable parameters (R, L, C and G in
fig. 3) are quantities that only really become electric-
ally significant when we consider a length of cable and
not a cable cross-section, and treat that piece of cable
as an electrical network. Fig. 4 shows a network that
can serve as equivalent circuit for a piece of cable of
length Az. Longer pieces are equivalent to cascaded
arrangements of such equivalent circuits.

A telephone 'cable, especially a modern high-quality
cable, generally provides such good transmission
channels that the intricate problem of analysing the
total network, via the determination of both transmis-
sion behaviour and crosstalk, can with advantage be
split into two separate problems. The transmission
behaviour and the crosstalk are then determined sep-
arately. Splitting the total problem in this way makes
the calculation much simpler and more efficient. It is
possible to make such a split because the energy lost
during transmission as crosstalk is at least an order of
magnitude smaller than the energy used for the trans-
mission. o
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The transmission problem of a cable with NV con-
ductors inside a conducting shield (s#) thus reduces to
the simple transmission problem — although it has to
be repeated N times — of a circuit with only two wires
in free space (shown in red in fig. 4). The solution to

|

J. VELDHUIS
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agation of voltage and current waves in the entire net-
work. To find a general solution to these equations
— thus giving all the secondary cable parameters @ .
(fig. 3) — is so massive a task that numerical methods
have to be used.
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Fig. 4. Simplified equivalent circuit of a short piece of telephone cable (length Az) in which N con-
nection circuits are formed from N numbered wires inside a shield (s#), which at the same time
represents the zero level for all the electric potentials V. The circuit (p,q) consisting of the wires p
and g is shown in full. Only the network elements printed in red need be known to calculate the
signal transmission in the circuit. The dashed network elements form the ‘environment’ of the cir-
cuit; they are necessary for calculating the crosstalk in (p,g). R, L, C, G are primary parameters,
whose significance is defined in fig. 3. Ly mutual inductance per metre. All network elements refer

to separate conductors.

this problem is provided by the equations (1), (2) and
(3) discussed earlier. In reality, of course, the wires
are not in free space, and if this simple calculation of
the transmission behaviour using equations (1), (2)
and (3) is to be sufficiently accurate, then the primary
parameters of this single circuit (the red network ele-
ments in fig. 4) must be calculated with due allowance
for all the interactive effects in Table I, as they occur
in the complete cable. As mentioned earlier, the twist-
ing of the wires makes the primary cable parameters
functions of z, the coordinate of length along the
cable. The values of the primary constants used in
equations (1), (2) and (3) are averages over the length
of the cable.

The separate crosstalk problem is a much more dif-
ficult problem in network theory, since the ‘environ-
ment’ does have to be taken into account by including
all the network elements shown dashed in fig. 4. This
would in fact become the problem of solving the
generalized telegraphist’s equations !°1, a large array
of coupled differential equations describing the prop-

The quality of modern telephone cables is so good
that the coupling between the different circuits is suffi-
ciently small to allow a considerable simplification of
the network structure of the ‘environment’ in fig. 4.
In our approach to the calculations this meant that we
neglected any feedback effects from a circuit receiving
interference to the circuit producing the interference,
as effects of higher order.

‘Indirect crosstalk’, due to the induction of signals in a third
circuit as an interfering intermediate stage, and often discussed
previously [?1, has also been omitted from our network calcula-
tions. This is because its contribution to the total crosstalk in high-
quality telephone cables is negligible. The effect of the ‘other’ cir-
cuits is included in the calculation of the primary parameters
through the cage effect. The contribution from a cage, which causes
a marked increase of the capacitances between the circuits enclosed
by the cage, is much more important than this crosstalk via third
circuits. It would be more accurate, of course, to take both forms
of crosstalk into account in the calculations; however, it is sufficient
to include the cage effect alone if a first-order approach to crosstalk
is considered acceptable.
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A signal-carrying circuit therefore only experiences
significant interference as a result of direct crosstalk
from the other main signals on the other circuits in the
cable. |

We have calculated both the Near-End CROSSTalk
(NEXT) and the Far-End CROSSTalk (FEXT), for
the near and far ends of the circuit receiving inter-
ference, by inserting the primary cable parameters
in N. A. Strakhov’s equations ['°1, The coupling
parameters of importance in crosstalk (Cm» and Lmx»)
depend on the length coordinate (z). This dependence
was taken into account by substituting our calculated
coupling parameters in the appropriate equations.
Since many conversations are transmitted simultane-
ously in a telephone cable, the crosstalk is often the
sum of many contributions (with complicated statis-
tical aspects). The annoyance caused by crosstalk in a
telephone circuit depends of course on its magnitude
relative to the desired speech signal. The annoyance
due to'the crosstalk increases with the recognition of
this unwanted signal as speech.

Theoretical background

The theory used here for calculating the primary
and then the secondary cable parameters is J. R. Car-
son’s well-known quasi-stationary theory [*!1, which
has also been widely used elsewhere. The twisting of
the conductors introduces fundamental difficulties with
this theory, but we were able to find a way round the
difficulties. )

Carson’s theory shows that for perfectly parallel
conductors signal transmission is possible in the form
of waves of the quasi-TEM type, virtually transverse
electromagnetic waves. A subsidiary condition is that
the signal wavelength should be large compared with
the distance between the conductors in a cross-secfion.
Table II lists a number of field-strengths and current
densities, etc., for cables carrying waves of the quasi-
TEM type. These waves closely resemble pure TEM
waves, which can only be excited if the material
between the conductors is completely homogeneous
and the wires are perfect conductors. '

Transmission with quasi-TEM type waves is effi-
cient. The mean lateral radiation of energy is virtually
negligible and the attenuation in the direction of prop-
agation is low for wires that are good conductors.

In applying the quasi-stationary theory there are two separate
steps in the calculation of both the transmission and the crosstalk
behaviour. The first step gives the primary cable parameters (the
first level in fig. 3), by calculating them from the transverse com-
ponents of the field vectors E and H. To do this, Maxwell’s equa-
tions of the electromagnetic field, with their boundary conditions,
are solved for a cross-section of the cable. The second step gives the
secondary cable parameters (the second level in fig. 3), by deter-

TELEPHONE CABLES 93

mining the wave propagation along the cable. As mentioned earlier,
the determination takes the form of an analysis of voltages and
currents in the network model, the complete diagram in fig. 4.

In actual telephone cables there is the complication,- already
discussed, that the conductors are not parallel, which means that
the quasi-stationary theory does not apply. The distances between
the twisted wires vary periodically with the coordinate (z) along
the length of the cable.

To find the primary cable parameters at a cross-section we have
kept to the /ocal values of the distances between the wires — defined
between their centres. In doing so we have assumed that the wires
are locally parallel to the axis of the cable and that the cross-section
may be treated as an infinitely short length of an infinitely long
cable with parallel wires (this is our stratagem). The quasi-station-
ary theory is then applicable and it can be used to solve the field
equations with their boundary conditions for the cross-section. The
twisting of the wires can then be taken into account by slightly
altering the position of the cross-section along the cable and solving
the field equations with their boundary conditions again.

We have used this method of approximation to cal-
culate the primary cable parameters; they turn out to
be periodic functions of the coordinate of length. This
is in fact due to the periodic variation of the trans-
verse distances between the wires.

In the calculations of the crosstalk problem we
must take accurate account of the periodic variation
of the primary cable parameters. For calculating the

Table II. Field-strengths and current densities for electromagnetic
waves of the quasi-TEM type (virtually transverse), in a cable with

. parallel high-conductivity wires. The longitudinal direction of the

cable coincides with the direction of the z-axis. Inside and outside
the conductors the z-dependence of these quantities is given by
exp(—yz), where y is the propagation coefficient.

Region in
the cable
Quantity Inside conductors Outside conductors
E
Electric
field-strength E, ¥ >E. E, E, < E.Ey
H
Magnetic
field-strength H: < Hy, H), H, < H,, Hy
J
Current density J>0 =0
3D
Displacement
current density |8.D| < J +00

[8] E, inside the conductors is orders of magnitude smaller than E,
and E} outside the conductors. .

[b] The value depends on the frequency and remains small up to the
microwave range.

1 8. A. Schelkunoff, Conversion of Maxwell’s equations into
generalized telegraphist’s equations, Bell Syst. tech. J. 34,
995-1043, 1955.

(01 N, A. Strakhov, Crosstalk on multipair cable — theoretical
aspects, in: NTC73, Conf. Rec. Nat. Telecomm. Conf.,
Atlanta 1973, Vol. I, pp. 8B/1-7.

(111 3 R. Carson, The rigorous and approximate theories of elec-
trical transmission along wires, Bell Syst. tech. J. 7, 11-25,
1928. )
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transmission behaviour, on the other hand, this varia-
tion is not so important. Consequently in the trans-
mission calculations the cable parameters can first be
averaged over z, so that we can after all substitute
values for the primary cable parameters that are
independent of z in the network equations (1, 2, 3).

J. VELDHUIS
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A diagram showing the method of solving the field equations,
with their boundary conditions, for a cable cross-section is given
in fig. 5. It can be seen that the calculation of the primary cable
parameters R and L is kept separate from the calculation of C
and G.

The first calculation aims primarily at determining the N mag-
netic vector potential fields ({A:},,, m = 1,2,..., N in fig. Sa),

parallel outside |SOLVE LAPLACE's EQUATION
ga:g“fg conductors magnetic vector
potentials {Az},,
m=1, 2 PR N
; i transfarmation
given I T transformation ranstar Un _ R viwl
- w -+ circ 7, o J W mn
a N conductars boundary {4z} — Un N circuits ;
= = conditions m - resistance [m
currents I polfagein Up—> Un . 4 /
n=1,2,...,N l_ _In =00 inductance/m
SOLVE HELMHOLTZ s EQUATION
magnetic vector I
inside potentials {Az},
conductors P.S m=1.2. . .N
| parallel baundary | . =0 cage
| o=@ conditions — effect
LVE L APLACE" EOUAT;ON transformation 2
SOLVEL 2 w > circ [Vaied Conn
b N conductors potentials V, N circuits —
= charges Q, (per metrel P =12 N Vin— Vi capacitancelm
' D= g armerl | Shits a,—~Q.
—————— — — — . el L —

Fig. 5. Block diagram for calculating the primary cable parameters Ry, Lmn, Coin and Gy for a
telephone cable with quad geometry (fig. 1). J. R. Carson’s quasi-stationary theory is used
so that the calculation can be divided into two stages. In both stages the most important part of
the calculation consists in solving the equations of the electromagnetic field with their boundary
conditions, for a cross-section of the cable. @) Calculation of the resistances per metre (R,,,) and
of the self-inductances (L ,») or mutual inductances (L ,..), per metre. The matrix consisting of

[ wCpatan 6 =Gy

conductancejm

the elements Ryn + jwL ., is the impedance matrix (fig. 6a). The essential feature of the calcula-
tion is the solution of Laplace’s equation outside the conductors and Helmholtz’s equation inside
the conductors. The solution to Helmholtz’s equation also provides as a result the proximity effect
P and the skin effect S (Table I). ¢ conductivity. 9, D displacement current density. The symbol ~
indicates that the quantity has been defined for a conductor (without the symbol it has been
defined for a circuit). w— circ transformation of quantities for a conductor to corresponding
quantities for a circuit. b) Calculation of the capacitances per metre (C.,) and the conductances
per metre (Gm,). The essential feature of the calculation is the solution of Laplace’s equation
outside the conductors. One of the results is the electrostatic proximity effect P,. corr correction
for the cage effect (K in Table 1). § loss angle of the material outside the conductors. The cable
sheath acts as a shield at zero potential. (Note: R, Linmy Comys Gmm are called Ry, Lo, Con,

G, in Table 1.)

The resultant loss of accuracy in the transmission cal-
culations is insignificant.

A limiting condition in the calculations is that all
the pitch lengths in the cable have to be small with
respect to the signal wavelength. So far this condition
has always been satisfied, because in practice attenua-
tion and crosstalk increase so rapidly as wavelength
decreases that a cable becomes useless at frequencies
well below those at which our approximate quasi-
stationary theory loses its validity.

where N quasi-direct currents in the wire cores (1~,,) form the input
data. The voltage drop per metre (U,,) along the conductors can be
calculated from the magnetic fields. Dividing by the current gives
the required complex impedance, which can then be used to find the
resistance per metre, the mutual inductance per metre and the self-
inductance per metre.

The main purpose of the second calculation is to determine N
electrostatic potential fields (V.,, m = 1,2,..., N in fig. 5b), with
the charge per metre on each wire (Q,,) as the input data. The cage
effect, which only occurs in wires that are twisted, is included in the
calculation as a special boundary condition, which states that cir-
cuits forming part of a cage must everywhere have the constant
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potential of the cable shield (zero). As soon as the complete poten-
tial distribution is known, all the capacitances (per metre) can now
readily be calculated.

The separation of the calculations can be seen as a further sim-
plification of the quasi-stationary theory. In this approach the
transverse field associated with the TEM waves is approximated by
taking the individual contributions from a static electric field and a
quasi-static magnetic field. The two fields are thus effectively ‘de-
coupied’ by omitting from Maxwell’s equations contributions from
the magnetic field and from the electric field that are very smalil.
The first field, the electric field, is therefore calculated for the
simpler case of perfect conductors (¢ = oo ); this is a good approx-
imation, since the z-component of the electric field inside the con-
ductors is extremely small (see Table II). The second field, the
magnetic field outside the conductors, is calculated with the dis-
placement currents set equal to zero (3,D = 0, in fig. 5a); the field is
then due entirely to the currents in the conductors. This condition is
correct for all signal frequencies below those in the microwave
band. It should be noted in passing that the current-density distri-
butions of the quasi-direct currents in the calculations in fig. 5a are
not uniform over the cross-sections of the wires: the current con-
centration resulting from the proximity effect and the skin effect are
both found when solving the equations for the magnetic vector

_ potential (Helmholtz’s equation) inside the conductors.

The program
The strategy

In designing our cable-simulation program we fol-
lowed the distribution of the calculations over three
levels as illustrated in fig. 3. The programming method
adopted is known as ‘stepwise refinement’ 2!, which
means that a further redistribution of the separate
parts of the calculation is introduced at each level by
splitting it up into increasingly refined modules. One
of the main objects of such a strategy is to make the
program as ‘user-friendly’ as possible; the extent to
which this has been achieved was checked against five
quality criteria for readily communicable and user-
friendly software (Table III). Since, as we have seen,
there are two distinct objectives in research on tele-
phone cables, it was a challenge for us to ensure that
the program would be user-friendly in regard to either
objective. The manufacturer can incorporate any
likely modifications to a cable design into the program
without too much difficulty, while the engineer who
has to consider the possibilities for data signals can
easily calculate the transmission behaviour of existing
cables.

The stepwise-refinement procedure offers some ap-
preciable advantages. One is that a module can be
modified, considerably if necessary, without intro-
ducing the need for significant changes in the rest of
the program. We found many advantages in using
modules, especially while the program was being writ-
ten; the scheme adopted made the program easy to

1?1 N. Wirth, Program development by stepwise refinement,
Comm. ACM 14, 221-227, 1971.
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grasp and therefore easy to communicate. Another
important aspect of the modular structure is that it is
easy to check that the program is correct. The check
has two aspects: making sure that the relations be-
tween modules are as intended, and ensuring that the
individual modules are operating to specification. We
found that such checks took little time or trouble.

To meet the criteria for ‘efficiency’ and ‘com-
prehensibility’ (Table III) we obviously had to give
careful consideration to the choice of programming
language. The entire progam was written in PASCAL,
except for a few modules in FORTRAN (see next sec-
tion). The program was run on a VAX11/780 mini-
computer, which operates with words of 32 bits. The
version of PASCAL used had already been provided
by the computer manufacturer with facilities for com-
piling each of the modules separately into machine
instructions. This saved a great deal of time when we
came to write our program (and it still saves time
whenever we have to make modifications).

Choice of language

When we were choosing the programming language
there were two main conditions. The first was to have
a language that could easily handle data ¢ypes, so that
we could specify the geometrical structure of a tele-
phone cable as freely as possible. The second condi-
tion was that we should be able to solve a wide variety
of numerical problems simply and rapidly, since the
calculations for determining the primary cable param-
eters are extensive. There were many languages suit-
able for ‘structured’ programming, and because of
the conditions just described we finally decided to use
PASCAL. One important consideration was that
PASCAL has much to offer for type classification,
thus helping to ensure the comprehensibility of the

Table III. Quality criteria used in designing the cable-simulation
program, mainly to ensure smooth communication and ‘user
friendliness’. '

Criterion Description

Each module should meet its specification
exactly.

Correctness

If properly used the program should run cor-
rectly; each error should be clearly signalled.

Completeness

Flexibility Small program modifications should be pos-
sible ‘on the spot’, and should not therefore
require extensive rewriting of other parts of the

program.

Clarity The program should be readable and under-

standable.

Efficiency For all task implementations fast standard
algorithms are preferable to ‘clever’ (but un-
clear) ad hoc solutions; for interactive opera-
tions the time needed per task unit should be of

the order of seconds.
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program. PASCAL does have some disadvantages,
such as the absence of variables with the type of a
complex number, so that calculations with complex
numbers required extra programming. Another dis-
advantage was that the limits of declared arrays can-
not be dynamically changed during execution, and
this was also compensated for by additional program-
ming work.

At the places in the program where extensive cal-
culations are required, e.g. to solve a large set of
linear equations, a separate processor, the ‘array pro-
cessor’, was used for greater efficiency. This proces-
sor, which is exceptionally fast, only accepts modules
written in FORTRAN. At these places the program
calls up routines in FORTRAN, even though it is writ-
ten in PASCAL itself. This is possible largely because
of the modular structure of the program.

Example of a module

Fig. 6 shows a module, called ZMATRIX, whose
complete program text is printed in fig. 6a. The main
operation carried out in this module is the determina-
tion of the impedance matrix at a cross-section of
a cable. In other words, this module establishes, for
a particular cross-section of a telephone cable, the
equations — in the form of a matrix — relating the
voltages on the individual wires to the currents in
these wires (fig. 5a). The calculations are complicated
and include a number of steps, each occupying an
independent submodule. The flow chart in fig. 65
shows the sequence of these sub-operations. We shall
now see how a number of the quality requirements
listed in Table 111 reveal themselves in this typical
program module.

Correctness. The program module (fig. 6a) starts at
the top with the specifications of the module. In this
particular case merely specifying the main operation,
as is done here, is sufficient. The specification should
always be kept as simple as possible, because the cor-

Fig. 6. Example of a module in the program for simulating tele-
phone cable (fig. 3). This module can be used for determining the
impedance matrix (fig. 5¢) for a cross-section of the cable. @) The
program of the module. The program starts with a list of the speci-
fications that the module has to meet; then the procedures and
variables are declared; the third segment, between BEGIN and
END, contains the calculations, for which (b) represents the flow
chart. In addition to the specifications the program later gives ex-
planations in natural language as well, i.e. all lines between (»and ).
The program itself is written in the high-level language PASCAL.
The instruction explained by ( »solve Ax = b in Array Processor «)
brings in a second processor. This is faster than the ordinary type,
which improves the efficiency. It requires FORTRAN software
however. The subroutine used solves the set of linear equations
Ax = b with the aid of a standard algorithm in FORTRAN; the text
is not given here. ) Flow chart for the calculation in (a). The dif-
ferent operations are executed sequentially where possible, for sim-
plicity and clarity. The only branching in this example is included
to provide a check (red blocks) on fundamental difficulties or
compulting errors in solving the equations Ax = b.
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(* In a cable cross section the impedance matrix IMAT is catculated
(% ZMAT relates the (per unit length) Llongitudinal voltage drop and

(% the cur

rent in the wires.

<

%INCLUDE

PROCEDURE

PROCEDURE
PROCEDURE

PROCEDURE
PROCEDURE

PROCEDURE

PROCEDURE
CONST

VAR A

b

Ltn

wp

st

BEGIN

END;

global.dat"
filla (VAR mat typ A;

VAR w ityp wWarr;

VAR | :typ Larr); 'EXTERN;
fillb (VAR b :typ_rhs;

VAR w ityp Warr); EXTERN;
Lamn (VAR | ttyp Larr); EXTERN;
screen (VAR w :typ warr); EXTERN;
fillzmat (VAR zmat  :typ z;

VAR w ityp Warr;

VAR rhs :typ_rhs); EXTERN;
APsolv (VAR bar ttyp_A;

VAR rhs styp_rhs;

n,m,st :integer); FORTRAN;

zmatrix (VAR ZMAT: typ_z);
9K = 1;

totyp_A;

i typ_rhs;
S : typ__Larr;

© typ_Marre;

LN, M: integer;

N:=dim; (* global constants dim and stmax
Mi=stmax;

tamn(Lns); (x fill the lambda-matrix ins
screen(Wp); (« fill screen factor array Wp
fillaCA, Wp,Lns); (» fill matrix A (NxN) using Wp,Lns
fillb(b,wp); (« fill matrix b (NxM) using Wp

APsolv(A,b,N,M,st); (* solve Ax=b in Array
(* x is returned in b,

IF st=0K THEN
fillzmat (ZMAT wp,b);

ELSE
BEGIN WRITELN('ERROR in APsolv');
WRITELN('Status = ',st:2);
HALT
END;
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ill matrix Lns
i

Lf /it array Wp

fill matrix A
using
Wp and Lns
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| using Wp
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rectness of the module can then be demonstrated by
means of simple tests. Any limiting conditions ap-
propriate to.the use of a module, which therefore
form part of the specification, are included at the top.
The flow chart in fig. 6b illustrates another objective,
which is to compose the modules from a very limited
number of sub-operations, whose interrelationships
can be represented by a diagram with as few branches
as possible.
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the program is of course improved by the choice of a
language such as PASCAL; with such a high-level
language it is easier to relate the formulation of the
problems to natural language than it would be with a
computer-oriented language (e.g. an assembly lan-
guage). This again increases the comprehensibility.

Efficiency. An example of the introduction of a fast,
standardized algorithm to improve the efficiency of the
program is the use of the array processor mentioned

Table IV. Comparison of calculated and measured values of attenuation and phase shift in a tele-

phone cable with strong proximity effect [131,

Quantity Attenuation Phase shift
. (dB/km) (rad/km)

fs':ggsclmcy Measured Calculated Calculated| Measured Calculated Calculated

(kHz) (Lenahan _[‘3]) (Lenahan)  (ours) |(Lenahan{'®)) (Lenahan) (ours)

5 2.55 2.56 2.56 0.42 0.42 0.42

10 3.30 3.28 3.28 0.69 0.70 0.70

50 7.40 7.46 7.46 2.36 2.35 2.35

100 11.23 11.22 11.21 4.71 4.69 4.68

500 27.96 27.53 27.52 19.45 19.51 19.48

1000 41.95 41.83 41.80 36.85 36.98 36.94

5000 111.73 112.72 112.87 168.70 168.74 168.60

10000 166.25 168.02 167.93 328.85 328.83 328.61

Completeness. The blocks ‘status OK’ and ‘error sig-
nal’ in fig. 60 are necessary to ensure that the text of
the program is complete in this respect. In solving the
set of linear equations Ax = b the first step is to deter-
mine whether all the basic conditions (e.g. det A  0)
have been satisfied and then to check whether the cal-
" culations are proceeding correctly. Any errors are sig-
nalled and this stops the program. If there are no
errors, the matrix ZMAT can then be set up or ‘filled’,
completing the operation of the module.
Flexibility. The modular structure is the best guarantee
of flexibility. In the case of fig. 6 the set Ax=2> is
solved by the numerical routine APsolv, a separate
sub-module. If another method of solution seemed
better, and assuming that it could also be embodied in
a sub-module, called SOLV here, then we need only
replace sub-module APsolv by its counterpart SOLV,
and compile the text of the module ZMATRIX again.
(At the level of the ZMATRIX module the available
PASCAL version offers separate compilation.)
Comprehensibility. In addition to the specification the
program text in fig. 6a also indicates the sub-opera-
tions that have to be carried out in succession. This is
in fact a kind of description of fig. 6b in words, which
improves the comprehensibility. In addition to the
simplicity of the flow charts, the comprehensibility of

above for solving the large set of linear equations
Ax=>b in fig. 6b. At places such as this the program
calls up routines in FORTRAN, since the array pro-
cessor can only work in FORTRAN. The incorpora-
tion of program text in another language is facilitated
by the modular structure. In this way some parts of
the cable-simulation program with a great deal of cal-
culation can be handled rapidly and by standardized
methods, which greatly improves the efficiency and
also improves the comprehensibility.

Results and their verification

We used the quasi-stationary theory described ear-

lier ‘and the simulation program to calculate the
primary and secondary cable parameters of a number
of experimental cables made by NKF. We verified the
results by comparing them with measurements on the
cables. The calculations and the measurements were
found to agree well, both for cables with parallel wires
and for cables with twisted wires. (The differences
amounted to no more than 5% of the calculated
value.) Some of the differences are attributable to
“small variations in the manufacturing .processes,
which are difficult to avoid. The conclusion is that the
cable-simulation program gives results with an error
of no more than a few per cent.
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As a further check on our program we made a com-
parative calculation of the attenuation and phase shift
in a cable made by Bell Laboratories on which T. A.
Lenahan had carried out calculations and measure-
ments [!3]. Some of the results are listed in Table IV.
In this cable, which contains only two wires inside a
closely fitting shield, the proximity effect is strongly
pronounced. Here again the agreement was entirely
satisfactory. In the meantime a number of calcula-
tions have been made on cables with much more com-
plicated wire geometries, and these have also given
satisfactory results. The simulation of a ‘real’ tele-
phone network using computer software in the man-

(131 T, A. Lenahan, The theory of uniform cables — Part I: Cal-
culation of propagation parameters, Part 1I: Calculation of
charge components, and also: Experimental test of propaga-

tion—-parameter calculations for shielded balanced pair cables,

Bell Syst. tech. J. 56, 597-610, 611-625 and 627-636, 1977.
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ner illustrated in fig. 3 is therefore something that
stands a good chance of becoming reality in the not

too distant future.

Summary. A study of multiwire telephone cables with quad geom-
etry, with the twin objectives of improving the quality of the con-
ventional copper cable with twisted wires, and of introducing digital
communications via the national telephone system, is most easily
carried out by computer simulation. The modular software for
cable simulation, with ‘stepwise refinement’ and with emphasis on
transmission behaviour and crosstalk (which are particularly im-
portant in local networks) is written in PASCAL for a VAX11/780
minicomputer. Primary (R, L, C, G) and secondary cable param-
eters and signal-transfer matrices of complete cables can be cal-
culated with this software for given dimensions and materials. Two
proximity effects (due to currents and charges), the skin effect and
Martin’s cage effect in the generalized form given by Belevitch are
included in the calculations. A program module described as an
example demonstrates the ‘user-friendly’ nature of the software, as
well as other qualities such as efficiency and error-signalling facili-
ties. The method of calculation is based on Carson’s quasi-station-
ary theory of electrical transmission along wires, adapted to twisted
conductors. Results of cable calculations are given along with their
verification by measurements.
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The TRAPATT oscillator

R. Davies, B. H. Newton and J. G. Summers

It is not uncommon in the history of a new semiconductor device for many years to elapse
between the first reports of ex&iting research results and the eventual emergence of a mature
component. The TRAPATT diode is no exception, and the promise of ten years ago is only
now reaching fulfilment. This diode can provide high peak powers at microwave frequencies
of several GHz, but careful circuit design is necessary to capitalize on the full capabilities
of the device. Research scientists at Philips Research Laboratories, Redhill, and development
engineers at Mullard Ltd have cooperated in a systematic experimental investigation of
- TRAPATT diodes and the oscillator circuits in which they function. As a r-esult, the
TRAPATT oscillator can now be considered as a serious contender for pulse-transmitter

applications in the frequency range 2-4 GHz.

Introduction

Since the early sixties, many solid-state diodes have
been studied as potentially useful sources of micro-
wave energy. Sometimes these devices have been used
as low-power oscillators requiring separate external
amplification to achieve useful power levels. How-
ever, many studies have focused on their character-

- istics as fundamental microwave oscillators producing
sufficient power directly. Both continuous and pulsed
operation have been investigated.

The IMPATT (IMPact Avalanche and Transit
Time) diode!*! was the subject of considerable
research over a period of about ten years, starting in
1965. This is a p-n junction diode that has a negative
resistance when reverse biased; its operation depends
on the transit time of carriers generated in an ava-
lanche region passing through the device. During
studies of this diode, a mode of operation was
observed that differed markedly from the normal
IMPATT mode. This new behaviour was character-
ized by its very high electrical efficiency, high power
output and lower frequency of oscillation, and was
referred to as the ‘anomalous mode’ [2],

Out of this work was developed the TRAPATT-
diode oscillator, where the acronym ‘TRAPATT’
stands for TRApped Plasma Avalanche Triggered
Transit. This is the name by which the anomalous

R. Davies, Ph.D., B. H. Newton, Ph.D., and J. G. Summers,
B.Sc., are with Philips Research Laboratories (PRL), Redhill,
Surrey, England.

mode is now known, and describes the operation of
the diode when incorporated in a suitable circuit.
Several computer simulations have successfully ex-
plained the basic TRAPATT mechanism !, but no
detailed consideration has been given to the inter-
action between the diode and the circuit. Consequent-
ly, an empirical approach to device and oscillator de-
sign has been followed that, until recently, has led to
sub-optimal designs and over-complex circuits, giving
rise to unreliable operation.

Initial experimental results using this new type of
diode were very encouraging, and high peak powers
were obtained at frequencies up to about 10 GHz,
with d.c. to r.f. conversion efficiencies greater than
30%. The present-day performance of the TRAPATT
diode and three contemporary devices is illustrated in
fig. 1, for single diodes in pulsed oscillators. Although
not offering the very highest output powers, the
TRAPATT diode is more efficient than its competi-
tors, and can operate at higher duty cycles. Its opera-
ting frequency, however, is limited to the lower end of
the microwave spectrum. Despite the early promise of
the device, and its attractions as a source for use in

(11 D, de Nobel and M. T. Vlaardingerbroek, IMPATT diodes,
Philips tech. Rev. 32, 328-344, 1971.

21 P, J. de Waard, Anomalous oscillations with an IMPATT
diode, Philips tech. Rev. 32,7361-369, 1971.

31 See for example B. C. DeLoach, Jr., and D. L. Scharfetter,
Device physics of TRAPATT oscillators, IEEE Trans. ED-17,
9-21, 1970.
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pulsed radars, there has been no significant impact
beyond the results of the initial stages of development.

" Very few, if any, of the early TRAPATT oscillators
have been manufactured in any quantity, and there
are few remaining TRAPATT studies.

This failure to make an impact on microwave
systems was due to difficulties in establishing and
maintaining coherent oscillations. (By ‘coherent’ is
meant a fixed-frequency oscillation in which the fun-
damental and any harmonics have amplitude and
phase relationships that are constant.) The lack of
progress can be largely attributed to serious short-
comings in the widely accepted design for the oscil-
lator circuit. Circuits based on this design required
empirical alignment, performance was unreliable, and
coherent operation into practical r.f. loads was diffi-
cult to maintain. This article describes a new design
that overcomes these three disadvantages, providing a
firm basis from which TRAPATT oscillators can be
further developed, to the point where routine produc-
tion is possible.

In parallel with the progress in circuit design, diode
designs have also advanced, to a stage where a range
of silicon-planar devices can be mass-produced at low
cost. This progress has resulted from a coordinated
research programme that has highlighted critical fea-
tures in a number of associated topics. We now have
a fuller understanding of the underlying physical pro-
cesses involved in the TRAPATT mechanism, leading
to a better appreciation of optimum ‘geometry’, ther-
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Fig. 1. Experimental results are summarized in this diagram as peak
output power P plotted against frequency f for four kinds of micro-
wave diode. These are the TRAPATT (Trapped Plasma Avalanche
Triggered Transit) diode, the IMPATT (Impact Avalanche and
Transit Time) diode, the LSA (Limited Space Charge Accumula-
tion) diode, and the Gunn diode. Although the TRAPATT diode
may not appear to offer the highest peak powers in the band of
interest (S-band, 2-4 GHz), it is more efficient than the Gunn diode,
and can operate at higher duty cycles than the LSA device. These
results are for single devices. Comparable powers (+) can be ob-
tained using bipolar transistors to amplify the output of a low-
power microwave source, provided a combination of many tran-
sistors is used.

R. DAVIES et al.
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mal design and choice of silicon material. Our studies
have led to a new diode structure that is more repro-
ducible, more efficient, has lower thermal resistance,
and together with the new circuit results in an oscil-
lator that is considerably less temperature-sensitive.
Present-day devices perform reliably at duty cycles of
up to 3% with heat-sink temperatures in excess of
100 °C, and can be produced in a range of chip sizes.

The larger-area diodes and the new circuit have im-
pedances that closely match each other, and consider-
ably higher r.f. powers can be obtained. Peak power
levels of 300 W at 0.1% duty cycle and 250 W at 2%
duty cycle can already be achieved at S-band (2-4 GHz)
with single diodes, and increased power from inter-
connected diodes has been demonstrated.

TRAPATT oscillator circuits
Basic principles

The TRAPATT oscillator is based on a reverse-
biased silicon p-n junction that is operated at ava-
lanche breakdown. This breakdown occurs when the
electric field-strength within the depletion region of
the junction is sufficiently high that ionization pro-
cesses give rise to a cumulative multiplication of
charge carriers (holes and electrons). Fig. 2 shows the
basic TRAPATT diode, in which the n* substrate is
bonded directly to the package, and the second con-
nection is made via a gold wire, thermocompression-
bonded to the upper contact. The active junction is at
the interface of the p* and n regions.

The principles of circuit operation and the origin of
the device acronym can be understood most easily by
considering the response of a p-n junction, biased just
below avalanche breakdown, to an applied voltage
impulse. The impulse causes the electric field-strength
within the depletion region of the junction to rise

0
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Fig. 2. The basic TRAPATT diode is manufactured using suitably
doped silicon and conventional processing techniques. It consists of
a p*n junction J lying on an n* substrate S. The package is con-
nected directly to the substrate, and an ohmic contact C is provided
for a wire connection, through the surface oxide O. Typical vertical
dimensions are shown in the figure (not drawn to scale). The diode
area is chosen to suit the particular application. This article deals
mainly with diodes of area 4x 10~ cm?, and higher-power devices
with areas of up to 12x10™* cm?.
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sufficiently for avalanche multiplication to occur. As
the voltage applied increases, the avalanching region
spreads through the junction depletion region. When
this avalanching region expands faster than the maxi-
mum velocity at which the carriers can be extracted
(the saturated drift velocity), an extremely large num-
ber of carriers is generated in the avalanche region,
which is filled with a dense, electrically neutral con-
centration of these charge carriers. ‘This is known as
the ‘trapped plasma’ state. .

When the associated high space-charge density be-
comes sufficiently large, the electric field within the
device collapses to almost zero. Consequently the car-
riers are extracted very slowly, at a rate much lower
than that corresponding to the standard drift velocity.
The electric field within the device gradually recovers
as the carriers are extracted. To provide a suitable
recovery characteristic and to minimize resistive losses,

T I’I ”—»t
f’

Fig. 3. Diagrams to illustrate voltage variation with time ¢ during
TRAPATT oscillation. a) The assumed train of positive voltage
pulses ¥}, incident on the diode from the oscillator circuit. ») The
device voltage Vg, showing the transition to avalanche conditions in
response to the voltage pulse, and the subsequent recovery. The
oscillator circuit is so designed that the negative-going pulses from
the diode are inverted and reflected back towards the diode, thus
forming the train of positive pulses assumed here.
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Fig. 4. Typical variation of the diode voltage V against time ¢,
during the establishment of coherent TRAPATT oscillations. Three
phases can be distinguished: the initiation phase 7 in which an
IMPATT oscillation possibly occurs, leading to a transient phase T
of non-coherent trapped-plasma oscillations, and the resulting
TRAPATT oscillation O itself. Circuit designs should take account
of this three-stage behaviour.
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TRAPATT diodes have an epitaxial-layer thickness
and doping such that the depletion region extends
throughout the low-doped layer before avalanche
breakdown is reached [4].

Fig. 3 illustrates the response of the reverse-biased
diode to an assumed train of positive voltage pulses,
incident on the diode from the oscillator circuit. The
circuit is designed to provide the necessary sequence
of voltage-triggering pulses, once the initial pulse has
been generated. This initial pulse originates within the
device itself, possibly as the result of IMPATT oscil-
lations. This has not been verified conclusively, al-
though several suggestions have been made [*1. Com-
puter models have shown the TRAPATT oscillation
developing from a high-frequency IMPATT mode as
indicated in fig. 4. To introduce the circuit concepts,
let us assume the incidence of a trigger pulse, and
see how the circuit provides the conditions for self-
sustained oscillations.

The basic circuit is shown schematically in fig. 5; it
is known as a Time Delay Triggered (or TDT) circuit.
It consists of the TRAPATT diode coupled to a delay
line and a lowpass filter. We have already seen how
the application of a voltage impulse causes the voltage
across the diode to collapse. This collapsing voltage
couples to the circuit delay line and a negative voltage
pulse is launched along the line. This pulse travels
along the line until it reaches the filter, which is de-
signed to provide a resistive termination at the micro-
wave output frequency and a low impedance at the
harmonics of this frequency. (We shall see later that
energy may be extracted at harmonics of the funda-
mental frequency, but for the present we consider
only fundamental operation.) On reaching the filter,
the negative pulse is inverted, partly reflected, and

partly transmitted to the load. The matching is ar-
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Fig. 5. The three fundamental components of the Time Delay Trig-
gered, or TDT, circuit are the TRAPATT diode D, a delay line DL,
and a lowpass filter F. The length of the delay line determines the
frequency of oscillation. Since each trigger pulse travels from the
diode to the filter and back, the line should be of a length equal to

. half the wavelength at the desired frequency of oscillation. (In prac-

tice it is slightly less than this, to allow for delays in the diode
itself.) A suitable external load L is connected to the output of the
filter.

4] A detailed description can be found in G. Gibbons, Avalanche-
diode microwave oscillators, Clarendon Press, Oxford 1973.

(5] See for example B. B. van Iperen, Efficiency limitation by
transverse instability in Si IMPATT diodes, Proc. IEEE 62,
284-285, 1974. .




102 R. DAVIES et al.

ranged to maximize the power dissipated in the load
at the fundamental frequency, while ensuring that the
returning positive pulse is large enough to trigger the
diode directly into the TRApped Plasma state, and
cause the Avalanche region to undergo a Triggered
Transit through the device. The subsequent collapse
of the electric field within the diode generates a further
negative pulse in the delay line and the process will
continue until the d.c. bias is removed from the diode.
This simple model shows that the TRAPATT oscil-
lator is primarily circuit controlled and the frequency
of oscillation depends mainly on the electrical length
of the delay line. This length is approximately one
half of a wavelength at the fundamental TRAPATT
frequency.

The TRAPATT oscillations, once started, will con-
tinue in the presence of the d.c. bias. The power avail-
able is limited by the temperature rise in the diode
structure, even with an efficient heat sink. To limit the
diode temperature to a maximum of 200 °C at large
bias currents, the oscillator is operated in a pulsed
mode. In this, the bias is applied as a series of pulses;
large peak powers can then be obtained. Pulse widths
of about 100 ns and duty cycles of a few per cent are
commonly used, corresponding to a pulse-repetition
frequency of a few hundred kHz. Our investigations
have been confined to this mode of operation.

Circuit design

Apart from the diode, the only major components
of the TDT circuit in fig. 5 are the delay line and the
filter. It might appear that all that is necessary to
design a circuit is to choose the length and impedance
of the line, and the match and frequency passband of
the filter. A microstrip circuit designed according to
this simple concept would be as shown schematically
in fig. 6. The length of the delay line would be deter-
mined from the desired period of oscillation, and the
filter characteristic would be optimized experiment-
ally. In practice, TRAPATT oscillations were initially
observed in such a circuit, and the theoretical explana-
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Fig. 6. This shows the basic microstrip oscillator layout, with a uni-
form delay line DL and a lowpass filier F of unspecified geometry.
The diode D receives its d.c. bias via the delay line, which is coupled
to a d.c. source S via a bias filter BF. A blocking capacitor C is
included at the output to prevent the bias from reaching the load L.
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tion was developed only later. Until recently almost
all the reported practical results were measured in
such circuits. Typical coaxial and microstrip versions
are shown in fig. 7. This circuit ‘design’ is based on
the following three criteria:
The circuit must
— support the small-signal oscillations that grow to
trigger the first cycle,

— provide enough locally stored charge to drive the
plasma generation process,

— reflect the subsequent trigger pulses that maintain
the oscillation.

We find, using diodes with the correct doping
profile, that the first criterion is satisfied in practical
circuits that comply with the second and third criteria.
We deduce this from the ease with which the device
voltage collapses, which we interpret as indicating
TRAPATT action.

Fig. 7. Two versions of the original TDT oscillator. @) The coaxial
version, and ) the microstrip version in which the delay line and
filter geometries can be clearly seen. The delay line has a 30Q
section adjacent to the diode, which was preferred to direct con-
nection to a 50Q line. The resulting 302 to 50 step just to the left
of the first large low-impedance section was found to be effective in
preventing the diode from breaking down during the recovery
period.

The second criterion is confirmed by the improve-
ment in oscillator performance that results from
reducing the delay-line impedance near the diode.

Satisfaction of the third criterion has been widely
interpreted by TRAPATT circuit designers as requiring
two circuit elements. The first is a delay line that is
slightly shorter (by about 10% at S-band) than a half-
wavelength at the TRAPATT frequency, to define the
period of the trigger pulse. This shortening is to allow
for the delay incurred by the device during the charging
and avalanche-multiplication period. The second ele-
ment is a filter terminating the delay line. This pro-
vides a resistive termination at the output frequency
(which is usually the fundamental TRAPATT fre-
quency but might be at a higher harmonic frequency),
and a low impedance at other frequencies harmonic-
ally related to the fundamental.

There are two major shortcomings of this circuit.
One is that when using a broadband-match load,
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adjustment for coherent oscillation is completely
empirical. The other is that subsequent operation into
practical loads (e.g. isolators, bandpass filters etc.)
is usually incoherent, necessitating a further adjust-
ment that often degrades the efficiency. Before the
TRAPATT oscillator could become more than a
‘laboratory curiosity’, a circuit design that gave pre-
dictable and reproducible interaction with the diode
was essential. Such a design has resulted from time-
domain studies we have made of TRAPATT circuits
and associated components.
If practical loads such as filters and isolators are
measured in the:time domain with, for instance, a
reflectometer, it is found that they have broadly
similar characteristics. These loads can present a
reactive mismatch to the oscillator lowpass filter,
giving rise to spurious trigger pulses. In such cases,
the diode may receive two or more trigger pulses per
cycle, one wanted and the others unwanted. There
will be no adverse effect if the wanted pulse dominates,
or if the pulses are nearly coincident. However, the
usual result is that coherent oscillations cannot be
established.
It is the low-frequency energy content of the output
signal during the transient phase that gives rise to this
problem, and once this is realized, the cure becomes
simple. A diplexer, connected between the oscillator
and load, is used to divert the low-frequency signal to
a second, matched, load. A suitable component for
performing this diplexing function is the travelling-
wave directional filter (TWDF) [®]. This is a four-
port component consisting of two transmission lines
coupled via a resonant ring; although a resonant
device, it has a constant broadband input resistance.
Use of this component gives complete suppression of
the spurious pulses, and has allowed operation into
practical loads such as isolators and filters. A useful
‘spin-off” is that the d.c. bias for the TRAPATT diode
can also be fed through the TWDF, in such a way that
none of the r.f. output power is dissipated in the bias
circuit.
A 30Q to 50Q step was usually built into the delay
line between diode and filter, as in practice this made
it easier to establish coherent oscillations.
In the light of these results the design criteria have
been modified to read as follows:
The circuit must .
— support the small-signal oscillations that grow t
trigger the first cycle,

— generate the optimum voltage-time response in
both the transient and steady-state phases,

— reflect the subsequent trigger pulses that maintain
the oscillation, without introducing spurious trig-
ger pulses.
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Fig. 8. Diagrams illustrating the construction of the new oscillator
in its two forms: a) shows a cross-section of the coaxial version, in
which a packaged diode D is connected to one end of a coaxial
delay line comprising a constant-diameter inner conductor [ en-
closed in a stepped outer conductor O. A 10Q section is included
just before the 50Q connector C. b) shows the microstrip version,
in which a diode chip D is connected to one end of a linearly-
tapered delay line DL. A 10Q section is included before the 50Q
line, which leads to a coaxial connector (not shown). Both versions
would have their output connected to the load via a travelling-wave
directional filter. ;

= A2

The simple circuits shown schematically in fig. 8
have resulted from the application of these new
criteria. They differ from the conventional TRAPATT
oscillator in two significant aspects: the delay line is
stepped or tapered to prevent the diode voltage from
recovering too rapidly, and there is only one element
in the output filter so that spurious trigger pulses
are eliminated from the circuit. This design there-
fore takes into account the way in which coherent
TRAPATT oscillations grow during the transient
phase, and produces a circuit that does not suffer
from the disadvantages inherent in the earlier designs.

Oscillator construction and performance

Microstrip and coaxial versions of the new design of
oscillator are shown in fig. 9. Whereas the microstrip
version incorporates a tapered delay line, the coaxial
oscillator has a delay line with five discrete impedance
levels. The basic electrical characteristics of these
oscillators are, however, identical, and are summarized
in Table I for oscillators using single diodes of area

. 4%107* cm?.

The inherently lower losses in the coaxial transmis-
sion-line allow larger area devices to be used, with
a consequent increase in output power, and so more
attention has been paid to this version than to the
microstrip one. The coaxial version is also more suit-
able for testing performance reproducibility since it
contains packaged devices.

(61 S, B. Cohn and F. S. Coale, Directional channel-separation
filters, Proc. IRE 44, 1018-1024, 1956.
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The reproducibility of the power and frequency
characteristics has been measured using a fixed-tuned
version of such an oscillator. The measurements were
made using diodes that were inverted so that their p*

Fig. 9. Practical embodiments of the new oscillator design. The
tapered delay line used in the microstrip version M is clearly visible.
The enclosed coaxial version C incorporates a similar non-uniform
line having five distinct steps. The basic electrical characteristics of
these two designs are identical.

Table 1. Basic electrical characteristics of oscillators made to the
new design, using diodes of area 4x10™* ¢cm?. The peak power
includes the losses in the TWDF, and is measured at the output of
an isolator which is connected to the output of the oscillator during
the measurement.

S-band

60 W minimum

Frequency:
Peak power:
Efficiency: 30% typical
Duty cycle: 2% maximum

300 ns maximum

—450 kHz °C~! maximum

~54°Cto +95°C

Pulse length:
df/dT:
Temperature range:
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contact (see fig. 2) could be bonded directly to the
heat sink to minimize the thermal resistance. Fourteen
such “flip-chip’ diodes of area 4 x 10~* ¢cm?, and from
the same batch, were inserted sequentially. For each
device, power and frequency were measured for a
4 A, 0.1% duty cycle. An acceptably small spread of
+ 5% in power was measured; the frequency spread
was + 23 MHz.

Using the coaxial-oscillator design, it has been pos-
sible to study how the oscillator characteristics relate
to the circuit load at the fundamental and harmonic
frequencies, and to investigate the tolerance to
changes in drive current. The resistive loading at the
fundamental frequency was varied by adjusting the
length of the low-impedance step and the configu-
ration of the delay line. A current drive of 4 A was
used at a duty cycle of 0.1%. Fig. 10 shows how the
peak output power and the efficiency increase with
increasing resistive loading. It was not possible to
maintain coherent operation for resistive loads in
excess of 5.3 Q, because premature avalanching was
brought about by the excessively large output voltage
across the diode. It was also found that coherent oscil-
lations were not critically dependent on the loading at
the harmonic frequencies. The tolerance of the oscil-
lator to variation in the drive conditions is also given
in fig. 10, which shows how the power output, effi-
ciency, and frequency vary with increasing current
drive for a constant circuit configuration. The power
output and efficiency increase until coherence is de-
stroyed by premature avalanching at a peak current
slightly in excess of 5 A.

100W 100w '
P
80+ 80
60} 60"
40} 4OF
1 2 3 4 5 6 35 4.0 45 504
a — R b =]

Fig. 10. The dependence of peak power P and efficiency # on a) the resistive load R, and on b) the
drive current /, also showing the frequency variation Af. In both cases, further increase of the
independent variable caused loss of coherence.
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Oscillator tuning

It is necessary to provide a simple means of tuning
an oscillator if it is to be used in a practical system
operating at a specified frequency. Oscillators are
commonly tuned by varying the fundamental reso-
nance of the frequency-determining components. The
TRAPATT oscillator is_extremely rich in harmonics,
and it can be tuned by modifying either the funda-
mental resonance or the resonance of one or more of
the harmonics, or by a combination of these methods.

The frequency of a TRAPATT oscillator is deter-
mined by the delay introduced by the circuit and the
device. To tune the oscillator, the circuit delay can be
adjusted by varying the electrical length of the delay
line, or the device delay can be varied via the har-
monic terminations.

It is worth noting that electronic tuning by means
of a varactor diode (which has a voltage-dependent
capacitance) is not particularly suited to a TRAPATT
oscillator. This is because the varactor diode is essen-
tially a small-signal tuning element, and the high peak
power available from TRAPATT oscillators limits the
method to very small tuning ranges.

Mechanical tuning

Mechanical tuning is achieved most readily by
adjusting the termination of as many harmonics as
possible. In the TDT circuit this is accomplished by
adjusting the length of the delay line via the position
of the low-impedance step. A coaxial oscillator that
can be tuned in this way is shown in fig. /1. The figure
also shows the expected linear relationship between
frequency and delay-line length, with an accompany-
ing power variation of about 10 W over the tuning
range.

Magnetic tuning

There are two methods of tuning in which an ex-
ternal magnetic field is varied. The required field
change in each method is small, and could be obtained
from a small field coil. The tuning rate is reasonably
high, and may reach several tens of megahertz per
microsecond. Both methods of tuning have been
investigated, using the same basic TDT oscillator.

The first method is tuning by variation of effective.

permeability, and was originally investigated for the
tuning of IMPATT oscillators ") and later for
TRAPATT oscillators ). In our experiments we used
a microstrip oscillator constructed on a ferrite sub-
strate [°1. The electrical length of the delay line is a
function of the permeability of the substrate material,
and it follows that the line length may be varied by the
application of an external magnetic field. The con-
struction of the prototype oscillator is shown in fig. 12.
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120 MHz
100+

Af ~—A4f
T 80}
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Fig. 11. The photograph shows a mechanically-tuned coaxial oscil-
lator in which the position of the low-impedance step can be
manually adjusted by means of the knurled section S. A linear
variation of frequency Af of over 100 MHz is obtained when the
delay-line length L is changed by about 4.5 mm. There is a reduc-
tion in output power P as the frequency rises, but this is acceptably
small.

Fig. 12. The TRAPATT oscillator on its ferrite substrate FS is
located between the poles P of an electromagnet. The oscillator is
tuned by varying the applied magnetic field H.

"1 B. Glance, A magnetically tunable microstrip IMPATT oscil-
lator, IEEE Trans. MTT-21, 425-426, 1973.

8] 'S.-.G. Liu, Magnetically tunable TRAPATT oscillator, 1974
IEEE Int. Solid-State Circuits Conf. Dig. tech. Papers, pp.
98-99.

1 P. L. Booth, S. R. Longley and B. H. Newton, Frequency
tuning of microstrip TRAPATT oscillators, IEEE Trans.
MTT-29, 6-10, 1981.
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Varying the magnetic field by 60 kAm™ gave the

results shown in fig. 13. The parameter on the graph is
the angle  between the normal to the magnetic field
direction and the plane of the substrate. Different set-
tings of @ were investigated to see if an optimum value
could be found. The widest tuning range was 61 MHz
for @ = 18°, starting at a frequency of 2.19 GHz. The
output power at this setting remained substantially
flat (13 W peak + 0.5 dB) over the frequency range
and the frequency spectrum was clean and symmet-
rical. The tuning curves show a pronounced ‘dip’ and
are very nonlinear. We have found that a qualitative
explanation of the shape of the curves is possible if the
demagnetization effect of the substrate is considered.

2.22GHz

00
f
T 220
2.18|
8 _|af (MHz)
216 0°| 48
9°| 46
18°1 61
90°| 41
215 20 40 60kAm’
a ——= sl
P

10d8B

__’f

c 1OMHz

Fig. 13. Experimental results for magnetic tuning by varying the
effective permeability. The angle 6 between the ferrite substrate S
and the normal to the direction of the magnetic field H was set suc-
cessively to 0°, 9°, 18° and 90°. @) The optimum setting of 18° gave
the largest change of frequency f. ») This setting also corresponded
to the smallest variation in peak output power P. The oscillator was
adjusted for good spectral purity rather than for maximum output
power. ¢) The power-output spectrum is clean and symmetrical, as
can be been on this photograph of a measured relative power Py
versus frequency f.

Philips tech. Rev. 40, No. 4

The second magnetic-tuning method makes use of
the harmonic terminations. By computer modelling, it
has been shown [1911*!] that frequency tuning is pos-
sible by varying the amplitude or phase of the funda-
mental, 2nd, 3rd and 4th harmonics. This simulation
predicted that tuning by phase variation at the 3rd
harmonic gives the largest tuning range with the least
variation in output power. Altering the amplitude of
the 3rd harmonic causes a smaller change in fre-
quency.

Magnetic tuning via the harmonic terminations can
be achieved by using polycrystalline yttrium iron gar-
net (YIG) spheres as a ferrimagnetic resonator, and
this is the method we have adopted "?!. The practical
oscillator had two YIG spheres of 0.93 mm diameter.
They were semi-loop coupled approximately one
quarter of a wavelength from the open-circuit end of
an air-spaced microstrip transmission line connected
in parallel with the TRAPATT diode chip. The diode
was also connected in parallel with the standard
microstrip oscillator circuit. This is shown in fig. /4.
The magnetic field required to tune the ferrimagnetic
resonator, which primarily controls the oscillator fre-
quency, was applied perpendicular to the substrate
and parallel to the plane containing the semi-loops.
The layout of the oscillator was adjusted to give the
broadest possible tuning range.

Using this method, we obtained a fundamental-fre-
quency tuning range of over 120 MHz at a centre fre-
quency of 2.46 GHz, by biasing the spheres to resonate
near to the third harmonic. The tuning curves for
power and frequency are illustrated in fig. /5. It is also
possible to use a simpler arrangement with a single
sphere, but this has a smaller tuning range of about
90 MHz, and produces about 10 W less output power.
The d.c. to r.f. conversion efficiency of these circuits
is typically between 13% and 23%.

Fig. 14. This figure shows the positioning of the two YIG spheres S,
with their semi-loops SL. The quartz plate P provides a mechanical
support for the air-spaced transmission line 7, The TRAPATT
diode D lies at the end of the delay line DL, on an alumina sub-
strate AS.
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Fig. 15. Variation of frequency f and peak output power P with
change in magnetic field AH. The nearly linear relationship between
frequency and field results from the fact that the sphere resonance
frequency also increases linearly with the field.

Compared with the variable-permeability approach,
this novel method provides somewhat larger tuning
ranges with improved linearity, and demonstrates the
feasibility of individually tuning the harmonics of a
TRAPATT oscillator.

Frequency-stabilized TRAPATT oscillators

The frequency of a TRAPATT oscillator is a func-
tion of circuit and device delays, each of which is tem-
perature dependent. In practice the variation with
temperature of the circuit delay is negligible. The
device temperature dependence leads to an increased
delay with increasing temperature, which results in a
negative variation of frequency with temperature,
df/dT, of up to 450 kHz °C™! at S-band. This fre-
quency variation manifests itself in two distinct ways.
There is a variation or ‘chirp’ during the r.f. pulse,
due to heating of the device by the passage of current,
and there is a variation with ambient temperature.
Three circuit techniques have been studied for
reducing the oscillator frequency dependence on tem-
perature: injection locking, temperature compensa-
tion and temperature stabilization. Of these, only
injection locking affects the characteristics of the
chirp.

Injection-locked oscillators

Typically, at an operating current density of
" 10 kA cm™2, the chirp during the 0.5 ps bias of a free-
running 2.47 GHz oscillator was 6 MHz. For most
radar transmitters, however, a frequency stability of
1 MHz or better is required. Injection locking is a
technique whereby a free-running high-power oscilla-
tor is coupled to a stable, low-power oscillator in such
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a way that a stable, high-power oscillation is pro-
duced. Fig. 16 shows a typical ‘locking’ characteristic
for a microstrip TRAPATT oscillator having a 0.5 ps
bias pulse and a pulsed locking source. An almost
linear relationship exists between the logarithm of the
locking range and the locking gain from 15 to 20 dB.
At higher gains the relationship becomes nonlinear
owing to the inherent frequency chirp. A system has
been devised in which the locking source is itself
phase-controlled using a discriminator at 1.3 GHz
and a crystal reference [*3]. Such a system can have a
frequency stabilility of + 5 ppm or better.

100MHz

R

T

Fig. 16. The locking characteristic is the usual way of representing
the behaviour of a free-running oscillator that is coupled to a low-
power locking oscillator via a non-reciprocal device such as a cir-
culator. Such circuits produce a stable, high-power oscillation. The
locking range R is that range of locking-oscillator frequencies for
which the free-running oscillator becomes synchronized. The
locking gain G is the oscillator power ratio (free-running/locking).
A simple theory predicts that a linear relationship exists between
these two parameters, the locking range reducing by 1 decade for
every 20 dB increase in locking gain. This is shown by the dashed
line in the figure. The solid line shows that the measured per-
formance of a TRAPATT oscillator is in good agreement with this
theory. (The measurements apply to a 2.47 GHz microstrip oscil-
lator with a peak power output of 13.3 W, and operating at a duty
cycle of 0.1%.)

Temperature-compensated oscillators

The change of frequency of a TRAPATT oscillator
with temperature can be compensated, by mechanic-
ally retuning the oscillator in sympathy with changes
in ambient temperature. This is most easily achieved
by arranging for the position of the low-impedance

(101 R. J. Trew, G. L. Haddad and N. A. Masnari, The operation
of S-band TRAPATT oscillators with tuning at.multiple har-
monic frequencies, IEEE Trans. MTT-23, 1043-1047, 1975.

111 R. J. Trew, Properties of S-band TRAPATT diode oscillators,
thesis, University of Michigan 1975.

121 5 R.LongleyandP. L. Booth, Frequency tuning of TRAPATT
oscillators using ferrimagnetic resonators, 8th Eur. Microwave
Conf., Paris 1978, pp. 790-794.

[131 B. H. Newton and G. Payne, A rugged phase-locked C-band
source, Mullard Research Labs Annual Review 1973, pp.
88-94.
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step to be temperature-dependent. The thermal coeffi-
cient of expansion of different materials can be ex-
ploited for this; plastic and metal are used in the com-
pensated oscillator shown in fig. 17. This oscillator
changed by only 4 MHz in frequency as the ambient
temperature was varied from 20 °C to 100 °C, com-
pared with 30 MHz for the uncompensated oscilia-
tior (%1,

Fig. 17. The thermal expansion of different materials can be used to
compensate for the change in frequency of this oscillator as the
temperature varies. The rods R that surround the coaxial line L are
divided into two groups of seven each, the groups acting in parallel.
In each group, the rods are connected serially (end-to-end), in a zig-
zag fashion to save space. One extremity of the group is fixed to the
body of the oscillator, and the other to a moveable low-impedance
step. By using alternate rods of Invar and a chosen material, an
additive expansion is obtained that can be made to match the oscil-
lator characteristics very closely. In this example, the materials used
are Delrin and aluminium.

Temperature-stabilized oscillators

The temperature of the diode itself can be stabilized
at an elevated value, by using the heating effect of a
small reverse current that is allowed to flow through
the diode. An external control circuit is employed that
decreases the current as the ambient temperature rises.
It is sufficient to maintain a simple linear relationship
between this current and the temperature. Because the
current is applied between oscillator pulses, and is at
least an order of magnitude smaller than the threshold
current for TRAPATT oscillation, no spurious r.f.
power is generated. This fechnique gives a stabilized
frequency over a wide range of ambient temperatures.

Device manufacture

The initial theoretical and experimental work de-
monstrated the potential of the TRAPATT diode for
the efficient generation of high peak power at micro-
wave frequencies. However, it became clear that to
produce acceptable devices, careful design was needed
to accommodate the large electric field and high cur-
rent density, both inherent to the TRAPATT mechan-
ism. So in addition to investigating the electrical de-
sign, it has been necessary to consider reliability, per-
formance reproducibility and high-yield processing.
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The result is that devices have been available for some
time for circuit investigations, and are now being
developed for specific systems applications.

Diode structures

Unless special precautions are taken, the electric
field-strength at the edge of an avalanche diode can be
higher than elsewhere, leading to localized premature
breakdown (‘edge breakdown’), which destroys the
device. It is therefore of prime importance to design
the diode so that the field is low at the edges, and
uniform over the junction region. Two constructions
have been investigated that can be made to satisfy this
design requirement. These are the mesa and deep-
diffused planar constructions.

The SEM (Scanning Electron Microscope) picture
in fig. 18 shows a typical mesa diode. The edge of the

Fig. 18. An SEM picture showing a mesa diode profiled to prevent
edge breakdown of the junction. The insert shows a positive bevel
(a) that ensures that, in the active part of the device, the p-n
junction has the largest area. This is not the case for a negative
bevel, (b). The photograph corresponds to stage C in fig. 19, with-
out passivation.

diode is bevelled positively so that the p-n junction is
always the largest area in the diode. For maximum
electrical efficiency, the bevel angle is critical and the
surface of the mesa must be smooth. If the mesa is
wet-etched these conditions can be difficult to control
because of electrochemical action in the vicinity of the
p-n junction. In extreme cases this can produce a
localized negative bevel. An investigation of etching
effects using a dry gas plasma has shown that the bevel
angle can be controlled accurately depending on the
composition of the etching gas. This has made pos-
sible a new approach to mesa technology, in which the
diode can be etched from the junction face as opposed
to conventional etching from the substrate. Using the
processes shown in fig. 19, mesas can be accurately de-
fined from the junction face by whole-slice processing
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Fig. 19. Processing steps used in producing a plasma-etched mesa
diode: g) n* substrate with n-type epitaxial layer, and masking
layers SiOg, SigN4, SiO2. Photolithography is used to define the
mesa mask. b) Mesa definition by plasma etching. ¢) Mesa shaping
by selective plasma etching to give the mesa the required outline.
SiO, passivation is then applied. d) p-region formed either by
diffusion or ion implantation. Metallization M applied for ohmic
contacts, plus a plated gold layer G. e) Device inverted on to main
heat sink H.

either before or after heat-sink attachment. The
resulting devices are completely free of any surface
contamination produced during the etching process.
An advantage of plasma etching is that junction de-
sign and edge-breakdown criteria can be optimized
independently during processing.

In 1968, a method was described '*! for making
planar IMPATT diodes with improved breakdown
characteristics. This was achieved by diffusing the
junction through an oxide window to a depth suffi-
cient to prevent edge breakdown. The same method
can be used to make planar TRAPATT diodes. In
practice, the junction depth is determined by the
doping of the n-type silicon and so this requirement
and the junction design cannot be independently op-
timized. The end regions of the diode are therefore
characterized by graded profiles, and the depth of the
active junction region makes it difficult to provide the
diode with an effective heat sink. However, the diode
can be made by conventional silicon-planar proces-
sing and has been shown to be ideal for high-yield
batch processing. Provided long-life metallization
schemes are incorporated, this results in reproducible
and reliable devices.
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A simple, but effective, flip-chip device has been
evolved using planar processes for all the fabrication
including the heat sinks. This device is well-suited for
applications with duty cycles of less than 2%, and
typical performance figures are shown in Table I. The
limiting factor in the structure is the thick diffused
p-region that lies between the n-region, where the heat
is generated, and the gold heat sink. This gives a mini-
mum chip thermal resistance of 10 °C W~ for a diode
area of 4x 107" cm?®. Additionally, the gold heat sink
degrades the performance of the diode by reducing
the d.c. to r.f. conversion efficiency by about 5%.
This occurs because, in the region where the heat sink
overlays the oxide, there is a significant oxide capac-
itance in parallel with the junction, and this capac-
itance increases the charging time of the diode during
the charge-generation period. Thus the design always
involves a compromise between thermal spreading
resistance and electrical efficiency.

To overcome the electrical and thermal limitations
of the flip-chip diode, a more ideal ‘thinned’ structure
has been produced. This is necessary for operation at
higher duty cycles. The new device, which is shown in
fig. 20, has a lower thermal resistance (5 °CW~! for a
diode of area 4 x 10™* cm?) but the electrical efficiency

o =
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Fig. 20. The ‘thinned® TRAPATT diode. @) A schematic cross-
section showing the separation of only 1 pm between the junction
region and the silver heat sink /. Ohmic contacts C are provided on
each side of the diode, and the heat sink is gold plated (G) above
and below. ») An SEM picture of such a diode D, showing the
silver heat sink H and the upper ohmic contact C.

(] The temperature-compensated oscillator was designed and
measured by G. Tubridy.

(141 H. G. Kock, D. de Nobel, M. T. Vlaardingerbroek and P. J.
de Waard, Continuous-wave planar avalanche diode with
restricted depletion layer, Proc. IEEE 56, 105, 1968.
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is not degraded by the heat-sink arrangement. The
device is identical to the planar diode, except that all

but 1 pum of the n* substrate is removed, and the re-

maining layer is connected directly to the heat sink.
The distance between the active junction and the heat
sink is thus reduced from 10 pm to 1 pm, and the
associated decrease in thermal resistance has been
measured to be greater than 50%. As the main heat
sink is connected directly to the n* substrate, the stray
heat-sink capacitance is completely eliminated, giving
an improvement of at least 5% in the electrical effi-
ciency of the diode. A further advantage is that
removal of the bulk of the substrate reduces the series
resistance to less than 1 Q, and so the circuit loading is
improved. It is then possible to achieve impedance
matching to larger area diodes, and so higher output
power can be obtained than for other designs. The
thinned diode can be designed so that its oscillating
frequency is less temperature-dependent than that for
a conventional device. A df/dT of only 100 kHz °C™!
is possible, compared with 450 kHz °C™! for flip-chip
devices. Some thinned devices have shown almost
zero df/dT, and work is in progress to improve the
diode design until this valuable characteristic becomes
standard.

To produce thinned devices, it has been necessary
to develop a technology in which whole silicon slices
are reduced to a uniform thickness of 15 ym + 1 um
before the heat-sink plating is formed. A high-yield
process has been established, and devices of this type
are in development at Mullard Hazel Grove.

The performance and likely applications of flip-
chip and thinned diodes are given in Table II.

Table II. A comparison between the performance and likely appli-
cations of flip-chip and thinned diodes.

Flip-chip Thinned device

Output power:| >60W (2-3 GHz) | > 60 W (2-3 GH2)

Duty cycle: 2% maximum > 2%
Efficiency: 35% maximum >35%
Applications: | Typicallylow cost | Suitable for applications re-

radars, such as
altimeters, port-
able radars, etc.

quiring longer duty cycles,
such as airborne radars. Also
capable of further develop-
ment for phased arrays and
marine radars

High-power oscillators

There are basically two ways of increasing the
output power of a TRAPATT oscillator, either by
changes to the diode structure, or by using a combina-
tion of diodes. Of course, both these approaches can,
also be used at the same time. Changes to the diode
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structure include increasing the area of the device and
improving the d.c. to r.f. conversion efficiency. Diodes
can also be combined in a number of ways, and this is
possible either at chip level (an interconnected arrange-
ment of chips within one encapsulation), or at circuit
level (an interconnected arrangement of packaged
devices). : .

An important quantity underlying this subject is the
impedance of the device itself. For efficient transfer of
power, a match must be maintained between the
diode or diode combination, and the rest of the oscil-
lator circuit. There is a finite minimum circuit impe-
dance that imposes a limitation on some of these ap-
proaches, despite advances in oscillator circuit design.
A diode with an intrinsically higher impedance there-
fore has a clear advantage. :

Improved devices

Peak output power is roughly proportional to device
area, the practical limitation to power being deter-
mined by the lowest impedance that can be matched
by the microwave circuit. '

All the results that have been discussed so far are
based on diodes with an area of 4 X 10~ cm?®. We have
investigated larger devices; in particular, devices
having no heat sink, and with junction areas of up
to 12%x10™* cm?, have been measured in an S-band
coaxial circuit. The oscillator was optimized by ad-
justing the length of the low-impedance step to maxi-
mize the output power. The power, efficiency and
asssociated drive current are shown in Table IIT [**!,
These results all correspond to the same operating fre-
quency, and since the efficiency is maintained in the
large-area devices it would appear that appreciably
larger devices could be used before circuit losses
become significant. v

Optimization of the charge generation period of
the diode would increase efficiency. With the present
diodes there is a compromise in the design between
charge generation and charge removal. Refinement of
the carrier avalanche processes gives an improvement
in the dynamics of plasma formation, and increases
the density of the trapped plasma. These effects can be
demonstrated by optical illumination of the diode,
and one approach may be to integrate a solid-state

Table III. Experimental results for a range of diodes with different
junction areas.

Diode area ‘Peak power Efficiency Current
(cm®) W) (%) (A)
4x10 150 22 10
8x10™* 240 25 14
12x107* 320 28 16
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laser for independent control and modulation of the
charge generation.

Combinations of devices

Various circuit and device options exist for paral-
lel/series combinations that give more power than a
single device. We have investigated several intercon-
nections of two or four small-area devices, at frequen-
cies in the range 2.1 GHz to 2.4 GHz. The circuits
used have been in both coaxial and microstrip con-
figurations, and to make power optimization and
alignment easier the circuits had mechanical tuning
sections as previously described. All our measure-
ments have been made at room temperature, using
broadband load resistances, with duty cycles in the
range 0.05% to 1%.

Arrangements of two 2x 1074 cm? diodes connected
in parallel give peak output powers between 50 W and
70 W, with an efficiency of about 23%. The construc-

Fig. 21. Two TRAPATT diode chips D1 and D2 connected in series.
The gold-plated type 1A (high thermal conductivity) diamond heat
sinks H are thermocompression bonded to the mount M and the
chips are flipped and bonded to the upper surfaces. (Note that the
left-hand diamond is metallized on all six surfaces, to provide elec-
trical connection to ground.) Connection to the circuit is made
from the back contact of the right-hand chip, but is omitted here
for clarity.

Fig. 22. An SEM picture of a series-parallel assembly of 4 diodes (in
pairs Dy-D3, Ds-D,) interleaved with gold-plated metal discs M.
This combination has the same impedance as that of a single diode,
but must operate at low duty cycles to avoid excessive heating of the
upper diode pair.

[*+1 P L. Booth and G. Tubridy supplied the results for the high-
power devices.
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tion of a series-chip connection in the microstrip cir-
cuit is shown in the SEM picture of fig. 21. The diodes
are each of area 4 x 10™* ¢cm?, and this arrangement
produced a peak output power of 100 W at a drive
current of 4 A, with an efficiency of 20%.

Another approach, in which four diodes present an
impedance of just one device, is shown in fig. 22.
Clearly this series/parallel stacked arrangement does
not give the ultimate in thermal resistance but the use
of diamond offers the possibility of combining several
devices and yet retaining a practical impedance level.
These diodes combine to give four times the power
from a single diode, i.e. a total of between 200 W
and 240 W. Because the two uppermost chips have no
heat sink, operation was possible only at low duty
cycles between 0.05% and 0.1%. The efficiency was
about 23%.

For comparison, single diodes from the same batch
were operated in standard coaxial and microstrip cir-
cuits, giving typically the following power outputs at
4 A drive current:

coaxial microstrip

area: 2x 107 ¢cm? 40W 30 W
area: 4x107* ¢m? 70 W 60 W

The results show that the output power can be
readily increased by using combining techniques at
chip and circuit level. Series, parallel and series-paral-
lel chip combinations are possible. It can be concluded
that several hundred watts of peak power with mean
power levels of the order of several watts at S-band
are attainable, using these techniques with currently
available TRAPATT diodes. The mean power capa-
bility of the diamond heat-sink configuration is cur-
rently under investigation.

Much of the work described in this article has been
carried out with the support of Procurement Executive,
Ministry of Defence, sponsored by DCVD.

Summary. The TRAPATT oscillator is a source of high peak
powers at microwave frequencies in S-band (2-4 GHz). lt is based
on the TRAPATT diode, and is particularly suitable for pulsed
applications in radar systems. Although operation is at lower
microwave frequencies than some contemporary oscillators, effi-
ciencies are high and comparatively large duty cycles are possible.
The conventional TRAPATT oscillator circuit has shortcomings
that make its use in practical systems intractable; in particular, loss
of frequency coherence arising from spurious trigger pulses is a
common problem. A new circuit has been developed that obviates
these difficulties, and which has a much improved performance.
Coaxial and microstrip versions of the oscillator have been made to
this new design, and various aspects of their performance have been
measured. The oscillator can be tuned either mechanically or mag-
netically, and can be made insensitive to ambient temperature
variation in three different ways. Considerable attention has been
paid to the design of diodes with optimum electrical and thermal
characteristics; this has resulted in a new ‘thinned’ diode structure.
Very high peak powers can be obtained using both large-area devices
and novel circuit configurations.
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Microwave measurement of moisture content
in process materials

W. Meyer and W. Schilz

Ever since man began to engage in manufacture, the determination of the water content of

raw materials and commodities has been of great economic importance. Nearly 35 years ago
J. Boeke wrote in this Journal: “The moisture content of grain, of tobacco, of butter, to name
only a few examples, is also paid for by the purchaser, and large profits or losses may be
involved when a kilogram of the product contains a few grams more or less of water than were
estimated’ 1. This is just as true today as it was then. Nowadays, however, there are simpler
-~ methods of measurement than Boeke’s rather cumbersome extraction method. The authors
have succeeded in developing a microwave method that gives a measure of the relative mois-
ture content and does not depend on incidental properties of the sample, such as density and

structure.

Introduction

In the control of industrial processes it is necessary
to have methods for continuously measuring the
moisture content of materials such as domestic salt,
fish meal, instant coffee and tobacco. This requires an
electrical output signal that can be used to regulate a
preceding manufacturing process by means of feed-
back. There are various methods that satisfy these
conditions, employing effects such as the absorption
of infrared radiation, the scattering of y-rays and the
conduction of alternating or direct current. Another
method uses microwaves, electromagnetic waves with
frequencies from 1 to 100 GHz. The difficulty with the
microwave methods used until now is that only the
absolute quantity of water in the sample is measured.
To obtain a ‘variable of state’, however, that does not
depend on the fortuitous properties of the particular
sample, we are more interested in the relative mois-
ture content y, the ratio of the mass of the water to
that of the moist sample [21. To obtain a value of v
with the existing methods, the mass of the sample
usually has to be determined separately.

The special feature of our method of measuring the
moisture content by a microwave method is that the

Dr W. Meyer and Dr W. Schilz are with Philips GmbH Forschungs-
laboratorium Hamburg, Hamburg, West Germany.

relative moisture content y is directly measured and
that the measurement signal is independent of the
density, the dimensions and the structure of the
sample. In addition, the mean moisture content of the
entire sample is measured, whereas with infrared
light, for example, only the surface moisture content
is determined.

We have developed instruments of two types. With
one type the material can be measured continuously
during the manufacturing process. With this instru-
ment there is no physical contact with the material
being measured, as there is when the conductivity for
alternating or direct current is measured. With the
other type of measurement very rapid determinations
can be made for separate samples such as a bundie of
fibres or a cigarette. With an instrument of the first
type a large number of measurements have been per-
formed in industrial conditions to test the reliability
of the results. The small amount of microwave radia-
tion escaping during the measurement remains well
below the statutory safety limit.

We shall first consider the basic theory, and then we
shall discuss some examples of the instruments we
have developed. Finally we shall present some results
of measurements.
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Theoretical considerations

The purpose of the measurement is to determine the

relative moisture content
My

V= ma + mw ’ (1)
where my is the mass of the water and m4 the mass of
the dry matter in the sample. In the determination of
ma by weighing alone, the result depends on the
method adopted for drying the sample. When it was
necessary to determine mag, to verify the results of
measurements, we dried the sample for an hour at a
temperature of 110 °C.

The extent to which the propagation of electromag-
netic waves is modified by the material, compared
with propagation in free space, depends on the com-
plex relative dielectric constant

er=¢'—je’ 2

where &' is the real part of &; and ¢’ is the imaginary
part. €' determines the velocity of the propagating
wave in the material; ¢, also called the loss factor,
determines the attenuation of the amplitude of the
propagating wave as it penetrates into the material.
The values of ¢’ and &'’ depend on the density g4 of
the material, the temperature and the frequency. In
the microwave frequency range the complex dielectric
constant of water, e.g. at 10 GHz and 25 °C

ér,w = 65 — j35, 3

is much greater than that of the materials commonly
measured, which might typically have &’ =~ 1.5 and
€''= 0.01 in the dry state. The water content there-
fore largely determines the dielectric constant of the
moist material. Disregarding for a moment the effects
of temperature, we can say that in the microwave
range & depends mainly on the density and relative
moisture content of the material:

er(0d, ) = €'(0a, W) — j&'"(0a, ¥). )]

The measurement of &’ or &'’ separately does not there-
fore give an unambigous value from which ¥ can be
determined, since both are also dependent on the
more or less fortuitous density of the sample.
Looking for a quantity that would indeed constitute
a unique function of the relative moisture content y,
we first measured the dependence of €’ and ¢”' on ga
for tobacco (see fig. 1) at a constant water content of
18%. It was found that in this material — ard, as
we later found, in other materials too — (¢’ — 1) and
€'" are both an approximately linear function of the
density ga. The line for &' starts at the point (0,1) and
the line for £ starts at (0,0), since & takes the value 1
(with ¢’ =1 and &'’ = 0) when pa = 0. A closer look
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Fig. 1. The real part ¢’ and the imaginary part &' of the complex
relative dielectric constant & =&’ — j&'’, as a function of the
density g4 of tobacco. ¢’ and &' were measured by filling a wave-
guide with different tobacco samples with a relative humidity of
18% and determining the velocity and attenuation of a propagating
wave. The measurements were carried out at a frequency of
12.5 GHz. The values of (¢’ — 1) and &* both turn out to be approx-
imately linear functions of 4. Since &; = 1 if 04 = 0, the line for &’
starts at (0,1) and that for ¢ at (0,0). The lines in the figure are not
straight because ¢’ and &’ are plotted on a logarithmic scale.
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Fig. 2. Variation of the quantity (¢’ — 1)/¢'' as a function of o4 for
the results of the measurements in fig. 1. The relation corresponds

approximately to a straight line parallel to the abscissa. (¢ — 1)/e"
is thus virtually independent of the sample density.

at the behaviour of (¢’ — 1)/’ clearly indicated that
this quantity was indeed found to be practically inde-
pendent of the density oq; see fig. 2. Measurements on
other materials such as wheat grain, feathers, instant
coffee, tea, domestic salt, fish meal and wool also
showed that (¢’ — 1)/e” was independent of the
density within certain ranges. It was found [®! that the
quantity

1
Ap) =2 = ®)

is a measurable electrical magnitude that can yield a

(1 3, Boeke, A new electrical method for determining moisture
content, Philips tech. Rev. 9, 13-15, 1947.

[2] In exceptional cases the relative moisture content may also be
related to the sample without water. We shall not deal with this
aspect here.

(81 W. Meyer and W. Schilz, J. Physics D 13, 1823, 1980.
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unique value for the relative moisture content. Within
practical limits, A(w) is independent of g4, and
appears to be only slightly dependent on temperature.
Fig. 3 gives the various calibration curves of A(y) for
some of the materials that have been measured in our
laboratory. They start at the ordinate with different
A(w)-values, depending on the properties of the dry
material, and are all a monotonically decreasing func-
tion of w. At moisture contents of approximately
30% the curves approach the value A = 1.8 for water
alone, which follows from eq. (3). At even higher
moisture contents the dielectric behaviour of water
predominates, and this method is then no longer suit-
able for moisture measurements. The method is not
very suitable for moisture contents below 3%, since
most of the curves are nearly parallel to the w-axis in
that range, corresponding to the properties of the dry
material.

100

Fig. 3. Some calibration curves for different materials currently
analysed at 12.5 GHz. T the curve for tobacco, C for domestic salt,
I for instant coffee, W for wool and Wh for wheat grain. The
quantity A(w) = (¢’ — 1)/¢"" is plotted as a function of the relative
moisture content . When v is greater than 30%, A(y) is no longer
useful as a unique measurement value for the moisture content,
since all the curves then approximate to the value A(y) = 1.8 for
water. The method is not very suitable for moisture contents below
3%, since most of the curves are nearly parallel to the y-axis in that
range, corresponding to the properties of the dry material.

At frequencies of about 10 GHz A(y) is only
affected by the free water in the sample. At lower fre-
quencies — outside the microwave range — trouble is
experienced from ion conduction and the result of a
measurement may depend on (say) the salt content of
the sample.
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Industrial moisture measurement

‘A great deal has been published on the subject of
microwave moisture measurement *!. Various instru-
ments are also on the market that measure either the
attenuation or the velocity of the propagated waves in
the moist material. These instruments differ not only
in the microwave frequencies they use, but also in the
manner in which the microwave signal is introduced
into the sample. The test unit must be adapted to suit
the dimensions of the sample, e.g. sheets of paper or
cigarettes. Depending on the type of test unit, instru-
ments for moisture measurement can be divided into
two types:

— transmission instruments, mainly used for meas-
uring large quantities of material of average or high
moisture content, e.g. on conveyor belts; and

— cavity instruments, suitable for measurements on
small samples of low moisture content, such as cotton
fibres.

We shall now discuss two examples of moisture
meters that we have developed, which are of the first
and the second types. In both designs we applied the
principle of obtaining an output signal that does not
depend on the density of the sample.

A transmission-type moisture meter

Fig. 4 shows the moisture-sensor head (sometimes
called an ‘applicator’) we have designed for moisture
measurements by microwave transmission. The micro-
wave signals are coupled to and from the sample by
horn transitions. This unit can be used for measuring
fluffy materials such as tea and tobacco. Fig. 5 shows
how the instrument can also be used for measure-
ments of materials on a conveyor belt. The ratio of
the phase shift ¢ and the attenuation L of the ampli-
tude of the wave propagated through the sample
depends on ¢’ and ¢'' 1%);

6 e -1 2

= = Ry 6
L e" 1+ e )

This means that when &'~ 1 the ratio ¢/L approxi-

Fig. 4. The moisture-sensor head (the ‘applicator’) for measuring
fluffy materials by means of microwave transmission. The micro-
wave signals are coupled to and from the sample by the horn tran-
sitions.
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mates to the value of A(y) as indicated by eq. (5).
Since ¢’ is not greater than 1.5 for the dry state of
most of the materials commonly measured ¢/L is a
measure of the relative moisture content. A micro-
wave bridge arrangement is used for determining ¢
and L. Fig. 6 shows the relation between ¢/L and the
relative moisture content ¥ for tobacco. The curve
resembles the curve for tobacco in fig. 3 after com-
pensating for the logarithmic w-scale. Fig. 7 shows for
moisture contents of 12 and 18% that ¢/L is also
virtually independent of the density g4. Here again

Fig. 5. Measuring the moisture content of tobacco on a conveyor
belt by microwave transmission. One of the horn transitions of
fig. 4 can be seen at the centre. The equipment for drying the
tobacco is at the upper left. An infrared moisture meter is shown at
the upper right. The arrangement was designed for comparing the
microwave and infrared methods.
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Fig. 6. The ratio of the phase shift ¢ (in degrees) and the attenua-
tion L (in dB) as a function of the relative moisture content  for
tobacco. The measurements were made with a transmission-type
instrument, as in fig. 4; the values for ¢ and L were measured with a
bridge arrangement. The shape of the curve agrees with the curve
for tobacco in fig. 3, after correction for the logarithmic y-scale of
fig. 3.
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the method is seen to be of practical use for moisture
contents of 3 to 30%.

For use in industry we have developed an instru-
ment in which the electronics and the microwave cir-
cuits (except the sensor head) are combined in a single
module; see fig. 8. The test unit, consisting of two

100°/dB -
oL |
1}/: 72 % |
r 50 L — =5 =0 Q. 00
or w=18%
20t
70 4 i L
010 015 020 025gfer’

— Qg

Fig. 7. The ratio ¢/L (see caption to fig. 6) as a function of the
density g4 of tobacco, for relative moisture contents of 12 and
18%. It can be seen that @¢/L, like (¢’ — 1)/e ' (see fig. 2), is virtually
independent of the sample density.

Fig. 8. Photographs of the main module of the transmission-type
moisture meter. @) The upper side with the microwave unit. The
two Gunn oscillators (see fig. 9) are on the right. The connections
for the two coaxial cables to the sensor head (see fig. 4) can be seen
just below the centre. ) The underside with the electronics.

41 A. Kraszewski, Microwave aquametry — a bibliography,
1955-1979, J. Microwave Power 15, 298-310, 1980.
51 W, Meyer and W. Schilz, IEEE Trans. MTT-29, 732, 1981.
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horn transitions of the type shown in fig. 4, can be con-
nected to the unit of fig. 8 with coaxial cables. Fig. 9
gives the block diagram of the electronic circuits.
From this it can be seen that there are three sections
operating at different frequencies — 9 GHz, 10 MHz
and 10 kHz. The microwave part of the diagram con-
tains the sensor head, which can be placed around the
sample S, and two Gunn oscillators (G1 and VCO).
One of the oscillators can be varied in frequency
(VCO: voltage-controlled oscillator). The oscillators
have nominal frequencies of 9 and 9.01 GHz. Their
frequency difference is kept accurately constant in a
phase-locked loop, using a reference oscillator Gz at

VCO
901GHz 4
M, M,
.Gy
v x|
M, 999 MHz
10kHz| X 10kHz| X
L Al
G2E7OMH2 @
Il é n
y uP ¢/l [

Fig. 9. Block diagram of the moisture meter of fig. 8. S sample.
G, and VCO Gunn oscillators with frequencies of 9 and 9.01 GHz
respectively. The microwave signals at 9 GHz pass through the
sample via the horn transitions H; and Hp of the sensor. The 9 and
9.01 GHz signals are coupled out of the coaxial cables, and a dif-
ference signal at 10 MHz is obtained in a mixer M. The difference
signal is compared in a phase-locked loop via an amplifier and a
mixer Mg with a 10 MHz signal from a reference oscillator G witha
quartz crystal. In this way the difference of the frequencies from G,
and VCO is maintained at 10 MHz exactly. The mixer M5 provides
a 10MHz signal that contains information about the attenuation L
and phase shift ¢ of the 9 GHz signal in the sample. A second refer-
ence oscillator G3 delivers a signal at 9.99 MHz. The mixers M3 and
M, provide signals at 10 kHz that contain information about the
9 GHz signal before and after the sensor head respectively. After
passing through two filters, which transmit only the sine waves at
10 kHz, both signals are compared. This yields a digital signal pro-
portional to the attenuation L. The sinusoidal 10 kHz signals are
converted into pulsed signals and compared, yielding a digital sig-
nal proportional to the phase shift ¢. The signals pass through a
divider and the signal for ¢/L is then processed in a microproces-
sor, taking into account the relation between ¢/L and  shown in
fig. 6. In this way a signal proportional to the relative moisture
content  is obtained, which can be used for controlling the
preceding stages of the manufacturing process.
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10 MHz with a quartz crystal. Two signals at 10 kHz
are derived from this with the aid of a second refer-
ence oscillator Gz at 9.99 MHz and two mixer circuits
(M3 and M4). One of the 10kHz signals contains the
information from the 9 GHz signal before the sensor
head, the other contains the information from the sig-
nal after the sensor head. Filters and conventional elec-
tronic circuits are used for obtaining signals for the
phase shift ¢ and the transmission loss L. After the
ratio ¢/L has been derived in a divider circuit a micro-
processor finally delivers the signal that is propor-
tional to the relative moisture content y by making
use of a calibration curve similar to that of fig. 6. This
signal may if required be used for controlling the
manufacturing proces. The accuracy of the instru-
ment is about + 1° for ¢ and about + 0.8 dB for L.

A moisture meter of the cavity type

Measurement of A(y) in eq. (5) and using resonant
cavities is relatively simple if the samples are small. In
this case perturbation theory ®! indicates that the
relation between ¢’ and ¢’’ and the resonant frequen-
cies and Q-factors is given by

fe—N1
.y
A=t
o o

where f1 and f2 are the resonant frequencies, and Q1
and Q2 are the Q-factors before and after insertion of
the sample.

The moisture meter we have built permits an even
simpler measurement than by determination of the
frequencies and Q-factors as mentioned above. Fig. 10
shows the sensor head. It consists of a cylindrical
cavity with two Gunn oscillators coupled to it. Fig. 11
shows a number of lines of force for the electric and
magnetic fields of the Honn and Eoiz modes of the
cavity. Each Gunn oscillator is coupled to the cavity in
such a way that it excites only one of the two modes.
The two modes differ little in frequency and lie a little
above and below 11.5 GHz. The location of the sample
coincides with the centre-line of the cavity. In the Eoi2
mode this location corresponds to that for the maxi-
mum amplitude of the electric field. In the Ho11 mode
the amplitude of the electric field is zero at this posi-
tion. Since the sample only affects the electric field,
insertion of the sample does affect the Eo12 resonance,
shifting it in frequency, but the Hoi1 resonance re-
mains unchanged. The signal from the Hoi1 mode of
the cavity is therefore applied to the local-oscillator
port of a balanced mixer via a coaxial cable. The sig-
nal from the Eo12 resonance is applied to the other
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Fig. 10. The sensor head of the cavity-type moisture meter. The
central part is the actual cylindrical resonant cavity. The sample,
here consisting of a bunch of cotton threads, is placed in the centre
of the cavity. Above and below there are two Gunn oscillators,
which are coupled to the cavity by means of a ‘cut-off’ technique.
One oscillator excites the Egi12 mode, the other excites the Ho1i
mode of the cavity (see fig. 11). At the left and right are the
couplings used for extracting the power from each mode, using
coaxial cables.

port of the mixer via a similar cable. At the output of
the mixer the power P of the Eo12 oscillation and the
difference f between the frequencies of the two oscil-
lations is measured. Since the resonances in both
modes are affected in much the same way by tempera-
ture changes, f is practically independent of tempera-
ture.

A special ‘cut-off’ coupling method maintains the
output power from the Gunn oscillators constant to
within 0.1 dB over a frequency range of at least
50 MHz. The power injected into the cavity by the
Gunn oscillator for the E¢12 resonance thus changes
hardly at all if the frequency of this resonance is
changed by the insertion of the sample. This is of fun-
damental importance, since it means that the power
extracted from this mode of the cavity, is a monotonic
function of €'’ — the loss factor — of the sample and
hence of its water content. Since &' determines the
velocity of a propagating wave, the frequency of the
standing wave in a cavity also depends on ¢’. The
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change Af in the frequency difference f measured at
the output of the mixer is therefore a monotonic
function of ¢’ — 1 of the inserted sample. We thus
see that, by measuring the ratio A f/A P after insertion
of the sample we have again obtained a measure of
the water content, which, like A(w) = (¢’ — 1)/e"' does
not depend on the density. In fig. 12 both (¢’ — 1)/e"

-
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Fig. 11. a) Lines of force for the Hpi; mode of resonance, b) those
for the Eo12 mode of resonance in the cavity of fig. 10. S sample,
placed at the centre of the cylinder. The crosses and dots indicate
lines of force perpendicular to the plane of the drawing, away trom
the reader and towards him, respectively, E lines of electric force;
H lines of magnetic force. The electric field is always zero at the
location of the sample in the Hoy11 mode. Insertion of the sample
thus only affects the oscillations in the Epy;p mode. C; schematic
indication of the coupling to the coaxial cable for extracting the sig-
nal from the Ho1; mode; the loop should be considered as perpen-
dicular to the plane of the drawing. Cy the same for the Eg;2 mode;
the loop is shown in the correct position.
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Fig. 12. Plot of A(w) = (¢'— 1)/e"" and Af/AP as a function of
the relative moisture content . The changes Af and AP are
respectively the detuning and the power loss of the oscillations in
the Eo12 mode of fig. 11 after the sample has been inserted. A(y)
can be determined by means of the cavity by measuring the Q and
the frequency of the oscillations in one of the possible modes before
and after insertion of the sample and then applying equation (7). 1t
is clear that the ratio Af/AP — which is easier to determine —
is just as useful a measure of the relative moisture content as
Aly) = ('~ D/e".

181 W. Meyer, IEEE Trans, MTT-25, 1092, 1977.
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— obtained by measuring the change in frequency
and Q of the cavity and applying equation (7) — and
Af/AP are plotted as a function of the relative
moisture content . It can be seen that the functions
behave in almost the same way and that the method is
usable for moisture contents up to about 10%. From
fig. 13 it follows that AP and Af are each extremely

15 MHz 15d8
Af AP
T 10 ag 110
5t Af 105
B
0 L ) { 0

Fig. 13. The power loss AP and the detuning A f (see caption to
fig. 12) as a function of the relative density o, (varied to 32X with
respect to an arbitrary density) of a bunch of cotton threads. Both
quantities are strongly dependent on o; and therefore not suitable
separately as a measure of the moisture content of the sample. The
relative moisture content of the cotton threads was 4.5% during the
measurement.
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Fig. 14. The ratio Af/AP as a function of o, for the same measured
points as those in fig. 13. It is clear that Af/AP is almost in-
dependent of the density, and can readily be used as a measure of
the moisture content that does not depend on the fortuitous proper-
ties of the sample. Af/AP remains within 7.5 + 0.2 MHz/dB,
corresponding to a variation of 4.5 + 0.1%, see fig. 12, in the
relative moisture content i, while the density varies by a factor of
up to 32.

dependent on the density of the sample, of course,
which in this case is cotton thread with a water
content of 4.5%. The density here was varied by a
factor of 32. Fig. 14 shows a plot of the ratio Af/AP
for the same measurement data; the ratio is seen to lie
within 7.5+ 0.2 MHz/dB for the entire density
region. This corresponds to a variation of 4.5 + 0.1%
in the measured relative moisture content; see fig. 12.
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Industrial trials

Moisture-measuring instruments of the transmis-
sion type (fig. 4) and of the cavity type (approximately
corresponding to the one shown in fig. 10) were sub-
jected to extensive trials under industrial conditions,
and the results of the measurements were evaluated
statistically.

The most promising results were obtained with the
transmission-type instrument, mounted above and
below a conveyor belt for tobacco, as illustrated in
fig. 5. Also visible in that photograph is an instrument
that works with the aid of infrared radiation. The out-
put signals from both instruments were recorded, and
at regular intervals samples were removed from the
conveyor belt. The moisture content of these samples
was determined by weighing, using the drying proce-
dure mentioned earlier. It was found that the curves

Fig. 15. Different structures in tobacco samples. From top to
bottom can be seen successively leaves, stalks and the cut finished
product. Moisture measurement in the tobacco industry should be
affected as little as possible by these different structures.
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in both recordings agreed well with the moisture con-
tent determined by weighing. The structure of tobacco
can vary considerably owing to the presence of leaf,
stalks and the cut end-product; see fig.- 15. It turned
out that the results of the measurements using micro-
- waves were less affected by the varying structures of
the material than when infrared radiation was used.
The instrument shown in fig. 4 was also tested in the
fish-meal industry. Fish meal also has a-widely varying
structure, owing to the presence or absence of bones.
Here again, a moisture-content determination is re-
quired that does not depend on the fortuitous struc-
tural and chemical properties of the sample. Ten
measurements, each on 15 samples of different kinds
- of fish meal were carried out at 9 GHz with the mois-
ture meter of fig. 4. The moisture content of each
sample was then determined by weighing. The results
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Fig. 16. The ratio L/¢ (the reciprocal of the quantity given by
equation (6)) of the attenuation and the phase shift as a function of
the relative moisture content . The results are given of 150 meas-
urements, made with a microwave moisture meter as in fig. 4, on
15 samples of fish meal of different kinds. The ¥ of each sample
was then determined by weighing. The average value of the results
of the measurements for each sample is indicated by a circle, while
the vertical lines indicate the spread in the results. The best-fit
straight line for the ‘calibration curve’ is given by the equation

w=529L/¢p + 4.02; it was calculated by a linear-regression anal-

ysis. The correlation coefficient is 0.98 and the standard deviation is
0.42% in relative moisture content.
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of the measurements are shown in fig. 16, the vertical
lines indicating the spread of the measurements and
the circles the average for each sample. The quantity
plotted along the vertical axis is L/¢, the reciprocal of
the quantity given by equation (6). A linear regression
analysis gave as a result the equation

L .
w = 5.295 +4.02 - (8)

for the calibration ‘curve’, with a correlation coeff-
cient of 0.98 and a standard deviation of 0.42% for
the relative moisture content. However, if the phase
shift ¢ alone is plotted as a function of y, a ‘cloud’
of points is obtained showing little or no correlation.
The measurement of the ratio L/¢ is thus much more
useful for determining the moisture content than
measurements of ¢ or L separately.

The advantages of measuring moisture content by
our microwave method during the manufacturing
process can best be seen by comparing our method
again with the infrared method. Both methods are
non-destructive, make no mechanical contact with the
sample and are continuous. Microwave signals, how-
ever, have longer wavelengths and are therefore less
affected by the different structures of the sample than
infrared rays. Both methods compensate for the
effects of varying density in the sample, but this
requires the use of a second radiation source as
reference in the infrared method. The main advantage
of using microwaves, however, is that the signals pass
right through the sample and thus provide an average
value for the relative moisture content of the entire
sample. Infrared rays, on the other hand, only scan
the surface of the material. '

Summary. By using microwave methods to determine the quantity
(&' — )/e'"(¢’and £ are the real and imaginary components of the
complex dielectric constant), a measure of the relative moisture
content of the material is obtained. This measure is found to be
independent of the density of the material. An instrument based on
microwave transmission is described, which is especially suited for
measuring the moisture content of raw materials during the manu-
facturing process. Another type of instrument measures separate
samples in a microwave cavity. In this case the detuning and
attenuation of one of the resonances provides a measure of the
moisture content. The article concludes with the results of a num-
ber of trials of the instruments in an industrial environment, and a
comparison is made with the results of moisture meters using infra-
red radiation.
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Gilles Holst, pioneer of industrial research in the Netherlands

H. B. G. Casimir

-4

On the occasion of the twentieth anniversary of the Eindhoven University of Technology in
1976 it was decided to institute an annual ‘Holst Lecture’. Its organization was made possible
by a donation from the Philips Company. The central theme of each lecture was to be the
development of the technological sciences in interaction with the natural sciences and mathe-
matics on the one hand, and with their industrial applications and the consequences of such
applications on the other. The choice of name pays tribute to the memory of Prof. Dr
G. Holst who, as a distinguished physicist in the Netherlands and founder of Philips Research
Laboratories, did much to promote that interaction.

Since then there have been five Holst Lectures. The speakers at the first four lectures were
Prof. Alexander King, Prof. C. Freeman, Prof. Dr C. F. Frh. von Weizsicker and Prof. Kevin
Lynch. The main subject of the fifth Holst Lecture was Holst himself, and the organizers were
Jortunate in finding the best imaginable speaker on this subject — Prof. Dr H. B. G. Casimir,
Jrom 1942 a member of Holst’s staff and later one of his successors.

/ The opportunity to publish Professor Casimir’s paper here (with a very few minor changes,
mainly his own), gives the editors particular pleasure in as much as Holst was in fact the

Jounder of Philips Technical Review.

Who was Gilles Holst? Those who knew him, who
felt his influence, who had the privilege to work under
his leadership, will never forget him. But their num-
ber is beginning to diminish. Anyone undertaking an
in-depth study of the history of scientific research in
the Netherlands, and in particular of the history of
industrial scientific research, will undoubtedly come
across his name, but there are few engaged in such
studies. It is good to use the occasion of this annual
lecture to perpetuate his name, which is in danger of
becoming to many no more than a name. The name of
Van der Waals immediately conjures up the equation
of state, the condensation of gases, the Van der Waals
forces between molecules; when Kamerlingh Onnes is
mentioned we think of low temperatures, of liquid

Prof. Dr H. B. G. Casimir was formerly a member of the Board of
Management of N.V. Philips’ Gloeilampenfabrieken and headed
Scientific research in the Philips group of companies worldwide.

helium, of superconductivity; Lorentz is associated in
our minds with electrons, with the Lorentz force, the
Lorentz transformation, the Lorentz contraction;
Zeeman with the Zeeman effect. In textbooks you will
probably look in vain for the name of Holst: although
the work he published did play a role in the general
progress of science, it cannot be counted among the
permanent pillars of modern physics. And yet, he was
one of the great men of his generation. I am therefore
happy to have this opportunity today to try and
recreate for you the figure of Holst.

Gilles Holst was born at Haarlem on 20th March
1886. His father, Casper Hendrik Holst, was the man-
ager of the Conrad Shipyards. Holst went through
higher secondary education in Haarlem, took his
leaving certificate in 1903 and then worked for six
months in his father’s shipyard and six months with -
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the firm of Willem Smit. During this initiation into
the business world he must already have realized that
in the long run mechanical engineering was not going
to satisfy him. ‘I didn’t like cast iron’ was later one of
his obiter dicta, and this at first sight perhaps rather
mysterious remark comprises a great deal of Holst’s
way of thinking and working. What irked him was
_ that, although you can make splendid calculations
for mechanical structures, in the final analysis you
had to allow for a substantial safety margin because
not enough was known about the properties of the
construction material, particularly of cast iron. It
was this very problem of understanding and techno-
logically controlling the properties of materials that
was later to become a guiding principle of Holst’s
work.

In 1904 he went to Ziirich to study at the Techno-
logical University there, initially electrical engineer-
ing. Was there still too much cast iron in electrical
engineeririg? After two and a half years and an inter-
mediate examination he switched to mathematics and
physics. In 1908 he received the degree of gepriifter
Fachlehrer, qualifying him as a teacher in higher
education. At all events, fundamental physics inter-
ested him — and mathematics, too, for that matter.
Marcel Grossmann (1878-1936) was from 1907 a pro-
fessor of geometry at Ziirich. He was a good friend of
Einstein’s and his scientific adviser in matters of in-
variant multidimensional geometry. I seem to recall

Holst telling me that he had attended Grossmann’s .

lectures on ‘Ausdehnungslehre’ as propounded by
Grassmann (1809-1877). After graduating, Holst
spent about a year as an assistant of Professor H. F.
Weber [*1, He then returned to the Netherlands, was
for a short time an assistant of Siertsema at Delft and
at the beginning of 1910 joined Kamerlingh Onnes as
an assistant at Leiden.

It is perhaps amusing to mention in passing that
Einstein in 1900 received the same degree as Holst did
later, but that Weber did not want him as an assistant.
One might wonder whether Einstein would have been
the most suitable man to lead a practical physics course
for up-and-coming engineers, but Einstein himself ap-
pears to have been somewhat affronted by this rejec-
tion and even went so far as to complain that Weber
was intriguing against him. Even more remarkable‘is
that Einstein at the time applied for a job with ...
Kamerlingh Onnes, on a carelessly handwritten post-
card, reply postage paid. Kamerlingh Onnes did not
use it; I don’t suppose he took the application
seriously. v

' The Leiden cryogenic laboratory occupied a unique
position in 1910. In 1908 Kamerlingh Onnes had suc-
ceeded in liquefying helium, thereby opening up a
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completely new field of research. It led as early as
1911 to the discovery of what still constitutes one of
the most remarkable phenomena of the solid state:
superconductivity. It think it is worth while looking a
little more closely at the role that Holst played in this
sensational discovery.

Electrical-resistance measurements at liquid-helium

temperatures (1-4 K) formed part of the research pro-
gramme Kamerlingh Onnes had embarked upon. When
preliminary measurements on platinum revealed that,
contrary to all expectations at the time, a further
decrease of resistance took place upon cooling to
liquid-helium temperatures, Kamerlingh Onnes pub-
lished a theoretical argument providing a plausible
explanation for a very rapid decrease. The measure-
ments were prepared and carried out by Dr Dorsman
and Holst, who were given the job of measuring the
resistance of mercury. At least, it is reasonable to
assume that that is what happened. At the end of the
first publication [!], which did establish a rapid drop
in resistance upon cooling but no complete disappear-
ance of resistance, that is to say no superconductivity,
Kamerlingh Onnes wrote:
‘I gratefully record my indebtedness to Dr. C. Dors-
man for his intelligent assistance during the whole of
this investigation, and to Mr. G. Holst, who con-
ducted the measurements with the Wheatstone-bridge
with much care.’

These or similar acknowledgements were repeated

in subsequent publications, in particular those that
describe superconductivity. Two years later Kamer-
lingh Onnes concluded a publication 21 with the
words:
‘Having completed the series H of my experiments
with liquid helium I wish to express my thank to Mr.
G. Holst, assistant at the Physical Laboratory, for the
devotion with which he has helped me, and to Mr.
G. J. Flim, chief of the technical department of the
cryogenic laboratory, and Mr. O. Kesselring, glass-
blower to the laboratory, for their important help in
the arrangement of the experiments and manufac-
turing of the apparatus.’ ’

Much later, in a confidential document in which he

recommends Holst for appointment to membership
of the Netherlands Royal Academy of Sciences (Holst
in fact became a member in 1926) Kamerlingh Onnes
wrote: .
‘Of his work at Leiden it should be mentioned that he
cooperated in the discovery of the superconductivity
of metals and in the further research on supercon-
ductivity.’

What are we to conclude from all this? It seems
clear to me that Holst carried out the resistance meas-
urements and that he was thus the first to observe
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superconductivity. May we then regard him as a co-
discoverer of superconductivity? ‘Of course not,’
Kamerlingh Onnes would probably have replied.
‘I provided the liquid helium,” he might have argued,
‘I set the task of measuring the resistance of mercury
— a measurement which, it is true, was not so easy,
given the special circumstances, but which could
nevertheless be performed with known methods. A
competent experimenter, performing the task I had
set him, was bound to discover superconductivity.
Holst was undoubtedly competent, and devoted. For
that, I, Kamerlingh Onnes, thanked him in the correct
manner.’ So, it seems to me, he would have reasoned.
He was an authoritarian man, he believed in ranks
and stations of life, though within that scheme of
things he behaved correctly and with benevolence.
Nowadays people think differently about these things;
I believe, incidentally, that even at that time there
were laboratories that pursued a different line of con-
duct. . ‘

How did Holst react to all this? He never spoke to
me about it, but it can scarcely have been anything
but a disappointment to him. When you have had an
important share in one of the most sensational
discoveries of that time — which was also promptly
rewarded with a Nobel prize — when you have had to
convince your superior that your observations were
correct — obviously, everyone thought at first it was a
case of short-circuiting — then it is not satisfactory to
have your name mentioned only in a polite but non-
committal word of thanks.

One thing is certain: in later years Holst himself
never followed the example of Kamerlingh Onnes in
this respect. If his name appears at the author or co-
author of a publication, you can be sure that he took
an active part in the research work involved. Of course,
the times had changed; and in any case, Holst’s col-
laborators were graduate independent researchers
whereas those of Kamerlingh Onnes were still in a
sense undergraduates, because in those days someone
with a master’s degree was not regarded as a full grad-
uate. However this may be, Holst might very often
have claimed, quite rightly, that he as the principal
instigator of a research project was entitled to publish
as a co-author. The fact that he did not do so was a
noble and generous reaction to a painful experier{ce.
It must not be thought that Holst was completely
indifferent as to whether or not his name was men-
tioned. I at least know of one case in which a member
of his staff himself insisted that Holst should publish
as co-author, and that was certainly appreciated.

A curious remark about Kamerlingh Onnes occurs
in a letter dated 30th November 1913 which Holst
wrote to his friend A. D. Fokker. He writes:
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‘I believe that ... .. rather underestimates the merits
of the great KOH — evidently a codename for Heike
Kamerlingh Onnes — because he is certainly a man
who plays a big role, even if it is often only the role of
bath superintendent.’

This is a characterization that Kamerlingh Onnes
would not himself have appreciated. In the same letter
Holst writes that he is going to Eindhoven on 1st
January. With a dash of bravura he writes:

‘So you see, Philips has realized where his own interest
lies. That’s what you would expect of a good business-
man. It sounds to me very nice. I shall have a brand
new laboratory to fit up and will have to do all sorts of
measurements aimed at revealing to us the formula of
the incandescent lamp. With that in view I have con-
cluded my work at Leiden. This means that the thesis
will not be what I had wished, but that can’t be
helped.’

That thesis, which gained him his doctorate at
Ziirich in July 1914, dealt with the equation of state
and the thermodynamic properties of ammonia and
methyl chloride — a typical Leiden topic, and a
thorough piece of work to which he was probably not
passionately commited. In a letter to Fokker of 10th
May 1914 he even refers to it as his ‘accursed thesis’.
But on 24th September he writes — again to Fokker,
who had meanwhile been called up — that the doc-
toral ceremony at Ziirich, where he was presented by
Pierre Weiss (the well-known authority on magnetism,
who worked at Strasbourg after World War I) and
which was attended by Kamerlingh Onnes, had been a
jolly party. Shortly after the doctoral ceremony, while
Holst was still looking around in Switzerland, World
War I broke out and Holst, with some difficulty, had
to take a roundabout way home. So much for his
apprentice years.

On the eve of World War I Philips’ Gloeilampen-
fabrieken was a firm of some substance and enjoyed
an established reputation. Production was going well
— the work of Gerard Philips — and the selling
organization was thriving — the work of Gerard’s
younger brother, Anton. From a technological point
of view, however, the firm was in a vulnerable posi-
tion. It had, it is true, been able to adopt processes
from abroad, to master them, make them suitable for
mass production and to establish accurate manufac-
turing formulae, but the really new ideas, such as the
metal-filament lamp and the gas-filled lamp, came

[*x] The unit of magnetic flux, Wb, is connected with W. E. Weber,
1804-1891. (Ed.)

(11 H. Kamerlingh Onnes, Comm. Phys. Lab. Univ. Leiden
No. 119, p. 26, 1911.

[21 H. Kamerlingh Onnes, Comm. Phys. Lab. Univ. Leiden
No. 133d, p. 68, 1913. .
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from elsewhere. In the Netherlands up to 1910 there
was no patent law in fbrce, and that made it easy to
take over inventions made abroad. After 1910 it
became desirable for Philips to build up their own
position in patents. However this may be — and here
I should remark that there are no documents extant
that give any real clue to Gerard Philips’s thinking on
this matter — Gerard Philips decided that he, like
General Electric, had to have a physics research labo-
ratory. Finding the right man seems to have been

quite a problem. W. J. de Haas, who later succeeded -

Kamerlingh Onnes, liked to relate that he was offered
the job, but that after taking a look around in Eind-
hoven, he had declined the honour. I rather doubt the
truth of this story. It is also likely that there were
negotiations with the Dr Dorsman mentioned earlier,
which led to nothing. At all events, on Thursday 23rd
October 1913 the following advertisement appeared in
De Nieuwe Rotterdammer:

Wanted, a skilled, young
Doctor of Physics,
must be a good experimenter.

On 25th October Holst sent in his application for the
job, or rather he applied for an interview. Gerard
Philips and he soon reached agreement, and on 2nd
January he was put on the payroll. Notice that it was
2nd January. New Year’s Day was a public holiday
and Gerard Philips was not the man to start a business
relationship by paying someone a day for nothing.
This rather tight-fisted way of doing business was con-
tinued into later years. My colleague Rinia used to
complain that he thought he had been taken on as
from 1st November, but at the end of the first month
he was paid for only 29 days: the 1st of November was
a public holiday. On his 25th anniversary with the
Company he was handed three Dutch half-crowns by
way of back payment.

After only a few months the laboratory staff was
doubled: on 16th April Dr Ekko Oosterhuis joined
the Company. In the letter of 10th May, already cited,
Holst comments: ‘It is much fitter that there are now
two of us. You can discuss things much more easily
and also — which is the view of he boss — better use
is made of the instruments.’ In his letter of 24th Sep-
tember Holst is already speaking of a triumvirate:
Sophus Weber, a Danish physicist, had joined the
team.

If it were my intention to lay stress on Holst’s own
direct contributions to physics, I would have to speak
in particular about the early years, let us say the first
ten years, of our Research Laboratories. It was in
those years that Holst personally did a great deal of
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research work: on photometry, on the properties of
tungsten, on the sputtering of metals, on thin films.
At first this work had a direct connection with lamp
manufacture, but gradually it acquired a broader
scope. I shall not deal here with Holst’s own work.
I assume that it was useful and of good substance, but
as I remarked at the outset, it was not of permanent
significance. And, as the laboratory expanded, it
receded more and more into the background. The great
significance of Holst lay not in his own research work
but in the way in which he organized and gave leader-
ship to research at Philips. I have already spoken of
Holst’s unselfish attitude with regard to'publications.
More in general one can say that Holst set aside his
personal ambitions: the work of the Laboratories was
more impor_tanf to him than personal fame. This kind
of renunciation is never easy, and definitely not for a
man like Holst who, as I have said, had been closely
involved in exceptionally important fundamental
research and who 'undoubtedly possessed the capaci-
ties for going on doing pioneering work himself. ‘I
used to be quite a good experimenter,’ he once said to
me, and his words carried a touch of wistfulness. Van
der Pol, one of his best-known colleagues, never
wanted to make such a sacrifice; he remained first and
foremost a specialist in the mathematical treatment of
‘radio’.

I shall now speak first about areas of research that
Holst himself selected and on which he was able to set
people to work. First of all, gas discharges. The study
of the conduction of electricity by rarefied gases and
of the phenomena associated with it had a respectable
history. Towards the end of the last century it had
already led to the discovery of X-rays and of the elec-
tron. Holst believed in the possibilities of entirely new
light sources, and his conviction was not just some
airy notion without foundation. Holst had in fact
realized that it was Bohr’s atomic theory that had
made it possible to understand the phenomena, in
particular the emission of light, and tkerefore there
were bound to be technological applications. And
indéed, this research bore much fruit, including con-
tributions to fundamental physics, as for example the
work of Dorgelo and of Penning (and here the work
of Holst and Oosterhuis themselves should not be for-
gotten), and contributions in the field of applications,
such as the sodium lamp, the super-high-pressure mer-
cury vapour lamp and the Penning gauge, the prin-
ciple of which also underlies modern high-vacuum
pumps. As regards the sodium lamp, I was told the
following story. When it was demonstrated for the
first time, the observers looked at the strange yellow
light with rather puzzled faces: it was certainly an
efficient light source, but what could you do with it?
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‘Gilles Holst, ...

in the painting by Van de Molengraft, ...’

Until someone produced a small railway timetable,
one of those booklets that was notorious for its al-
most illegible small print. Contrast and legibility were
surprisingly good. ‘Right,’ said Holst, ‘road lighting’.
And that was what it became.

A second area of research was that of thermionic
valves (or tubes) and radio. This was not so much con-
cerned with completely new concepts, such as quantum
theory. Classical physics was adequate for describing
the movement of electrons in electromagnetic fields.
The starting point here was rather technological than
fundamental: thanks to the manufacture of incan-
descent lamps Philips had mastered vacuum technol-
ogy and the technology of glass-to-metal seals. The
first valves were in fact commonly called radio lamps.
Holst pursued the work in this field, even though
Gerard Philips was apparently not very keen on it.
But Anton was, and when Gerard retired in 1922 — he
was then over 63 — and Anton took over the reins, it
became easier to pursuade the Philips top manage-
ment that radio could become a very important field
of activities for Philips.

The electrons, which do the work in a thermionic
valve, are emitted by a cathode, originally a bare, in-
candescent tungsten filament, later an oxide cathode.
The investigation of cathodes and, more generally, the
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study of electron emission, became and has remained
an important area of research in the Philips labora-
tories.

Whereas work on valves is concerned with ther-
mionic emission, that is to say the emission of elec-
trons from a hot cathode, work on photocells and
image converters has to do with photo-emission, and
this effect was also thoroughly investigated. Holst
himself had a very active share in the design of ‘the
first image converters, tubes with which an infrared
image is converted into a visible image.

At the beginning of the thirties Holst realized
that the new quantum mechanics led to an under-
standing of the behaviour of electrons in solids, at
that time not yet understood, and he considered that
the time had come to embark upon research into the
solid state. Outstanding successes were achieved in
the field of permanent magnets, and even more
important was the work on ferrites. You could say
that there was a happy coincidence here between a
tangible problem of technology and Holst’s realiza-
tion that the time was ripe for tackling it. Philips
Research Laboratories had done a lot of work in
connection with a carrier-wave system, which, as you
know, is a system in which a number of telephone
conversations can be sent simultaneously along one
cable. Important elements in such a system are the
electrical filters (or filter networks) whose job is to
pass alternating current in a specific frequency band
and stop everything outside that band. Filters of this
type are built up from capacitors, resistors and coils
(inductors). Those early coils had to be rather bulky
in order to meet the requirements imposed on them.
I have the impression that the annoyance this caused
was mainly what gave Holst the idea that we ought to
start looking for insulating materials possessing good
magnetic properties. Such materials would have no
eddy current losses and it would be possible to use
them for high frequencies. Easier said than done.
Lengthy research was needed before suitable mate-
rials were finally found among the ferrites. This
turned out to be one of the greatest successes from
Philips Research Laboratories.

With these few briefly outlined examples [ have
tried to show you how Holst selected the areas of
research for the Laboratories. As far as the details are
concerned, much depended on the initiative of the
staff.

Holst was primarily a physicist. Though his objective
was technological, physical effects and their explana-
tion were his point of departure. His shots aiming at
direct commercial possibilities were sometimes off
target. For instance, he saw a great future for the
electric bicycle. The success of the moped shows that
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there was indeed a market for a motorized bicycle,
and perhaps we shall some day have a battery that will
make the electric bicycle an attractive proposition.
With the batteries of those days it was far from at-
tractive.

Holst also saw the importance of microdocumen-
tation and considered that, even for the individual
reader, a cigar box with microcards was going to oust
the bookcase. Here again, he was ahead of his time,
but he believed wrongly that the essential problem lay
in finding a grain-free emulsion. Although interesting
results were achieved in that field, they were rather
irrelevant to the development of microdocumentation.
The problems were to be found principally in publish-
ing and also in reading. No-one likes reading micro-
films or microcards. That was the problem to which
much more attention ought to have been paid.

Sometimes the good was the enemy of the better
— to modify a Dutch proverb. For instance, the fact
that Philips were highly skilled in coil winding delayed
the introduction of the superheterodyne principle in
radio receivers. And the mechanical-optical system of
sound recording developed by Philips — known as the
Philips-Miller system — was so good that research
into magnetic recording was started rather late.

Minutes have survived from the thirties in which
Holst and some other wise men made the following
predictions concerning sound and image. ‘Gramo-
phone records do not have much of a future: people
will prefer to listen to the radio. Television is ruled out
for general use: much too complicated and much too
expensive. On the other hand there is a great future
for the home film-show. Cheap copies of sound-cine-
films will therefore have to be made.’ Precisely the
opposite has happened. Will Holst’s home film-show
finally materialize with the video cassette and the
video long-play record?

I want to leave it at that as far as the substance is
concerned. Let me now take a closer look at Holst’s
ideas on research management. I don’t think that this
is a term he would like to have used, nor did he like
long disquisitions on such matters. Nevertheless, from
his deeds and from a few talks he gave one can deduce
some general viewpoints. In doing so we must be care-
ful to bear in mind that at the time Holst entered
Philips employment, joining an industrial company
was a very unusual step for a Dutch physicist to take.
As far as that goes, there were in general very few
university graduates engaged in industry then. Holst
was not only faced with the task of setting up a labor-
atory, he also had to convince his younger colleagues
that working with Philips was a good thing.

I tried on a former occasion to summarize his views
in the form of ten commandments. I hope that they
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do not do too much violence to his ideas, and that
perhaps these very ‘commandments’ may provide a
suitable starting point for further discussion, in which
it may be asked to what extent they can fully be
upheld today. Here, then, are the ten command-
ments, with some commentary. '
1) Take on bright researchers, preferably young but
with experience in academic research.

This point was by no means self-evident. In Britain
until recently the view was held in many industries
that the last thing you should do was to hire a physics
Ph.D. with experience in fundamental research. Such
a character was ruined for practical work! Holst
wanted on the contrary to achieve the highest possible
scientific level.

2) Do not pay too much attention to the details of the
work they have done.

In other words, don’t hire specialists on account of
their specialities. To take the case of Dr Haantjes, for
example, who had taken his doctorate with a thesis on
the separation of neon isotopes by distillation at low
temperature, Holst set him to work on television, and
with resounding success. An English colleague once
asked me: ‘Would you really take on a Ph.D. in
nuclear physics if you didn’t intend to work on nuclear
physics?’ ‘Of course,” I answered, and I was able
straight away to give him examples. And yet, one may
wonder whether one can still keep to that rule in this
day and age: in many subjects the mass of drudgery
you have to wade through before you can do anything
new is so dense that it is tempting to want to profit
from a level of attainment already reached.

3) Give your staff a lot of freedom and put up with
their peculiarities. '

An important point that applies with equal force
today.

4) Let your staff publish and take part in national and
international scientific activities.

This is an essential point. Holst knew that his best
people would leave — or would never have come — if
they did not enjoy great freedom in this respect. But
that is not the only consideration. Through publica-
tions the laboratory acquires a reputation that makes it
possible to maintain good contacts with the academic
world. As a result, of course, many of his staff were
offered professorships. That could mean a loss in the
short term, but Holst never complained about it.

5) Avoid too rigid an organization. Let authority rest
on real ability.

Not everyone will agree with me on this. But scien-
tists tend to be opinionated people who do not
readily submit to rules, especially when the rules
are imposed by someone they do not respect as an
intellectual equal.
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6) Do not divide a laboratory into distinct departments
— mathematics, physics, chemistry, etc. — but form
multidisciplinary teams.

In theory the university ought to be the ideal place
for bringing about cooperation between different dis-
ciplines. In reality the universities have been sadly
lacking in this respect, and still are. The Philips
laboratories set an example of how it should be done.
7) Allow great freedom in the choice of work, but see
that the leaders in particular are aware of their respon-
sibility to the Company. '

For Holst that responsibility was self-evident. I don’t

know what is thought about it today.

8) Do not budget for an industrial laboratory ‘project
by project’, and do not let manufacturing depart-
ments have any say in the budgeting for research
programimes.

This independence of the industrial laboratory in mat-
ters touching research programmes and budgets was
for Holst a sine qua non for really advanced research.
I am so completely in agreement that I do not think it
necessary to comment on or defend the proposition.
9) Encourage the transfer of competent older research-
ers from the laboratory to development and production
in the factories. '

The remarkable thing is that the converse — transfer-
ring from the factory a man who wants to devote him-
self in his maturer years to fundamental research —
only happens sporadically.

10) Let the choice of subject be co-determined by the
state of academic science.

I have already dealt with this point at some length.

After this rather dry synopsis, let us return to Holst
himself. He went through two very difficult periods,
the years of the great slump (the world economic crisis)
and the German occupation. During the great slump
the growth of the Laboratories came to a halt. There
was in fact some contraction, but Holst nevertheless
succeeded in keeping the nucleus of the Laboratories
intact during the years of crisis. This did a lot of good
for morale in the Natuurkundig Laboratorium. During
the occupation the Laboratories were a veritable oasis.
The occupying authorities recognized that it would be
useless to issue military assignments for the Labora-
tories, and, in so far as they believed in a German
victory, they probably thought that the research work
being done would yield fruit for them later. However
this may be, the research programme carried on

- almost normally, and no reports of any significance
were sent to Germany. Holst did not talk much to us,
the younger members of his staff, about the political
situation or about resistance, but he went on in his
own way, not without risk to himself. For a time he
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was even held prisoner. In 1944 the occupying authori-
ties began to demand tangible results. From this as
well as other points of view, the liberation in Septem-
ber 1944 came in the nick of time.

When Holst retired in 1946, the Laboratories had
largely overcome the difficulties of the war years.
There began a period of rapid expansion.

During the first ten years of his retirement Holst
served on the Philips Supervisory Board, and he also
served for ten years as a ‘Curator’ of the Delft Uni-
versity of Technology, seven of them as President. His
relations with this university went back to an earlier
date, however. He had a great influence in bringing
about the introduction of the course in engineering
physics leading to the degree of Natuurkundig Inge-
nieur and in 1933 an honorary doctorate in the engi-
neering sciences was conferred upon him. As chair-
man of government committees he played an impor-
tant role in the founding of the second University of
Technology in the Netherlands, the Technische Hoge-
school at Eindhoven. From 1930 to 1938 he was a
Visiting Professor at Leiden.

I have come to the end of my survey of Holst’s
career. I hope I have shed enough light on its salient
facets. Let me conclude with a few more personal
remarks.

Holst was for me and for many others a great pre-
ceptor; he was not a great lecturer. As a visiting pro-
fessor he often gave no more than one or two intro-
ductory lectures, and then left the rest to his staff.

He was a leader, but not a manager in the current
meaning of the word; he was averse to administration
and did not concern himself much with organization
charts.

His ideas on industrial research and on higher
education were not laid down in systematic treatises;
only a few of his speeches, including his inaugural
address, have been preserved.

He was not a fluent speaker, but in a discussion he
could surprise you time and again with his shrewd,
sometimes rather paradoxical remarks couched in
aphorisms. ‘I didn’t like cast iron’ is one I have al-
ready mentioned. ‘Difficult exams make a people
stupid’ and ‘Clever students can be allowed a long
period of study; dim students should finish their
studies quickly’ sum up his very original views on
higher education. Another of his remarks, which I
found very useful, was: ‘Don’t believe that rogues
exist with built-in rectifiers,” in other words, you can’t
expect someone who is dishonest to others to be al-
ways honest within the Company.

‘He was excellent at choosing his staff, without
however going about it very systematically, being
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convinced — remember the ‘third commandment’ I
quoted — that people of very different natures can be
equally valuable to a laboratory. He did, though,
once confess to me with a sigh: ‘I don’t know why it
is, but I always find it difficult to judge people with
brown eyes.’

Perhaps his greatest gift was his ability to inspire
his staff with enthusiasm for the things in which he
himself believed. He seldom set exactly defined tasks,
but precisely because he recommended something no
more warmly than with ‘I should try that some time,’
or advised against it no more sharply than with ‘I
wouldn’t do that if I were you,’ his words carried an
uncommon force of conviction.

In human relations Holst was frank and straight-
forward, but also — a strange combination — rather

shy, shrinking away from intervention in personal
matters.

Holst once said he was more interested in things
than in people. I don’t know whether that was true.
What I do know is that he made it possible for many
people to do fruitful work under favourable condi-
tions in his own Laboratories and also, thanks to the
traditions he created, in laboratories elsewhere. He
must have been aware that giving people meaningful
work to do can also help them to overcome personal
difficulties. :

Gilles Holst, his gaze fixed on the future, a trifle
impatient at times, about to utter one of his shrewd
remarks ... that is how we see him depicted in the
painting by Van de Molengraft, and that is how he
will continue to live in our memory.
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Making the tracks on video tape visible with a magnetic fluid

A. M. A. Rijckaert

It has been known for more than fifty years that
magnetic effects at the surface of materials can be
made visible by means of a liquid containing a mag-
netic substance in suspension. A suspension of this
kind is known as a ‘magnetic colloid’ or a ‘magneto-
fluid’; sometimes the term ‘Bitter water’ has been
used, after F. Bitter, who published the method in
1931 11,

Magnetic colloids have been in use for some time at
Philips Research Laboratories, mainly for making the
magnetic tracks visible on video tape. This is done by
using an aqueous suspension of aggregates (clusters)
of iron-oxide particles about 0.007 pm in diameter.
The clusters must not be larger than about 0.1 pm 2]

because of the very fine distribution of the magnetic’

patterns on the tape. The special feature of our
method is the good use it makes of diffraction effects
when the patterns are observed under an optical
microscope. This provides a simple way of evaluating
the operation of the servosystems that control the
movements in the mechanical part of a video cassette
recorder — in our case the Philips VR 2020 — during
the writing process. The advantage here is that the
effect of the servosystems for writing can be observed
separately from that of the servosystems for reading.

The video signal written on the magnetic tape is ap-
proximately sinusoidal. After treatment of the tape
with colloid a pattern appears on its surface — a ‘Bit-
ter pattern’. The pattern consists of two accumula-
tions of clusters of iron-oxide particles in each sinus-
oidal period; this is because the forces acting on the
particles are proportional to the square of the mag-
netic field-strength 1. The period of the lattice struc-
tures that form the Bitter pattern is thus half that of
the corresponding sinusoidal signal. Our experimental
arrangement is shown in fig. 1. The magnetic tape
treated with colloid is illuminated at a particular angle
(through a bundle of glass fibres) and the patterns on
the tape are observed through a microscope M. The
light diffracted back towards the microscope is in-
creased in intensity if the path difference s is equal to
the wavelength of the incident light or to a multiple of
it; see figz. 2. The dominant wavelength in the dif-
fracted light thus depends on s and hence on the
period of the observed lattice structure. Since the
incident light is more or less white, the regions on the

Ing. A. M. A. Rijckaert is with Philips Research Laboratories,
Eindhoven.
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tape that correspond to a different period appear dif-
ferently coloured under the-microscope.

The diagram of fig. 3 shows the frequencies, depen-
dent on the magnitude of the video signal, that occur
in the frequency-modulated signal written on the
tape. The information in the video signal relating to

A
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Fig. 1. Arrangement for observing Bitter patterns. M microscope.
O object, a video tape treated with magnetic colloid (Bitter water).
G bundle of glass fibres.
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Fig. 2. Origin of interference due to the periodic structure of the
Bitter patterns; s path difference after diffraction of the light rays;
6 angle between the incident and the diffracted light, d ‘lattice con-
stant’.

4.8 MHz
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36MHz
32MHz

Fig. 3. The frequencies f of the frequency-modulated signal written
on the tape and containing the video-signal information, as a func-
tion of time ¢. W and B correspond to the ‘white’ and ‘black’ levels
of the video signal. The parts of the signal corresponding to the
line-synchronization pulses are denoted by p.

[!] F. Bitter, On inhomogeneities in the magnetization of ferro-
magnetic materials, Phys. Rev. 38, 1903-1905, 1931.

2] Magnetic liquids, Philips tech. Rev. 33, 293, 1973.

81 N. H. Yeh, Ferrofluid Bitter patterns on tape, IEEE Tians.
MAG-16, 979-981, 1980.
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the successive lines of the television picture is divided
up by line-synchronization pulses. (These pulses are
used for synchronizing the flyback of the electron
beam in the picture tube after a line has been written.)
The lowest level in the signal corresponds to 3.2 MHz,
the highest to 4.8 MHz. Since the magnetic heads in
the VR 2020 recorder move at a velocity of 5.08 m/s,
these frequencies correspond to signal wavelengths on
the tape of 1.59 um and 1.06 um respectively. The
‘lattice constant’ d of the Bitter pattern thus varies
from 0.80 um to 0.53 um.

Assuming that the light is incident on the Bitter pat-
tern at an angle 8 = 60° and that the interference pat-
tern of the first order is observed in the microscope,
then the wavelength of the diffracted light is equal to
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Fig. 4. The Bitter pattern, without interference. Two video tracks
(with no space between them) are shown over their full width. The
arrow indicates the direction of movement of the magnetic heads.
The track width is approximately 22.5 um.
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Fig. 5. The Bitter pattern with interference. The line length on the tape is 325 pm.
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A =dsinf = 0.87d, as illustrated in fig. 2. The wave-
lengths of the light that makes the Bitter pattern visible
in the microscope therefore vary from 0.69 um, for
the lowest level of the line-synchronization pulse, to
0.46 um, for the highest level W. In the microscope
image the synchronization pulses are thus observed as
red areas, and the ‘white’ parts of the signal are ob-
served as violet areas, and all the levels in between
appear as other colours. The colours observed in the
Bitter pattern are therefore completely unrelated to
the colours in the corresponding television picture,
but they are related to the value of the luminance.

The video signal in colour television contains the information
about the colour value or chrominance and the brightness or lumi-
nance Ey. This quantity Ey is a ‘weighted mean’ of the local inten-
sities Er, Eg and Eg of the red, green and blue components of the
television picture [*1, as expressed in the well-known relation

Ey = 0.30Er + 0.59 Eg + 0.11 Ep.

The information about the individual quantities Ex, Eg and Eg
is contained in the chrominance signal, whose carrier signal at
4.43 MHz is converted to 625 kHz in the VR 2020 video recorder,
so that the chrominance is not visible in the interference pattern.

Fig. 4 shows the Bitter pattern observed in the nor-
mal way, without interference, at the — rather high —
magnification of 700 x . Fig. 5 shows the Bitter pat-
tern observed by means of interference and at a much
lower magnification, 30 X ; here both the start and the
end of the tracks written on the tape are visible. Fig. 6
shows a detail of this pattern, at a magnification of
50 x . The video signal of these photographs relates to
the test pattern transmitted by the Dutch television
stations; see fig. 7. To clarify figs 4, 5 and 6, the
method of writing the video signal on the magnetic
tape in the VR 2020 recorder will now be briefly de-
scribed. The method follows the VIDEO 2000 system.

The video signal is written on the tape in the form
of oblique tracks by two magnetic heads rotating at
high speed ®1. This is done by making the tape travel
around a drum in a helical path through an angle of
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Fig. 6. Detail of fig. 5.
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Fig. 7. The test pattern transmitted by the Dutch television stations.
The photographs in figs 4, 5 and 6 give the video tracks corre-
sponding to this pattern.

186° at 2.44 cm/s. The part of the drum carrying the
two magnetic heads, mounted diametrically opposite,
rotates at a circumferential velocity of 5.08 m/s. In
the VR 2020 recorder the two halves of the 12.7 mm
(half-inch) wide tape are written one after the other
(reversible cassette, maximum playing time 480 min).
In fig. 5 half of the width of the tape can therefore be
seen. To prevent luminance-signal crosstalk between
two successive tracks, the write gaps of the magnetic
heads are not located perpendicular to the direction of
travel (the gaps are 0.5 um long (®! and 24 um wide).
The gaps are mounted at an angle of 15° (the azimuth
angle) to the normal to the direction of travel, with
the two gaps rotated in opposite directions (see fig. 4).
The tracks can therefore be written on the tape with-
out an unused area between them and have a width of
slightly less than 24 pm. Fig. 4 also shows that the
width of two successive tracks is practically identical,
indicating that the head servosystem for writing
operates correctly (this will be briefly discussed later).

Each oblique track contains the information relat-
ing to the field formed by the odd (or even) lines of a
television picture. In each second the electron beam
traces out 50 fields or 25 complete frames on the
screen of the picture tube. The field consisting of the
even lines starts with a half-line, the field with the odd
lines ends with a half-line. In the VIDEO 2000 system
the tracks are written on the tape in such a way that
the start of each track is always displaced by one and
a half lines with respect to the previous one; see fig. 8.

[41 R. Theile, Fernschtechnik; Springer, Berlin 1973.

151 H. Bahr, Alles iiber Video; Philips Fachbiicher, 1980.

[8) It is customary to call the dimension of the gap in the direction
of the tape travel the ‘length’, even though the other dimension
of the gap is much larger.
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The result is that the line-synchronization pulses (seen
from the writing head) are always side by side and an
adjacent synchronization pulse cannot interfere with
the picture information. In figs 5 and 6 the line-syn-
chronization pulses are red areas, grouped along an
approximately vertical line. The straightness of these
lines shows that the other servosystems controlling
the mechanical operation of the VR 2020 during the
writing process operate satisfactorily.

In our experimental arrangement (see fig. 1) the
incident light beam is given a direction perpendicular
to the lines of the Bitter patterns relating to one
magnetic head; see fig- 4. The light is reflected by the
Bitter patterns from the other head in such a way that
it does not enter the entrance diaphragm of the micro-
scope objective. In figs 5 and 6 the Bitter patterns
from the other head thus form black lines, so that
these figures only show the tracks relating to one mag-
netic head.

The relation between the pictures in figs 5 and 6 and
the corresponding test pattern in fig. 7 should now be
clearer. Since identical video signals from the station-
ary test-pattern picture are repeated at a frequency of
25 Hz, the information relating to one test frame is
also present in a direction perpendicular to the track,
i.e. approximately in the vertical direction in the
photographs. Since the adjacent tracks are displaced
by one and a half lines, the Bitter patterns in this
direction show (for example) the information relating
to the 1Ist, 7th, 13th, 19th, ..., 625th line; the 3rd,
9th, 15th, ..., 621st line; the Sth, 11th, 17th, ...,
623rd line, and so on; see fig. 8. The test pattern can
thus be recognized in the vertical direction in fig. 5,
although greatly distorted. As stated at the beginning,
the colours do not correspond to those in the test
pattern, but to the magnitude of the luminance signal.
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Fig. 8. The start of the oblique video tracks, with the numbers of
the odd lines of successive television frames. The order of writing
the tracks on the tape is from right to left in this figure (and also in
figs 4, 5 and 6). The heads, however, move from left to right in rela-
tion to these figures.

In the upper part of fig. 5 patterns can be seen that
consist of a series of five red areas corresponding to a
total duration of 2} lines. Together these successive
areas correspond to the field-synchronization pulse,
which is used for synchronizing the flyback of the
electron beam in the picture tube after writing a com-
plete field. Below these pulses there are greenish areas
with a duration of 13} lines, followed by a black area
of the same length. The green areas correspond to a
signal of 223 kHz, superimposed on a frequency of
3.6 MHz (the level B in fig. 3), which is used for the
head servosystem for writing mentioned earlier. If no
information is written on the tape (the black area), the
magnetic head reads the crosstalk originating from
the 223 kHz signal on the previous track, and stores
its amplitude temporarily in a memory. When the
next track is written the same procedure takes place,
and then the two crosstalk signals are compared. The
position of one of the magnetic heads is then cor-
rected by the appropriate piezoelectric element in such
a way that the 223 kHz crosstalk signals of the suc-
cessive tracks are equal. As noted earlier, this pro-
duces tracks on the tape that are virtually constant in
width.
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Diamond die

The photograph shows a model of a single-crystal
diamond die, about 4 ¢m in diameter. The real dia-
mond, a natural product, is about 40 times smaller.
Models like the one shown are used in the Philips
diamond die factory at Valkenswaard (in the Nether-
lands) for demonstration and instructional purposes.
The passage for drawing the wire can be seen. On
both sides it has an accurately defined ‘bell’ shape,
which determines the ratio of the diameter of the wire
before passing through the die to the diameter after it
emerges. In the situation shown the wire would pass
through the die from top to bottom. The diamonds
used for the dies have weights between 0.05 and

3 carats. The corresponding wire diameters after
drawing are 8 pm to more than 2 mm. (For making
wires of diameter greater than 0.12 mm synthetic dia-
monds are often used today, in a sintered and hence
polycrystalline form.) The polished surface visible in
the right foreground of the photograph is used as an
inspection window during the production of the pas-
sage. In recent years laser drilling and microspark
machining have been increasingly used in the manu-
facture of diamond dies.

We shall shortly publish an article on a number of
special applications of spark machining, including the
‘sparking’ of diamond.
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Manipulation of speech sounds

J.’t Hart, S. G. Nooteboom, L. L. M. Vogten and L. F. Willems

With the rapid development of microelectronics it is now possible to buy machines that talk.

The speech capabilities of such machines are in general still very limited, but it is reasonable to

expect that ‘synthetic speech’ will come into much wider use within the next few years, e.g. in

automatic telephone information services, home computers or reading machines for the blind.

The development of good synthetic speech will depend on the manipulation of speech sounds

by electronic methods. It is therefore necessary first of all to find out which of the many and
varied properties of a sound wave are essential to the perception of speech. In the article below

the authors discuss some aspects of their research in this field, and deal with some results that

should make it possible to produce natural-sounding synthetic speech. )

Introduction’

Speech is the simplest — and often the best — means
for human communication. For solving business and
technical problems it is often a much more effective
means of communication than writing or using a key-
board and display. And the telephone now offers oral
communication over virtually any distance.

Since speech is such a good means of human com-
munication, and since there is an increasing need for
information exchange between man and machine, it is
only natural to ask whether speech might not also be a
suitable medium for such man-machine communica-
tion. The rapid development of microelectronics has
now made this a real possibility. To answer the
question it is necessary to investigate the physical char-
acteristics of speech sounds, the possibilities of control
of these characteristics, and their relation to the per-
ception of speech. Research along these lines is cur-
rently taking place in many centres around the world.
It also constitutes a major part of the programme
of the Instituut voor Perceptie Onderzoek (IPO, The
Institute for Perception Research) in Eindhoven.

Speech research at the Institute is carried out with
the aid of a system (essentially a computer program)
called SPARX, standing for SPeech Analysis and Re-
synthesis eXperiments. This system, using a computer
and peripherals for recording and reproducing sound,
is capable of analysing natural speech sounds into
thirteen parameters that change relatively slowly, i.e.
no faster than the speed at which the pharynx and
mouth cavity change shape. From these parameters

J. °t Hart, Prof. Dr S. G. Nooteboom, Ir L. L. M. Vogten and
Ir L. F. Willems are with the Institute for Perception Research,
Eindhoven.

the speech sounds can then be resynthesized. The
parameters represent physical quantities that are
directly responsible for distinct elements of speech
perception, such as pitch, loudness and the various
speech sounds. The coding into thirteen slowly varying
parameters first of all allows the memory capacity
required for storing the speech sounds to be reduced
very substantially. Secondly, it makes the speech
sounds capable of manipulation, since the parameters
can be selectively processed before resynthesis, so that
characteristics such as intonation, i.e. the rise and fall
in the pitch of the voice in speech, can be altered
without affecting the other characteristics. This ability
to manipulate speech sounds is of great importance in
speech-perception research and is particularly im-
portant in the development of ‘speaking machines’.
Their counterpart, the ‘listening machine’ (automatic
speech recognition) lies outside the province of this
article.

Any machine that plays back tape may be regarded
as a speaking machine. Familiar examples are tele-
phone-answering devices and recorded time and
weather information by telephone. In this article,
however, we think of a ‘speaking machine’ as equip-
ment that is much more versatile, which can compose
its own answers from a vocabulary of words spoken
into it. Possible applications of such machines include
reading aids for the blind, spoken instructions on how
to use equipment, complex telephone systems that
provide information automatically, and computers
that give a spoken output. The ‘vocabulary’ can also
be thought of as built up from smaller spoken-in units
than words, e.g. syllables or phonemes.
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A primary aim in the development of speaking ma-
chines is maximum economy in the storage of speech
signals. With a system like SPARX a speech signal of
120 kbit per second is reduced via the thirteen param-
eters to 16 kbit/s. It is also possible, however, at the
expense of the quality of the reproduced speech, to
make do with fewer bits per second, by coarsening the
parameter descriptions. The effect of such coarsening
on the quality of speech reproduction can be studied
with SPARX.

In the second place the aim is to generate fluent and
readily intelligible speech utterances with the small
units of the vocabulary. If the machine reproduces the
right words in the right sequence but does nothing
more, the result is useless, since in natural speech the
sound of a word depends closely on its context. To
obtain fluent, intelligible speech the physical charac-
teristics of each word must be matched to its context.
This is a point where there is a particular need for
research on speech perception and for the possibility
of manipulating speech sounds.

The present article deals with research of this nature
with the SPARX system. In the first section we recapi-
tulate the physical structure of natural speech, show-
ing how it comes about and presenting a generally
accepted model of speech production, which is also at
the base of SPARX. Next we deal with the system
itself, discussing some of the possibilities it offers for
‘playing with speech sounds’. Finally we discuss the
rules for generating sentence intonation, as an example
of what is needed to synthesize speech utterances that
are reasonably intelligible.

Natural speech

Fig. I shows a cross-section of the organs of speech.
The physical principle of speech production is simple.
There is a variable sound source and there is a variable
acoustic filter that alters the sound from the source.

For the vowels and the voiced consonants (e.g.
m, n, 1, r, b, d) the source sound is produced by vibra-
tion of the vocal cords (2), which transmit air-pres-
sure pulses from the trachea (/) at a particular fre-
quency (the ‘source frequency’). The source frequency
determines the perceived pitch of the sound. A speaker
regulates the source frequency, and hence the pitch of
his speech, by varying the tension in his vocal cords.
The average pitch varies from one speaker to another,
and is generally higher for women and children than
for men. The energy content of the pressure pulses,
and hence the loudness, is determined by the pressure
drop across the glottis and the tension in the vocal
cords. The sound volume varies very considerably:
speech has a wide dynamic range (fig. 2).
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The acoustic filter for the voiced sounds consists of
the mouth cavity and the pharynx, and when the soft
palate (4) does not shut off the nasal cavity — e.g. for
the utterance of the nasal consonants m and n — it also
includes the nasal cavity. While speaking the speaker
continuously changes the shape of the pharynx and
mouth cavity by movements of the tongue, the lower
jaw and the lips, so that the filter action and hence the
physical structure of speech sounds are continually
changing. This is the main cause of the differences
between the individual vowels and consonants.

For the unvoiced fricatives f, s and sh the source
sound is noise produced by turbulence of the air
stream from the lungs in a-narrowing of the mouth
cavity. For f this narrowing takes place between lower
lip and upper teeth, for s between the tip of the tongue
and the teeth-ridge and for sh between the tongue and
the hard palate. The sounds of the voiced fricatives v
and z have two sources: vibrations of the vocal cords
and air turbulences. For the unvoiced plosives p, t
and k the mechanism is again somewhat different. To
produce these sounds the passage of air through the
mouth cavity is stopped for a short time (about 50 to

Fig. 1. Cross-section of the organs of speech. I Trachea. 2 Vocal
cords. 3 Nasal cavity. 4 Soft palate. 5 Tongue. 6 Mouth cavity.
7 Pharynx. t

allerl go there twenil s traigh tto b e d

Fig. 2. Recording of the sound wave of the spoken sentence: ‘After
I got here, 1 went straight to bed’. The diagram gives the output
voltage from the microphone (vertical axis) as a function of time
(horizontal axis).
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150 ms), and when the air pressure built up during this
time is suddenly released by opening the closure, a
short burst of sound is produced. The closure for p
takes place between the lips, for t between the tip of
the tongue and the teeth-ridge and for k between the
back of the tongue and the soft palate. For the voiced
plosives b, d and g there is again a sudden opening of
a closure of the mouth cavity. These differ from the
unvoiced plosives, however, in that the vocal cords
vibrate during the closure. :

For these fricative and plosive sounds the acoustic
filter is confined to the space between the narrowing
that produces the turbulences and the mouth opening.
While the acoustic filter for g, for example, is formed
by a large part of the mouth cavity, only a small part
is used for producing s, while the source sound of f
leaves the mouth practically unfiltered.

The source-filter theory of speech production

A generally accepted theory of speech production is
G. Fant’s ‘source-filter theory’ [!; see fig. 3a. In this
model the sound originating from the source U as a
series of pulses, or as acoustic noise, passes through
two filters, consisting of the filter O formed by the
pharynx, the mouth cavity and the nasal cavity, and
the filter R that represents the sound radiation at the
mouth opening. An essential feature of voiced sound
is that the spectrum contains a large number of over-
tones in addition to the fundamental tone (of fre-
quency Fo); it is only through these overtones that the
filter O can produce such a marked effect. In the spec-
trum of a normal voiced source the amplitude of the
overtones decreases by about 12 dB per octave. If the
source sound is acoustic noise, it is usually assumed
that its spectrum is practically flat (‘white noise’).

The amplitude spectrum S(f) of a steady-state
speech signal is now equal to the spectrum U(f) of
the source, multiplied by the transfer functions O(f)
and R(f) of the filters O and R:

S(N)=U) -0 R(S). (1)

The transfer function R(f) represents the increasing
directivity of the mouth opening to sound as the fre-
quency increases and is equivalent to an increase of
the on-axis sound radiation by 6 dB per octave.

The transfer function O(f) mainly determines the
‘nature’ of the speech sound. The mouth cavity to-
gether with the pharynx may be regarded as a some-
what irregularly shaped tube, which is almost closed
at one end and open at the other. Such a tube has a
number of resonant frequencies that correspond to
peaks, known as formants, in the transfer function
O(f) (fig. 3b). Each formant is characterized by a
centre frequency and a bandwidth. For the perception
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of speech no more than five formants are generally
required, in the frequency range from 100 Hz to
5 kHz. In order of increasing frequency they are de-
noted by F1 to F5. The intrinsic feature of vowels that
distinguishes them from each other appears to depend
primarily on the first three formants. The formants Fy
and Fs do not essentially contribute to the recogniz-
ability of speech sounds, but they do largely deter-

- mine the naturalness of the speech and the recogniz- .
- ability of the speaker. '

In speech research as carried out with systems like
SPARX a simpler model is used, the °‘synthesis
model’ 1, as illustrated in fig. 4. It contains only one
filter O, which combines the function of the filter O in
fig. 3a with that of R (6 dB increase per octave), and
also includes the 12dB decrease per octave of the
voiced source. The voiced source V therefore has a
‘flat’ spectrum here, consisting of a series of frequency

a
U uft) m l e sl(t}
RS |
| | 1
spectrum:  Uff) uff)off) SIf)=U(f)OIf)R(f)
off)|
70dBI . =
0 1 2 3 4 5k
b —f

Fig. 3. a) Block diagram of G. Fant’s source-filter model [*] for the
speech organs. The source sound «(¢) from the source U (lungs and
vocal cords) passes through the filter O (pharynx and mouth cavity)
and the filter R (mouth opening) to become the speech sound s(¢).
The signals in the ‘frequency domain’ are indicated beneath the
diagram. b) Transfer function O(f) of the filter O for a particular
shape of the pharynx-mouth channel; the peaks are called for-
mants.

s(t)

uv —

Fig. 4. The synthesis model. The filter O contains the functions of
O and R from fig. 3 together with the spectral structure of the
source (decrease of 12 dB per octave). The spectrum of the source
is therefore ‘flat’ here: it is either a series of equidistant frequency
components of equal amplitude (V, voiced) or white noise (UV, un-
voiced). The amplitude (g) of the sound is controlled by a variable
amplifier between source and filter.
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components of equal amplitude at the frequencies Fo,
2Fp, 3Fo and so on (fig. 5b). The corresponding
source signal consists of a series of delta pulses with a
period of 1/Fp (fig. 5a). The unvoiced source UV is

‘again white noise. The spectrum S(f) of the ‘syn- .

thesized’ speech signal s(¢) (see fig. 5¢) is given by:
S(f)=U(H)-0(f). @

The envelope of this spectrum is not flat, and con-
sequently the discrete pulses of fig. Sa are spread out
in time (fig. 5d). The level of the speech signal can be
adjusted by an amplifier between source and filter.

uft)

!

Q

0

sft)

1Q
—_—

_»t.

In this model speech is described by the following
parameters: the binary parameter (¥/UV) that deter-
mines whether the source is voiced or unvoiced; the
source frequency Fo — for the case of a voiced source;
the amplitude g; and the frequencies F1 to Fs and the
bandwidths B to Bs of the formants that characterize
O. Anticipating the operation of SPARX, fig. 6 gives
an example of a speech utterance analysed into these
thirteen parameters. Since these parameters represent
distinct elements of the speech perception, they can be
used as the starting points for reproducing and mani-
pulating speech sounds. Neither this model nor

Uff)
5 26 .
stIflh g gorf)
€

= [

ﬂ\ “Iml'ﬂy m‘rh

Fig. 5. Signals and spectra in the synthesis model with voiced source. @) The source signal u(¢), a

series of delta pulses with period 1/Fo. b) The

spectrum U( f) of u(#), a series of components of

equal amplitude at a spacing Fo (fundamental with overtones). ¢) The spectrum S(f) of the
speech signal, which is the product of U(f), the amplitude gain g and the transfer function O(f)
of the filter O in fig. 4. d) The resulting speech signal s(¢).

:‘FTERI GO T HERE | WENTSTRAIGH T TOBE D 5000
g C e M o L B .
b T TR A 00
S EON R S SN L R ¥,
v/qu : 400 Hz
R . 200
N ""-—"-._ e Ty TV e 100
50
."_."-.. '-w“ 'm 1 ﬁw’» ..&&..'." k )
] rekHz
.
F as_w.f*.’ "’f""‘” w’ " “f’% 5
oY
1
0

Fig. 6. Analysis of the speech utterance: ‘After I got here, I went
straight to bed’ into the thirteen parameters, as functions of time.
Logarithmic scales are used for the amplitude g and the source fre-

quency Fy. For VJUV, voiced (V) is indicated by white, and un-

voiced (UV) by black. In the lower part, the formant frequencies
and bandwidths are marked every 10 ms by five vertical bars. The
centres of the bars represent F to Fi, the lengths give the quality
factors Q) to Qs; the bandwidths are derived from these by the rela-
tion B=F/Q. A long bar thus corresponds to a higher peak in the
spectrum. The parameters are stored at a rate of 16 kbit/s.

SPARX take account of the possibility that the source
sound may simultaneously be periodic and noisy, like
the sounds ‘v’ and ‘z’

The SPARX system

Analysis of a natural speech signal s(7) (fig. 7a) into
the thirteen parameters is really a matter of resolving
the spectrum S(f) of the signal (fig. 7b) into the two
factors of the model (fig. 7¢,d): a relatively smooth
transfer function O(f) of the filter O and the spec-
trum of the source U(f), which is a either a series of
equidistant frequency components of equal amplitude
or a white-noise spectrum. The analysis, and also the
resynthesis, are not carried out in the ‘frequency
domain’ (Fourier analysis and Fourier synthesis),
however, but entirely in the ‘time domain’ (operations
on pulse series); this is done with a digital computer.
We shall now discuss this method.

[11 G, Fant, Acoustic theory of speech producnon, Mouton, The
Hague 1970. °

[21' See for example J. D. Markel and A. H. Gray Jr., Lmear pre-
diction of speech, Springer, Berlin*1976.
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In the analysis the analog speech signal first has to
be digitized. It is therefore sampled at a frequency (in
SPARX) of 10 kHz, i.e. at a sampling rate that makes
proper allowance for frequencies in the spectrum up
to nearly 5 kHz (Nyquist’s theorem [®1). Each sample
is then quantized to an integer value between —2048
and +2047 (12 bits). One second of speech has thus
now been coded into 10 000 X 12 bits, i.e. into 120 kbit.
For the computer calculations we can now treat the
signals as time series of signal values (samples).

The filter and source characteristics are extracted
from the speech signal independently of each other
(fig. 8). We shall first consider the extraction of the
filter characteristics (‘formant extraction’). This is
done in an analysis window of 250 samples (25 ms of
“speech), which shifts 100 samples (10 ms) at a time.
The overlap between the successive windows is thus
15 ms. The window is made large enough for it to
always contain more than one period of the source
sound, yet kept small enough not to smooth out too
much of the variation of the speech parameters with

VIR VN VN
a T \/v v\/vv\/v
0 710_> 20 ms
ST(f)
: 20dBIi
0 7 ZLZL SkHz
O{f}_‘
c
—F
Uff)
|l
) —f

Fig. 7. The analysis problem ‘in the frequency domain’ is to analyse
the spectrum (b) of a natural (steady-state) speech signal (@) into
the factors of the synthesis model (c,d). The vertical scale is linear
in (@) and logarithmic in () and (c). The analysis is in fact per-
formed with a digital computer in the time domain.
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source
extraction

Sp

formant
and
amplitude
extraction

Fig. 8. Diagram of the analysis. The extraction of the source char-
acteristics (V/ UV, Fo) and the extraction of the formants (Fy, ...,
Bg) and the amplitude (g) from the time sequence of speech samples
sp are carried out ‘in parallel’, independently of each other.

time. Before the analysis of the signal segment in a
window, it is multiplied by a “Hamming window’ [3]
to avoid adverse transient effects due fo the abrupt
start and finish. The changes in the physical character-
istics of the speech sounds can readily be followed
with the analysis period of 10 ms of speech.”

The formant extraction — without knowledge of
the source — is performed by linear prediction of the
speech signal. This is done using the model of the
filter O in fig. 9. The filter action is obtained by feed-
back of the output signal s» to the input via the ‘pre-
dictor’ P (a transversal filter). In fig. 9 the indication
27! represents the operator that delays the signal by
one sampling period. The signal §. that appears at the
output of P is therefore a linear combination of sn-1,

Sn=2y + ¢y Sn-10:

10

§n = Z aj Sn—j. (3)

J=1

For the output signal in fig. 9 we now have:
Sn = gun + Sn. @

This /inear relation enables us to predict an output
signal value from the instantaneous input value and
the ten preceding output values; hence the name
‘linear prediction’. Now u» is only seldom =+ O (the
sampling frequency is very much higher than the
source frequency), so that ‘nearly all’ speech samples
are predictable just from the ten preceding samples 41
This feature is utilized for making the ‘best possible’
determination of the coefficients a, .. ., a0 of P, with-
out knowing anything about the source. The method
of least squares is used to calculate the values of a; to
aio that give the best match of §» to the actual signal
value s, (see fig. 10), for all sample predictions &, in
the window. Since §11 is the first prediction, we look
for the values for which the expression
2560

E= Z (Sn — $n)? ®)

n=11

has a minimum.
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Fig. 9. Representation of the filter O as a 10th-order digital filter.

The filtering action is produced by feedback of the output signal s,

to the input via the ‘predictor’ P. The predictor delays the signal in

ten steps, multiplies it after each step by a coeﬂigient (a), and adds
1

Y. ajz, where z™/
Jj=1

is the operator that delays the signal by j sampling periods. At every
instant the filter O is thus characterized by the ten coefficients
ai, ... aio.

the results. Expressed mathematically P(z) =

Sn-$n N\t _Sn
Q
a Z fe—mm - z™! z™!
Sn
(e az ar
L] R

P

Fig. 10. Determination of the coefficients of the predictor P for
each analysis window of 25 ms from natural speech. The (sampled)
speech signal s, is applied to the predictor and the signal §, pre-
dicted by P is subtracted from it. The desired values of the coeffi-
cients are the values for which (s, — $,)%, summed over the entire
analysis window, has a minimum.

The values found for a1 to aio are then converted
into formant frequencies and formant bandwidths.
The conversion is based on the model in fig. 11 for the
filter O, which is equivalent to five resonators in cas-
cade, each characterized by a frequency and a band-
width. This conversion completes the formant ex-
traction.

The procedure adopted also provides a good meas-
ure for the amplitude g of the speech signal: the
square root of the minimum Ewin found for E (see
€q. 5). In resynthesis this gives good results. This is to
be expected, since eq. (4) indicates that the mean of
(sn — §1)? taken over a segment can never be zero, but
must be equal to the mean of (gun)?.

The method outlined here for determining the coefficients a; to
aio of the filter O is called ‘Linear Predictive Coding’ (LPC) [*]; it is
also referred to as ‘Wiener Filtering’ %) or ‘Inverse Filtering’ ["1.
The method is heuristic: it does not follow strictly logically from
the problem posed, but can ultimately be justified because it leads
to manageable equations for @; to aio and, as appears from the
resynthesis, it gives good analysis results {21,
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The model in fig. 9 has its limitations. It is an ‘all-pole filter’,
which implies that it can represent ‘resonances’ but not ‘antireso-
nances’. Since the nasal cavity operates as an ‘antiresonator’ during
nasal sounds, the model does not do full justice to such sounds.

For the extraction of the source characteristics (see
fig. 8) the first procedure is to count the number of
zero crossings of the speech signal in unit time. If this
number exceeds a critical threshold, the source is clas-
sified as unvoiced (UV), in the other case as voiced
(V). This extremely simple procedure serves well in
practice.

For determining the source frequency of voiced
sound the analysis window is increased to 40 ms, to
ensure that at least two periods fall within the window
even at the lowest source frequencies; this is necessary
for the recognition of the periodic structure. The
determination is made by using a modification of the
autocorrelation method, which is based on the strong
correlation between samples spaced by one period (if
there are any periods at all) [8!. Fig. 12 gives the auto-

N-k

correlation function R(k) (= Z SnSn+k) @S an example
n=1

for a speech segment of 40 ms (N = 400). The time
shift 7 of the largest peak away from the origin gives
the pitch period.

Fig. 11, Representation of the filter O as five second-order digital

filters in cascade. If the coefficients p1, ..., g5 satisfy the relation

10 5
1+ Y az= 11 (1+pezt + gz
i=1 k=1

the filter is equivalent to the 10th-order filter in fig. 9. The a’s are
converted into the p’s and ¢’s using the Bairstow routine [%). Each
of the second-order filters is equivalent to a resonator, and the filter
O is thus equivalent to five resonators in cascade. The resonant
frequency F and the bandwidth B of a resonator are connected w1th
the coefficients p and g by the relations

p=— 2exp (—nBT) cos 2nFT,
| g =exp (—21BT),
where T is the sampling period.

8] See for example L. R. Rabiner and R.W. Schafer, Digital
processing of speech signals, Prentice-Hall, Englewood Cliffs
1978.

The Nyquist theorem is also discussed in: F. W. de Vrijer,
Philips tech. Rev. 36, 305, 1976, on page 343.

41 See for example B. S. Atal and S. L. Hanauer, J. Acoust Soc.
Amer. 50, 637, 1971.

(81 See for example C.-E. Froberg, Introduction to numerical
analysis, 2nd edition, Addison-Wesley, Reading, Mass., 1969.

(81 N. Levinson, J. Math. and Phys. 25, 261, 1947.

("1 J. D. Markel, IEEE Trans. AU-20, 129, 1972.

81 L. R. Rabiner, IEEE Trans. ASSP-25, 24, 1977.
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Determining an autocorrelation function is very time-consuming,
because of the many multiplications. For this reason SPARX does
not use the autocorrelation function but a modification of it, in
which s, is not multiplied by the displaced sampling value s itself
but by the sign of s,+x. Only additions and subtractions are then
required.

To save more computer time, the search for the peak of the auto-
correlation function in each analysis window is limited to a small
range on the 7-scale (see fig. 12) concentrated around the peak
found in the preceding correlation diagram. This method is based
on the'knowledge that the source frequency in speech sound varies
rather slowly. It guarantees a certain continuity in the measured
Fp-value, even through the analysis windows in which the periodic-
ity of the signal is not very clear, e.g. because of low intensity. The
disadvantage of the method is that once a serious error has been
made, for example an octave jump, the error remains. For the first
analysis window of a series of ‘voiced windows’ the area on the
7-scale must be made wide enough for it to include the possible
source periods of the speaker.

J.’t HART et al.
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Fig. 12. The autocorrelation function R(k) of a speech segment
40 ms long. This function gives the correlation between samples
separated by k sampling periods (z seconds), where T = kT, and T'is
the sampling period. If the signal has periodicity, the periods
appear as maxima in the autocorrelation diagram.
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Fig. 13. Block diagram of SPARX. The analysis takes place in the upper half, the resynthesis in
the lower half. A/D analog-to-digital conversion, DA digital-to-analog conversion. M disk
memory; this is used at four places in the diagram: for storing the speech signal in digital form
both before the analysis and after the resynthesis, and for storing the parameters obtained from
the analysis and as used for the resynthesis. A ‘manipulation’ can be made between both sets of
parameters (coarsening of the description or a change in the variation of some of the parameters).
C computer, in which the actual analysis and resynthesis take place. The blocks in C only
represent software, of course, and not hardware. The manipulation can be made either by the
intervention of the experimenter or by means of a program in the computer. In the resynthesis the
parameters 4, ..., di0 Of P1, ..., g5 obtained in the formant extraction can be used instead of

F, ... Bs.

Fig. 13 gives a block diagram of the entire
SPARX system. The upper part represents the anal-
ysis of a speech signal, as described above. To sum-
marize, the spoken analog signal is converted to
120 kbit/s, and stored in the disk memory M. It
is then available for analysis into the parameters

VIUYV, ..., Bs. These are stored in M for each 10 ms
of speech.

The resynthesis (lower part in fig. 13) takes place as
indicated in the diagram given in fig. 4, and essentially.
amounts to a reversal of the analysis. The parameters
from the memory are used to control a ‘source’ and a
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‘filter’ (not hardware, but software). They are up-
dated after each 10 ms of speech; the output signal is
again stored in M, as samples at a rate of 120 kbit/s,
and after conversion it can be made audible through a
loudspeaker.

Speech research with SPARX

With SPARX the set of parameters obtained by
analysis can be modified before the resynthesis, and
the effect of the modification on the speech sounds
can be studied. We shall consider here two kinds of
modification: coarsening the parameters (‘bit-rate
reduction’) and altering the behaviour of the param-
eters (‘playing with sound’).

A FTERI GO T HERE | WENTSTRAIGH T TOBE D
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To save memory space in the computer a coarser
form of storage can be used. The result of such a
coarsening can be monitored with SPARX. The
coarsening takes place in two ways. In the first place
the model parameters are quantized more coarsely,
and in the second place the number of analysis steps
per second is reduced.

This reduction is sometimes permissible because the
changes in the speech sounds usually take place fairly
slowly. Rapid changes in speech effects, such as the
sudden increase of energy in plosives (p, t, k, b, d) are
not therefore reproduced so well when the number of
analysis steps is reduced.

The permissible quantization is not the same for all
parameters. The human ear is fairly sensitive to
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Fig. 14, Analysis data from the same speech utterance as in fig. 6 but with a reduced number of
bits for the parameters: a) 4 kbit/s, &) 1 kbit/s. So as to reduce the bit rate, the number of for-
mants is limited to 4, and only the quality factor Q4 of the fourth formant can be varied; Fy is
fixed. In () the parameters are only given for every 40 milliseconds; in between there is automatic

linear interpolation.

Bit-rate reduction

As we said in the introduction, it is very important
in various applications of speaking machines to be
able to store speech utterances or speech signals as
economically as possible.

After analysis a speech signal in SPARX is stored at
a rate of 16 kbit/s (each second of speech contains
100 analysis frames, each frame produces 13 param-
eters, and each parameter is on average described by
some 12 bits). This is a substantial reduction com-
pared with the original 120 kbit/s (see page 138). In
direct resynthesis the process does give some loss of
quality, but the result is highly intelligible and the
sound quality is good.

changes in the frequencies of the lowest three for-
mants, but is much less sensitive to changes in the fre-
quencies of the fourth and fifth formants. These can
therefore be quantized very roughly or even taken as
fixed. Nor do the bandwidths of the formants have to
be very exactly preserved. ' '

If careful attention is paid to the quantization,
speech is still readily understandable after a reduction
to 1 kbit/s. Below this level the intelligibility of speech
rapidly decreases. In practical applications 4 kbit/s
seems to be a good compromise. Fig. 14 gives the
parameters for the same speech utterance as in fig. 6,
but now described at a rate of 4 kbit/s and 1 kbit/s,
respectively.
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Playing with speech sounds

SPARX allows the experimenter to ‘play’ with the
variations in pitch, in amplitude or in one or more of
the other parameters, without affecting the others,
and to study the effect of such changes on the speech
sounds. In addition to the thirteen parameters there is
a ‘hidden’ parameter, which has already been included
in fig. 13: the time structure. Fig. 15 gives an example
in which both the pitch and the time structure are

manipulated, in such a way that the utterance not

only sounds different, but has changed its meaning.
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and sounds reasonably natural. The chance of finding
such rules is based on the possibility of replacing the
capricious variation of the parameters of natural
speech by a strongly simplified, ‘stylized’ variation,
with not too great a degradation of the intelligibility
and sound quality.

Rules of adaptation will have to be made for the
duration, the sound volume, the source frequency and
the formant frequencies of the word sounds in the
vocabulary. Our research on this topic at our Insti-
tute, particularly on the source frequency (the pitch),
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Fig. 15. a) Data from an analysis of the speech utterance: ‘“The Queen”, said the Knight, “is a
monster”’. b) The same data after the following manipulations: change of the pitch contour of
“The Queen said’; lengthening of the sound ‘ai’ in ‘said’ by a factor of 2; shortening of ‘The
Queen’ by a factor of 0.8; insertion of a 200ms pause after ‘said’. These manipulations change

the meaning to: “The Queen said “The Knight is a monster

The ability to manipulate speech sounds is essential
to the development of speaking machines. To make
this clear in the present context, we shall consider a
‘text-to-speech’ system that converts text (presented
in digital form) into speech sound. The system recog-
nizes the words of the text and calls the appropriate
speech sounds, coded in the thirteen parameters, from
its vocabulary ®]. As we have seen (page 135) the
word sounds called must then be matched to their
sound context in the speech utterances. Many workers
in many countries are trying to find appropriate rules
for this matching process. The rules must be simple
enough for them to be translated into algorithms for
the machine, and at the same time they must produce
adaptations that lead to speech that is understandable

has resulted in a set of useful rules that we call an
‘intonation grammar’. Investigations into rules for
the other parameters are in full progress.

To conclude this article we shall discuss the intona-
tion grammar we have devised for British English. We
shall consider only a vefy simplified version, since we
are only concerned here with illustrating our research
on this subject. We have deduced this grammar from
a large number of stylized pitch contours of natural

. speech. The stylization can be quite drastic without

noticeable degradation of the resultant speech. Fig. 16
gives an example of a stylized pitch contour that
trained listeners found indistinguishable from the

91 Systems of this kind already exist for American English; see
for example D. H. Klatt, IEEE Trans. ASSP-24, 391, 1976.
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original contour. We tested the usefulness of our into-
nation grammar in a large number of listening tests,
in which the original intonation of natural speech
utterances was replaced via SPARX by intonation
constructed from the grammar. This showed that the
great majority of pitch contours can be simulated very
satisfactorily with the simple version.

An intonation grammar for British English (simple
version)

Our grammar (in its simplest version) indicates that
the character of the pitch variation is always as shown
in fig. 17: the pitch goes up and down between three
slowly falling lines, the low, middle and high ‘declina-
tion line’ (Z, 2 and 3). A sentence always begins at the
middle declination line and always ends at the lowest
one. The pitch variation of a sentence always forms a

coherent entity, which runs ‘virtually’ over the un- .

voiced (‘pitchless’) parts. The distance between the
lines 7 and 2 and between 2 and 3 amounts to six semi-
tones. For long sentences (£ > 5 s) the difference be-
tween the initial and final pitch of (say) the lowest
declination line is constant, but for short sentences
(¢t < 5 s) the difference decreases with the length of the
sentence; see fig. 18. A quantitative formulation of
this rule is given in the caption. During silent intervals
longer than 250 ms the declination is stopped.

Between the declination lines there are four kinds
of transition: an ‘accentuating’ rise (¢) from 2 to 3,
two kinds of ‘non-accentuating’ rise (5) and (6) from
1to 2, and an ‘accentuating’ fall (7) from 3 to 1. The
‘small’ rises 4, 5 and 6 last for 80 ms, the ‘large’ fall 7
lasts for 160 ms. Two things are now necessary for the
positioning of the transitions: a) the presented text
must be provided with marks indicating intervals and
stressed words; b) the coded speech sound of each of
the words in the memory must have marks relating to
the stressed and the last syllable.

We look first at the markings in the presented text.
These consist of brackets, which mark the beginning
or the end of a sentence, strokes marking other impor-
tant grammatical boundaries and underlinings to
indicate the words that have to be stressed. The fol-
lowing is given as an example:

[no cricketer / has ever been accused / of taking
drugs before the match [ and no-one throws bottles
at the players / as in_football |

The brackets correspond to the full stops in the text.
Where there are commas there should certainly be
strokes, but in general there will be far more strokes
than commas (see example). The strokes, like the
underlinings, will therefore either have to be separ-
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Fig. 16. Variation of the amplitude () and the source frequency ()
of the sentence: ‘We can’t keep them in here you know’, in the
analysis of natural speech. c) A stylized pitch contour, which the
ear can hardly distinguish from that of ().

Fig. 17. General picture of pitch movements in a sentence. Varia-
tions in the pitch P are plotted on a linear scale in semitones (st),
which corresponds to a logarithmic scale for the frequency Fp as
used for the analysis data. The pitch goes up and down between
three straight declination lines (/, 2 and 3) at distances of 6 st, via
three kinds of rise (4, 5, 6) and one kind of fall (7). The rises last
80 ms, the fall 160 ms.

85st

ts

Fig. 18. The low declination line for different lengths ¢; of the
speech utterance. The lines are made to coincide at their end-points;
this gives a good picture because for one speaker the pitch at the
end of an utterance is always found to be roughly the same. For the
slope D (in semitones per second) and the difference between the
pitch at the beginning and the end AP = —D¢; (in semitones) the
following empirical rules apply:

D= -11/(ts + 1.5), hence AP = 114/(ts + 1.5)
: for t; < 5,

D = —8.5/t,, hence AP = 8.5

for ts > 5s.

When ¢ is large, AP is therefore constant, and when it is small AP
decreases as shown in the figure. ‘

a.
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ately marked by hand, or will have to be determined
by text-analytical rules. These are by no means simple
and we shall not consider them here. The brackets and
strokes divide the text into ‘blocks’.

The transitions in the sentence are distributed as
follows. At the strokes, and only there, there are tran-
sitions 5 or 6. Each block therefore contains one rise
4 and one fall 7 (see fig. 17). If there is one stressed
word, both rise and fall occur in that word; if there
are two, then the 4 occurs in the first and the 7 in the
second. Cases with more than two stressed words per
block are not considered here. We illustrate these
rules in the following example; thin dashes represent
unstressed words and thick dashes represent stressed
words:

5/6
(4 7147 |

To permit a decision as to where the rise 4 or the fall
7 (or both) occurs in or near a stressed word, the
speech sound of that word must be provided with a
‘flag’ | in the memory, which marks the vowe/ onset of
the syllable with the lexical stress. For the decision on
the choice between 5 and 6 and their precise location,
the end of the last tonal part of the word sound must
also be marked (]). Examples:

cricketer accused match

. ] I

(The speech sounds here are replaced for convenience
by the words in ordinary spelling.)

Where the ‘parsing of the sentence’ now requires a
fall 7, this always starts 30 ms after the flag |. If the
previous rise 4 occurs in the same word, it starts 80 ms
before this flag (and therefore ends there; fig. 19a); if,
on the other hand, it occurs in a previous word, it
starts 30 ms before the flag | of that word (fig. 195).

The difference between 5 and 6 is a difference be-
tween the audibility or non-audibility of the rise be-
fore the associated stroke. In the first case we have
a rise 5; this ends at the flag | before the stroke
(fig. 19¢). In the other case we have a rise 6; this starts
at that flag (fig. 19d). The rise 6 is therefore always
virtual or partly virtual.

There still remains the choice between 5 and 6. The
rise 6 is chosen if one or more of the following situ-
ations occurs (see fig. 20):

— The last syllable before the stroke has the lexical
stress (whether that word is stressed or not) or it only
has a ‘short’ tonal part (fig. 20z and b).

— The first word after the boundary is stressed and its
first syllable has the lexical stress, or it is the word
‘and’ or ‘or’ (fig. 20c and d).

J.’t HART et al.
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If neither of these situations occurs, the choice falls
on 5. To exemplify fig. 205, the caption to fig. 20 gives
a few words with a ‘short’ and a ‘long’ tonal part in
the last syllable.

These rules enable the pitch contour to be estab-
lished. The result for the example is:

4 7 3 4,7 5 4,7
no cricketer / has ever been accused / of taking drugs

[ l ] l

N\ ——\

6 4,7 5 4,7
before the match / and no-one / throws bottles at the

1 ] l

N

] 4,7
players / as in football

] I

_—\_

The stroke after ‘match’ receives a 6 for two
reasons: the last tonal part before the stroke is short,
and after the stroke comes ‘and’. The four other
strokes receive a 5: none of the situations in fig. 20
occurs here. In the example only the word filags rele-
vant to the sentence analysis are noted. The declina-

1Q
1o

uv v uv uv v uv
1 L
% """ 167
...... y ' v
L L
'*33.‘ 80ms
c d

Fig. 19. a, b) Location of the transitions 4 and 7 relative to l, a) for
one stressed word, b) for two stressed words in a block. ¢, d) Loca-
tion of the rises 5 and 6 relative to the flag | at the last transition V
to UV before a block boundary; 5 is audible, 6 (at least partly) is
inaudible (virtual).
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_EZZZ/ _:_r/ /m /:Ind
_EZE/ ........ E i/ ....... /or
wir_
—
‘short ”
a b c d

Fig. 20. Cases where the rise 6 should be chosen at a boundary. The
horizontal lines represent words, the thick lines stressed words, and
a block represents a syllable with lexical stress. @) Last syllable
before the stroke has the lexical stress. ) Last syllable before the
stroke has a ‘short’ tonal part. ¢) First word after the stroke is
accentuated and its first syllable has the lexical stress. d) First syl-
lable after the stroke is ‘and’ or ‘or’. Examples of words with a
‘short’ or ‘long’ tonal part in the last syllable:

short: match, it, bat.
long: cricketer, really, bad.

tion is not included in the contour. Since the speech
sounds here are also replaced by the words in ordinary
spelling, the time structure is probably distorted.

A contour of this type only gives changes in pitch;
the pitch itself still has to be established at one point.
We have found that for a single speaker all the senten-
ces end at approximately the same pitch (see fig. 18);
the choice of that pitch establishes the pitch of the
entire speech utterance. For a simulated male voice
75 Hz is a suitable final value of the source frequency,
and for a simulated female voice 150 Hz.
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In this article we have confined ourselves to asimple
version of an intonation grammar with seven pitch
movements. A refinement of our method enables us to
distinguish at least 18 pitch movements for British
English ['°!, The simpler version discussed in the
article represents the most common type of intonation
pattern in British English speech, however, and there-
fore seems to us to be very suitable for pitch regula-
tion in synthetic speech.

1101y, R. de Pijper, IPO Annual Progress Report 15, 54, 1980.

Summary. At the Institute for Perception Research (IPO) speech
is studied with the aid of a system called ‘SPARX’, for SPeech
Analysis and Resynthesis eXperiments. It is based on the com-
monly accepted ‘synthesis model’ for speech production, consisting
of a sound .source that produces a ‘voiced’ pulse series or ‘un-
voiced’ noise both with a flat spectral envelope, plus a variable filter
that brings about all spectral effects of the speech organs. In SPARX
an incoming speech signal is digitized and then analysed — by
means of linear predictive coding (LPC) and a modification of the
autocorrelation method — into the thirteen parameters of the
model. These are the binary parameter that indicates whether the
source is voiced or unvoiced, the source frequency, the amplitude,
and the five frequencies and bandwidths of the ‘formants’, which
characterize the filter. From these parameters the speech sound can
be resynthesized, and manipulated by operations on the param-
eters. Examples discussed are coarsening of the parameters for the
purpose of storing speech signals more economically, and manipu-
lation of the pitch and time structure in such a way as to alter the
meaning of a speech utterance. Finally an intonation grammar is
discussed that seems suitable for regulating the pitch of synthetic
speech. SPARX is used here for determining the extent to which the
pitch variation can be ‘stylized’ without degrading the perception.
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4272 574
Optically readable information disc

G. J. M. Lippits E
A. J. M. van den Broek
R. Dijkstra

The invention relates to an information disc having a laminated
structure which can be read optically. The information disc com-
prises a transparent substrate which is preferably manufactured
from a synthetic resin, for example plexiglass, having thereon a
radiation-cured lacquer layer in which the information track is
present. The lacquer layer used comprises a radiation cross-linkable
protic compound which after curing is aprotic. The lacquer layer
preferably comprises a polythiol compound as well as a polyene
compound in an equivalent ratio of 1:1.

4272776

Semiconductor device and method of manufacturing
same

B, H. Weijland E
W. H. C. G. Verkuijlen

An inset oxide isolated integrated circuit, with multiple levels of
inset oxide, polycrystalline regions, and channel stops.

4 272 995
Ionization flow meter ‘
M. P. Weistra ' E

An ionization flow meter which can determine with high accuracy
the flow of a gas expressed as a gas velocity, volume flow, or mass
flow and substantially independently of pressure, temperature and,
as the case may be, moisture content. By applying the theory of
corona discharges, data relating to the flow-determining factors
such as ion mobility and gas density can be derived from the known
measured voltage and current values using electronic means. For
example, the slope S of the I-V characteristic curve can be deter-
mined from the measured values of voltage V and current 1.
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4 275 091
Method of duplicating plastlc mformatlon carriers
G. J. M. Lippits E

A. J. M. van den Broek
A.J. G. Op het Veld
R. Dijkstra

J. de Jonge

The invention relates to a method of reproducing plastic record car-
riers, in particular duplicating video records. According to the
invention, a metal die is used which is provided with a thin-liquid
molding resin of a particular composition which can be polymer-
ized by radiation. A radiation-pervious substrate which is man-
ufactured from synthetic material, for example polymethylmetha-
crylate, is provided on the molding resin. The molding resin is ex-
posed to light via the substrate after which the cured molding resin
together with the substrate connected thereto is removed from the
die. The molding resin used in the process comprises low-molecular
monomers or oligomers which contain on an average 25-70% by
weight of hydrocarbon groups and/or pheny! groups. The molding
resin is aprotic and has a functionality as regards unsaturatedness
which is between the values 2 and 6. A suitable molding resin
contains mono-, tri- or tetra esters of acyclic acid. The molding
resin preferably has a swelling capacity with respect to the substrate
and for that purpose preferably comprises a vinylmonomer. The
metal die used in the method preferably is a quite flat die which is
obtained by providing the master disk which is a flat glass plate with
information track with a nickel layer, gluing hereon a flat stiffening
plate and then removing the master disk. The resulting father disk
may be used as a die. Alternatively, further metal copies may be
made herefrom which are provided in a simpler manner with a flat
stiffening plate. The invention also extends to the molding resin,
substrate and die used in the method, as well as to the resulting
plastic record carriers.

4 276 494

Cathode ray tube with transversely supported elec-
trode and conductive wall coating

J. H. T. van Roosmalen E
G. A. H. M. Vrijssen
In a cathode-ray tube, in particular a camera tube, the inner wall of

the glass envelope is coated with an electrically conductive material
interrupted in the proximity of electrodes extending transversely to
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the wall coating and supported by transversely extending support-
ing surfaces. At the area of each of the interruptions the envelope
has a stepwise decrease of the inside diameter in two steps. In the
direction of decreasing diameter the first of these steps constitutes
the supporting surface for the transverse electrode and the
interruption in the wall coating is provided on a wall portion of the
second of these steps. The interruptions provided in this manner do
not exert any disturbing influence on the electron beam in the tube.

4276 529

Magnet coil arrangement for generating a homogene-
ous magnetic field for magnetic resonance arrange-
ments

J. Heinzerling . H
R. Rieckeheer

The invention relates to a magnet coil arrangement for generating a
magnetic field which is homogeneous at least in its center, prefer-
ably for magnetic resonance spectroscopy. The arrangement con-
sists of four flat ring coils whose coil planes extend perpendicularly
to an axis of examination which extends through the coil centers.
The coils are symmetrically arranged with respect to a point situated
on this axis. By means of a magnetic coil arrangement of this kind,
a magnetic field can be generated which extends in the direction
of the axis of examination and rotationally-symmetrically with
respect thereto and which, in comparison with the magnetic fields
generated by means of known coil arrangements, has an improved
homogeneity in the direction perpendicular to the axis of examina-
tion over a larger range which extends in the direction perpen-
dicular to the axis of examination in the center of the magnetic coil
arrangement.

4276 611
Device for the control of data flows

P. G. Jansen E
J. L. W. Kessels

A commutation device for the selective control of data transport.
At least two data inputs and data outputs, each of the latter having
a buffer for storing a data word. A number of possibilities of data
transport can be selectively controlled, four for a single connection
and two different ones for pair-wise connection. Seven input con-
trol lines are provided, two lines for receiving a signal which in-
dicates whether information is present on the associated input line,
two lines for indicating the selected output buffer, two erase lines
for making a data buffer freely accessible after output of data from
the data buffer, and one priority line for granting priority to one of
the two input lines if both lines select the same data buffer. There
are four output control lines, two lines which indicate that the data
present on the input lines have been taken up in the selected output
buffer, and two lines which indicate whether an output buffer con-
tains data. The commutation device can effect the data transport
itself and can be grouped in specific arrangements to form a buffer
in which the data partly determine their own path.

4 276 649
Receiver for digital signals in line code

G. C. Groenendaal E
E. A. Aagaard

Receiver for a digital line code signal. This receiver comprises a line
code decoder and a digital-to-analog converter. To reduce the
audibility of bursts this receiver also comprises a line-code violation
detector detecting whether the received signal deviates from the line
code; as well as a pulse generator. Each time the line-code violation
detector detects that the received signal deviates from the line code,
the output signal of the pulse generator is applied to the digital-to-
analog converter instead of the output signal of the line code
decoder.

4 276 650

Method of synchronizing a quadphase receiver and
clock synchronization device for carrying out the
method

F. de Jager E
R. A. van Doorn

J. J. Verboom

M. G. Carasso :

The invention relates to a method for the clock synchronization of
a receiver for demodulating a quadphase coded data signal and to a
clock synchronization device for carrying out the method. In the
method according to the invention the first bit is compared (cor-
related) with the third bit and the second bit with the fourth bit: a
high degree of correlation indicates that synchronization has been
obtained and a low degree indicates absence of synchronization.

4 277 138

Diffraction grating and system for the formation of
color components

H. Dammann H

A device for spatially separating specific spectral regions, prefer-
ably of color components from a wideband spectrum which is
actively and/or passively radiated by objects. The spectral regions,
or color components, are derived from the diffraction orders of a
diffraction grating (phase grating), which is disposed in the pupil of
an imaging lens and whose groove profile consists of several steps,
which produce path length differences which are integral multiples
of a specific wavelength.

4 277 542
Resistance material

A. H. Boonstra E
C. A. H. A. Mutsaers
F. N. G. R. van der Kruijs

Resistance material consisting of a mixture of metal oxidic com-
pounds, metal oxides, a permanent binder and a temporary binder,
the resistance-determining component consisting of barium-rhod-
ate BaRhgOj2. This component has a linear positive temperature
coefficient of the resistance (TCR) and enables the production of a
resistor having a very low TCR by combining the material with a
material having a negative TCR. The resistor is obtained by firing
this resistance material after it has been applied onto a substrate.

4 277 686

Device for determining internal body structures by
means of scattered radiation

G. Harding H

The invention relates to a device for measuring a scatter coefficient
distribution in a plane of a body. The plane is irradiated in different
directions by a primary radiation beam along beam paths which are
each time situated in parallel in a direction. Scattered radiation
which is generated by a primary radiation beam along its path is
measured by detectors which are situated on both sides of the plane
and which enclose the body as completely as possible. The scatter
coefficient distribution is determined by iteration by calculating a
scatter value for each beam path from an assumed distribution and
by comparing this scatter value with the associated measured
scattered radiation. From the difference between calculated and
measured values a correction is determined and taken up in the cal-
culated value.



4277713

Low-pressure gas discharge lamp and method for
making )

J. Hasker . E
J. C. G. Vervest

C. Peters

L. C. J. Vroomen )

Low-pressure discharge lamp having an elongate discharge vessel
which contains a thinly distributed filamentary body permeable to
the gas discharge, said body comprising a helical support filament
which is supported by the inner surface of the discharge vessel and

is at least one further filament, supported by the support filament
and extending therefrom towards the axis of the discharge vessel.

4 278 888

Apparatus for determining the spatial distribution of
the absorption of radiation in a body

W. Wagner H

A computed tomography device wherein a body contour outside an
examination area is determined by measurements made with the aid
of an auxiliary radiation source (for example light or ultrasound).

4278 912

Electric discharge tube having a glass-sealed electric
leadthrough and method of manufacturing such an
electric leadthrough

G. A. H. M. Vrijssen E
J. P. T. Franssen

An electric discharge tube is provided with a hermetically sealed
leadthrough which electrically connects electrodes on the inner and
outer walls of the envelope. The leadthrough consists of an
aperture in the envelope having a conductive layer provided on the
wall of the aperture. The aperture is hermetically sealed by means
of a plug of thermally devitrified glass which is provided in the form
of a suspension of a devitrified glass powder in an organic binder.
To manufacture the leadthrough, the envelope of the tube is sub-
jected to temperature treatments in which at a first temperature
range the binder is fired from the suspension in an oxygen-con-
taining atmosphere, and at a second temperature range the
devitrifiable glass is devitrified in a non-oxidizing atmosphere. A
hermetically sealed leadthrough results, without excessive oxidation
of the electrodes, while the deformation of the glass envelope at the
area of the leadthrough is avoided.

pl

4279 157

Method of and device for determining the internal
structure of a body by means of acoustic beams

H. Schomberg H
M. Tasto

A method and device for determining the internal structure of a
body by means of acoustic beams. Transit times and intensities of
acoustic beams passing through the body in different spatial direc-
tions are measured to establish the refractive index distribution and
the acoustic absorption coefficient distribution, respectively at the
points of a point matrix associated with the body. The non-recti-
linear course of the acoustic beams is taken into account in this
respect. This results in reconstructed images of higher quality.

4 279 253
Epilation apparatus

F. Haes E
G. M. P. G. Hermes
C. M. Reijnhout

There is provided an epilation apparatus comprising a drivable
member having a hair-gripping wall, and a stationary complemen-
tary member having a confronting wall spaced from the hair-grip-
ping wall of the drivable member to provide a hair gap there-
between.

4 280 049

X-ray spectrometer

H. W. Werner : . E
A. W. Witmer '
W. F. Knippenberg

An X-ray spectrometer which is arranged inside an evacuatable
housing and which comprises a wavelength dependent X-ray
detection system and, for irradiating the specimen to be examined,
an electron source with an electron deflection system for generating
an electron beam and an X-ray source for generating an X-ray
beam. The X-ray source consists of an anticathode on which the
electron beam can be directed by the electron deflection system in
order to generate the X-ray beam.

4 280 068

Bulk channel charge coupl;ed device having improved
input linearity
P. J. Snijder - E

In bulk channel charge coupled devices the nonlinearity in the input
characteristic caused by varactor effects is removed by moving the
potential well in which the charge packets are generated below the
input electrode to the surface where the center of electrical charge is
substantially independent of the value of the charge. Said shift can
be obtained by external means, for example an extra d.c. voltage at
the input electrode, or by internal means, for example a thicker
oxide below the input electrode.

4 280 089
Automatic incrementing attenuation arrangement

R. J. van de Plassche E
E. C. Dijkmans

Attenuation arrangement comprising a step attenuator arranged in
cascade with a controllable voltage divider via first and second
voltage terminals, the step attenuator comprising a series arrange-
ment of attenuation elements for dividing a voltage applied across
said series arrangement into a plurality of voltage increments,
which voltage increments are individually switchable between the
two voltage terminals for varying the output voltage of the control-
lable voltage divider for the voltage range of the relevant voltage
element, the direction of the polarity of the voltage between the two
voltage terminals changing at a switch-over from one voltage
increment to an adjacent voltage increment.

4 280 158
Magnetoresistive reading head
E. de Niet ‘ E

A magnetic reading head having a magnetoresistive element which
is connected to a reading amplifier. In order to reduce the modula-
tion noise (Barkhausen effect) when making the relationship
between the resistance variation and the strength of the signal field
linear in a negative feedback loop of the reading amplifier an
electric turn is present which turn is positioned relative to. the
magnetoresistive element in such manner that a negative feedback
field (Ht) can be generated with it which causes a magnetic flux in
the element which is directed oppositely to the magnetic flux caused
in the element by a magnetic field (Hy) to be detected.

4 280 858

Method of manufacturing a semiconductor device by
retarding the diffusion of zinc or cadmium into a
device region

C. J. M. van Opdorp E
H. Veenvliet

A semiconductor device and a method for manufacturing the semi-
conductor device are disclosed for forming an abrupt and accu-
rately positioned p-n junction between a substrate and a substrate-
adjoining region. This is achieved in accordance with the present




.

invention by diffusing zinc or cadmium from a surface of the sub-
strate-adjoining region to the substrate, and abruptly limiting or
retarding the diffusion of the zinc or cadmium into the substrate
near a junction between the substrate and the region. This is accom-
plished in accordance with the present invention by selecting the net
donor concentration in the substrate near the junction to be higher
than the concentration of zinc or cadmium at the surface of the
substrate-adjoining region.

4 281 396
Magnetic strip domain memory system
J. Roos ' E

A magnetic memory device in whxch information is stored in the
form of strip domains in a layer of magnetic material supported by
a layer of ferromagnetic material. The ferromagnetic material con-
tains a pattern of alternately magnetized strips for sustaining a
magnetic field periodically varying in a first coordinate direction
and directed transverse to the domain layer. The device also
includes a generator for receiving and converting data into con-
figurations of the strip domains in the plate.

4 283 226

Method of preparing titanium iron-containing mate-
rial for hydrogen storage e L
H. H. van Mal ae VR
H. A. van Esveld o

J. S. van Wieringen
K. H. J. Buschow
A material for storing hydrogen consisting of a titanium-iron alloy

having 5-30 at.% of one or more metals of the group chromium,
zirconium, manganese and vanadium.

4 283 689
Microwave oscillator circuit with improved efficiency
H. Tjassens E

A microwave oscillator circuit, suitable for use as the local oscil-
lator in beam transmitters, radar systems and satellite TV receivers,
comprises an active element (IMPATT, Gunn diode) at one end of
a coaxial transmission line which is terminated at its other end by a
matched load. At a suitable distance from the diode a high Q
transmission cavity resonator is coupled to the transmission line via
a first coupling hole. A drawback of such a circuit is that a portion
of the oscillator power at the required oscillator frequency f, is
dissipated in the terminal impedance Z,. This is obviated by coupl-
ing the transmission resonant cavity to the transmission line via a
second coupling hole. The distance between the first and the second
coupling hole is 1. As a result the terminal impedance, which has
been transformed very frequency-selective to a very high value in
situ of the second coupling hole, is transformed to a very low value
at the first coupling hole and very little power is dissipated in this
low impedance, so that a considerable improvement of the circuit
efficiency has been achieved.

4 283 837

Semiconductor device and method of manufacturing
same

A. Slob : E

A semiconductor device includes a silicon substrate having an
insulating layer with a window. A silicon layer is deposited on the
insulating layer and on the silicon substrate surface in the window.
This silicon layer has n-type dnd p-type conductive layer parts
which adjoin each other within the window and which each serve as
both a connection conductor and an electrode of an active zone of
the device. Semiconductor devices in accordance with the invention
feature very small surface areas, and are thus particularly suitable
for high frequency operation.

4 284 069 .

Wall element comprising a solar collector which is
disposed between two transparent panes

H. Hérster . A
W. Hermann
K. Klinkenberg

A wall element, comprising a solar collector which is arranged
between two panes and which comprises a number of rotatable
absorber plates. One side of the absorber plates is provided with a
non-selective black coating and the other side is provided with a
selective, heat-reflective layer. The absorber plates are accom-
modated in evacuated, transparent tubes.

4 286 156
Device for determining the spatial absorption distri-

. bution in a plane of examination
W. Wagner H

The device in accordance with the invention comprises detectors, a
first part of which is not struck by radiation during measurement of
the useful signal, whilst a second part which is struck directly by the
radiation during the measurement of the useful radiation, is shield-
ed during a next measurement. During the last measurement, the
first detector part is struck by scattered radiation. From the two
signals thus formed, a signal free from scattered radiation can be
obtained by subtraction.

4286 177
Integrated injection logic circuits

C. M. Hart E
A. Slob

An “Integrated Injection Logic’’ integrated circuit in which bias
currents are supplied by means of a current injector The current
injector is a multi-layer structure in which current is supplled by
means of injection and collection of charge carriers via rectifying
junctions, to predetermined zones of the circuit to be biased. Such
zones are preferably biased by charge carriers which are collected
by such zones from one of the layers of the current injector. The
circuit also preferably includes a region for reducing carrier injec-
tion from a predetermined zone.

4 286 266

Display device .

M. de Zwart E
J. L. A. M. Heldens

In a liquid crystal display device which upon controlling with direct
voltage shows a memory effect that can be erased by alternating
voltage, the written area can expand beyond the edge of the elec-
trode so that edge zones can no longer be erased readily. This dis-
advantage is avoided by covering the edges of the electrodes with an
insulating layer.

4 286 318
Control loop

K. A. Immink E
A. Hoogendoorn

A control loop provided with a control unit for realizing a transfer
characteristic having a number of peaks at a fundamental fre-
quency and harmonics thereof. The control unit comprises a mem-
ory device for digitally storing a number of samples of the error
signal appearing in the control loop during a cycle period equal to
the period corresponding to the fundamental frequency. Further-
mere, there are provided means for comparing the sample stored in
the memory device with the value of the error signal one cycle
period later and, depending on this comparison, correcting the
memory content of the relevant memory location. The variation of
the error signal stored in the memory device is furthermore cy-
clically employed as a control signal for the control loop. -
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DIGITAL AUDIO

In 1877 Edison’s phonograph played the nursery rhyme
‘Mary had a little lamb’, after he had recorded it on the wax
cylinder in his own voice: the human voice had been repro-
duced for the first time in history. Then came Berliner’s wax
disc, followed by the 78-turns-per-minute shellac disc, and
eventually the modern long-play record. Now when we en-
Joy the music from our ‘LPs’ at home it is almost perfectly
reproduced by our hi-fi equipment. However, the record
player itself is a weak link in the chain, since damage to the
vulnerable disc often introduces an unwanted accompani-
ment of undesirable sounds to the music. This cannot hap-
pen with the Compact Disc. It is scanned optically, so play-
ing it cannot produce any damage, and dust and fingermarks
have far less effect — because errors can in fact be corrected.
Another way in which the Compact Disc differs from the
conventional long-play record is that the sound is recorded
on the disc in digital form. The digital processing of the
audio signals will perhaps be a more far-reaching develop-
ment in the history of record-playing equipment than the
change from acoustic to electrical reproduction was in its
time. As we shall see, digital processing brings many advan-
tages. To make the best use of it, it is necessary to build up
a complete system that extends from the record-manufac-
turer’s equipment to the record player at home. It is clear
that so extensive a system only has a chance of success if

records and playing equipment from different manufacturers
are all absolutely compatible.

The study of the possibility of recording audio signals op-
tically on a disc was started in 1974 at Philips Research
Laboratories, in close cooperation with the Philips Audio
Division. It soon became clear that a different method would
have to be used from that in the LaserVision system [*];
digital signal coding, instead of analog modulation methods.
More and more people from the Research Laboratories and
the Audio Division gradually became involved in the pro-
Ject. After an agreement ‘in principle’ had been reached
with the Sony company in 1979, extensive technical discus-
sions were started, mainly about the signal processing.'
Eventually a system standard was produced, including con-
tributions from both companies. Then licensing agieements
were made with a number of other manufacturers of audio
equipment and gramophone records.

This issue contains four articles written by staff from
Philips Research Laboratories and the Compact Disc
Development Laboratory of the Audio Division. They give
an account of various aspects of the revolutionary Compact
Disc system: the complete system, the modulation of the
digital signal, the method of error correction and the con-
version of the digital signal into the analog signal.

1*! Formerly called the VLP system.
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Right: An artist’s impression of the optical
pick-up, whose actual dimensions are only
45x 12 mm. The operation of this part of the
playback equipment is clarified by the figure
and caption on page 153. Below: The CD100
player, the first to be put on the market.

Philips tech. Rev. 40, 1982, No. 6
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The Compact Disc Digital Audio system

: M. G. Carasso, J..B. H. Peek and J. P. Sinjou

Introduction

During the many years of its development the gram-
ophone has reached a certain maturity. The availability
of long-play records of high quality has made it pos-
sible to achieve very much better sound reproduction
in our homes than could be obtained with the machine
that first reproduced the sound of the human voice in
1877. A serious drawback of these records is that they
have to be very carefully handled if their quality is to
be preserved. The mechanical tracking of the grooves
in the record causes wear, and damage due to oper-
ating errors cannot always be avoided. Because of
the analog recording and reproduction of the sound
signal the signal-to-noise ratio may sometimes
be poor (< 60 dB), and the separation between the

" stereo channels (< 30 dB) leaves somethmg to be
desired.

For these and other problems the Compact Disc
system offers a solution. The digital processing of the
signal has resulted in signal-to-noise ratios and a
channel separation that are both better than 90 dB.
Since the signal information on the disc is protected
by a 1.2 mm transparent layer, dust and surface dam-
age do not lie in the focal plane of the laser beam that
scans the disc, and therefore have. relatively little
effect. Optical scanning as compared with mechanical
tracking means that the disc is not susceptible to dam-
age and wear. The digital signal processing makes it
possible to correct the great majority of any errors
that may nevertheless occur. This can be done because
error-correction bits are added to the information
present on the disc. If correction is not possible be-
cause there are too many defects, the errors can still
be detected and ‘masked’ by means of a special proce-
dure. When a Compact Disc is played there is virtu-

Drs M. G. Carasso and Dr Ir J. B. H. Peek are with Philips
Research Laboratories, Eindhoven; J. P. Smjou is with the Philips
Audio Division, Eindhoven.

ally no chance of hearing the ‘tick’ so familiar from
conventional records.

With its high information density and a playing time
of an hour, the outside diameter of the disc is only
120 mm. Because the disc is so compact, the dimen-
sions of the player can also be small. The way in
which the digital information is derived from the
analog music signal gives a frequency characteristic
that is flat from 20 to 20 000 Hz. With this system the
well-known wow and flutter of conventional players
are a thing of the past.

Another special feature is that ‘control and display’
information is recorded, as ‘C&D’ bits. This includes
first of all ‘information for the listener’, such as play-
ing time, composer and title of the piece of music.
The number of a piece of music on the disc is included
as well. The C&D bits also contain information that
indicates whether the audio signal has been recorded
with pre-emphasis and should be reproduced with de-
emphasis [*!. In the Compact Disc system a pre-em-
phasis characteristic has been adopted as standard
with time constants of 15 and 50 pus. In some of the
versions of the player the ‘information for the
listener’ can be presented on a display and the dif-
ferent sections of the music on the disc can be played
in the order selected by the user.

In the first article of a series of four on the Compact
Disc system we shall deal with the complete system,
without going into detail. We shall consider the:disc,
the processing of the audio signal, reading out the
signal from the disc and the reconstitution of the
audio signal. The articles that follow will examine the
system aspects and modulation, error correction and
the digital-to-analog conversion. L

(11 See F. W. de Vrijer, .Modulation, Philips tech. Rev. 36,
305-362, 1976, in particular pages 323 and 324.
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The disc

In the LaserVision system 1, which records video
information, the signal is recorded on the disc in the
- form of a spiral track that consists of a succession of
pits. The intervals between the pits are known as
‘lands’. The information is present in the track in
analog form. Each transition from land to pit and vice
versa marks a zero crossing of the modulated video
signal. On the Compact Disc the signal is recorded in
a similar manner, but the information is present in the
track in digital form. Each pit and each land
represents a series of bits called channel bits. After
each land/pit or pit/land transition there is a ‘1°, and
all the channel bits 'in between are ‘0’; see fig. 1.
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Fig. 1. a) Cross-section through a Compact Disc in the direction of
the spiral track. T'transparent substrate material, R reflecting layer,
Pr protective layer. P the pits that form the track. &) I the intensity
of the signal read by the optical plck-up (see fig. 2), plotted as a
function of time. The signal, shown in the form of rectangular
pulses, is in reality rounded and has sloping sides [%1. The digital
signal derived from this waveform is indicated as a series of chan-
nel bits Ch.

The density of the information on the Compact
Disc is very high: the smallest unit of audio informa-
tion (the audio bit) covers an area of 1 um? on the
disc, and the diameter of the scanning light-spot is
only 1 um. The pitch of the track is 1.6 pm, the width

- 0.6 pm and the depth 0.12 um. The minimum length
of a pit or the land between two pits is 0.9 pm, the
maximum length is 3.3 pm. The side of the trans-
parent carrier material 7 in which the pits P are im-
pressed — the upper side during playback if the spindle
is vertical — is covered with a reflecting layer R and a
protective layer Pr. The track is_optically scanned
from below the disc at a constant velocity of 1.25 m/s.
The speed of rotation of the disc therefore varies,
from about 8 rev/s to about 3.5 rev/s.

Philips tech. Rev. 40, No. 6

Processing of the audio signal

For converting the analog signal from the micro-
phone into a digital signal, pulse-code modulation
(PCM) is used. In this system the signal is periodically
sampled and each sample is translated into a binary
number. From Nyquist’s sampling theorem the fre-
quency of sampling should be at least twice as high as
the highest frequency to be accounted for in the analog
signal. The number of bits per sample determines the
signal-to-noise ratio in the subsequent reproduction.

In the Compact Disc system the analog signal is
sampled at a rate of 44.1 kHz, which is sufficient for
reproduction of the maximum frequency of 20000 Hz.
The signal is quantized by the method of uniform
quantization; the sampled amplitude is divided into
equal parts. The number of bits per sample (these are
called audio bits) is 32, i.e. 16 for the ieft and 16 for

the right audio channel. This corresponds to a signal-

to-noise ratio of more than 90 dB. The net bit rate is
thus 44.1x10%x 32 = 1.41 x10% audio bits/s. The
audio bits are grouped into ‘frames’, each containing
six of the original samples.

Successive blocks of audio bits have blocks of
parity bits added to them in accordance witha coding -
system called CIRC (Cross-Interleaved Reed-Solomon
Code) [*]. This makes it possible to correct errors
during the reproduction of the signal. The ratio of the
number of bits before and after this operation is 3:4.
Each frame then has C&D (Control and Display) bits,
as mentioned earlier, added to it; one of the functions
of the C&D bits is providing the ‘information for the
listener’. After the operation the bits are called data
bits.

Next the bit stream is modulated, that is to say the
data bits are translated into channel bits, which are
suitable for storage on the disc; see fig. 1. The EFM
code (Eight-to-Fourteen Modulation) is used for this:
in EFM code blocks of eight bits are translated into
blocks of fourteen bits [*1. The blocks of fourteen bits
are linked by three ‘merging bits’. The ratio of the
number of bits before and after modulation is thus
8:17.

For the synchronization of the bit stream an iden-
tical synchronization pattern consisting of 27 channel
bits is added to each frame. The total bit rate after
all these manipulations is 4.32x10° channel bits/s.
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