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An optical communication system with wavelength-division 
multiplexing and minimized insertion losses

I. System and coupling efficiency

A. J. A. Nicia

Somewhere in the north-east of the United States there lies a rather strange ‘vessel’ for land- 
based training. It is a simulation of a cable-laying ship bearing the appropriate name ‘Fan­
tastic’. Before the year 1990 the ‘Fantastic’, sailing at eight knots, will have the task of laying 
the first optical-fibre cable to cross the Atlantic Ocean. This information can be found in 
Jeremy Bernstein’s book ‘Three degrees above zero — Bell Labs in the Information Age’ 
(Charles Scribner’s Sons, New York 1984). A voyage as unusual as this will undoubtedly 
attract much more attention than the journeyings’ of the flashes of light themselves inside 
the cores of the glass fibres ever could, even though they will travel beneath the Atlantic at a 
rate of 400 million knots, not eight knots. The present detailed study, to be published in two 
partst*1, of an optical communication system using wavelength-division (or colour) mul­
tiplexing demonstrates yet again how fascinating the physical background of guided light 
transmission for communications becomes when the main consideration is to minimize optical 
losses in transmission. Part II deals with the components developed for wavelength-division 
multiplexing and demultiplexing. These will eventually be used to increase the capacity of 
existing optical links in a relatively simple way.

Breakthrough

If the information society of the future is to func­
tion properly optical digital communication will 
almost certainly be required, and it looks as if the in­
stallation of a single optical fibre for each subscriber 
is a practical goal. Cable television and telephone can

Dr Ir A. J. A. Nicia is with Philips Research Laboratories, Eind­
hoven.

then become part of an integrated system, with var­
ious other services in the broad field of information 
and communication. Possibilities already envisaged 
include video lending libraries, video telephony, and 
pay-TV (where viewers select television programmes 
i*1 Part II, ‘Wavelength-division multiplexing’, will appear in our 

next volume.



246 A. J. A. NICIA Philips Tech. Rev. 42, No. 8/9

themselves, with payment per channel), local tele­
vision broadcasts, newspapers by cable, and so on tl !.

This projected integration of information streams 
is the factor that could eventually make a subscriber 
network of this kind, built up from optical-fibre 
cables, economically feasible and profitable in a coun­
try such as the Netherlands. Since as many as 90% of 
all dwellings have a telephone and more than 70% 
already have cable television ■— with virtually separate 
distribution centres and links at present — the cable 
costs per connection in such an integrated subscriber 
network could remain comparable with those of the 
present telephone network.

Very large amounts of information can already be transmitted by 
optical-fibre cables more economically than by the conventional 
coaxial cable, and furthermore the price advantage is steadily shift­
ing towards smaller transmission capacities. Optical-fibre cables 
therefore certainly qualify for use in situations such as the intercon­
nection of new telephone exchanges.

In a cooperative venture between the Netherlands PTT (Postal 
and Telecommunications Service), the Delft and Eindhoven Uni­
versities of Technology and N.V. Philips it was decided to set up a 
small experimental local optical-fibre network at Philips Research 
Laboratories, Geldrop. The experimental system, known as DIVAC 
(an acronym for the Dutch words for digital connection between 
subscriber and exchange), has since been used to test the actual inte­
gration of different information and communication services 121. 
The German PTT is also investigating such experimental networks, 
with about 30 to 50 connections, in some six cities. 

fibre and separated at the output end. In the method 
described here the separate signals are identified by the 
colour, or, to be more exact, the carrier wavelength: 
the method is therefore more generally known as 
‘wavelength-division multiplexing’. A good example 
of an element that can produce wavelength-division 
multiplexing is the familiar colour-dispersing prism. 
When the path of rays through such a prism is reversed 
a group of separate beams of light of different colour 
(red, green, blue, fig. 1) is seen to be combined by the 
prism to form a single beam of white light (the multi­
plexing operation). When the combined signals arrive 
at their destination, a second prism can be used to 
separate the original beams of different colour from 
the white beam (the demultiplexing operation).

In all optical-fibre cables so far installed for trunk 
(inter-city) links each fibre still needs its own light 
source and detector. This means that the combination 
and separation of the many types of information en­
visaged would really only be possible by electronic 
methods. Cost studies have meanwhile shown that 
these electronic combination and separation processes 
would be at a disadvantage, in view of the cost of new 
hardware, compared with the purely optical method 
of wavelength-division multiplexing and demultiplex­
ing. Combined systems, partly electronic and partly 
optical, are also being considered [2]. In the rather 

It has been clear for some years that the technical 
aspects of this integration will have to be mainly con­
centrated in the transmission parts of the projected 
system, i.e. in the optical-fibre links [8]. An important 
argument for combining signals in a single fibre is the 
saving in cable costs thus obtained. This applies par­
ticularly to long-distance links, where plans to provide 
as many fibres as there are optical channels can hardly 
be considered realistic because of the excessive costs. 
For the local-area networks (LANs), the enormous 
expansion of communication facilities makes this 
combining of signals absolutely necessary. The instal­
lation of these LANs could pioneer the way for ‘con­
sumer optics’ as an extension of consumer electronics. 
The aim is for all information streams to be combined 
in digital form and transmitted simultaneously along 
links of this type; at the receiving end they then have 
to be separated as required. The possibility of simul­
taneous signal transfers is also essential for two-way 
links via the same optical fibre, as for example in 
video telephony.

Colour multiplexing and demultiplexing, a main 
topic of this article, is a method that allows a number 
of optical signals to be combined at the input end of a

Fig. 1. An elementary example of a three-channel optical communi­
cation system in which signals are combined by wavelength-division 
multiplexing. Two prisms with a refracting angle y are required. In 
the first {MULTIPLEX) the three signals are combined for long­
distance transmission (IF). At the receiving end is the second prism 
(DEMULTIPLEX), which restores the separate signals. Each sig­
nal is characterized by its own wavelength (or colour). This figure 
illustrates the principle of the WDM (Wavelength-Division Multi­
plexing) system dealt with in this article (see title photograph and 
fig. 3a). Chi,2,3 input and output of the three communication 
channels.
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longer term it will be better if most or all of these pro­
cesses are carried out optically. The various optical 
‘communication channels’ would then have to be 
accommodated in a single optical fibre: these channels 
would have to be ‘invisible’ to one another; i.e. there 
would be no crosstalk between the separate channels. 

fibres the bandwidth is not a practical limitation for 
optical communication, since there is no ‘intermodal 
dispersion’ by definition. The optical carrier wave has 
such a high frequency (about 2x 1014 Hz) that the dig­
ital signal rates required by the PTT, such as 140 Mbit, 
or even 560 Mbit per second, are easily attainable. A

Table I. Numerical data characteristic of three generations of optical fibre cables. The attenua­
tion, measured at three commonly used wavelengths, and the product of bandwidth and corres­
ponding cable length, also determined experimentally, are the principal performance figures (grey 
background), ‘Length’ here is the maximum distance along the cable to the next repeater. The 
figures given are unlikely to be much improved in the near future. Theoretically, however, there is 
still room for improvement, since it can be shown that the ‘absolutely best’ profile of the refrac­
tive index for the multimode fibres of the second-generation cable would raise the maximum of 
2000 MHz x km by a factor of five to seven (see the chapter on ‘Transmission system design’ in the 
book by S. E. Miller and A. G. Chynoweth (eds)[91)- A MHz x km product of 2000 corresponds 
to a broadening of the pulse signals of about 0.5 ns per km. Such pulses can be detected with good 
resolution after transmission over a distance of 1 km, provided that the repetition rate is less than 
2000 MHz. The first four columns give the principal structural data of the fibres. The waveguide 
effect is based on total internal reflection, as indicated above the column for the numerical aper­
ture of an optical fibre. The small radial decrease in the refractive index nco — nci is the physical 
reason for the confinement of the radiation within the fibre cores; in the axial direction the refrac­
tive index does not normally vary at all. co core, cl cladding, n.a. not applicable.

coble 
generation

re

^co

nci

tractive index rac

fi

core

Hus

m)

core

cladding

fibre 
volume 
(cm3lkm)

no 
ap

S

merical 
erture

^co—-

X=1300nm

attenuation

IdBlkml

Á-1550nm Ä-830nm

bondwidth » 
» length 

IMHzxkml

core cladding
cl 

n ft max

3 
single-mode 

fibres

step - index
nco -nci &0.0034

4.5 62.5 12.3 0.1 OW 0 25 n a > 100000

2 
multimode 

fibres

parabolic 25 62.5 12.3 0.2 0 60 n a 2 1 1000 to 2000

1 
multimode 

fibres

step - index
nco ~nci a 0.030

50 70 15.4 0.3 'l J n a 2 1 50

The breakthrough of transmission by optical fibre 
has now reached the point where designers are already 
familiar with the idea of being able to base their plans 
for new systems on optical-fibre cables of the second 
or even third generation {Table I). Since 1976, when 
an issue of this journal was entirely devoted to optical 
communication [4], the development of the various 
types of fibre has certainly not stood still. The most 
significant advance is probably the reduction of the 
optical attenuation per km, achieved through the pro­
duction of extremely pure glass {fig. 2). This high 
purity is now attainable on an industrial scale t5]; 
single-mode fibres (for third-generation cables) are 
now being produced in which the optical attenuation 
is less than 0.5 dB/km, which means that a telephone 
conversation can be transmitted by such a fibre over a 
distance of about 40 km without significant loss of 
quality and without any regeneration. In single-mode 

single-mode fibre, with a core diameter of 9 pm (about 
one tenth that of a human hair), can therefore carry 
thousands of telephone conversations simultaneously, 
with no crosstalk.

In the multimode fibres for second-generation cables 
the situation is different. As the maximum repeater 
spacing is increased, the permissible bandwidth for 
telecommunication decreases correspondingly. With 
these fibres, therefore, the maximum repeater spacing 
I11 This subject is under consideration by the European Com­

munity in its ‘RACE Initiative’. RACE (Research for Ad­
vanced Communications technologies for Europe) is a tele­
communications programme now in the definition phase.

I21 J. van der Heijden, DIVAC — an experimental optical-fibre 
communications network, Philips Tech. Rev. 41, 253-259, 
1983/84.

131 W. J. Tomlinson, Wavelength multiplexing in multimode op­
tical fibers, Appl. Opt. 16, 2180-2194, 1977.

t41 Philips Tech. Rev. 36, 177-216, 1976.
[51 In November 1983 Philips opened a new optical-fibre factory 

in Eindhoven; both multimode and single-mode fibres are 
manufactured here on a commercial scale. 
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has a clear correlation with the bandwidth, and is far 
less limited by attenuation.

It will be clear that any work, including research, 
on components for wavelength-division multiplexing 
and demultiplexing is most effective within the context 
of a complete system study. A complete communi­
cation system contains both the transmitting and re­
ceiving ends as well as the central section for the new 
method of optical signal transmission.

Part I of the article, following this, introduction, 
will therefore deal in general terms with the system 
that has been designed, a WDM (‘Wavelength-Divi­
sion Multiplexing’) system giving maximum coupling 
efficiency. The propagation of the (infrared) ‘light’ 
will be described with the aid of a block diagram, and 
subjects that will be dealt with are the various optical 
interfaces, the boundary conditions and ways and 
means of manipulating the radiation, with the primary 
object of minimizing the insertion losses in the system.

Fig. 2. Example of a transmission spectrum (S) measured on an 
optical fibre more than 2 km long, of the type mounted in the 
second-generation cables (Table I). This type is now in regular pro­
duction 151. Vertical: Tri, the transmission of radiation, in decibels 
per kilometre. Horizontal: the wavelength A of the infrared test 
radiation, in nm. The wavelengths of three lasers (¿i, Li, L3) that 
can be used in optical communication systems are displayed on the 
horizontal axis. Near the origin of the coordinate system the ex­
tremely narrow emission spectrum (Lspec) of one of the many types 
of diode laser is shown. The nature of the material of the fibre core 
and its impurities determine the material dispersion; this unwanted 
effect decreases as the spectrum of the light guided through the core 
becomes narrower. In practice the effect is not large enough to be 
troublesome. The dashed curve (1/A4) shows the calculated trans­
mission spectrum when Rayleigh scattering is the only source of 
attenuation. C2 and C3 irradiances derived from the maximum per­
formance figures in Table I, found in cables of the second and third 
generations. The sharp dip in S at about 1380 nm is caused by reso­
nances (valence vibrations) of free OH groups, which are present as 
traces in the core material.

Part II of the article will chiefly be concerned 
with the multiplexing and demultiplexing components 
of our WDM system. Considerable emphasis will 
be placed on the choice of design and construction. 
The operation of these components will be briefly ex­
plained, and some theoretical principles and back­
ground will be discussed.

Principles of system design
The general block diagram of a WDM system is 

shown in fig. 3. As in any communication system, the 
diagram can be divided into three main parts: (I) the 
transmitter section, where in this case three indepen­
dent electrical signals are converted into infrared sig­
nals with the wavelengths Ai, A2, and A3; (77) the 
transmission section proper with — in our case — a 
second-generation optical cable, which therefore con­
tains one multimode fibre (F) with a parabolic refrac­
tive-index profile (see Table I); (777) the receiver sec­
tion for the composite optical signal, where finally the 
three original signals, each in their own channel, re­
appear at the outputs as digital electrical signals. 
Although compatible with current ideas, our choice 
of digital signals is not essential, and indeed the sys­
tem is ‘transparent’ in this respect, since the laser 
injection currents could equally well be modulated by 
analog signals.

As we shall see in part II, the number of parallel 
optical channels used in F will be limited to three or 
four. (The title photograph shows our experimental 
system with four input channels.) Given the known 
designs for multiplexing and demultiplexing units, the 
use of more channels would soon introduce consider­
able practical difficulties. The cfemultiplexing unit 
seems to give fewer problems here, and indeed a de­
multiplexing unit for six parallel channels has now 
been developed [6].

The main principle behind the design of our WDM 
system is the achievement of maximum efficiency, i.e. 
minimizing the insertion losses. In the design of such 
a system certain more or less fixed conditions have to 
be observed, but a number of variables can be freely 
chosen so as to comply with the main principle. The 
main conditions are set by the characteristics of the 
multimode fibre (Fin fig. 3) in the second-generation 
cables, as shown in Table I. Major factors in the de­
sign are the core radius and the numerical aperture, 
the first two of the fixed parameters. 161

161 H. G. Finke, A. J. A. Nicia and D. Rittich, Diffraction effi­
ciency limited grating demultiplexer suitable for up to six chan­
nels with arbitrary central wavelengths, Proc. 4th Int. Conf, 
on Integrated optics and optical fibre communication (IOOC), 
Tokyo 1983, pp. 376-377.
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Fig. 3. a) A wavelength-division multiplexing system for optical communication. The multiplex 
component (M) is in the transmitter section (I), the demultiplex component (DM) in the receiver 
section (III). As an example, three separate communication channels are shown, indicated by 
Chi, Ch2 and Ch3 at the input and output terminals. (As can be seen in the title photograph, four 
parallel channels are also a practical proposition.) The three combined signals propagate through 
one optical fibre (F) of the multimode type in second-generation cables, in the region (II) for 
long-distance transmission. Tr transmitter, which modulates the injection current of the diode 
laser connected to it (Li (In^Gai-^AsvPi-v), Li (In^'Gai-w'Asv'Pi_v') and L3 (AlzGai-/As), 
see also fig. 4) in accordance with the required digital input signal. Re receiver, which restores the 
appropriate digital input signal from the photocurrent of the detector (Di, Di, Ds) and feeds it to 
the output terminals. Pi, Pi, P3 pigtails with a parabolic refractive-index profile for the core. 
2i> Qi, Qs pigtails with step-index core material (multimode). Green blocks: interface zones con­
taining optical coupling elements, often very simple (Cn, Ch, i = 1,2, 3; symbolically represented 
by a pair of ball collimator lenses), b) The ‘trumpet geometry’ chosen for the system (the red 
dashed-line contour). L laser. P pigtail for input signal. Flong-distance fibre. Q pigtail for output 
signal. D detector. 0 characteristic diameter, available for signal guidance. Because of the in­
crease in 0 in the direction of propagation of the guided signal the various couplings between the 
components L,P,F, Q,D are easy to arrange mechanically. The value quoted for L (1 pm) is only 
an order of magnitude; there is also no rotational symmetry.
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The numerical aperture (At4) is a measure of the ability of the 
fibre core to capture radiation and guide it, by repeated total in­
ternal reflection. For the radiation originating from a point source 
outside the fibre core on the optical axis, it can be shown that NA is 
equal to - naf12, the maximum possible value of the 
numerical aperture for the fibre core.

The third standardized parameter, the thickness of 
the cladding, is not so important. Another major con- 

final fixed condition is the detector (Di in fig. 3). The 
type of photodiode chosen has a radiation-sensitive 
surface of about 300 pm diameter. This dimension, 
which determines the capacity of the photodiodes, 
sets a limit of about 500 MHz to the rate of response. 
Signals in which significantly higher frequencies occur 
would require photodiodes of smaller diameter. This, 
however, would require tighter tolerances for the

Fig. 4. Ten types of diode laser arranged in a matrix of characteristics with the choices of active 
material and lateral confinement mechanism as inputs[7). The active ‘stripe’ has the lateral 
dimension Ax in its principal plane of symmetry, and perpendicular to it the dimension Ay, both 
in pm. In the ^-direction the confinement of the radiation in all ten cases is the consequence of an 
abrupt step in the refractive index at the position of the two ‘horizontal’ boundary planes of the 
active stripe. A, in pm, wavelength of the laser radiation. 0e, in mW, the radiant power. Ms, in 
mW/(pm)2, the radiant exitance. ^Lis> ^¿¡s, in degrees, the far-field beam divergence angle, 
in the principal plane of symmetry and in the plane of symmetry perpendicular to it. e the ellip­
ticity, the ratio of the smallest beam diameter (or ‘waist’) in the laser in the principal plane of 
symmetry, to the waist in the longitudinal plane of symmetry perpendicular to it. A the astig­
matism, in pm: the distance between the two waists within the laser (one waist is situated exactly 
at a reflective end face of the laser, see fig. 5). no type of no practical use. PP very common type. 
P common type, p uncommon type. - use on the decline, + use on the increase, /¡nj injection 
current, which effects the population inversion required for laser action. The development of new 
types of diode laser certainly does not seem to have run its course yet[8J. ‘Distributed feedback’, 
introduced by making a longitudinal periodic discontinuity in the refractive index, will not only 
help to make the emission spectrum narrower but will also make it easier for the system designer 
to choose the appropriate wavelengths, which will of course facilitate the introduction of wave­
length-division multiplexing.

dition is the choice of the laser light source (Lt in fig. 3). 
The different types of diode laser that seem at present 
to be most suitable for optical communications (fig. 4) 
produce a light spot about one pm square at their out­
put with a radiation pattern like an elliptical cone. The 

dimensions and alignment of the optical coupling (C2i 
in fig. 3).

The more or less free variables here are the short 
pieces of fibre, Pt and Qi in fig. 3, referred to as ‘pig­
tails’, and the multiplexing and demultiplexing units 



Philips Tech. Rev. 42, No. 8/9 WDM IN OPTICAL-FIBRE COMMUNICATION I 251

(M and DM in fig. 3). In the pigtails, whose core mat­
erial has a parabolic or stepped refractive-index profile 
(the Qi’s only), the variables are the numerical aper­
ture and the core radius. The values chosen for the 
Pi’s must be large enough to ensure that the radiation 
pattern from the laser matches them properly and for 
the coupling elements Cu to be kept simple. The inser­
tion loss due to the interfaces should be kept as small 
as possible. The interfaces between the end of the Pi’s 
and the Munit are less critical in this respect. The ex­
planation lies in the ‘trumpet’ geometry used for the 
system (fig. 3 b): the signals are guided inside a ‘char­
acteristic diameter’ that either increases along the axis 
of propagation or remains constant (and therefore 
never decreases). For the pigtails at the output of the 
optical parts, the Qi’s, the situation as a whole is thus 
easier. It is fortunate that there is considerable scope 
for variation in the DM unit and also in the M unit, 
especially because the range of possible variations is 
based on a choice between different operating prin­
ciples here (see Table III, in part II of this article [*]).

In the rest of the discussion of the block diagram 
we shall follow the ‘natural’ sequence step by step, as 
the radiation propagates through the system, although 
there is one exception right at the start. We begin in 
fact with the four green blocks in fig. 3a, the optical 
interface zones. This is because an accurate analysis 
of the interface components and their possible radia­
tion leaks becomes relatively more important for 
maximizing the total system efficiency as the perfor­
mance of the main components such as lasers and 
fibres improves. First we shall look at the interface 
zone immediately following the lasers; analysis of this 
zone was the one that presented most of the difficul­
ties, which were mathematical. The treatment of the 
second and third interface zones, which was much 
simpler, will be given in part II of this article, since 
their characteristics are closely connected with the 
structure of the M or DM units that they contain. The 
fourth interface zone, between pigtails and photo­
diodes, will however be treated in this part. In view of 
the strongly pronounced trumpet geometry of the sys­
tem, it should not be too difficult to estimate the effi­
ciency of the fourth zone once the efficiency of the 
first zone has been properly calculated.

The interface zones

In the first interface zone (On in fig. 3a) a laser and 
a pigtail for an input signal are coupled together. The 
efficiency of this coupling interface is in the region of 
50 to 80 per cent, as will appear later. The radiation 
leaves the laser directly through a partly transmitting 
‘mirror’, one of the two end faces perpendicular to 

the active stripe of the laser [8]. The radiation next 
passes through the actual coupling element to reach 
the front face of the appropriate pigtail (Pi) and is 
then guided through the fibre core. A small single ball 
lens has proved satisfactory as a coupling element, in 
the form of a glass bead with a radius of 0.1 mm. The 
bead is provided with an antireflection coating.

The ball lens corrects the divergence of the beam. 
The cross-section of the beam at this front face is 
therefore given dimensions that correspond reason­
ably well with the diameter of the central region in the 
core, the region where the energy of the fundamental 
mode of a guided electromagnetic wave pattern in the 
core is concentrated. As will be seen below from the 
approximate description given here the fundamental 
mode, compared with higher-order modes also ex­
cited, is mathematically the simplest wave pattern 
— and it also remains the most strongly concentrated 
one — to ensure that the energy of the beam is trans­
ferred through the full length of the fibre [9].

The efficiency of the first interface zone does not 
only depend on the ball lens, of course. It is also 
strongly dependent on the properties of the wave pat­
tern that can be excited inside the next element (Pi), 
starting at its front face. In our examination of the 
interface zones we shall therefore first take a closer 
look at the propagation modes inside a fibre core.

Modes

Inside a fibre core types of resonant electromag­
netic wave patterns can be excited, called modes. They 
are important because a general solution for the 
guided-radiation field inside the fibre core can always 
be obtained as a sum of a complete set of modes (the 
superposition principle), which can be calculated rela­
tively easily. The radiation is propagated longitu­
dinally, in the z-direction. A mode is characterized by 
a well-defined phase velocity and an energy velocity 
(or group velocity), a state of polarization, and its 
transverse distribution functions, which are expressed 

[7i The editors are indebted to Prof. Dr G. A. Acket of Philips 
Research Laboratories, and a Visiting Professor of Delft Uni­
versity of Technology, for his detailed help in drawing up this 
matrix.

181 G. A. Acket, J. J. Daniele, W. Nijman, R. P. Tijburg and 
P. J. de Waard, Semiconductor lasers for optical communica­
tion, Philips Tech. Rev. 36, 190-200, 1976. See also G. D. 
Khoe and L. J. Meuleman, Light modulation and injection in 
optical-fibre transmission systems with semiconductor lasers, 
Philips Tech. Rev. 36, 201-204, 1976. Various other develop­
ments are described in L. J. van Ruyven, Double heterojunc­
tion lasers and quantum well lasers, J. Lumin. 29, 123-161, 
1984.

[9] M. J. Adams, An introduction to optical waveguides, Wiley, 
Chichester 1981;
D. Marcuse, Light transmission optics, Van Nostrand Rein­
hold, New York 1972;
S. E. Miller and A. G. Chynoweth (eds), Optical fiber telecom­
munications, Academic Press, New York 1979.
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in terms of the coordinates (x,y). Since the refractive- 
index profile in the core is independent of z, the trans­
verse distribution functions are independent of the 
value of z. This means that the components of the 
field vectors E and H of a given mode all have the 
same fixed, functional dependence on both x and y. 
However, depending on the appropriate boundary 
conditions, there can be differences in amplitude and 
phase between the various components of the field 
vectors. The two coordinates are separated variables 
here; this rather unusual feature is due to the choice 
of the refractive-index profile.

The modes are of two kinds: ‘bound’ or guided 
modes and ‘leaky’ modes. In the first kind the value 
of the transverse distribution functions decreases 
rapidly to zero as the distance from the z-axis in­
creases, so that outside the core the field energy is 
practically zero. If the energy were predominantly 
transported by leaky modes, the fibre would be not so 
much a waveguide as an antenna emitting radiation.

In describing radiation fields it is customary to assign the well- 
known time-dependence exp (j mt) of the harmonic oscillator to the 
bound modes, while the z-dependence, because of the longitudinal 
propagation, appears only in the phase factor exp(—j/?z). The 
modes can then be expressed as a function of the four variables 
(x,y,z,t) by

M(x,y,z,t) = X(x) Y(y) exp{j>z /?z)|. (1)

Their wavefronts are planar; they will travel a distance XlnrO in 
the z-direction inside the fibre core in the time (2n/cu) for one oscil­
lation. The propagation constant P, which has the dimension of a 
wave number, is approximately equal to 27r«coMo. In this approxi­
mation the difference mt — pz therefore remains constant during 
the propagation of the radiation; in this case the guidance of the 
radiation is said to be ‘ideal’. A hypothetical observer of the con­
stancy of the difference will therefore move with the light waves at 
the ‘phase velocity’.

The dielectric constant does not vary at all in the z-direction 
inside the fibre core. We can assume that its variation in the lateral 
direction is slow enough for its gradient to be negligible. This has 
the advantage that Maxwell’s equations — which in principle will 
give a complete solution for the modes for given boundary condi­
tions — then reduce to a Helmholtz equation, which is much more 
manageable. It is also known as the reduced scalar wave equation 
for the modes:

a2M d2M „ .
------ + ------ + {n2(x,y)kl - P2]M = 0. (2) 
dx2 dy2

This equation applies to all the components of the electric and mag­
netic field-strengths. The function n(x,y) is the refractive index of 
the core material; ko is a constant (the wave number in free space, 
2k/2o). In the parabolic material preferred here, also referred to as 
a square-law guiding medium, the following relation applies:

n(x,y) = nco[l - g2(x2 + j2)]172
= «coil +X2)I, (3)

provided, of course, that (x2 + y2)1^2 remains smaller than the core 

radius; g is a focusing constant. It can be seen in equation (3) that 
the coordinates x and y occur as separated variables.

As noted, certain boundary conditions have to be observed when 
finding the modes. It is fairly evident, for example, that both 
X(x) and Y(y) in eq. (1) must tend to zero when x and y tend to 
infinity. The rate at which they do so must also be fast enough to 
ensure that there is no divergence of the integral of the field energy. 
It is also assumed that \g\x2 + y2) ■■ 1, at least within the core 
— because of this inequality said to be ‘weakly guiding’ — and that 
the change in the refractive index in distances of a wavelength 
or less is negligibly small. The latter condition is always met in 
practice.

Equation (2) can now be solved after some mathematical mani­
pulation to transform it into two ordinary differential equations, 
one for X(x) and the other for Y(y). Both differential equations are 
of the type used in quantum mechanics for describing the bound 
states of the one-dimensional harmonic oscillator mentioned above. 
The known solutions, which contain the function of the Gaussian 
distribution and a Hermite polynomial, are therefore applicable to 
the present case.

On the basis of the formal equivalence between a 
general radiation field and a number of harmonic oscil­
lators (here both in the x-direction and in the ^-direc­
tion, the two transverse directions within the fibre 
core) the following mathematical expressions can be 
found for the propagation modes in a core of the type 
with a parabolic refractive-index profile (Table I) as a 
function of the four coordinates (x,y,z,t): 

M(x,y,z,t) = (n2m+n~1mtn!wo)~1/2 Hmlz112 — ) X 
\ Wo /

X HAZ112— )exp[-(xz+^z)/wo) X 
\ Wo/

X exp{j(cui-^m,„z)j, (4)

where m and n, independently of each other, may 
assume all values in the sequence 0, 1, 2, 3, 4, ... . 
The z-coordinate used here is calculated along the op­
tical axis of the core. The functions Hm and Hn are 
Hermite polynomials [10] of order m and «; together 
with exp{ - (x2 + Tz)/wo}, a (two-dimensional) Gaus­
sian distribution function, they determine the trans­
verse dependence of the various modes — which are 
therefore often referred to as Hermite-Gauss field dis­
tributions. In eq. (4) the propagation constant P is 
also ‘labelled’ by the mode numbers, m and n, to indi­
cate that it cannot represent a continuum of values, 
just as in quantum mechanics the energy of a har­
monic oscillator can only assume discrete values. The 
constant w0, a parameter of the core, will be dealt 
with separately later.

The modes can be divided into ‘groups’. Within 
each group the sum of the mode numbers m and n is 
the same for all modes — which, as we shall see, im­
plies that the propagation constant has the same value 
for all modes in the group, and thus characterizes a 
particular group (see eq. (6) below).
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The expressions (4) may be used as modes for the 
formation of all components of both the electric and 
the magnetic field. In the case of a fundamental mode 
we use the expression for which m = n = 0; the rele­
vant polynomials are then equal to 1 and the trans­
verse dependence is completely determined by the 
Gaussian distribution function. The field distribution 
associated with the fundamental mode in the core is 
very important for the coupling, since more than 99% 
of the laser radiation itself is present in the field dis­
tribution corresponding to the laser fundamental 
mode, which is also purely Gaussian (or normal). The 
coupling is of course improved by this correspon­
dence.

A fibre core with zero loss of radiation energy is an unattainable 
ideal. In an actual material bound modes have losses that increase 
with their mode numbers (m and ri). Because of these losses, any 
given mode pattern in the core tends to degenerate into the funda­
mental mode as z increases. Since it is more concentrated about the 
axis, this mode will continue to exist longest and therefore pro­
pagate farthest. Also, a coupling between a fundamental mode and 
a higher-order mode always gives higher losses than a coupling be­
tween one fundamental mode and another10 [11].

Maximum matching

The art of coupling consists mainly in producing 
the best match between the near-field pattern of the 
laser radiation and the fundamental mode of the 
radiation field that can be excited in the fibre core 
— which may be considered as a dielectric waveguide 
inside a sheath or cladding, both with local cylindrical 
symmetry. The interface zone and the core of the fibre 
that follows it must also be ‘matched’ to ensure a con­
tinuous concentration of the optical energy along the 
axis — this is of course an essential contribution to 
the optical efficiency of the complete system.

Unfortunately, two of the characteristics of the 
available lasers are not very helpful here: their astig­
matism and their ellipticity. Two of the AlGaAs types 
have both (fig. 4), with the result that more than 60% 
of the laser radiation will excite groups of higher- 
order modes inside the core. The excitation of higher 
orders will in any case cause an extra loss of concen­
tration, compared with the fundamental mode. The 
first ten of these groups, with the bound modes, do 
make some contribution to the guidance of the elec­
tromagnetic energy; but with the leaky modes serious 
losses occur in guidance over distances of more than 
say 1000 wavelengths.

Two constants in eq. (4), the ‘characteristic spot 
parameter’ (w0) and the propagation constant (ftm,n) 
mentioned earlier, should be treated separately here 
since they help to determine the concentration of the 
energy at the axis.

Characteristic spot parameter and propagation con­
stant

In the derivation of eq. (4) dimensionless spatial co­
ordinates are necessary. The unit of length adopted 
here is the characteristic spot parameter, w0. This is 
defined by:

. Wg h
¡NAy—^ — , 
2 a 2n (5)

where AA is the (maximum) numerical aperture of the 
core and a its radius.

We can see from eq. (5) that the quantities a and 
NA, which are of importance for the system design, 
therefore determine the characteristic spot parameter 
of the core at a given wavelength. Thinking mainly of 
guidance in the fundamental mode, we see from eq. 
(4) that at the distance w0 away from the optical axis 
(this distance is about 7 pm for the pigtails Pi) the 
amplitude of the field will have fallen to about 1/e of 
the maximum value. The irradiance there will there­
fore be as much as e2 times smaller than on the axis. 
The length w0 consequently functions as the radius of 
a circle (the ‘spot’). As the characteristic spot param­
eter decreases, the electromagnetic energy becomes 
more concentrated around the axis of the core; this 
effect is strongest for the fundamental mode.

The propagation constant in eq. (4) derives its 
importance from the fact that it determines the mag­
nitude of the velocity of energy transfer — or, more 
directly: of the velocity of power transfer — for the 
various groups of modes. The interesting thing is that 
it is only in core material with a parabolic refractive- 
index profile that these velocities are to a good ap­
proximation equal for the various groups. In practice 
this has the consequence that the intermodal disper­
sion — which broadens the signal pulses along the axis 
in proportion to the propagation time, and which can 
cause unacceptable intersymbol interference — re­
mains two orders of magnitude smaller in this core 
material than in fibres where the refractive index has a 
stepped profile. This improves the transmission capa­
city of the parabolic material correspondingly.

Like the characteristic spot parameter of the core, 
the propagation constant also appears as the square in 
the mathematical manipulations used for the deriva­
tion of (4):

If c NjA. 1
Z^,n = ^coCtf2 1 - 2(m + n + 1)—— (6)

c I concoa) 

[10] L. Pauling and E. B. Wilson Jr., Introduction to quantum 
mechanics, McGraw-Hill, New York 1935.

1111 H. Kogelnik, Coupling and conversion coefficients for optical 
modes, in: J. Fox (ed.), Proc. Symp. on Quasi-optics (New 
York 1964), Polytechnic Press, Brooklyn, NY, 1964, pp. 
333-347.
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where again m, n = 0,1,2, 3,4,..c is the velocity 
of light and w the angular frequency. From eq. (6), 
after taking the square root and expanding as a series:

1 NA
Pm,n= -ncoa> — (m + n + 1)----- . (7)

c ncoa

From this result it can be seen that the energy­
transfer velocity, which is equal to the group velocity 
(= l/(d/?mjn/dw)), does not to a first approximation 
depend on the mode numbers m and n. If an exact cal­
culation is made, a dependence on the mode numbers 
does emerge, with the restriction that they always 
appear as a sum (mF n) — typical of the various 
groups of modes.

The approximate values for pm<n found in eq. (7) 
are valid only when the modes are of such low order 
that 2(m + n + l)cNA/(a>n2coa) is sufficiently small, in 
relation to 1, for the series to be terminated after two 
terms. An even greater restriction on the useful modes 
arises from the fact that the parabolic material does 
not of course fill the entire space; it extends only a dis­
tance a from the axis of the fibre. The higher the mode 
numbers, the further the mode pattern extends from 
the axis (this reflects the behaviour of the Hermite 
polynomials). Beyond a certain mode number the 
power contained in the modes will tend to lie in the 
zone of the cylindrical interface. In this situation such 
modes will rapidly lose power and, as leaky modes, 
will then contribute little if anything to the guidance.

The theory shows that the wave equation for the modes gives an 
oscillatory behaviour — in the lateral direction, corresponding to 
‘leakage’ — at positions where n2{x,y)ko2 exceeds p2m,n, and an 
exponentially decaying behaviour (i.e. ‘guidance’) at positions 
where n(x,y)ko2 is smaller than p2m,n- With D. Marcuse [121 we 
may therefore locate the ‘cut-off’ for the guidance in our core at the 
largest value L of the sum m + n + 1, for which the propagation 
constant is still dominant:

n2(a) k$ ' (8)

where a = (x2 + and m + n + 1 = L. From equations (6) 
and (8) it can be shown that L is the largest integer that satisfies

L 'A — aNA. (9)
2 c

On substituting the appropriate data from Table I in eq. (9), we find 
confirmation that the first ten groups in the multimode fibres of 
second-generation cables do indeed include these bound modes. 
Modes of still higher order do not, as we have seen, make any sig­
nificant contribution to the efficiency of the first interface zone, or 
may even reduce it. Fortunately, however, they are only weakly 
excited.

Free space and Gaussian beams

Before a pigtail can be reached, the laser beam must 
first travel two short distances in ‘free space’ (air in 
fact) in the interface zone, in front of the ball lens and 

after it; the ball lens is the coupling element in this 
zone, as mentioned earlier. Since it was necessary to 
match the two fundamental modes as well as possible, 
we first established how exactly the excited laser fun­
damental mode would propagate as a radiation field 
directly linked to the end face of the laser.

The mathematical treatment again contains con­
siderable simplification because the two spatial vari­
ables (x,y) occur separately. In such a region of free 
space the irradiance on the z-axis always has the maxi­
mum value, as would be expected in view of the exis­
ting symmetries in the laser. The calculations showed 
that at right-angles to the optical axis the irradiance 
decreases in a pure Gaussian curve as a function of x, 
the coordinate in the major plane of symmetry — as­
sumed to be horizontal — of the active ‘stripe’ in the 
laser [13]. As a function of y, i.e. in the vertical plane 
of symmetry, the decrease is also purely Gaussian, 
although at a different rate.

The two two-dimensional beams, whose field distri­
butions give the total fundamental-mode field after 
multiplication, differ only in their ‘effective’ widths 
— which of course must always be compared at the 
same value of z. The cause of these differences lies in 
the different mechanisms for the ‘confinement’ (or 
guidance) of the radiation inside the laser in the related 
horizontal and vertical directions. The ‘effective’ 
widths of the two beams are established by means of 
the 1/e contour points, in other words the values of x 
and y at which the irradiance has fallen to (1/e)2 of 
the value on the axis, taken at the same z.

The two beams, which are called ‘Gaussian beams’ 
to indicate their type, each originate from an initial 
constriction or ‘waist’, where their wavefront can be 
represented by a straight line. The initial waist of the 
beam is real in the vertical symmetry plane and located 
exactly at one of the end faces of the laser; the initial 
waist of the other beam is virtual and located towards 
the front, inside the laser. The distance between them 
varies from about 1 pm or less (denoted in fig. 4 by 
‘A ® O’) to 15 pm or even more (‘A ~ 20’ in fig. 4). 
The longitudinal dimension of the two waists has a 
maximum value of a few pm; the exact values depend 
on the type of laser used, of course. Since the waists 
do not coincide, the exit beam from the laser has the 
undesirable feature, mentioned earlier, that it is 
strongly astigmatic. When the radiation propagates in 
free space the two (planar) Gaussian beams will start 
to fan out (fig. 5). As the initial waist decreases the 

[121 D. Marcuse, The impulse response of an optical fiber with 
parabolic index profile, Bell Syst. Tech. J. 52, 1169-1174, 1973.

[131 The calculations for the whole of the first interface zone are 
most simply performed when the coordinates X and y for equa­
tion (4), treated earlier, are the same as the coordinates here, 
chosen to suit the structure of the laser (fig. 4).
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angle in free space in which rays of the beams can be 
encountered becomes larger. The emergent wavefront 
approximates to an arc of a circle.

In the paraxial approximation the radius of curvature of such a 
circular wavefront is equal to:

where win is a measure equal to half the appropriate initial waist. 
The coordinate z is measured from the initial waist. It can be seen 
from eq. (10) that the wavefront can be approximated by a straight 
line for both small and large values of z (the curvature, 1/R(z), is 
then zero). The wavefront has its greatest curvature at the value zm 
of z, given by:

2
win = — 2n (H)

The corresponding minimum radius of curvature, 7?mjn, is given by:

2
-------  X Win = — .
Rmin 2tt

(12)

From equations (11) and (12) it also follows that Rmm is equal 
to 2zm.

To characterize the Gaussian beams completely we need in addi­
tion to their radii of cur', ature their effective widths, of course. In 
the paraxial approximation these are given by:

f / Aoz \2,1/2
W(z) = Win I 1 + | > (13)

where w(z) is a dimension equal to half the effective width at the 
position z (again measured from the initial waist). The effective 
width is chosen so that along the z-axis it corresponds to four times 
the standard deviation of the local distribution of the irradiance. 
In mathematical terms, this local distribution is simply a normal 
probability distribution. It may been seen from eq. (13) that as they 
spread out in free space the Gaussian beams follow hyperbolic 
branches as boundary contours. The asymptotes intersect exactly at 
the centre of the initial waist, and their angle of inclination 1 i/Zaxis to 
the optical axis — a kind of far-field value of half the beam diver­
gence — satisfies the equation:

1 Win X tan (1 (/axis) = —- . (14a)
2 2 2rr

z^o

Fig. 5. Calculated example of a Gaussian beam emerging from a laser (i) and fanning out in free 
space. This situation exists just in front of the ball lens of a coupling element Cu (fig. 3a). The cir­
cular arcs, considered to be in the vertical plane (some are marked PF) represent eight wave­
fronts. The radius of curvature is indicated on each wavefront in terms of Ao, the laser wave­
length: two wavefronts are shown for each curvature. The ninth wavefront, at the dimensionless 
coordinate zm/Ao = 0.6, has the smallest possible radius of curvature (.Rmin), determined by Ao 
and w^, half the width of the initial waist of the beam taken as an example, in the (j’.z)-plane. 
The waist is located in LF, the partly transmitting end face of L; its radius of curvature is of 
course «>. The corresponding normal distribution function ©¡m for the irradiance in LF is plotted 
against the dimensionless vertical coordinate. The maximum value (Ac) of ©it is found 
exactly at the origin (0) of the z-axis, the optical axis of the laser, h1 hyperbolic branches; at each 
point the intensity is equal to the local maximum (i.e. the maximum on the optical axis for the 
same z) multiplied by exp(-2). These hyperbolic branches are widely used in practice for mathe­
matically defining the boundaries of Gaussian beams — about 95% of the energy is contained 
within these boundaries. The laser parameters taken for this example are: Ao = 1.3 pm and 
Wil, = 0.568 pm (see also fig. 6).
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Substituting eq. (11) in eq. (14a) we find:

, Win
tan (g axis) = • (14b)

Zin

If the astigmatism of the laser were negligible, the hyperbolic 
branches in fig. 5 could be considered as a longitudinal cross-sec­
tion, in free space, of a complete hyperboloid with rotational sym­
metry.

The possible spread in the angle of inclination of the light rays, 
given by the angle y/axis in eq. (14a), and the possible spread in the 
spatial coordinate of the light rays, given by Wjn, are related to one 
another in a way that makes eq. (14a) the analogue of a Heisenberg 
uncertainty relation. The wavelength Ao then represents the 
analogue of Planck’s constant.

wih in the vertical plane (red contour) and secondly 
for the beam from wm in the horizontal plane (blue 
contour, partly virtual). In minimizing the insertion 
losses the greatest difficulty here is not so much that 
Win and Win are about an order of magnitude smaller 
than the characteristic spot parameter (w0) of the 
given fibre, but rather the reality that the laser beams 
are often strongly astigmatic (zJ, in this case put at 
15 pm). A lens that functioned theoretically in the 
best possible way would at least get rid of the astig­
matism and could consequently have no rotational 
symmetry. To avoid fabrication difficulties (and ex­

Fig. 6. Calculated example of an optimized optical interface with matching beam guidance along 
an optical axis (z), obtained by the collimator action of a single lens (C) and repetitive focusing in 
a fibre core (co) of a pigtail (P). The actual rays are not shown, but two bounding contours are 
shown in part (red: in the vertical plane, blue: in the horizontal plane). The rays are assumed to 
start from a real waist (»¿) at the partly transmitting end face (LF) of a laser, or a virtual waist 
(»¿) inside the laser. The wavelength (Ao) of the laser and its two beam divergence angles (^¿is 
and t^^xis) are given; the two input waists can be calculated from equation (14a). The laser has an 
astigmatism (Zl) which is also shown.focal length of C. a, NA, w0 characteristic parameters of 
the core. All quantities are expressed in pm (except NA, which is dimensionless). Particulars of 
the image waists (wf and Wj), the astigmatism zl 2, the coordinate of position zcr and the extremes 
(wmin and wmax) will be found in the text. Three typical beam cross-sections are illustrated in BC. 
The centre one (Smax) represents the largest beam cross-section in the fibre core (see also fig. 7). 
ri maximum coupling efficiency, calculated ratio of the power of the guided beam, at the start 
inside co, to the power of the input beam on leaving the laser, as a percentage. xmax calculated 
fraction of the power of the input beam that receives the fundamental mode in the core of the 
fibre as transfer medium, also as a percentage, cl cladding of the pigtail.

The ball lens: strength and position of the coupling 
element

The left-hand side of fig. 6 illustrates how an ‘ideal’, 
i.e. aberration-free, single lens (C) in our communi­
cation system pinches a Gaussian beam fanning out 
from a waist (see fig. 5) to form a converging Gaussian 
beam. This correcting action of Chas been calculated 
and depicted twice, first for the beam from the waist 

pense) we have confined ourselves to simple lenses, 
which do have such symmetry 1141. As already men­
tioned, beads of high-grade optical glass are satisfac­
tory for this purpose; they need to have a diameter of 
only a fraction of a millimetre.

In the pinching of the Gaussian beams in the ‘free 
space’ beyond C the waists wf and wj1 are formed; 
they can be considered to be the images of and 
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Win. These two images can be said to be ‘ideal’, since 
the field distributions on either side of C match one 
another perfectly, the reflection and absorption losses 
caused by C are negligible, and, as assumed, there are 
no aberrations. Of course, the astigmatism is still 
there, and consequently wi and w2 are spaced by A2 
instead of being coincident. After passing Cthe beam 
formed there brings all the rays contained in it, via the 
consecutive waists w/ and w2, into the fibre core (co) 
‘matched as well as possible’. This matching require­
ment implies that the largest lateral cross-section of 
the radiation field within co should be minimized; this 
is done by making a suitable choice for the strength 
of C and its position. Particular attention is paid to 
finding the optimum position for the entrance plane 
of P, which should of course theoretically lie some­
where on the section of path (A 2) defined by the two 
waists wi and w2.

At the centre of fig. 6 it can be seen how a continu­
ous concentration of the optical energy along the axis 
(z) is ensured by the alternate ‘expansion and contrac­
tion’ of the field in co. The photograph (fig. 7) shows 
a three-dimensional model of such a field, made in 
plastic on a numerically controlled lathe.

A guided field of this type — the resultant of all the 
modes excited in co — can always be based in a mathe­
matical sense on the spatially oscillating contours (red 
and blue in fig. 6) of two planar Gaussian beams at 
right angles to one another. This is illustrated in fig. 6 
by the beam cross-sections (BC). The two elliptical 
cross-sections have the same area, omaxX wmin. This 
value is equal to the area of the characteristic spot, 
7tWo, a property which is connected with the self­
focusing character of the parabolic medium [1B]. The 
circular cross-section (Smax), which occurs at the loca­
tion of the points of intersection of the two contours, 
is the largest lateral section of the entire radiation field 
inside co. Calculations show that it is given by:

c 1 2 I Wmax Wmin \
^max — 2 TTWq I + I , (15)

X Wmjn Wmax /

where wmax is half the maximum width of the two 
oscillating contours, and wmin is half the minimum 
width, again of the two contours.

The half-width, w (z), of the blue contour satisfies the equa­
tion [16]:

(w (z))2 = wLnCOS2 + Wmax sin2 (—Y
\nw0 / Xnw; /

(16a)

The half-width, w1(z), of the red contour satisfies the equation: 

(^(z))2 = w^cos2
\7tW0 /

+ w^in sin2 (16b)

In both equations the z-coordinate should be taken from the first 
extreme value inside the core. In the case of the blue contour that 
extreme value is the minimum ‘exactly’ at the front plane of co; in 
the case of the red contour, on the other hand, it is the maximum 
that occurs at a finite distance, although negligible in practice (less 
than 5 pm), from that same front plane. Half-way between the first 
minimum and the first maximum of the blue contour is the first 
point of intersection of the two contours; its z-coordinate (zQI) is 
found to be equal to tna/NA. The period of spatial oscillation for 
both contours, as can be seen from fig. 6, is equal to four times the 
distance zcr.

The different rays that can exist, in terms of geometrical optics, 
within such oscillatory envelopes include 'straight' rays that follow 
the optical axis, and curved rays that start at acute angles to the 
optical axis and then continually return to the axis to intersect the 
straight rays repeatedly, forming a row of regularly distributed 
image points along this axis (‘repetitive focusing’, characteristic of 
the guidance of rays by a parabolic refractive-index profile). In view 
of the formation of such a row of axial image points, the mean pro­

Fig. 7. Model of a stationary field distribution for a guided beam of 
rays inside a fibre core. The bounding surface of the field distribu­
tion is so defined that about 95% of the radiant energy is contained 
within it. In the direction of the optical axis it can be seen that the 
bounding surface has a row of maxima in both the vertical plane 
and the horizontal plane, and also on both sides (the maxima are 
the zones where the surface is furthest from the axis). Alternating 
with the maxima are minima — hence the guiding effect. The 
minima are barely visible in the photograph. The distance of the 
minima from the axis can however be estimated from the vertical 
ellipse at the front of the model. Half the minor axis of the ellipse is 
approximately equal to this minimum distance (wmin in fig. 6). Half 
the major axis of the ellipse is of course equal to the maximum dis­
tance (Wmax in fig. 6). In this model the ratio is about
half the value of that used in fig. 6. Although there is this difference, 
the two ellipses in the group of three beam cross-sections shown in 
fig. 6 (BC) can easily be traced in this photograph.

[14i A. J. A. Nicia, Loss analysis of laser-fiber coupling and fiber 
combiner, and its application to wavelength division multi­
plexing, Appl. Opt. 21, 4280-4289, 1982. See also: errata, 
Appl. Opt. 22, 1801, 1983.

1161 J. A. Arnaud, Beam and fiber optics, Academic Press, New 
York 1976.
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pagation velocity along the axis must be the same for rays of both 
kinds. The equality of these two mean velocities is indeed made 
possible by the two principal properties of the core material: the 
rotational symmetry and the parabolic decrease of the refractive 
index in the radial direction (eq. 3). The curved rays, which are not 
shown in fig. 6, have a spatial variation that resembles the corres­
ponding oscillatory envelope, with the restriction that the oscilla­
tion period of an envelope is exactly half that of an enclosed indi­
vidual curved ray [16].

Clearly, when the wavefronts pass through the ball 
lens (C) their curvature changes more or less abruptly. 
The further development of these modified wavefronts 
determines the ‘image waists’ (w^ and w2), as men­
tioned earlier, and in their turn these determine the 
wmax and wmin occurring inside the core (co). One 
more parameter that plays a role, and is in principle 
variable, is the position of the front plane of co.

Calculations of this ‘waist-on-waist’ image forma­
tion have shown that the lens strength we are looking 
for has an upper limit, Dm [16]:

Ao /I 1 \
Dm = — minimum —.---- -  , —¡7---- ¡¡- . (17)

7t \ Wit ™2 Wm W2 /

With a stronger lens’the image waists could no longer 
be correctly dimensioned, which would impair the 
coupling efficiency unnecessarily. The focal length of 
the ball lens must therefore be no smaller than /m 
( = 1/Z>m). The marginal value for the focal length, 
l/_Dm, is a choice that is only just possible. The case 
illustrated in fig. 6 was in fact based on that choice.

There are three practical reasons for adopting this 
marginal coupling geometry. The marginal (i.e. mini­
mum) value of the focal length goes with the smallest 
possible value for the spherical aberration of the ball 
lens, which is the first advantage [17]. Reducing the 
focal length obviously implies reducing the dimen­
sions of the coupling element: the second advantage. 
The third advantage is that the alignment of the lens 
with respect to the laser is greatly simplified. The 
partly transmitting end face (LF) of the laser should 
coincide with a focus; the lens is therefore displaced 
axially in such a way that the divergence of the beam 
in the vertical plane reaches a minimum well past the 
lens, as can easily be ascertained, at least before the 
pigtail (P) has been mounted. A coupling geometry as 
shown in fig. 6, with an ‘object waist’ (LF) at the focal 
point of the lens, might be called a ‘collimator geom­
etry’ or, to be somewhat more exact (because of the 
astigmatism A on the object side) a yemz-collimator 
geometry. At this stage of the treatment, however, 
Dm cannot be derived from eq. (17) since the image 
waists (w/ and w2) are as yet unknown.

It can be seen from eq. (15) that optimizing the 
coupling element certainly implies making 

smaller, because the field distribution will then be­
come more concentrated around the axis. On refer­
ring to fig. 7 and eq. (15) it can be seen that to achieve 
maximum coupling efficiency — which corresponds to 
optimum matching — the largest beamwidth within 
the core (2wmax in fig. 6) must have the same value 
in both the horizontal and vertical planes; this value 
must also be minimized. In other words, the circum­
scribed circle of the field distribution perpendicular 
to the z-axis must be as small as possible. For this 
double minimization two independent variables are 
required: the ones chosen are the strength of the ball 
lens C and the ratio of the line sections into which the 
transformed astigmatism A 2 is divided by the front 
plane of the pigtail (P). (In fig. 6 this ratio has the 
marginal value 0, which is connected with the choice 
of the marginal variable, Dm, for the lens strength.)

The first result of the mathematical determination 
of the double minimization is that the best match with 
a coupling element with a semi-collimator geometry, 
as in fig. 6, will be obtained when the strength of the 
ball lens (C) is equal to: 

e AM \1/2
TT / (18)

where e is the ellipticity (= Wh/wi, see fig. 4) of the 
laser.

The lens strength required is therefore, from equa­
tion (18), the geometric mean of two quantities, the 
first (e/A) originating from the laser, the second 
(NA I a) originating from the pigtail. The second result 
of the double minimization is the location of the front 
plane of Pond2.

The calculations show that the best distance (3s) to the image 
waist W2 is equal to:

(19)
/ H Win W¿ \2 f j _ / ZT V 1 A

\ Âo A / I \ Âo / Zl2 J

where zl 2, the astigmatism in the image space, is equal to:

The condition for the validity of equations (19) and (20) is that 
^(Wi'i/ZUoZi)2 - : 1- The relatively large value for the astigmatism 
zl in the laser explains why SsfAi remains negligibly small — about 
0.016 in the example given in fig. 6.

The two image waists, W2 and wi1, in the case of the semi-colli­
mator geometry, are given by:

Âo / a zl \1/2 

7t \ NA Win Win /

and

(21)

(22)
a WjjwU1'2

NA Zl /
Wg =
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Using eq. (5) we easily find from this pair of equations that:

W2 W2 = Wo, (23)

which is a further illustration of the attainment of (or better: good 
approximation to) the best possible match using the arrangement 
described for the interface zone between laser and pigtail.

In the case of the semi-collimator geometry it is 
found to be a good approximation to let the position 
of the front plane of the connecting pigtail coincide 
with the end of the transformed astigmatism in the 
image space of the lens — i.e. at wj. The magnitude 
of A2 itself is immaterial since, of course, with the 
semi-collimator geometry wi will be magnified much 
more than Win. (In the example of fig. 6 the magnifica­
tions are 34 X and 1.8 X respectively.) The beam di­
vergence in the vertical plane is therefore almost zero 
(the red contour between C and P, fig. 6).

7 — -’¿max (1 + (1 ^max) + (1 Xmax)2 + . . .

■ • • + (1 - X^)77“1 + (1 - (25)

where ri is the maximum possible ratio of the total 
power of the guided beam —• at the start inside the 
core — to the total power of the input beam calculated 
as the beam leaves the laser. The quantity 77, the 
highest exponent of the geometric progression in eq. 
(25), is the number of groups of bound modes. Taking 
into account the cut-off point for guided modes (eq. 9) 
and the fact that only the groups of modes for which 
the sum m + n + 1 is even can be excited, we find for 
n as an integer the value (rounded downwards) of the 
expression | {(p.120)aNA — 1}. From eq. (25) it is also 
easily shown that rj will, at least theoretically, ap­
proach the maximum 1 (or 100%) when xmax itself 
approaches the value of 100% or when 77 is very 
large.

Coupling efficiency

Further calculations on the double-minimization 
conditions mentioned in the previous section, at the 
coupling interface with the semi-collimator geometry 
(fig. 6), have enabled us to find the maximum possible 
efficiency (xmax) for energy transfer via the funda­
mental mode. The expression found is 114H17].

^max
2

(24)

where xmax is the maximum ratio of the power in the 
guided beam that acquires the fundamental mode in 
the core as transfer field to the total power in the input 
beam (i.e. the total power emitted as a laser signal); e 
is the ellipticity Win/wi, as stated, of the laser. The 
astigmatism of the laser is accounted for here by the 
parameter b, with the astigmatism A taken equal to 
(7r/A0)WinWiix6. When the ellipticity has its smallest 
value (1) and if also the laser is ‘ideal’, with absolutely 
no astigmatism, the efficiency xmax will be exactly 
equal to 1 (or 100%), the maximum possible value for 
the coupling of one fundamental mode (that of the 
laser) to another. We note here that eq. (24) can also 
be used for estimating the maximum attainable effi­
ciency for the coupling between a laser and a single­
mode fibre.

To establish the total efficiency (^ in fig. 6), charac­
terizing the coupling interface, it is of course necessary 
to include in the calculation the amounts of power 
that are not transferred by the fundamental mode in 
the core but by the groups of bound modes of higher 
order. The desired expression for the best total coup­
ling efficiency is:

Modes for which m + n + I is odd cannot be excited, essentially 
because of the occurrence of the Hermite polynomials. These poly­
nomials are even or odd functions of the appropriate transverse 
coordinate, depending on whether the mode number is even or odd. 
The expression for a coupling coefficient 1111 contains a product of 
two Hermite polynomials. For our system one polynomial cannot 
be other than Ho, i.e. equal to 1, since the laser emits its radiation 
only in the fundamental mode. Integration over the transverse co­
ordinate from -oo to +«> , stemming from the requirement to 
match the two field distributions on either side of the ‘coupling 
plane’, gives zero for the coupling coefficient, unless the two poly­
nomials in the product have the same parity. In the present case of 
the coupling to the laser the parity is thus even.

The equations (24) and (25) therefore make it pos­
sible for the designer to calculate the maximized 
coupling efficiency of such an optical interface, using 
the characteristic data of the laser and the pigtail as 
more or less free parameters.

The value of 95% calculated for p by way of ex­
ample from eq. (25) as shown in fig. 6 is typical of the 
efficiency that the coupling elements Cn (fig. 3a) should 
theoretically be able to attain if reflection and absorp­
tion are neglected. The values that can be obtained 
with coupling elements corresponding to our system 
are somewhat lower; as mentioned earlier, the prac­
tical values were found to be between 50 and 80%.

The efficiencies of the coupling elements C2i, be­
tween the pigtails at the output of the optical section 
and the photodiodes, will certainly be no lower, be­
cause of the strongly pronounced local ‘trumpet geom­
etry’ mentioned earlier (the ‘characteristic diameter’

[161 See for example the book by D. Marcuse mentioned in [9] or 
H. Kogelnik and T. Li, Appi. Opt. 5, 1550-1567, 1966.

1171 A. J. A. Nicia, Micro-optical devices for fiber communication, 
Thesis, Eindhoven 1983. 
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increases from 100 gm to 300 gm; see fig. 3b). .The 
value for tj should really be 100%, apart from minor 
reflection losses, and a short piece of ‘light-pipe’ is an 
adequate coupling element. For the last of the four 
green blocks in fig. 3a no ‘real’ coupling lens is there­
fore necessary.

To obtain an estimate for the total coupling effi­
ciency for the four interface zones in fig. 3a it is also 
necessary to take into account the two green blocks 
containing the multiplexing and demultiplexing units. 
Anticipating results in part II of the article, we should 
think here in terms of an efficiency of 50% for the 
multiplexing and demultiplexing units together. A 
reasonable estimate of the total coupling efficiency for 
the four interface zones in our system would therefore 
seem to be 25%, which corresponds to a loss of 6 dB.

Finally, we should note that the parameters of the 
pigtail in the calculation of r/ are expressed directly in 
the exponent 77 alone. This once more emphasizes that 
the higher-order bound modes in the core can also 
make a very important contribution to the coupling 
efficiency.

The efficiency equations (24) and (25) have a wider 
validity than might perhaps be supposed from the 
marginal coupling geometry on which fig. 6 is based. 
As long as the lens strength remains below the upper 
limit indicated in eq. (17), the double minimization 
described always gives the same pair of expressions 
for 2imax and ri as equations (24) and (25); the lens 
strength does not therefore appear as an explicit 
parameter in these equations. The reason for this is 
the assumption that the lens, as an ‘ideal’ coupling 
element, introduces no optical losses, i.e. no reflection 
or absorption losses. The required ‘matching’ of the 
electromagnetic field from the laser to the field that

Fig. 8. Family of curves for ^max values, in percentages, calculated 
from equation (24), with the ellipticity £ and the astigmatism para­
meter b of the laser as dimensionless input variables. Cthe example 
from fig. 6 (the laser-fibre coupling with semi-collimator geometry).

can exist inside the fibre core — and the associated en­
largement on imaging the initial waists — is apparently 
so simple an optical transformation that it does not 
uniquely determine the strength of the lens (which it 
does, however, once the interface zone has to meet 
geometrical requirements as well, as in the example in 
fig. 6).

The curves plotted in fig. 8 for constant xmax values 
show how very much the astigmatism of the laser

Fig-9. The maximum coupling efficiency xmax for power transfer to 
the fundamental mode in the fibre core, from equation (24). The 
independent variable A is the astigmatism (in pm) in the laser. The 
other laser parameters (Ao, e, ^¿ds) are made equal to those 
of the laser used in the example in fig. 6.

Fig. 10. Two calculated curves for the best total coupling efficiency 
ri, in percentages, at optical interfaces via a coupling lens, from 
a laser to a pigtail, as given by equation (25). The independent 
variable is ayNA, in pm, the product of the core radius and the 
maximum numerical aperture of the pigtail. Ao, e, A are the wave­
length, ellipticity and astigmatism of the laser. { positive integer, 
which identifies a group of higher-order modes (see text). The total 
coupling efficiency, as indicated by the stepped shape, is the sum of 
the contributions of the separate groups of guided modes. For the 
dashed part of the curves the theory used does not seem entirely 
adequate 11411171. Cthe example from fig. 6 (a = 25 pm, NA = 0.2). 
If the contribution to r/ from a group of modes vanishes on reduc­
tion of the independent variable, the term cut-off is used, although 
that group is — and continues to be — excited.
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weakens the coupling to the fundamental mode of the 
fibre core. The effect of the ellipticity seems relatively 
small, as appears from the rather horizontal nature of 
the curves. Mathematically, this behaviour is under­
standable, since the quantity e + 1/e in eq. (24) varies 
more slowly than b, the variable that represents the 
astigmatism.

Fig. 9 shows xmax as a function of the astigmatism 
for lasers that correspond in all other characteristics 
Uo, s, ¡//Lis, axis) to the laser in fig. 6. An astigmatism 
of even only a few pm — which can also occur in 
some index-guiding lasers (fig. 4) — has a distinctly 
reducing effect on ^max

Fig. 10, finally, illustrates the multimode nature 
of the guidance of the radiation. The independent 
variable plotted horizontally is the product of the 
radius of the core and its numerical aperture. The effi­
ciency, as given by eq. (25), follows a rising ‘staircase’ 
curve. Whenever the product axNA exceeds a value 
of (A0/n)(2^ + 1) when the curve is followed — where 
£ is a positive integer — a group of modes of higher 
order ‘join in’, and consequently this accounts for a 
contribution of xmax(l - ^max)i to the efficiency. If 
the astigmatism (zl) of the laser were zero, then the 

variation of axNA would have hardly any effect, 
since i) would have been about 100% right from the 
start and the groups of higher-order modes would 
make no significant contribution to the total coupling 
efficiency.

Summary. A study of an optical communication system for digital 
or analog signals is described. Wavelength-division multiplexing is 
used with minimized insertion losses. The design provides for three 
to four channels in parallel operation in a multimode optical fibre 
(with a square-law core, radius 25 pm, numerical aperture 0.2, 
MHz x km product about 2000) in a second-generation cable for 
optical telecommunication. The light sources are diode lasers opera­
ting at wavelengths of 0.83 pm, 0.87 pm, 1.30 pm and 1.55 pm. The 
detectors are photodiodes of about 300 pm diameter and a maxi­
mum rate of response of 500 MHz. The multiplexing and demulti­
plexing components are the main subject of part II of the article. 
Part I deals with the maximization of the total system efficiency. 
There are four interface zones, accounting for a total insertion loss 
of about 6 dB. The first interface (laser to fibre via a ball lens) is 
analysed using Hermitian-Gaussian modal field distributions. The 
astigmatism and ellipticity of the lasers, and the cut-off of the 
higher-order modes (because of the finite radius of the fibre core) 
are accounted for in the optimized efficiency equations. An astig­
matism of only a few pm reduces the efficiency noticeably. The op­
timum strength and the location of the ball lens (between laser and 
fibre) are derived for the case of the semi-collimator geometry. The 
behaviour of two-dimensional Gaussian beams in free space and 
inside the core is also calculated.
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Beam manipulation with optical fibres in laser welding

At the Centre for Manufacturing Technology (CFT) 
in Eindhoven a method for beam manipulation in 
laser welding has been developed in which the laser 
beam is conducted from the laser to the workpiece by 
optical fibres. Before we look more closely at this new 
method, we shall first compare resistance spot-welding 
with laser spot-welding, and then we shall say some­
thing about the conventional method for beam mani­
pulation.

For welding light metal components together in 
large numbers, considerable use is made of resistance 
spot-welding [1]. In this method the components are 
pressed together by two pointed electrodes, and then 
the material is heated by passing a current. Because 
of the higher contact resistance the heating effect is 
greatest at the places where the parts to be welded 
touch: the metal melts, and a strong weld results after 
cooling. A disadvantage of spot-welding is that the 
fairly large compression forces can cause distortion of 
the components. This can lead to complications, par­
ticularly in light components that have to be welded 
together very accurately. This is the case for example 
in assembling the electron guns for television picture 
tubes or the heads for tape-recording equipment.

A welding method that does not have this disadvan­
tage is laser spot-welding. In this method the heating 
of the material is produced by a focused laser beam 
(we shall return to this later).

Laser welding has a number of advantages over 
resistance spot-welding:
• The components to be welded are not pressed to­
gether during the welding and therefore do not be­
come distorted because of this.
• There is no need for welding electrodes, which wear 
very easily, so that far less maintenance is usually 
necessary, and the machine is out of action for much 
less time. (Welding electrodes can be used for about 
5000 welds before they have to be replaced; a laser 
spot-welder can make about 106 welds without main­
tenance.)
• The quality of the weld is better than in resistance 
welding.
• The laser beam can reach places that welding elec­
trodes cannot reach.
• The materials to be welded do not have to be elec­
trically conducting. Laser welding does however have 
some disadvantages: the capital investment required is 
high, and the components have to be positioned accur­
ately in relation to one another and to the laser beam.

For laser spot-welding an Nd:YAG laser is fre­
quently used; this has a wavelength of 1.06 pm. The 
emitted beam consists of light pulses whose energy 
content, pulse duration and repetition rate can be con­
trolled. The pulses used generally have a duration 
from 3 to 10 ms and a repetition rate of up to 100 Hz. 
Their energy content is in the range 2 to 15 J.

For efficient mass production the way in which the 
laser beam is directed to the weld location is of great 
importance. The simplest solution is shown in fig. la. 
Here the laser beam is focused directly on to the work­
piece by a lens. A small displacement of the focus (the 
weld point) can be obtained by moving the lens per­
pendicularly with respect to the beam; this possibility 
is indicated in fig. la by the dotted line. If more than 
one weld per workpiece is required, there are various 
possibilities. The workpiece can be displaced after 
each weld in such a way that the next weld can be 
made. This can however give a complicated arrange­
ment — since there are six degrees of freedom for the 
movement. Moreover, the continual displacement of

Fig. 1. Focusing the laser beam on to the workpiece, a) The simplest 
case. LB laser beam. L lens. W workpiece. A small displacement 
of the focus can be obtained by displacing the lens (dashed line). 
b) Making more than one weld on the workpiece. Mis mirrors, 
which may be pivoted. The other symbols are as in (a). This ar­
rangement is not easily modified to suit another product, however.

[li See for example pages 333-335 of R. L. Little, Metalworking 
technology, McGraw-Hill, New York 1977.
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Fig. 2. a) Diagram of beam manipulation with optical fibres. La 
Nd:YAG laser. Mi half-silvered mirror. Mi, M3 numerically con­
trolled mirrors; in the case shown M2 has 2 different positions and 
M3 has 3. Li, L2 lenses that focus the split laser beam on to the 
optical fibres F. WH welding heads attached to the optical fibres, to 
focus the laser beam on to the workpiece W. Because the fibres are 
flexible it is easy to reach the workpiece from all sides, b) Diagram 
of the welding head. The laser beam LB emitted from the fibre F 
is collimated by the pair of lenses L and focused on to the work­
piece W.

the workpiece is rather time-consuming. Another 
solution is the installation of as many lasers as the 
number of welds that have to be made on each work­
piece. This requires a very high capital investment, 
however. Another disadvantage of these two possible 
solutions is that the arrangement cannot be altered 
quickly for another product.

Another solution is to manipulate the laser beam in 
such a way that various weld locations on the work­
piece can be reached with a single laser beam. It would 
for example be possible to use various combinations 
of pivoted or half-silvered mirrors (see fig. 16). How­
ever, these arrangements are also not easy to alter to 
suit a new product.

At CFT work is now in progress on a better solution 
in which optical fibres are used. With the aid of 
numerically controlled mirrors and several lenses the 
laser beam is divided and focused on to a number of 
optical fibres; see fig. 2a. These optical fibres consist 
of a core of quartz glass (with a diameter of 600 pm) 
surrounded by cladding with a lower refractive index 
and a plastic protective coating. The laser beam can 
propagate along the core by total internal reflection at 
the cladding. In these optical fibres the laser beam can 
be transmitted over considerable distances (up to 
100 m) with no significant losses. At the far end of 
each optical fibre there is a ‘welding head’ with a lens 
that focuses the beam emitted from the fibre on to the 
workpiece; see fig. 2b. The total optical losses amount

Fig. 3. Industrial version of a laser spot-welder. In the right-hand photograph there is a large 
cabinet for supply and cooling of the laser, which is on the right on top of the cabinet. To the left 
of the laser there is a large white ‘box’ in which the beam is split and focused on to the optical 
fibres, which continue through the black tube on the left in the photograph. In the left-hand 
photograph the cabinet on the right contains the control electronics for the system. The welding 
takes place inside the approximately rectangular light-tight shield at the centre of the table. The 
cylinders on either side of the shield contain the feed mechanism and the working stock of com­
ponents to be welded.
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Fig. 4. A product made with the laser spot-welder. Left: two grids 
(‘grids 3a and 3b’) and a contact strip for a gun for a colour tele­
vision picture tube. Centre: the two grids and the contact strip 
welded together by 5 spot-welds. Right: the complete gun, which 
contains about 80 spot-welds.

Fig 3 shows an industrial version of the welder, 
which is now set up in the Philips establishment at 
Sittard. In the right-hand photograph there is a large 
white ‘box’, in which the laser beam is split and dis­
tributed among the optical fibres, which continue 
through the black tube on the left in the photograph. 
The actual laser spot-welding takes place inside the 
approximately rectangular shield that can be seen at 
the centre of the table in the left-hand photograph.

An example of a product that has been made with 
the welder can be seen in fig. 4. On the left in the 
photograph are two grids (grids ‘3a’ and ‘3b’) and a 
contact strip for a gun for a colour television picture 
tube, which are welded together with the laser spot­
welder (centre). On the right is the complete gun, 
which is assembled with about 80 spot-welds.

Laser spot-welding is a technology of increasing im­
portance at Philips: at the moment there are more 
than 200 laser spot-welders in use and the number is 
still growing. More than ten of these machines employ 
the method described above for beam manipulation 
by means of optical fibres.

to about 15%; of this, 8% is accounted for by the 
input and output losses of the optical fibre (two glass/ 
air interfaces). The remaining 7% of losses can be 
attributed to undesired reflections and absorption at 
the other optical components. Since the welding head 
is small (about 150 mm long, with a diameter of about 
25 mm) and the optical fibres are long and flexible, the 
arrangement is very versatile and can easily be altered 
to suit new products.

C. J. Nonhof
G. J. A. M. Notenboom

Dr C. J. Nonhof and Ing. G. J. A. M. Notenboom are with the 
Philips Centre for Manufacturing Technology (CFT), Eindhoven.
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Philips Technical Review
OPTICAL MODEL EXPERIMENTS FOR STUDYING THE ACOUSTICS 

OF THEATRES

By R. VERMEULEN and J. DE BOER.

Summary. In the auditoriums of theatres where one of the primary considerations is the 
perfect audibility and intelligibility of the spoken word, a short period of reverberation 
is essential; this, however, should not cause too great a reduction in the “useful sound 
ntensity”. The distribution of loudness is examined in this paper with the aid of optical 

model experiments, in which the source of sound is replaced by a small lamp and the 
walls of the theatre simulated in a three-dimensional model by walls with a suitable 
coefficient of reflection. This method was applied on the occasion of the rebuilding of the 
ar-embly hall in Philips “Ontspanningsgebouw” (Philips Theatre).

Fig. I. Models for examining the “useful” intensity of sound in a hall. The source of sound 
is represented by “a small lamp, shown at the bottom of the photograph. The walls of 
the model are made of aluminium which reflects about 50 per cent of the light-rays falling 
on it, so that, in accordance with the definition of the “useful” intensity, a ray after 
only a few reflections can just contribute to the illumination of the opal glass representing 
the audience. (In the pictures this gla’ * has been removed in order to show the interior; 
in the upper half of fig. lb, however, the opal glass representing the seating on.the balcony 
is visible. Sound-absorbing surfaces in the hall are blackened in the model, e.g. the right­
hand wall in fig. lb. The brightness of the opal glas* (see figs. 4, 8 and 11) represents 
the distribution of the useful intensity of sound.
a) Model of hall of Philips “Ontspanningsgebouw” (Theatre) before reconstruction.
b) Model of the same hall after reconstruction on the plans of Prof. Witzmann, Vienna.

50 years ago
FEBRUARY 1936

Fig. 4. Photograph of the opal gla?” in the model of the old 
hall (fig. la). The stage is on the right-hand side. The rapid 
diminution in illumination intensity towards the left may 
be noted: at the rear of the hall the useful sound intensity 
was far too small. The bright trapezoidal spot near the stage 
is due to reflection at the forepart of the ceiling 
which was not screened by the transverse roof trusses.

Fig. 8. Photograph of the opal glass in the model of the new 
hall (fig. lb). The stage is again on the right-hand side. The 
distribution of illumination (useful sound intensity) is much 
more uniform than in fig. 4. The rear part of the hall under 
the balcony is still fairly dark (see fig. 11).

Fig. 11. Photograph of the opa glass in the model, as in 
fig. 8, but now with the rear wall under the balcony sloping 
slightly forward. The space under thé balcony now also 
receives a satisfactory intensity of aound.

PRACTICAL APPLICATIONS OF X-RAYS FOR THE 
EXAMINATION OF MATERIALS

W. G. BURGERS.By

3. Quality Tests on Soapstone before Firing

Soapstone is a soft material which can be worked 
to exact dimensions. After suitable shaping it can 
be converted by firing (heating to about 1200 deg. C, 
during which about 6 per cent of water is given 
off) into a compact, hard and heat-resisting stone. 
During firing it frequently happens that certain 
places swell and as a result cracks appear which 
make the product useless. It is desirable to be 
able to detect and reject these pieces before firing, 
and as it appeared probable that the cracking was 
associated in some way with certain structural 
characteristics, examination by means of X-rays 
was indicated as offering a possible solution.

Fig. la shows a radiograph of that part of the 
raw material which did not swell on subsequent 
firing, while yig. lb is a similar exposure of another 
part where swelling actually took place later.

An examination of these exposures reveals the 
same system of interference rings in both. But 
there is a fundamental difference in that the 
intensity distribution is uniform round the periphery 
of the rings in exposure la, but varying in lb, "where 

certain intensity maxima appear round the circum­
ference. This enables us to conclude that while there 
is no essential difference in composition at swelling 
and non-swelling places (identical systems of rings 
are obtained) there is yet a difference in texture: the 
places swelling on subsequent firing reveal that the 
crystallites favour a pronounced directional con­
figuration (fibro-crystalline structure). Thus with­
out entering into an analysis why this difference 
in structure causes a swelling during firing, we 
have evolved a method for testing the quality 
of soapstone before the firing process.□ □

") b)
Fig. 1. Radiographs of steatite before firing:
a) of a place which did not swell on subsequent firing, and 
b) of a place which later swelled on firing.

SHORT NOTICE

Brightness greater than on the sun

Brightnesses greater than those on the sun were 
recently produced in the Philips Laboratory by 
further increasing the wattage of the water-cooled 
super-high-pressure mercury vapour lamp described 
by Bol (De Ingenieur 50, E 91, 1935). Theoretical 
considerations of Elenbaas indicated that by 
reducing the diameter the brightness- would be 
increased, and a lamp was therefore constructed 
with an internal diameter of 1 mm and an external 
diameter of mm, which with electrodes 10 mm 
apart and an 805-volt alternating current took a 
load of 1400 watts. The luminous intensity with this 
load was 11,000 candle-power and the pressure 
about 200 atmos. Along the axis of the discharge 
the brightness was 1,160,000 candle-power per sq. 
in.; this was measured by passing a photo-electric 
cell with a small slit parallel to the axis of the 
discharge tube across an enlarged image of the lamp.

Seen from the earth, the brightness at the surface 
of the sun is only 1,065,000 candle-power per sq. in. 
(according to the International Critical Tables).
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The ww cemtee for sobmicrom IC technology

W. G. Gelling and F. Valster

Taking part in the race to produce integrated circuits with diminishing details and expanding 
areas calls for enormous investment in people and buildings, not to mention computers and 
production equipment. People are necessary for their knowledge of processes such as plasma 
etching, chemical vapour deposition, implantation, oxidation and diffusion, and for com­
bining these processes to produce patterns that form useful electronic circuits on a silicon 
slice. The equipment is necessary for projecting these patterns in minute detail on to the slice 
and creating the right conditions for the processes. Computers are needed for calculating and 
simulating the integrated circuits and for evaluating test data. Buildings are necessary to 
accommodate the people and hardware. In the new centre for submicron IC technology, now 
virtually completed at the Philips Research Laboratories site in Eindhoven, these buildings 
include areas where vibration and the dust content of the air are held to extremely low levels.

Introduction

In the sixties Philips brought out a hearing aid, for 
behind-the-ear wear, which contained an integrated 
circuit[1]. This IC consisted of an amplifier with three 
transistors.The 1-Mbit static RAM (RAM = random­
access memory), which will go into pilot production 
in a few years in the new centre for IC submicron 
technology, will contain nearly ten million transistors. 
The hearing aid circuit was produced on a silicon chip 
with an area of about 0.6 mm2, the static RAM will be 
produced on an area of about 90 mm2. The old circuit 
was used for processing analog information, the new 
one will be used for storing immense amounts of 
digital information. These two examples typify the 
developments in electronics: integrated circuits are 
growing and contain more and more functions, the 
area required for each function continues to decrease, 
and digital technology is becoming firmly established.

If we look at the developments in the IC industry 
over a number of years, we see that the manufacturing 
cost per electronic function has decreased by a factor 
of ten in every five or six years. And this trend appears 
to be continuing. So it is more than likely that the 
number of applications of electronics in our daily life 
will continue to increase. We have digital electronics

Drs W. G. Gelling is a Deputy Director and Ir F. Valster a Director 
of Philips Research Laboratories, Eindhoven. 

very much in mind here. The digitization of audio and 
video equipment, for example, is already under way, 
and the computer in all its manifestations will occupy 
an increasingly important place.

Keeping up with all of these developments requires 
much effort from a company such as ours. To meet 
this challenge, Philips decided to build a new centre 
for IC technology at the Research Laboratories site 
in Eindhoven. In this centre staff from the research 
laboratories will cooperate closely with development 
engineers from the Elcoma division, who are the pro­
ducers of integrated circuits in the Philips group.

The new IC centre will mainly be housed in two 
buildings; see fig. 1 and 2. In one building there will be 
research and development on submicron technology 
— the technology that will give us integrated circuits 
with details smaller than 1 pm. This building will also 
contain the pilot production of advanced ICs before 
the Elcoma division take over the technology and start 
to manufacture the circuits. The design of this build­
ing is very largely determined by the requirements for 
dust-free production and insensitivity to vibration — 
vital conditions for the manufacture of high-technol­
ogy integrated circuits. In the other building, now 
completed, the electronic circuits are designed. The 
layout of this building is mainly determined by the
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Fig. 1. The building for submicron-technology research and devel­
opment at the new IC centre. This is where advanced ICs will go 
into pilot production.

Fig. 2. The building where the circuits will be designed with the help 
of computers (CAD, Computer-Aided Design).

large computers and the test equipment it will have to 
accommodate: advanced ICs can only be designed and 
simulated with the help of computers (CAD, or Com­
puter-Aided Design). For example, the computers in 
use at the moment require about ten hours to calculate 
how a large IC will respond to a signal at the input; 
the computers to be installed in the new building will 
perform calculations of this type in less than an hour.

The mastery of modern IC technology can be as­
sessed by the ability to produce large memory circuits 
with a high yield. The largest integrated circuits now 
being made are RAMs. Since 1971, when the first IC 
memory with a capacity of 1 kbit (210 = 1024 ~ 103 
bit) was introduced, the capacity per IC has increased 
roughly sixfold every five years. Philips, for example, 
are well on the way with the design of a static RAM 
with a capacity of 256 kbit; see fig. 3. Philips plan to 
start pilot production of this memory, on 6-inch sili­
con slices, at the new centre in about a year. Samples

Fig. 3. CAD of the static-RAM semiconductor memory with a cap­
acity of 256 kbit, which Philips will put into pilot production in 
about a year’s time.

of a 1-Mbit static RAM will be available in 1988. 
(1 Mbit = 220 = 1048 576 « 10® bits.)

The 1-Mbit memory will be made in CMOS technol­
ogy, and the individual transistors will have a channel 
length of 0.7 pm. The extremely detailed patterns 
required for these circuits will be projected on the sili­
con slice by photolithography. For this work a new 
high-resolution wafer stepper (or repeater projector) 
will be developed as a successor to the well-known 
Silicon Repeater [2]. The submicron technology re­
quired for manufacturing the static 1-Mbit memory 
will be used later for a wide variety of other types of 
integrated circuit. The advanced memory will thus act 
as the ‘locomotive’ that will provide the motive power 
for other Philips IC technology in the coming years.

In the following pages we shall explain why CMOS 
technology, photolithography and a static RAM have 
been chosen for the new centre. We shall also look at 
some of the technical aspects of the new buildings.

IC technology

CMOS

Large digital ICs are now more and more likely to 
be made in MOS technology (MOS: metal-oxide semi­
conductor). Bipolar technology is mainly used in 
analog circuits and in high-speed digital circuits. Bi­
polar ICs are built up from npn transistors and in 
many cases pnp transistors. Bipolar transistors derive 
their name from the fact that both electrons and holes 
contribute to the conduction. In MOS transistors, on 
the other hand, the conduction is due to the transport 
111 B. de Boer, Behind-the-ear hearing aids, Philips Tech. Rev. 27, 

258-263, 1966.
121 A. G. Bouwer, G. Bouwhuis, H. F. van Heek and S. Witte- 

koek, The Silicon Repeater, Philips Tech. Rev. 37, 330-333, 
1977;
S. Wittekoek, Optical aspects of the Silicon Repeater, Philips 
Tech. Rev. 41, 268-278, 1983/84. 
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of holes or electrons: there is only one type of charge 
carrier.

The operation of a MOS transistor is based on the 
capacitive coupling of a conductor (the ‘gate’) to a 
p-doped or n-doped semiconducting material via a 
thin insulating oxide layer. A silicon NMOS transistor 
(on the left in fig. 4) contains two islands of heavily 
doped n-type silicon in a p-type silicon substrate. The 
two islands are called the source and drain respec­
tively. The transistor operation is based on the con­
duction of electrons in the p-type silicon. These elec­
trons are drawn from the source by a positive voltage 
on the gate to a thin layer of the p-type silicon (the 
‘channel’) immediately below the insulating oxide. 
The gate may consist of metal or of heavily doped 
polycrystalline silicon. In a PMOS transistor (on the 
right in fig. 4) the source and drain take the form of 
islands of heavily doped p-type silicon in a larger 
island of n-type silicon. In this type of transistor a 
negative voltage on the gate produces hole conduction 
at the surface of the n-type silicon. The operation 
briefly described above applies to PMOS and NMOS 
transistors of the enhancement type. Transistors of 
the depletion type, on the other hand, conduct when 
there is no voltage applied to the gate.

In CMOS technology (CMOS: complementary 
metal-oxide semiconductor) PMOS and NMOS tran­
sistors are combined. As an example a diagram of a 
logic inverter made in CMOS technology is shown in 
fig. 4. With a positive supply voltage the output volt­
age K> is 0 when there is a positive input voltage If 
on the other hand K is 0, then Vo is equal to the supply 
voltage. As we shall presently see, similar transistor 
combinations are also found in static RAMs.

Compared with bipolar transistors, MOS transis­
tors have a simple structure and make ideal switches. 
Another advantage is that simpler techniques are ade-

Fig. 4. Principle of a logic inverter in CMOS technology. An 
NMOS transistor is shown on the left, a PMOS transistor on the 
right. The supply voltage is 5 V. Vi input voltage. Vo output voltage. 
S source. D drain. G gate. Ox insulating layer of SiO2 (channel 
oxide). P silicon with a surplus of free holes. P* silicon with an 
extra surplus of free holes. N silicon with a surplus of free elec­
trons. N+ silicon with an extra surplus of free electrons. / channel 
length.

quate for insulating MOS transistors from each other, 
The ‘packing density’ of MOS ICs is therefore about 
four times that of bipolar ICs. This high packing den­
sity and their operation as switches make MOS tran­
sistors particularly suitable for large digital integrated 
circuits. The first MOS circuits were produced in 
PMOS technology. It was the introduction of ion im­
plantation in IC manufacture that made circuits in 
NMOS technology a possibility. ICs in NMOS tech­
nology are faster than those in PMOS technology, 
because electrons have a higher mobility than holes.

Raising the packing density in integrated circuits has 
increased the problem of heat removal. It is therefore 
a considerable advantage that the heat dissipation of 
ICs in CMOS technology is low. This is because the 
elements of logic circuits and memories in CMOS 
technology only conduct when there is a change in the 
information content of a switching element. The only 
currents flowing in the circuit in fig. 4, for example, 
in the steady state are the leakage current of the non­
conducting transistor and the leakage currents in 
the reverse-biased p-n junctions. A disadvantage of 
CMOS technology is that the packing density is lower 
than in PMOS or NMOS technology, since n-type sili­
con islands are required. The problem of the lower 
packing density can be compensated to a considerable 
extent by ingenious design.

The level of ‘sophistication’ of the technology used 
to produce an integrated circuit can be characterized 
by the channel length (/ in fig. 4). In recent years this 
parameter has been dramatically reduced, and in the 
static 256-kbit memory we mentioned it is 1.2 pm. 
The transistors to be made in the new centre for IC 
submicron technology will have a channel length of 
0.7 pm. This sharp reduction in scale will create new 
problems, of course, and we shall look at some of 
them here.

To produce a smaller MOS transistor with a useful 
characteristic it is necessary to satisfy certain rules for 
scaling. A smaller channel area, the product of the 
length and width of the channel, implies that the 
thickness of the channel oxide must also be propor­
tionately smaller. At the same time, the implantation 
dose of boron or arsenic must be larger to achieve the 
required threshold voltage. The diffusion depth must 
also be proportionately smaller if the lateral source 
and drain diffusion is to be limited during the diffu­
sion of boron or arsenic at high temperature. Shallow 
diffusion, however, increases the resistances in the 
transistor, and this can reduce its speed of response.

The dimensions can also be scaled down by means 
of ‘three-dimensional’ cell structures. Research in the 
new centre will therefore include work on techniques 
such as the ‘stacking’ of elements and the fabrication 
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of ‘vertical’ structures in a groove in the slice. This 
introduces the additional difficulty of restoring the 
surface flatness of the slices during the production.

With smaller details it is obvious that the alignment 
should be more accurate and the resolution better 
when the mask patterns are projected on the slice. The 
accuracy of the application and partial removal of the 
various layers must also be improved. These are prob­
lems of lithography, and we shall now consider them 
more closely.

Lithography

It might seem obvious that X-ray lithography or 
electron lithography would be used in the new IC cen­
tre. It has been decided, however, to use photolitho­
graphy, although this does not exclude the possibility 
of other techniques in the future, and there is research 
on new lithographic techniques in Philips laborato­
ries [3JW.

X-ray and electron lithography have the advantage 
of a higher resolution because the radiation has 
a shorter wavelength (0.5 to 3 nm for X-rays, 0.05 nm 
for electron lithography and about 400 nm for photo­
lithography). The disadvantage of X-ray lithography 
is that the masks are as yet very difficult to produce 
and it is necessary to use synchrotron radiation [4]. At 
present the large and expensive storage ring that is 
required as an X-ray source is not suitable for use 
in an IC factory. The disadvantage of electron lithog­
raphy is that it takes a long time to write a pattern 
— about an hour for a complete 6-inch silicon slice. 
Although a more ingenious method of scanning the 
pattern saves time, the method would still not be 
economic even if the scanning duration were reduced 
by a factor of ten (if such a reduction were possible). 
Electron-optical pattern generators are however used 
for producing accurate masks for photolithography.

The wafer stepper that was developed at Philips 
Research Laboratories (the Silicon Repeater [z]) has a 
highly refined alignment system, with a sensitivity of 
0.02 pm, which makes it suitable in principle for sub­
[31 J. P. Beasley and D. G. Squire, Electron-beam pattern genera­

tor, Philips Tech. Rev. 37, 334-346, 1977;
J. P. Scott, Electron-image projector, Philips Tech. Rev. 37, 
347-356, 1977.

141 H. Liithje, X-ray lithography for VLSI, Philips Tech. Rev. 41, 
150-163, 1983/84.

151 H. Dimigen and H. Liithje, An investigation of ion etching, 
Philips Tech. Rev. 35, 199-208, 1975;
H. Kalter and E. P. G. T. van de Ven, Plasma etching in IC 
technology, Philips Tech. Rev. 38, 200-210, 1978/79.

[6] H. Heyns, H. L. Peek and J. G. van Santen, Image sensor with 
resistive electrodes, Philips Tech. Rev. 37, 303-311, 1977;
H. Dollekamp, L. J. M. Esser and H. de Jong, P2CCD in 
60 MHz oscilloscope with digital image storage, Philips Tech. 
Rev. 40, 55-68, 1982;
H. J. M. Veendrick et al., A 40MHz 308Kb CCD video mem­
ory, Proc. ISSCC 84, San Francisco 1984, pp. 206-207.
A forthcoming article in this journal will deal with a new CCD 
image sensor.

micron technology. It is necessary, however, to im­
prove the resolution of the projection optics, and a 
new optical system is therefore now being developed 
in cooperation with a specialist manufacturer.

The etching operations following exposure in the 
repeater projector in the new IC centre will in general 
be ‘dry’. With conventional wet-etching techniques 
the highly detailed patterns cannot be transferred with 
the required accuracy and not all materials can be 
etched. The dry-etching techniques of plasma etching 
and (reactive) ion etching are less subject to these dif­
ficulties [5].

Memory circuits

As noted earlier, semiconductor memories may be 
regarded as the ‘locomotive’ of submicron IC technol­
ogy, since the most advanced techniques are required 
in order to accommodate as many memory cells as 
possible in unit area. With good test procedures faults 
can be traced and localized very accurately in many 
cases. Minute examination of the faults then provides 
the vital clues that enable the technology to be im­
proved. Logic circuits are not very suitable for our 
‘locomotive’ function here, since it is much more dif­
ficult to localize the faults in a logic circuit. Memories 
are thus an important link in the learning process for 
an optimum mastery of IC technology, whether in 
research and development or in actual production. In 
turn, mastering the technology of standardized mem­
ories generates the skills required for the economic 
manufacture of other types of custom-made inte­
grated circuit.

Semiconductor memories fall into various categor­
ies. Research on the applications of analog and digital 
CCD memories (CCD: charge-coupled device) has 
long been in progress at Philips [6]. Memories of this 
type work serially, on the shift-register principle, and 
the individual memory cells do not have addresses. 
The cells in ROM and RAM memories (ROM: read­
only memory, RAM: random-access memory) do have 
addresses. A ROM can only be read. The contents are 
fixed and have already been entered into it during 
manufacture. A RAM can be ‘read from’ and ‘written 
to’, so that its contents can be changed.

RAMs are ‘volatile’ memories: the information is 
lost if the supply voltage fails. RAMs can be sub­
divided into dynamic and static types. A cell of a 
dynamic RAM consists in principle of a capacitor and 
a transistor; see fig. 5a. The gate of the transistor is 
connected to the ‘word line’ (for addressing the rows 
of the memory matrix) and the source is connected to 
the ‘bit line’ (for addressing the columns). The capaci­
tor of a memory cell is charged by applying a relatively 
high voltage to the word line and bit line correspon­
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ding to the address of the cell. The charge of the cap­
acitor slowly leaks away to earth. The contents of the 
cell must therefore be ‘refreshed’ periodically, (e.g. 
every 2 ms), by supplying sufficient charge to restore 
the voltage to its original value. A disadvantage of a 
dynamic RAM is therefore that it requires extra elec­

tors are required to connect the cell to the two bit lines 
in this case; see fig. 5b. The word line is connected to 
the gates of these coupling transistors, and each bit 
line is connected to a source. The contents of a cell are 
changed by applying the higher voltage to a bit line 
and the word line, and the lower voltage to the other

Fig. 5. a) Diagram of a cell in a dynamic RAM. 7MOS transistor. W word line. B bit line. C cap­
acitor. b) Diagram of a cell in a static RAM. Ti-i MOS transistors that form a flip-flop. (The 
upper two transistors are PMOS transistors, the lower two are NMOS transistors.) 75,6 coupling 
transistors. B inverse bit line. Kia voltage on drain electrodes. IK voltage on source electrodes. 
c) Photograph of some memory cells on the graphic display during CAD of the 256-kbit SRAM; 
see also fig. 3. The various coloured areas represent masks used in the fabrication process. For 
clarity not all of the masks have been shown. The vertical blue stripes are bit lines (B and B in b); 
the horizontal red stripe is a word line (W in b). d) Scanning electron micrograph of a few cells 
from a very similar memory at an intermediate stage of the fabrication process: the first metal 
conductor lines have been applied, but not the bit lines. One ‘dash’ on the scale on the left corres­
ponds to 10 pm on the slice. The minimum pitch of the lines is 2.6 pm. The linewidth is 1.2 pm. 
The actual lines are obscured by layers above them, so that the lines seem to be wider. The circular 
patterns at the bottom of the picture correspond to the squares that can be seen at the bottom of 
the screen in (c). These patterns are the bit-line contacts on the extreme left and right in (b).

ironies for the refresh operation and that the contents 
of the memory are not available during this operation. 
An advantage is that a dynamic-RAM cell takes up 
extremely little space.

A memory cell of a static RAM needs much more 
space, because each cell consists of a flip-flop with 
four transistors. Furthermore, two additional transis- 

bit line. Designing the four transistors in pairs as 
NMOS and PMOS types in CMOS technology con­
siderably reduces the dissipation of a cell. Cells of the 
256-kbit SRAM mentioned earlier are shown in figs 5c 
and d.

The 256-kbit SRAM is provided with spare memory 
cells (future memories will be similarly equipped). If 
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faults are found in one or more cells, they can be dis­
connected. This is done by interrupting conductor 
lines with a focused laser beam. Some of the spare 
cells then take over the function of the failed cells. 
This is done by interrupting lines to the gates of de­
pletion-type transistors, so that these transistors then 
conduct.

A memory cell of a dynamic RAM takes up about a 
quarter of the space occupied by a cell of a static 
RAM. However, the control electronics of a static 
RAM occupies far less space and the stored informa­
tion is continuously available at all times. Because of 
their specific advantages and disadvantages, both 
types of memory have their preferred areas of appli­
cation. As we mentioned earlier, Philips will devote a 
substantial part of the effort in the new IC centre to 
the development of a 1-Mbit SRAM. In terms of 
packing density a 1-Mbit SRAM is comparable with a 
4-Mbit DRAM.

Some technical aspects of the buildings
As more and more transistors of ever smaller dimen­

sions are accommodated on a chip, the chance of an 
error occurring in any transistor will have to diminish 
correspondingly. Otherwise the probability of a fault- 
free circuit will become so small that a satisfactory 
production yield will no longer be possible. It is found 
that dust is one of the most common causes of faults. 
One of the principal requirements to be met by the 
processing rooms in the submicron-technology build­
ing (fig. 1) is therefore an extremely low dust content 
in the air.

Fig. 6 is a diagram showing the connection between 
the number of bits of a dynamic RAM, the width of 
the lines in it and the required minimum dust concen­
tration in the air as specified by extrapolation of the 
American Federal Standard 209B [7]. In this standard 
the highest degree of cleanliness is referred to as class 
100. In a class-100 clean room the air must contain no 
more than 3500 particles of 0.5 pm diameter or larger 
per m3 (100 such particles per cubic foot). The corres­
ponding line in the figure relates to cumulative values 
for other particle sizes. It is now normal practice to 
extrapolate standards for classes 10 and 1 from this 
standard; lines for these classes are also shown in the 
figure. These degrees of cleanliness will probably be 
standardized as well. With the initial assumption that

[71 R. P. Donovan, B. R. Locke, D. S. Ensor and C. M. Osburn, 
The case for incorporating condensation nuclei counters into a 
standard for air quality, Microcontamination 2, No. 6 
(December), 39-44, 1984;
k. Takahashi and K. Yagi, Development of clean tunnels for 
semiconductor manufacturing, Proc. 6th Int. Symp. on Con­
tamination control, Tokyo 1982, pp. 165-168. 

particles whose diameter is 10% of the linewidth will 
not cause chip rejects, it is further assumed that for 
manufacture of 64-kbit DRAMs the air must be 
cleaner than air of class 10. For 256-kbit DRAMs the 
air cleanliness should be class 1; see fig. 6.

As mentioned earlier, the new 1-Mbit SRAM has 
a packing density comparable to that of a 4-Mbit 
DRAM. Further extrapolation of Federal Standard 
209B shows that the air in the clean room for fabricat­
ing memories of this type must contain no more than 
350 particles of 0.1 pm diameter or larger per m3 (10 
per cubic foot). This is a much more difficult require-

Fig. 6. The connection between the detail of a memory circuit and 
the required degree of cleanliness of the air [71. Cap number of bits 
of dynamic RAMs. w corresponding linewidth, d diameter of dust 
particles. Q number of particles permitted in American Federal 
Standard 209B, per cubic foot and with diameter d or larger. The 
number 100 on the upper line (based on the coordinates of the point 
Pi) gives the class of air cleanliness defined in this standard. The 
other lines (numbers in brackets) correspond to an extrapolation of 
this standard. The dashed line gives the degree of cleanliness (based 
on the coordinates of the point P2) for the cleanest process tunnels 
in the new technology building. The arrows indicate the connection 
between linewidth and maximum particle size.

ment than those conventionally used in IC manufac­
turing centres. It can only be met by installing very 
large and expensive air-treatment plants and by the 
personnel following the strictest ‘cleanliness disci­
pline’.

Only 7% of the total volume of the building is taken 
up by the space used for the actual manufacturing. 
This consists of a number of adjacent ‘tunnels’ for the 
various stages of the process. ‘Superclean’ tunnels, 
which meet the cleanliness requirement specified 
above, alternate with tunnels that are relatively less 
clean. The superclean tunnels are designed for the 
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actual processes. The less-clean tunnels contain equip­
ment requiring regular maintenance. For example, the 
ion-implantation equipment will be accommodated in 
a less-clean tunnel that opens into a superclean tunnel. 
To avoid manipulations with bottles or containers in 
the superclean tunnels, all liquids and gases are trans­
ported along pipelines. Containers for liquids and 
gases are kept in separate compartments on the out­
side of the building. Alongside the actual technology 

building, adding 10% of outside air. The Sankey flow 
diagram in fig. 7 shows the extent to which particles 
are trapped by the mechanical filters in the superclean 
tunnels[8]. The air entering from outside passes 
through a filter that traps 99.8% of the particles of 
diameter 0.1 pm or larger. The air then passes through 
a 73% prefilter and then, before entering the tunnel, it 
goes through a 99.99995% filter — clearly a filter of 
very special design.

Fig. 7. Sankey flow diagram [SI for the dust content of the air flow­
ing through the technology building. Tu (superclean) tunnel. The 
numbers in the ‘flow paths’ indicate the number of particles larger 
than 0.1 pm per m3 volume; the width of the flow paths is approxi­
mately proportional to this number. The filters are indicated by a 
zig-zag line; the percentages give the degree of filtering for particles 
of 0.1 pm and larger. Fi outside air filter. F2 prefilter for the super­
clean process tunnels. Fa final filter for these tunnels. A air drawn 
in from outside. The outside air contains 1011 particles per m3. The 
fresh air amounts to 10% of the circulating air. B 1% of leakage air 
in the outside-air suction line; this leakage air contains 109 particles 
per m3. C 1% of leakage air in the channels of the circulation sys­
tem, with the same particle content. D 2% of leakage air in the fans 
of the circulation system, also with the same particle content. E exit 
air from the process rooms; a content of 2x 106 particles per m3 is 
assumed for E. This diagram shows that the air in the cleanest pro­
cess tunnels contains 7 particles of 0.1 pm diameter or more per m3. 
In calculating the filters a safety factor of 50 was applied to the 
specification of a maximum of 350 of these particles per m3.

building there are three service buildings for supplying 
materials used in the production such as deconta­
minated deionized water and various process gases.

In the technology building each tunnel will have 
its own ‘down-flow’ air-circulation system, with a 
vertical flow from ceiling to floor. There is no pos­
sibility of interaction between the different circulation 
systems. Powerful fans circulate a total of about 
2.2X106 cubic metres of air per hour through the

Fig. 8. Horizontal cross-section through the columns and walls that 
connect the foundation floor and the floor for the wafer steppers. 
The two floors and the walls form a stiff concrete box construction.

Other important aspects of the design of the tech­
nology building are the precautions for suppressing 
vibration at certain locations. The wafer steppers are 
the units most sensitive to vibration, so that these pre­
cautions relate mainly to the floor on which they 
stand. These instruments always have their own vibra­
tion isolation in the form of weak undamped springs. 
It can be shown theoretically[9] that the spring­
mounted instrument should have a low natural fre­
quency, since floor vibrations with a frequency of at 
least |/2 times the natural frequency are attenuated in 
amplitude. The natural frequency of our wafer step­
pers on their weak springs is low: 2 to 4 Hz.

The floor and foundations for the wafer steppers 
are designed to give the whole structure the highest 
possible natural frequency, in any case higher than 
4 j/2 Hz. In addition the combined mass of floor and 
foundations must be high, so that the impacts of colli­
sions with moving objects will only produce vibrations 
of low amplitude. A large mass in combination with a 
high natural frequency results in a high stiffness. In 
the design of low-vibration buildings it is generally 
only the stiffness in the vertical direction that is kept

181 This diagram is based on calculations made by Meissner & 
Wurst GmbH, Stuttgart, the firm that supplied the air-condi­
tioning equipment.

[9i J. P. den Hartog, Mechanical vibrations, 4th edition, 
McGraw-Hill, New York 1956.
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high. Since impact can also operate in the horizontal 
direction, the floors for the repeater projectors also 
have a high stiffness in the horizontal direction.

Calculations have been made for two models of the 
combined construction of concrete piles, foundation 
floor and the actual floor for the wafer steppers. In 
one model both floors are connected by columns, in 
the other by walls and columns, giving a sort of box 
construction. The calculations on the box-construc­
tion model showed that this design had the highest 
natural frequency in the horizontal direction. Fig. 8 
shows a horizontal cross-section through the concrete 
construction that has been used. The upper floor is 
45 cm thick and supports the wafer steppers. The meas­

ured natural frequency in the horizontal direction is 
55 Hz — much higher than the natural frequency of 
the repeater projectors.

Summary. The pilot production of 256-kbit static RAMs will start 
in about a year at the new centre for submicron technology. Use will 
be made of CMOS technology and photolithography with wafer 
steppers. In certain parts of the technology building the dust con­
tent of the air will be extremely low and the floors will be extremely 
insensitive to vibration. The low dust content will be achieved by 
using separate air-circulation systems for each ‘process tunnel’ with 
filters that trap 99.99995% of particles down to a diameter of 
0.1 pm. The vibration insensitivity of the floors that support the 
wafer steppers will be obtained by using a concrete box construc­
tion with high vertical and horizontal stiffness.
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Dual-energy X-ray diagnostics

J. J. H. Coumans

In about 1960 the well-known Dutch radiologist B. G. Ziedses des Plantes Sr succeeded in 
‘subtracting’ radiographs produced by hard and soft X-rays. He had described the principle 
of the subtraction method many years before, in 1934, in his thesis ‘Planigraphy and subtrac­
tion'. By using hard and soft X-rays he could substantially increase the contrast due to heavy 
elements such as calcium. However, the method did not become widely used until digital tech­
nology and computers were available for rapid image processing. A difficulty with dual-energy 
imaging in computed tomography until now has been the occurrence of artefacts caused by 
movement of the object. At Philips it has now been found that these artefacts can be avoided 
by supplying the X-ray tube with alternate high-voltage and low-voltage pulses during tomog­
raphy with a Philips CT scanner. The contrast between tissue structures can be varied by care­
fully processing high-energy and low-energy images. Tissues can also be analysed quantita­
tively by assigning values for the electron density and atomic number to the individual picture 
elements (pixels).

Introduction
The different grey levels in an X-ray image corres­

pond to different attenuations of the X-ray beam in 
tissue structures. The attenuation is due to the removal 
of X-ray quanta from the beam by photoelectric ab­
sorption, Compton scattering and Rayleigh scattering. 
In photoelectric absorption X-ray quanta are absorbed 
by energy transitions of bound electrons. In Compton 
scattering X-ray quanta collide non-elastically with 
free electrons; this process is associated with energy 
loss and hence with an increase in wavelength. In Ray­
leigh scattering X-ray quanta collide elastically with 
free electrons, so that there is no change in wave­
length. In X-ray diagnostics the most important effects 
are photoelectric absorption and Compton scattering. 
In the rest of this article it will therefore be assumed 
that the slight attenuation due to Rayleigh scattering 
is included in the photoelectric absorption, so that we 
shall attribute two physical effects here instead of 
three to X-ray attenuation.

The contributions of photoelectric absorption and 
Compton scattering to the total X-ray attenuation are 
both dependent on the energy of the X-radiation and

Dr Ir J. J. H. Coumans, formerly with Philips GmbH Forschungs- 
laboratorium Hamburg, Hamburg, West Germany, is now with the 
Medical Systems Division, Philips NPB, Best. 

on the properties of the tissue. For the same tissue, 
hard X-radiation — i.e. radiation with a high energy 
and hence a short wavelength — is more scattered than 
absorbed; the opposite is the case with soft X-radia- 
tion. For the same energy, soft tissue, consisting of 
light atoms such as oxygen, carbon and hydrogen, 
gives a great deal of scattering and little absorption of 
the X-rays. Bone tissue, containing heavy atoms such 
as calcium, gives a great deal of absorption and little 
scattering.

This is illustrated in^g. 1. In fig. la the X-ray at­
tenuation coefficient p of polymethyl methacrylate 
and aluminium is plotted as a function of the X-ray 
energy. In X-ray attenuation, polymethyl methacryl­
ate is comparable with soft tissue and aluminium is 
comparable with bone. Fig. lb shows the relative con­
tribution of photoelectric absorption in the total X-ray 
attenuation for the same materials. The curves for 
most biological materials lie in the regions bounded 
by the curves in the two figures.

The X-ray attenuation coefficient can thus be div­
ided into a contribution due to Compton scattering 
and a contribution due to photoelectric absorption. 
Each of these contributions is the product of a mat­
erial-dependent factor and an energy-dependent fac­
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tor. The energy-dependent factors differ for Compton 
scattering and photoelectric absorption but they are 
known: they are functions in which the microscopic 
collision cross-sections occur. We see that the material­
dependent factors in the total X-ray attenuation coeffi­
cient are ‘weighted’ by the energy-dependent factors, 
so that changing the energy also changes the attenua­
tion coefficient. This means that the contrast in an 
X-ray image can be altered by changing the energy. 
Later in this article it will be shown that the material­
dependent factors that correspond to a particular ray 
path in the object can be calculated from two X-ray 
exposures at different energies. This is done by ‘split­
ting off’ the — known — energy-dependent factors in 
the total attenuation coefficient. In this calculation the 
material-dependent factors for Compton scattering 
and photoelectric absorption are the two unknowns 
in two equations, which in principle can therefore be 
solved.

It was already known in the twenties that the con­
trast between materials could be increased or reduced

Fig. 1. d) The X-ray attenuation coefficient p as a function of the 
energy E of the X-radiation for polymethyl methacrylate (PMMA) 
and aluminium (Al). (E = he!I, where A is the X-ray wavelength, 
c the velocity of light and h Planck’s constant.) b) The ratio x of the 
photoelectric absorption to the total X-ray attenuation as a func­
tion of X-ray energy for both materials.

by varying the energy of the X-rays111. The ideal 
would be to work with monoenergetic X-radiation, 
i.e. radiation of one wavelength, or ‘colour’ 121. The 
problem is that the X-radiation from the usual source, 
an X-ray tube, includes radiation at different wave­
lengths. The spectrum of the radiation from an X-ray 
tube is a continuous (Bremsstrahlung) spectrum with 
a minimum wavelength Am given by

Am = hd eVm,

where h is Planck’s constant, c the velocity of light, e 
the electronic charge and the voltage on the X-ray 
tube. Superimposed on this continuous spectrum are 
peaks due to the characteristic radiation from the 
anode material. It is possible to obtain monoenergetic 
X-radiation by filtering, e.g. with a crystal monochro­
mator. However, filtering considerably reduces the 
intensity of the radiation, making exposure times 
much too long for medical use. Monoenergetic X- 
radiation of sufficient intensity can be obtained with 
a synchrotron and a monochromator [I] * [3], but a syn­
chrotron is large and expensive. The non-availability 
of practical monoenergetic X-ray sources means that 
it is necessary to resort to polyenergetic X-radiation 
for dual-energy X-ray diagnostics.

Ziedses des Plantes was able to give bone tissue 
extra contrast by photographically ‘subtracting’ one 
radiograph from another: one was made with hard X- 
radiation and the other with soft X-radiation [4]. In his 
subtraction method he combined these radiographs by 
using two film cassettes one above the other, separated 
by a copper plate that acted as a radiation filter. The 
photographic subtraction technique is cumbersome, 
however, and is rarely used now. In modern computed 
tomography different detectors with unequal spectral 
sensitivities are sometimes used for this [5]. The dif­
ficulty then is that twice as many detectors, with the 
associated electronics, are required; this makes the 
method expensive. Two successive scans can also be 
made with the X-ray tube at different voltages [6], but 
this more than doubles the scan time and therefore 
increases the risk of artefacts due to movement of the 
object.

[I] R. Glocker and W. Frohnmayer, Uber die rontgenspektrosko- 
pische Bestimmung des Gewichtsanteiles eines Elementes in 
Gemengen und Verbindungen, Ann. Phys. 76, 369-395, 1925.

121 W. J. Oosterkamp, Monochromatic X-rays for medical 
fluoroscopy and radiography?, Medicamundi 7, 68-77, 1961.

[3i B. Vinocur, High-tech physics advance noninvasive angio­
graphy, Diagnostic Imaging, February 1985, pp. 109-110.

[4] B. G. Ziedses des Plantes, Subtraktion, Thieme, Stuttgart 
1961.
R. A. Brooks and G. Di Chiro, Split-detector computed tomog­
raphy: a preliminary report, Radiology 126, 255-257, 1978.

[6] A. Macovski, R. E. Alvarez, J. L.-H. Chan, J. P. Stonestrom 
and L. M. Zatz, Energy dependent reconstruction in X-ray 
computerized tomography, Comput. Biol. & Med. 6, 325-336, 
1976.
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To overcome these disadvantages we have modified 
a computer tomograph (a Philips Tomoscan 300 CT 
scanner)[7], see fig. 2, so that scans can be made at 
different X-ray energies without the occurrence of 
movement artefacts [8]. (The operation of a CT scan­
ner will be dealt with at the end of the article.) The 
improvement was made by modifying the high-voltage 
generator to apply, every 14 ms, a high-voltage pulse 
followed by a low-voltage pulse. The pulse pairs are 
generated at a frequency equal to half that of the 
voltage pulses normally used for the CT scanner. Far 
less modification of the CT scanner is required than 
if different detectors were used; the modification is 
also suitable for the later types of CT scanner, the 
Tomoscan 310 and 350.

In modern dual-energy X-ray diagnostics compu­
tational methods are used to derive the attenuation 
coefficients for the individual pixels from the ratio of 
measured X-ray intensities with an object in the beam 
and without. The material-dependent factors corres­
ponding to the photoelectric absorption and the 
Compton scattering can then be identified from these 
coefficients. These factors can then be converted into 
quantities such as the atomic number and the electron 
density for each pixel, so that in principle a quantita­
tive analysis of tissue is now possible. It will be clear 
that these methods of calculation can be effectively 
combined with the digital image-reconstruction meth­
ods used in computed tomography.

We have developed a new method in which the X- 
ray images are recalculated to produce monoenergetic 
images for a wide energy range. After the actual X-ray 
CT scan the radiologist can select the notional X-ray 
energy that gives the greatest possible contrast between 
the tissues of interest. Images can then be studied at 
different X-ray energies without having to subject the 
patient to repeated exposures.

As the polyenergetic X-radiation travels through the 
object the mean wavelength is reduced owing to the 
energy-dependent attenuation of the rays. This har­
dening of the X-ray beams makes a special calibration 
technique necessary. The CT scanner is therefore 
regularly calibrated with objects in which aluminium 
simulates bone tissue and polymethyl methacrylate 
simulates soft tissue.

In the next section the way in which the X-ray 
attenuation coefficient can be split into separate con­
tributions due to photoelectric absorption and Comp­
ton scattering will be explained. The representation of 
a material as a vector in a coordinate system will then 
be discussed. This will be followed by an account of 
the calibration method and the modifications to the 
Tomoscan 300. In the final section the applications of 
dual-energy X-ray diagnostics in CT scanning (com-

Fig. 2. The Philips CT scanner Tomoscan 300, which is outwardly 
similar to the later types Tomoscan 310 and 350. Only the scanner 
and patient table are shown here; the complete equipment is shown 
in fig. 5a.

puted tomography), CR scanning (computed radio­
graphy) and DVI (digital vascular imaging) will be 
discussed.

Theory
Splitting the X-ray attenuation coefficient

As we have just noted the X-ray attenuation coeffi­
cient p (in cm-1), which is a function of the energy of 
the X-ray quanta, can be split into separate contribu­
tions, one due to the Compton scattering and the 
other due to the photoelectric absorption. Each con­
tribution is the product of a material-dependent fac­
tor and an energy-dependent factor. We thus obtain 
the function:

p(E) = acfc(E) + avfv(E), (1)

where the subscripts c and p relate to Compton scat­
tering and photoelectric absorption, and E represents 
the energy of the X-ray quanta.

It is found from equation (1) and fig. lb that the 
energy of the X-radiation can be selected in such a 
way that either the photoelectric absorption or the 
attenuation due to Compton scattering predominates. 
The contrast between two tissues in an X-ray image 
can therefore be altered by varying the factors f^E) 
and fp(E) in eq. (1). Since in principle these factors are 
known, it is sufficient to make two X-ray exposures at 
different energies. The unknown material-dependent 
factors aQ and aP can then be found by solving two 
simultaneous equations.

An element can be characterized by its atomic num­
ber Z and electron density q (in cm-3). A biological 
material can be assigned an effective atomic number 
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Zeff and an effective electron density geli. Both these 
quantities then give the same material-dependent fac­
tors for a biological material as those for an element 
with atomic number Z = Zeii and electron density 
Q =

The electron density is the product of the atomic 
number and the atomic density N, the number of 
atoms per unit volume: q = NZ. It can be shown that 
the electron density is proportional to the factor ac in 
equation (1) and that the atomic number is propor­
tional to («p/flc)0’3. The two material-dependent 
energy-independent factors and ap can therefore be 
used to analyse biological tissue quantitatively.

It can be shown that the electron density is proportional to ac and 
the atomic number is proportional to (ap/ac)0'3 as follows. For a 
given element the term aJAE) in (1) can also be written as Nac, 
where trc is the microscopic collision cross-section (in cm2) for 
Compton scattering. This collision cross-section can be calculated 
for a given element and a given X-ray energy E from equation I9]

i E \(7C = 2tt To2 ZfKN ( ---- - ).
\ me /

In this expression Z represents the atomic number, ro = 
2.818 X10-13 cm is the classical radius of the electron,/kn is the 
Klein-Nishina function, and me2 = 510.975 keV is the ground-state 
energy of the electron. We can now derive expressions for the fac­
tors ac and fc(E) in (1):

ac = 2nr02NZ (2)

and

f E \fc = /kn I ---- 7 ). (3)
\ me /

The term apfp)E) in (1) can be written in a similar way as Nap, 
where ap is the microscopic collision cross-section for photoelectric 
absorption. This collision cross-section can be calculated from the 
expression

<7P = CpZ"£-m,

where Cp is a constant (it is not dimensionless), and n and m repre­
sent material-dependent exponents t10]. For oxygen Cp = 21 X10-24, 
n = 4.6 and m = 3.2. (For most biological materials a good ap­
proximation for m is 3.0.) We now have the following expressions 
for the factors ap and fp(E) in (1):

ap = NCpZ" (4)
and

fp(E) =E-m. (5)

An expression for the effective electron density of a biological 
material can be derived from (2):

Self = hi aP,

where ki is a constant. Dividing equation (2) by equation (4) gives 
an expression for the effective atomic number:

/ av V
Zsff = kj — ) , 

\ ac /

where k2 is a constant and the exponent / is equal to 1 /(« - 1) = 0.3.

For any given material the quantities [¿(E), f^E) 
and fp{E) in equation (1) are known: n(E) is published 
in handbooks and fc(E) and fp{E) are known func­
tions of the X-ray energy. It is therefore possible to 
calculate the material-dependent factors ac and ap by 
taking the minimum of the sum of the squares of the 
relative deviations

itf) - aefe(E) - apfp{E)
E = ---------------------------------------------------- (6)

f^E)
for a number of different energy values. In this way 
we have calculated the factors ac and ap for the mat­
erials aluminium, polymethyl methacrylate and water 
in the energy range from 30 to 100 keV. Fig. 3 gives the 
deviation e for these materials as a function of energy. 
From 30 to 150 keV the deviation is less than 0.5%. 
This shows that the model corresponding to equation 
(1) gives a good approximation to reality. In principle 
this only applies to materials whose atomic number is 
less than 50. In addition, the materials in the range of 
energies quoted should not have a K absorption edge 
(a sudden change in the absorption coefficient due to 
an energy transition of a K electron). Biological mat­
erials satisfy these conditions.

Fig. 3. The relative deviation e (eq. 6) as a function of X-ray energy 
for polymethyl methacrylate (PMMA), water (HzO) and alumi­
nium (Al). The quantity e is the deviation of the model that splits 
the X-ray attenuation due to Compton scattering and to combined 
photoelectric absorption and Rayleigh scattering into an energy­
dependent factor and a material-dependent factor.

171 F. W. Zonneveld, Computed tomography, Philips Medical 
Systems Division, Best 1983.

[81 F. W. Zonneveld, A new method for in vivo energy-selective 
CT imaging, Proc. 15th Int. Congr. of Radiology, Vol. 
Technics and Physics, Brussels 1981, pp. 280-289;
W. R. Brody, D. M. Cassel, F. G. Sommer, L. A. Lehmann, 
A. Macovski, R. E. Alvarez, N. J. Pele, S. J. Riederer and 
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Characterization of a material by a vector

For simplicity we shall assume here that our X- 
radiation is monoenergetic. As the radiation passes 
through the object the intensity f in front of the 
object falls to the intensity Io behind the object. The 
relation between the two is given by

Io = li^, (7)

where the attenuation exponent M is given by

M = f gás. (8)
Ji

Here the material-dependent, and hence in general 
position-dependent, attenuation coefficient g given by 
eq. (1) is integrated with respect to the coordinate of 
position 5 between the limits 5, and s0 for the incidence 
and emergence of the radiation. If the signals from an 
X-ray detector with and without an object in the beam 
are compared the natural logarithm of the ratio of the 
signals is - M (eq. 7). The quantity T = -Afis called 
the logarithmic decrement. A large number of values 
for T, for different paths for the X-radiation through 
the object, must finally produce a reconstruction of a 
particular part of the object.

With the aid of (1) we can write equation (8) as:

M = Acfc(E) + AvffE), (9)

where the material-dependent factors Ac and Ap are 
given by: io

Ac = f acds, (10)
Ji

Ap=/apds. (11)
Ji

If the X-radiation passes through one kind of mat­
erial, these factors are not only characteristic of that 
material but are also proportional to its thickness.

For a given thickness dm we can characterize a 
material m — or a combination of a number of mat­
erials — by a vector m in a rectangular coordinate sys­
tem in which normalized factors and A^jin are 
plotted along the two axes; see fig. 4a. The normaliza­
tion consists in comparing the factors flc,m and aP;m 
for the material with the factors ac,H2o and «p,h2o for 
water. The components of the vector are then given by:

m = (Ai,m,A',m) = dm, (12)
\ #c,H20 <7p,H2O /

If the X-rays pass through an object consisting en­
tirely of water with a layer thickness c?h2o, the attenua­
tion exponent given by (9) can be written for water as:

■Mh2o = <7c,h2o<7h2o/c(£’) + «Pih2o<7h2o/p(^’)- (13)

With variable thickness g?h2o, different values of Mh2o 

in a (drH2oA,£,^H2o/'p,£)-plane that we make coinci­
dent with the (A^m,A^)m)-plane correspond to vectors 
whose end-points lie on a straight line with the direc­
tional vector

r = (Fc^r^E) = {dc,ïhofc(.E),ap,fï2ofp(E)}. (14)

Fig. 4. a) Characterization of a material by a vector m with compo­
nents /li.m and Ap,m as given by equation (12). The components 
Akm and are the energy-independent contributions to the 
attenuation exponent due to Compton scattering, and due to photo­
electric absorption. The contributions are dependent on material 
and thickness, and are normalized with respect to water. R curve 
traced out by the end-points of vectors r with components rc,E and 
rPjE as given by equation (14). (See also the enlarged detail.) These 
vectors determine the direction of lines through the origin for the 
vectorial energy-dependent attenuation exponent of water with 
layer thickness dn2o as given by equation (13). Each line corres­
ponds to a constant value of the X-ray energy E. The vectorial 
energy- and material-dependent attenuation exponent M, which is 
determined by the choice of a notional X-ray energy after the ex­
posure, is found by projecting the vector m on to a line for the 
attenuation exponent of water at this X-ray energy, b) For two 
adjacent picture elements (pixels) with material vectors mi and mi 
the X-ray energy E' gives no contrast and E" gives maximum 
contrast. The line for E' is perpendicular to the line that connects 
the end-points of the vectors; the line for E" is perpendicular to the 
line for E'.
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When E tends to infinity, r tends to take up the direc­
tion of the horizontal axis and becomes infinitely small 
(Compton scattering only); when E tends to zero, r 
tends to take up the direction of the vertical axis and 
becomes infinitely large (photoelectric absorption 
only). The end-points of the vectors r lie on a curve, R 
in fig. 4*7. The figure also shows a number of lines for 
the attenuation exponent of water at constant energy; 
their direction follows from that of the directional vec­
tor given by (14).

The energy-dependent and material-dependent at­
tenuation exponent M given by (9) can be displayed as 
a vector in the combined (^oA.i.^Hzo/'p,^)- and 
(Ai )-plane. This vector is shown as Min fig. 4a. 
The length of the vector M is equal to the scalar pro­
duct of the vectors m and r given by (12) and (14):

I — m • r = ac^dmfc(E) + aPiPpdxpfp(E).

The attenuation exponent for a given radiant energy 
(notional or not) can thus be found by projecting the 
material vector m given by (12) on to the line of the 
attenuation exponent of water for this energy.

Fig. 4b shows how certain contrasts can be selective­
ly enhanced or removed by choosing an appropriate 
X-ray energy. The vectors mi and m2 relate to two 
materials of a particular thickness. If we choose an 
energy E', corresponding to a line perpendicular to the 
line that connects the end-points of mi and m2, the 
attenuation exponents are equal and so therefore are 
the logarithmic decrements. The reconstructed pixels 
then show no contrast. (For the same magnitude of mi 
and m2, as in fig. 4b, the line for E' corresponds to the 
bisector of the angle between the two vectors.) If we 
choose an energy E", corresponding to a line perpen­
dicular to that of E’, the contrast between the recon­
structed pixels is at a maximum.

It is possible in principle to choose an arbitrary 
notional energy for the X-radiation after an actual 
exposure by determining the factors Ac and Ap from 
two different monoenergetic measurements of the 
logarithmic decrement. From this the normalized fac­
tors and Ap,m can be obtained, giving the direc­
tion and magnitude of the vector m. The vector Mis 
obtained from the projection of m on to the line relat­
ing to the desired energy. As noted above, monoener­
getic radiation sources are not available for routine 
X-ray diagnostics. As we shall now see, this problem 
can be overcome by means of calibration.

The calibration method

It was pointed out earlier that the change in the 
shape of the X-ray spectrum, as the radiation pene­
trates deeper into the material, complicates the choice 
of calibration method. The mean wavelength of the 

spectrum is gradually reduced because soft radiation 
is attenuated more than hard radiation.

This hardening of the X-radiation can be described 
quantitatively as the change in the effective energy E^. 
The effective energy of polyenergetic X-radiation is 
defined as the energy of monoenergetic radiation 
which, in travelling a given distance in water, yields 
the same logarithmic decrement as the polyenergetic 
radiation does in travelling the same distance.

The calibration that has generally been used in com­
puted tomography until now gives coefficients Ci, c2 
and c3 of a third-degree equation for the product of 
material thickness d- and attenuation coefficient p, 
with the measured logarithmic decrement T as inde­
pendent variable:

pdm = CiT + c2T% + CgTs.

This calibration method, however, takes no account 
of the increase in the effective energy and hence of the 
change in the factors fc(E) and fp(E) in (1). The result 
of the calibration therefore contains a systematic 
error.

The calibration method that we use is not based on 
the attenuation coefficient, which is energy-dependent, 
but on the factors Ac and Ap, which are independent 
of energy. In this method we use objects made of 
layers of aluminium and polymethyl methacrylate 
— materials that are comparable with bone and soft 
tissue in terms of X-ray attenuation, as noted earlier. 
Using published tabulated data [11] we can calculate 
the factors Ap and Ac for the various combinations of 
layer thicknesses dt and db in the objects from the 
relations . , , ,

and Ap = aPitdt + aPjbdb.

The subscript t relates to simulated soft tissue, and the 
subscript b to bone.

Two polyenergetic X-ray pencil beams, generated at 
different tube voltages, are used for measuring the 
logarithmic decrements Tb at high effective energy and 
E at low effective energy for the various calibration 
objects. From the measured Tb and 7] and the cal­
culated Ac and A„ the method of least squares can be 
used to calculate two series of nine coefficients ci)0 to 
c3|3 and jUi,o to p^, which are defined by the rela­
tions

3 J
Cj,kTf~kThk,

J=1 k=0

3 J
AP = X Ÿpj^T^T^.

7=1 *=0

1111 J. H. Hubbell, Photon cross sections, attenuation coefficients 
and energy absorption coefficients from 10 keV to 100 GeV, 
National Standard Reference Data Series NSRDS-NBS-29, 
National Bureau of Standards, Washington, DC, 1969.
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With the calibration coefficients calculated in this 
way logarithmic decrements of real biological mat­
erials measured in the same arrangement can be recal­
culated to give energy-independent factors Ac andAp. 
These can then be used for reconstructing X-ray 
images in which the contrast is due to Compton scat­
tering alone or photoelectric absorption alone. When 
the material-dependent factors are weighted by the 
energy-dependent factors, as in fig. 4a, images are ob­
tained at any optional value of the effective energy. 
This notional variation of the X-ray energy can be 
used, as noted earlier, to enhance or reduce contrasts 
between tissues. We shall see that the contrast between 
soft tissue and bone can in fact be eliminated.

Applications
Computed tomography

Fig. 5a shows a complete Philips CT scanner. The 
heart of the equipment is shown in fig. 5b and c: the 
yoke with the X-ray source and the detector array. 
The source generates a ‘fan’ of rays over an angle of 
43.2°; the fan includes the complete object. The X-ray 
source is a metal/ceramic tube with rotating anode [12]. 
Each of the 288 detectors in the Tomoscan 300 meas­
ures the intensity of a pencil beam after it has passed 
through the object. (The later types of Tomoscan, 
types 310 and 350, have 576 detectors, twice as many 
as the Tomoscan 300.) During a scan lasting 4.2 s the 
yoke rotates through an angle of 360° around the 
object, and a pulse of radiation is generated every 
7 ms, so there are 600 pulses. (An even better signal- 
to-noise ratio can be obtained if the number of pulses 
during one rotation is doubled, and hence the radia­
tion dose and the duration of the scan.) The array of 
detectors is contained in a common enclosure which is 
filled with the inert gas xenon. The individual detec­
tors are formed by using the electrodes to subdivide 
the enclosure. This is achieved by mounting the elec­
trodes radially with respect to the focus of the X-ray 
tube. Two adjacent electrodes form the side walls of 
the ionization chamber of one detector and also act 
as a Soller slit diaphragm for suppressing scattered 
radiation. In normal operation, with a fixed high 
voltage on the X-ray tube, the Tomoscan 300 obtains 
600x288 values of the logarithmic decrement; the 
number in the Tomoscan 310 and 350 is 600x576. 
These values are derived from the detector signals of 
scans with and without an object. The system com­
puter uses a reconstruction algorithm to calculate, 
from the logarithmic decrements, values for the atten­
uation coefficient for the pixels of the object to be 
constructed. This gives a matrix of 256 x 256 numbers, 
which are converted into grey levels for the video pic­

ture that appears on the display screen of the opera­
tor’s console.

As stated earlier, the object of our investigation 
was to modify the CT scanner in such a way that the 
values of the logarithmic decrement could be obtained 
at two different X-ray source voltages and therefore at 
two effective energy levels of the X-radiation. This can 
be done in different ways. Fig. 6a shows for each of 
the possible procedures the mean time t between de­
tector signals at high and low X-ray energy. If two

Fig. 5. a) The complete Philips CT scanner. The operating console 
is shown at the lower left, the power-supply units are on the right at 
the back, and the system computer at the lower right, b) The heart 
of the machine: the rotary yoke with the X-ray source and the 
detector array. The object is shown in light grey, c) Photograph of 
the yoke of the Tomoscan 300. The X-ray tube is at the lower right.
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Fig. 6. a) The average time r between detector signals of a CT scan­
ner at high and low X-ray energy as a function of the angle of rota­
tion a of the yoke; see fig. 5b and c. The possible procedures are: 
1 two scans, one with high energy after another with low energy, 
with the same direction of rotation; 2 as I, but with opposite direc­
tions of rotation; 3 one scan with alternating radiation pulses of 
high-energy and low-energy radiation; 4 one scan with duplicated 
radiation detectors of different sensitivity. The characteristic times 
for movements of the patient or organs in the patient come within 
the hatched area, b) Radiation spectra, the relative intensity Ilei as a 
function of X-ray energy E, corresponding to the alternating radia­
tion pulses in our procedure 3. The tube voltages are 70 and 120 kV. 
c) Oscillogram of the voltage pulses applied to the X-ray tube. 
V voltage, t time.

successive scans are made at different energies, this 
time is longer than the characteristic times of move­
ments of the patient (or of organs in the patient). 
These times correspond to the hatched area in the 
figure. If dual detectors are used, each with a different 
sensitivity to certain ranges for the radiant energy, 
then t is equal to zero. However, operating with dual 
detectors requires extensive modification of the scan­
ner. We therefore adopted a procedure in which, every 
14 ms, an X-ray pulse is generated at 70 kV and a pulse 
at 120 kV tube voltage. The two radiation spectra are 
shown in fig. 66, and the oscillogram of the voltage 
pulses is given in fig. 6c. The location of line 3 in 
fig. 6a makes it clear that this procedure involves no 
risk of movement artefacts.

Fig. 7 shows how the modification of the CT scanner 
allows the contrast in the X-ray image to be varied. 
Fig. 7a shows images in which the contrasts are due 
entirely to Compton scattering or entirely to photo­
electric absorption. Fig. 7b shows synthesized mono- 
energetic images obtained with effective energies of 25 
to 125 keV. The object is an AAPM (American Asso­
ciation of Physicists in Medicine) phantom. It consists 
of a polymethyl-methacrylate container filled with 
water and surrounded by a concentric ring of poly­
tetrafluor ethylene. Inside the container there are cylin­
drical inserts of different types of plastic. The X-ray 
attenuations of the materials of the model are very 
similar to those of bone and tissues in the cranium. 
The figure shows that certain contrasts in the 25-keV 
image completely disappear at high energy; on the 
other hand, other contrasts are enhanced at high 
energy. The photoelectric image and the low-energy 
images are ‘noisy’ because these images are formed 
from a smaller number of X-ray quanta.

Fig. 8 shows that this method can be used for meas­
uring the bone mineral content of a vertebra, so that 
calcium loss and the effect of administering certain 
drugs can be determined. Our method is simpler than 
bone densitometry, previously the standard method. 
Dual-energy scanning can eliminate systematic errors 
in measurements of bone-calcium content, introduced 
for example by fatty tissue.

Computed radiography

Computed radiography (CR scanning) is an appli­
cation of the CT scanner in which the yoke with tube 
and detector array is kept stationary while the patient 
table is moved along a straight line at right angles to 
the detectors. The image obtained in this way with the 
Philips scanners is called a ‘scanogram’ [13]. It is pro- 
[121 W. Hartl, D. Peter and K. Reiber, A metal/ceramic diagnostic

X-ray tube, Philips Tech. Rev. 41, 126-134, 1983/84.
1131 F. W. Zonneveld, The scanogram; technique and applications, 

Medicamundi 25, 25-28, 1980.
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a

Fig. 7. Varying the contrast in CT images (computed tomography) of the AAPM phantom, which 
simulates the X-ray attenuation in the cranium, a) X-ray images with contrasts due entirely to 
Compton scattering (left) and entirely to photoelectric absorption (right), b) Synthesized mono­
energetic X-ray images at 25, 50, 75, 100 and 125 keV.

d

Fig. 8. Measurement of the mineral content of the bone in a ver­
tebra (L3, the third lumbar vertebra from the top) with the modi­
fied Philips CT scanner, a) CT scan of the vertebra alone, to deter­
mine the position where the bone mineral content should be meas­
ured. b) Synthesized monoenergetic X-ray image at 75 keV. C Posi­
tion where the bone mineral content is measured. A water channel 
in a calibration phantom in the patient table. B channel containing 
a K2HPO4 solution at a concentration of 200 g/dm3, which has an 
attenuation comparable to that of bone mineral. Because of the 

high fat content of the vertebra, calculations based on this exposure 
indicate an erroneous negative bone mineral content, c) X-ray 
image with contrasts due entirely to Compton scattering, d) as (c), 
but for photoelectric absorption. From these images the material­
dependent factors due to Compton scattering and photoelectric ab­
sorption can be calculated for the pixels A, B and C. These factors 
give a positive bone mineral content for the point C in the vertebra. 
The measured bone mineral content gives an impression of the cal­
cium loss, in this case for a patient suffering from Kahler’s disease.
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Fig. 9. Synthesized monoenergetic images of a CR (computed radiography) thorax scan at 
a) 10 keV, b) 50 keV and c) 120 keV, also made with the modified Philips CT scanner. In the image 
obtained at 120 keV the contrast between bone and surrounding tissue is almost zero, so that the 
lungs can be observed without the ribs, d) Example of a digital image-processing technique, edge 
enhancement, applied to the thorax exposure at 120 keV. This improves the visibility of the blood 
vessels.

duced in the following way. During the movement of 
the patient an X-ray pulse is generated every time the 
patient is displaced by a distance equal to the detector 
pitch. The logarithmic decrements of the detector sig­
nals with and without an object are processed to ob­
tain an image that is comparable with that of a con­
ventional radiograph. In this method, however, the 
digital values obtained for each pixel are very suitable 
for a variety of image-processing techniques. The 
scanogram, which was originally introduced just for 
positioning the patient correctly for CT scanning, has 
thus become a new medical aid with its own diag­
nostic potential. The principle of dual-energy image 
processing can also be applied here, by alternately 
applying high-voltage and low-voltage pulses to the 
X-ray tube.

Fig. 9 shows how the contrast of bone and tissue can 
be reduced almost to zero by changing the effective 
energy. The images are synthesized radiographs of the 
thorax, and were obtained at effective energies of 10, 
50 and 120 keV by varying the contributions from 
Compton scattering and photoelectric absorption (9a, 
b and c). At high energy there is hardly any contrast 
between the ribs and the surrounding tissue, so that 
the image shows lung tissue alone.

The image of the lungs can be further improved by 
employing another digital image-processing technique, 
known as edge enhancement or ‘unsharp masking’. 
This is one of the methods of manipulating the spatial 
frequencies in the image, called spatial filtering 1141; it 
is one of the standard image-processing techniques 
offered by the Philips CT scanners. An ‘unsharp mask’ 
is generated from the original image by replacing the 
grey level for each pixel by the mean value of the grey 
levels of say the 5 X 5 pixels with the original pixel at 
their centre. The difference between the original and 
the unsharp mask is then added to the original with a 
weighting factor. The higher spatial frequencies in the 
image are then enhanced, as can be seen in fig. 9d, 

where details such as the branching of the blood-ves­
sels in the lungs are clearly visible.

DVI

The combination of X-ray images obtained at two 
energy levels has also been found useful in diagnostic 
systems in which video signals are processed digit­
ally [1SI. Philips equipment for digital vascular imag­
ing (DVI) is an example of such a system. In DVI, 
which is also known as DSA (Digital Subtraction 
Angiography), the Ziedses des Plantes subtraction 
method is applied to video signals of X-ray images 
with a contrast medium and without. Fig. 10a shows a 
photograph of X-ray equipment to which DVI equip­
ment has been added; fig. 106 is a block diagram of 
a DVI system. Together with an X-ray stand, a com­
plete system consists of a rotary-anode X-ray tube, an 
X-ray image intensifier, a TV camera tube that sup­
plies the video signals, a high-voltage generator, elec­
tronics for the signal conversions and for processing 
and storing digital signals, and a magnetic disc mem­
ory (a Winchester disc).

The procedure in DVI diagnostics is as follows. 
First of all a radiograph is made, and after logarithmic 
amplification and analog-to-digital conversion, it is 
stored as a mask in the memory RAMI. Next a con­
trast medium is injected into a vein and exposures are 
then made at a maximum of 3 per second. The suc­
cessive radiographs are temporarily stored in the 
memory RAM2. The memories RAMI and RAM2 
cannot contain more than the digital information 
from one image, so the previous image with the con­
trast medium in RAM2 is always erased and replaced 
by a new image. Immediately after an exposure has

[141 A. Hoyer and M. Schlindwein, Digital image enhancement, 
Philips Tech. Rev. 38, 298-309, 1978/79.

[1®1 C. A. Mistretta et al., Digital vascular imaging, Medicamundi 
26, 1-10, 1981;
L. A. J. Verhoeven, Digital subtraction angiography, Thesis, 
Delft 1985.
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Fig. 10. a) Photograph of Philips X-ray diagnostic equipment with 
an image intensifier and a TV camera tube, with the addition of 
digital vascular imaging (DVI) equipment, b) Block diagram of a 
DVI system. XI image intensifier. CT camera tube. PR signal-pro- 
cessing equipment. A/D analog-to-digital converter. LA logarith­
mic amplifier. RAMI and RAM2 semiconductor memories, each 
for one image; the contents of memory RAMI can be subtracted 
from the contents of RAM2. ENH digital signal enhancement. 
D/A digital-to-analog converter. TV display screen on operating 
console. HV high-voltage generator. XT rotating-anode X-ray 
tube. CU control electronics. WD Winchester disc.

been made with contrast medium, the image stored in 
RAMI is subtracted from the new image in RAM2. 
The static anatomical background is suppressed in the 
resultant subtraction. The radiologist can observe the 
successive results of subtractions on the TV monitor 
and can therefore estimate the flow of the contrast 
medium in the vascular system. All the images are 
stored on the Winchester disc, so that they can be re­
produced later.

DVI has been of great value in the diagnosis of vas­
cular disorders. However, when this technique is used, 
movement artefacts have to be taken into account. 
One kind of movement artefact, due to bowel gas, can 
lead to a false diagnosis of vascular stenosis. But 
when the dual-energy technique is used the radiologist 
can prevent such errors, by selecting a notional X-ray 
energy at which the contrast between gas and water is 
virtually zero (see fig. 4). The X-ray images with con­
trast medium and without must then each be derived 
from two images made at different energies spaced by 
about 0.1 s.

Another possibility worth looking at more closely is 
the use of DVI equipment in the same way as a CT 
scanner is used for computed radiography. This can 
be done because the closed-circuit television of the 
DVI system applies the same kind of digital informa­
tion. The addition of the dual-energy technique then 
opens up new uses for DVI equipment, e.g. in the 
diagnosis of lesions in the abdomen, thorax and 
cranium. The calibration method described earlier 
cannot however be used. One reason for this is that 
scattered radiation is more of a problem with an X-ray 
image intensifier. This application of DVI therefore 
only gives qualitative information and not quantita­
tive information for tissue analysis.

Finally, fig. Ila and b shows how the dual-energy 
technique can be used to reduce the contrast between

Fig. 11. a) Cranial image made with DVI equipment at a tube voltage of 70 kV. b) Weighted com­
bination of exposures at 70 kV and 120 kV of the same cranium. The images show that by 
choosing the appropriate energy-dependent weighting factors the contrast between brain tissue 
and surrounding bone structures can be reduced to zero, so that the paranasal sinuses can be 
observed more clearly, c) The same exposure, but with edge enhancement. Details of the 
paranasal sinuses are now clearer still.
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brain tissue and surrounding bone structures in a 
cranial exposure made with DVI equipment. As a 
result, details in the paranasal sinuses can be studied 
more closely, especially when the unsharp-masking 
technique is used at the same time (see fig. 11c).

Significant contributions to the investigation des­
cribed in this article were made by J. M. Kosanetsky 
(Philips Forschungslaboratorium Hamburg) and F. W. 
Zonneveld (Medical Systems Division, Philips NPB, 
Best).

Summary. The X-ray attenuation coefficient of biological materials 
can be split into separate contributions due to Compton scattering 
and photoelectric absorption. The contributions are each the pro­
duct of a known energy-dependent factor and an unknown mat­
erial-dependent factor. If two X-ray exposures are made at different 
energies the material-dependent factors due to Compton scattering 
and to photoelectric absorption can be determined. This enables 
X-ray images entirely due to Compton scattering or to photoelectric 
absorption to be calculated. These images can be weighted by the 
energy-dependent factors and combined to give monoenergetic X- 
ray images. The contrasts between tissues can then be varied by 

varying the notional X-ray energy. A calibration procedure is neces­
sary because the polyenergetic X-radiation becomes harder in the 
object. This procedure provides calibration coefficients for the 
material-dependent factors. A Philips CT scanner has been modi­
fied to supply alternate high-voltage and low-voltage pulses to the 
X-ray tube. The electron density and the atomic number can be 
derived from the material-dependent factors for each pixel. The 
electron densities and the atomic numbers of tissues can be used for 
quantitative analysis. The dual-energy technique can also be used in 
conjunction with Philips DVI (Digital Vascular Imaging) equip­
ment.
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Optical tramsmissiomi im the l055=p,m window

The photograph shows test equipment for measure­
ments on the propagation of optical signals in a single­
mode optical fibre 123 km in length (the stacked coils 
on the left). This fibre, a product of the Philips Glass- 
Fibre Works in Eindhoven, has an extremely effective 
transmission window in the near infrared (A = 
1.55 nm). This means that the attenuation of the sig­
nals may be no more than 0.25 dB per kilometre of 
cable, making optical communication possible over 
distances up to about 120 km without regeneration. 
The quality of the signal transmission can be assessed 
from an ‘eye pattern’, shown here on the oscilloscope 
screen (on the right). The eye pattern is formed by 
periodically displaying the pulses of the output signal 
one over the other. The ‘eye’ should be wide open, 
sharply outlined and should not oscillate (no ‘wink­
ing’). In the case illustrated here the transmission 
quality is so good that the mean detection error in a 
signal consisting of a billion (109) bits is only two bits. 
This bit error rate (BER) is measured with a data gen­

erator, the white panel at the lower right, and the 
error detector just above it (it is reading a measured 
value of 2x 10“9). The small white panel is a digital 
power meter, for determining the detected power. The 
meter reading is — 50.04 dB with respect to a reference 
level of 1 mW; this reading corresponds to a detected 
power of 10 nW. The grey column at the centre con­
tains the system modules with the laser transmitter 
(above) and the radiation detector (below), with the 
supporting electronics. In the laser transmitter there 
is a special diode laser, designed at Philips Research 
Laboratories. The transmission rate of this communi­
cation system, developed by AT&T and Philips Tele­
communications [1], is 34 million bits per second. The 
system is particularly attractive for island regions with 
many submarine cables, since there will often be no 
need for expensive repeaters. 111

111 A. Wismeijer, Long distance single-mode fibre transmission, 
Philips Telecommun. Rev. 43, 43-49, 1985.
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A. J. A. Nicia: An optical communication system with wave­
length-division multiplexing and minimized insertion losses, 
I. System and coupling efficiency,

Philips Tech. Rev. 42, No. 8/9,245-261, June 1986.
A study of an optical communication system for digital or analog signals is 
described. Wavelength-division multiplexing is used with minimized insertion 
losses. The design provides for three to four channels in parallel operation in a 
multimode optical fibre (with a square-law core, radius 25 pm, numerical aper­
ture 0.2, MHz x km product about 2000) in a second-generation cable for op­
tical telecommunication. The light sources are diode lasers operating at wave­
lengths of 0.83 pm, 0.87 pm, 1.30 pm and 1.55 pm. The detectors are photo­
diodes of about 300 pm diameter and a maximum rate of response of 500 MHz. 
The multiplexing and demultiplexing components are the main subject of part 
II of the article. Part I deals with the maximization of the total system effi­
ciency. There are four interface zones, with about 6 dB total insertion loss. The 
first interface (laser to fibre via a ball lens) is analysed using Hermitian-Gaus- 
sian modal field distributions. The astigmatism and ellipticity of the lasers, and 
the cut-off of the higher-order modes (because of the finite radius of the fibre 
core) are accounted for in the optimized efficiency equations. The optimum 
strength and the location of the ball lens (between laser and fibre) are derived 
for a semi-collimator geometry. The behaviour of two-dimensional Gaussian 
beams in free space and inside the core is also calculated.

W. G. Gelling and F. Valster: The new centre for submicron IC 
technology,

Philips Tech. Rev. 42, No. 8/9, 266-273, June 1986.
The pilot production of 256-kbit static RAMs will start in about a year at the 
new centre for submicron technology. Use will be made of CMOS technology 
and photolithography with wafer steppers. In certain parts of the technology 
building the dust content of the air will be extremely low and the floors will be 
extremely insensitive to vibration. The low dust content will be achieved by 
using separate air-circulation systems for each ‘process tunnel’ with filters that 
trap 99.99995% of particles down to a diameter of 0.1 qm. The vibration 
insensitivity of the floors that support the wafer steppers will be obtained by 
using a concrete box construction with high vertical and horizontal stiffness.

C. J. Nonhof and G. J. A. M. Notenboom: Beam manipulation 
with optical fibres in laser welding,

Philips Tech. Rev. 42, No. 8/9, 262-264, June 1986.
For welding metal components together in large numbers growing use has been 
made in recent years of laser spot-welding instead of resistance spot-welding. 
The most important advantages of laser spot-welding are that there is no dis­
tortion, less maintenance of the equipment is necessary and the quality of the 
weld is better. The capital investment required for each laser is considerable, 
however. At the Centre for Manufacturing Technology in Eindhoven a method 
for beam manipulation has therefore been developed in which individual welds 
at different places can be made with a single laser. This is done by splitting the 
beam and focusing it on a number of optical fibres (e.g. 5). At the end of each 
fibre there is a lens that focuses the emitted laser beam on to the workpiece. 
The flexibility of the fibres provides an arrangement that can easily be adapted 
to products of a different shape. At present more than 200 laser spot-welders 
are in use at Philips. About 10 of these welders make use of the method des­
cribed for beam manipulation with optical fibres.

J. J. H. Coumans: Dual-energy X-ray diagnostics, 
Philips Tech. Rev. 42, No. 8/9, 274-285, June 1986.

The X-ray attenuation coefficient of biological materials can be split into 
separate contributions due to Compton scattering and photoelectric absorp­
tion. The contributions are each the product of a known energy-dependent fac­
tor and an unknown material-dependent factor. If two X-ray exposures are 
made at different energies the material-dependent factors due to Compton scat­
tering and to photoelectric absorption can be determined. This enables X-ray 
images entirely due to Compton scattering or to photoelectric absorption to be 
calculated. These images can be weighted by the energy-dependent factors and 
combined to give monoenergetic X-ray images. The contrasts between tissues 
can then be varied by varying the notional X-ray energy. A calibration proce­
dure is necessary because the polyenergetic X-radiation becomes harder in the 
object. This procedure provides calibration coefficients for the material-depen- 
dent factors. A Philips CT scanner has been modified to supply alternate high- 
voltage and low-voltage pulses to the X-ray tube. The electron density and the 
atomic number can be derived from the material-dependent factors for each 
pixel; these values can be used for quantitative tissue analysis. The dual-energy 
technique can also be used in conjunction with Philips DVI (Digital Vascular 
Imaging) equipment.
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