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Since computers first appeared on the scene, more than 40 years ago, their dimensions and

energy consumption have rapidly diminished, while their performance and capabilities have

steadily increased. Even the vast numbers of calculations per second required for processing
digital signals can nowadays be performed on a very small number of chips, or sometimes just
one. This is done with a special type of ‘computer’: the digital signal processor. Some time ago
the author of the article below presented a paper!’! on the developments in this field. At
Philips, one recent result of these developments is the PCB 5010 integrated digital signal pro-
cessor. A general picture of these developments and the PCB 5010 itself are the main topics of

this article.

Introduction

For many people, the word ‘computer’ used to con-
jure up the standard image of a number of metal cabi-
nets set up in a special room and usually fitted with
the well-known magnetic tape units. This picture is
changing, however, now that so many of us have home
computers and personal computers.

And there seems to be no end to the developments:
many users of a Compact Disc player, for example,
will not always realize that it contains a special kind
of computer for processing the signals. In the near fu-
ture rather similar devices will also be found in tele-
phones, telephone exchanges, television receivers and
all kinds of audio equipment. This will mean the
large-scale use of special integrated circuits (“applica-
tion-specific integrated circuits’ or ASICs) designed
for digital signal processing. These will include chips
designed for one particular application (as in the
Compact Disc player, for example) as well as more
generally applicable chips, usually known as digital
signal processors (fig. I).

The first part of this article gives the general picture
of the gradual evolution of the digital signal proces-

DrIr J. L. van Meerbergen is with Philips Research Laboratories,
Eindhoven

Fig. 1. A digital signal processor is a ‘computer on a chip’ designed
for processing digital signals. These chips contain many tens of
thousands of transistors and are designed so that several million
typical signal-processing instructions can be executed per second.

[*] J. L. van Meerbergen, Architectures and characteristics of
commercially available general-purpose signal processors;
paper presented at ‘Workshop wave digital filters’ IMEC,

Louvain, Belgium, 1986.
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sor. This is followed by a discussion of the PCB 5010
digital signal processor. now available from Philips,
with attention to its architecture and also to program-
ming facilities and supporting accessories. This signal
processor is primarily intended for a wide range of ap-
plications in telecommunications, audio and speech-
processing.

The architecture of computers

Every computing process can be broken down into
four elementary operations:
o the input and output of data;
« storage in a memory (of data, intermediate results,
final results, and computation procedures or algor-
ithms);
o the execution of the computatlons,
o the control of the entire process. .
This functional division has been of great importance
in the design of computers from the earliest days. The
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Data, memory addresses and instructions were ex-
changed in turn via this ‘main route’. This is generally
referred to as a von Neumann architecture (fig. 2). It
was the standard computer design for many years,
first for the large ‘main-frame’ computers, and later
for minicomputers and microcomputers too. In micro-
computers the central processing unit consisted of
only a few chips, and was soon to consist of only one
— the microprocessor.

Signal processing was performed on main-frame
computers right from the start, and efforts were soon
made to use microprocessors in the same way. Hopes
were expressed that it would be possible to process
signals ‘in real time’, and ultimately on a single chip,
so that all the advantages of digital signal proces-
sing (2] would become available for countless applica-
tions. ;

It was soon realized, however, that in some ways
the ordinary microprocessor was not so suitable for
this purpose and that it was necessary to adapt the de-
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Fig. 2. One of the oldest and best-established forms of computer architecture is the von Neumann
architecture shown here. All communication between the main parts of the computer (memory,
arithmetic unit, input and output devices J/O, control unit) goes via a single common route:

the bus.

four different functions have been performed more or
less independently, by:

e input and output.(I/O) devices;

e a memory;

e an arithmetic unit;

e a control unit.

The interconnection of the 1nd1v1dua1 devices or units
in a specific pattern determined the ultimate architec-
ture of the computer [!1. Originally a single common
provision was made for the interconnections: a bus.
All communication between the different parts of the
computer was made via the bus in successive steps.

sign more specifically to signal processing. The chips
that resulted from this development are referred to as
digital signal processors. Almost without exception,
the first types commercially available had the original
von Neumann architecture.

Digital signal processors

So just how do digital signal processors differ from
micrbprocessors? In the first place, a signal processdr
has to be capable of performing very large numbers of
operations per unit time. The exact number depends
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directly on the bandwidth of the signals to be pro-
cessed. At present the most advanced signal proces-
sors can handle signals with a bandwidth of up to
several tens of kilohertz; integrated signal processors
for general applications with video signals are still a
thing of the future. -

One of the most common digital operations is the
multiplication of pairs of numbers from two se-
quences and the addition of the products, such as

. . .N
] y =Z ai Xi.
i=1

(Incidentally, this is equivalent to calculating the sca-
lar product of two N-dimensional vectors.) Opera-
tions of this type are found in algorithms for filtering,
correlation, spectral analysis, etc. To perform them
reasonably quickly the arithmetic unit must include a
multiplier/accumulator combination or MAC (fig. 3).
This can compute one subproduct a;x; in the smallest
unit of time present in the signal processor (one clock
cycle or machine cycle) and at the same time add the
previous subproduct a;-1x;-1 to the sum already calcu-
lated from all the earlier subproducts. The presence of
a MAC is in itself a distinctive difference as compared
with the original microprocessors. Much more radical
changes in the architecture are required, however, if
we are to obtain signal processors that are fast
enough; this aspect will be dealt with at some length in
the following sections.

The maximum processing rate of a signal processor
is also affected by the number of chips used; as the

11

N
y=2a;x;

i=1

Fig. 3. In digital signal processing it is often necessary to sum N
products of the type a;x;. This takes a disproportionaté amount of
time in the von Neumann architecture:shown in fig. 2. The situation
can be improved by providing the ‘arithmbetic unit with a multi-
plier/accumulator combination as shown here.
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number of chips diminishes less time will be lost in
transferring the signals. As well as an arithmetic unit
and a control unit, signal processors must therefore
also contain memory facilities. These consist of a
ROM (Read-Only-Memory) for storing unchanging
quantities, such as the program and constant values,
and a RAM (Random-Access Memory) for storing in-
termediate and final results. The versatility of applica-
tion is considerably increased if these on-chip memor-
ies can be supplemented by external storage as re-
quired.

Since the input signals will often be analog in
origin and signal processors are digital devices,
analog/digital (A/D) conversion will frequently be
encountered as a preliminary operation and D/A
conversion as a final operation. In one type of signal
processor (the Intel 2920) the converters are present
on the chip as part of the input/output devices. In
general, however, it seems preferable (at least in the
present state of the technology) to add the converters
to the signal processor as separate components. The
specific requirements of individual applications,
which can vary considerably, are then more easily
taken into account.

The architecture of signal processors

The basic von Neumann architecture has one serious
disadvantage: everything happens consecutively. Be-
fore any one operation is completed, many steps (often
very many) have to be completed. For example:

o the location (the ‘address’) where the next instruc-
tion is stored in the memory is determined (e.g. by ad-
ding 1 to the previous address);

« the instruction is read from the memory and trans-
ferred to the control unit;

« the instruction is interpreted (‘decoded’);

« the address of data necessary for executing the in-
struction is sent to the memory;

 the data is sent from the memory to the arithmetic
unit;

o the arithmetic unit then executes the instruction;

« the result of the instruction is stored in the memory.
Then the complete cycle (the instruction cycle), which
clearly requires more than one machine cycle, may be
repeated.

The component that restricts the speed most of all
is the one most characteristic of the von Neumann
structure — the common signal bus, which handles
every exchange of information between.the various

i1 The combination of the arithmetic unit and the control unit is
often called the central processing unit.
(21 J. B. H. Peek, Digital signal processing—growth of a technol-

ogy, 103-109, in the special issue ‘Digital signal processing I,

background’, Philips Tech. Rev. 42, 101-144, 1985.
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parts of the processor. It acts as a bottleneck. For
higher speeds it is necessary to change to a ‘non-von
Neumann’ architecture (sometimes just called a ‘non-
von’ architecture).

The most common alternative is the Harvard archi-
tecture, in which data and instructions are stored in
separate memories and which therefore has to have
separate connections for data and control informa-
tion. This gives the architecture shown in fig. 4, where
the signal processor is divided into two parts, called
the controller and the data path. The exact nature of
the connections between these two parts is mostly of
less importance.

The architecture of the PCB 5010

The design of our PCBS5010 signal processor is
based on the Harvard architecture of fig.4. It has
been modified in some essential aspects, however, to
obtain sufficient versatility and signal-processing cap-
acity.

One of the main modifications is the duplication of
the data bus, resulting in an X bus and a Y bus, each
16 bits wide [#]. The reason for this is that most signal-
processing operations have two operands and can only
be performed efficiently with a duplicated data bus.
There is also the advantage that complex numbers can
be more easily manipulated with a duplicated bus. As
a direct consequence of this duplication, the RAM for
the data is divided into two parts. A separate ROM is
also available for data.

As we have seen, every signal processor has to have
a multiplier/accumulator combination MAC to reach
the speed required in the many ‘vector-like’ opera-
tions that arise. High-speed processing is also re-
quired for other types of operation, such as logic
AND, NOT, OR etc., for operations on absolute values
and for operations on individual bits (‘masks’). The
PCB 5010 has a separate arithmetic and logic unit
ALU for these activities.

Finally, to facilitate data input and output our sig-
nal processor has two serial input devices and two
serial output devices, as well as a combined parallel
input/output device. This brings us to the block dia-
gram [41- [8] of the PCB 5010 in fig. 5.

A computer drawing of the actual plan of the
PCB 5010 is shown in fig. 6; the numbers 1 to S refer
to the main components in the previous figure. There
are some 135000 transistors in all in this drawing, yet
this IC only occupies an area of 61 mm? when fabri-
cated in 1.5-um CMOS technology. '

In the following sections of this article we shall take
a closer look at the structure of the controller and of
the two principal components of the data path: the
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Fig. 4. A modern alternative to the von Neumann architecture is the
Harvard architecture shown here. This has separate memories for
the program and the data, and separate connections for the control
information and the data. These connections are called the control
bus (or C bus) and the data bus. The total architecture can now be
divided into two parts, called the controller and the data path.

data memory and the arithmetic unit. We shall see
that in each of these components every effort is made
to decentralize as many activities as possible to pre-
vent bottlenecks, e.g. by providing a separate address-
computation unit for each memory.

Besides the architecture, various other aspects are
important in assessing the performance of a signal
processor. They include:

e the time (in seconds and in number of machine
cycles) required for executing an instruction;

e the number of (sub)operations that can be per-
formed simultaneously;

o facilities for interaction with the outside world;

e the possible degree of overlap in time of executions
of successive instructions in different parts of the sig-
nal processor (‘pipelining’).

These all depend greatly on the way in which the
signal processor can be programmed (the ‘microcode’).
We shall return to this point later.

The ultimate critical factor in comparing signal
processors is the time required for performing a num-

81 F, P, J. M. Welten et al., A 2-um CMOS 10-MHz micropro-
grammable signal processing core with an on-chip multiport
memory bank, IEEE J. SC-20, 754-760, 1985.

41 J L.van Meerbergen et al., A 2-um CMOS 8-MIPS digital sig-
nal processor with parallel processing capability, Int. Solid
State Circ. Conf. (ISSCC), Digest of technical papers, Ana-
heim, Cal. 1986.

61 F. J. van Wijk et al., A 2um CMOS 8-MIPS digital signal pro-
cessor with parallel processing capability, IEEE J. SC-21, 750-
765, 1986.

(6] Introducing the PCB 5010/PCB 5011 programmable DSPs,
Philips Electronic Components and Materials Division, Eind-
hoven 1986 (16 pages).
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Fig.5. The PCB 5010 digital signal processor has a Harvard architecture with two independent
16-bit data buses: the X bus and the Y bus. The data memory consists of three parts: a ROM
(read-only memory) for unchanging data and two RAMs (random-access memories) RAMA and
RAMB. The arithmetic unit consists of two parts: a multiplier/accumulator combination MAC
and an arithmetic and logic unit ALU. The input and output devices /O consist of a parallel unit
PIO, which has a 16-bit connection to the outside world, and two serial units S/OX and SIOY,

each with a 1-bit input and a 1-bit output.
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Fig. 6. Computer drawing of the integrated digital signal processor PCB 5010. The most impor-
tant components are: / program memory; 2 control unit; 3a, 3b data memory; 4 arithmetic unit; 5
input and output devices //O. The complete circuit contains some 135000 transistors and is fabri-
cated in 1.5-um CMOS technology. It occupies an area of 61 mm?.




ber of standard operations at a given accuracy. Typi-
cal operations might be a 128-point FFT (‘Fast Fou-
rier Transform’), a complex multiplication or a par-
ticular elementary filtering operation. These opera-
tions are often called ‘benchmarks’.

The arithmetic unit ' -
The multiplierlaccumulator combination MAC

Fig. 7. shows a block diagram of the multiplier/ac-
cumulator with its various supporting devices. The
operation of multiplier MPY is based on the ‘modified

s/so
+32
PR
ACC
MPY
40 40
'y
PT@ ACR
| mxt leq $»| MYL
8s
16 164 BSR
£16 116 161 16.17 LSP
[ iLx \ iy FA €
_ 11 ’L{L msp yrsp |t
X -1 XY Xy Y v

Fig. 7. Block diagram of the multiplier/accumulator combination
MAC of the PCB5010. The number of operations that can be per-
formed in each machine cycle has been greatly increased by the ad-
dition of extra registers and selectors. The operations required are
specified by a 7-bit code via the C bus (not shown explicitly). The
numbers beside the oblique strokes in the connections indicate how
many bits are transferred in parallel. The significance of the desig-
nations is:

ACC  accumulator

ACR  accumulator register
BS barrel shifter

BSR  barrel-shift register
FA format adjuster

ILX  X-input selector

ILY = Y-input selector
LSP  least-significant part
MPY multiplier :
MSP  most-significant part
MXL X latch

MYL Y latch

P - operandl

PR product register

Q operand 2

S/SD  sign/scale-down block
X 16-bit connection to the X bus

Y 16-bit connection to the Y bus

J.L. VAN MEERBERGEN
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Booth’s algorithm’ [") and in one machine cycle it can
compute the product of two 16-bit words P and Q.
The product is stored temporarily as a 32-bit word in
the product register PR. At the same time the accu-
mulator ACC can add the previous contents of PR to
the contents of the accumulator register ACR. The
contents of ACR are then multiplied, under the con-
trol of the block S/SD, eitherby 1, —1, —2715, 2718 or
by 0. The output of the accumulator has a width of
40 bits, so that even if large numbers of products are
added together, there are no overflow errors.

The ‘barrel shifter’, BS, the corresponding barrel-
shift register BSR and the format adjuster FA derive
one group or two groups of 16 bits from the 40-bit
contents of ACR to form the output signal of the
MAC unit.

The operands P and Q presented to MPY may come
directly from the X bus and the Y bus viathe X and Y
input selectors ILX and ILY. Itis also possible to select
the previous X and Y information, which is automati-
cally stored in the latches MXL and MYL. In addi-
tion, P can take the value — 1, and Q the logically in-
verted value of the current Y information.

Certain special occurrences, such as overflow in
ACC, are reported directly to the control unit by
means of a ‘flag’ or ‘flag signal’.

Multiplication with greater precision

Blocks S/SD, BS, BSR and FA are also important because they
permit calculations to be made at a greater precision than 16 bits,
though at the expense of more processing time. For example, the
product of a 46-bit operand and a 31-bit operand can be computed
in 7 machine cycles at most8]. This is done in much the same way
as multiplying two large numbers together conventionally: subprod-
ucts are determined first, then shifted appropriately and added.

The arithmetic and logic unit ALU

A block diagram of the arithmetic and logic unit
ALU of the PCB5010 is shown in fig. 8. Grouped
around the logic unit LU, which can perform opera-
tions on a single operand 4 or on two operands A and
B, there are a number of registers and other suppor-
ting devices.

A total of 31 different arithmetic and logic opera-
tions can be executed, including addition, subtrac-
tion, absolute-value determination, AND, OR, NOT and
shift operations. The selectors /LA and ILB permit
either the current information on the X and Y buses
to be used for A and B, or the previous information,
which is always automatically stored in the latches
AAL and ABL.
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At the output of LU a set of 15 registers are avail-
able for temporary storage. During each machine
cycle the present result of LU can be stored in one of
these registers, and the contents of any other two
registers can be read out via the X bus and the Y bus.

ILA e

A4 16 16 16 164

AAL ABL

> X

TC .y

Fig. 8. Block diagram of the arithmetic and logic unit ALU of the
PCB5010. As well as two selectors and two latches, this unit con-
tains a file of 15 independent 16-bit registers. The operations re-
quired from ALU are specified in each machine cycle by a 7-bit
code via the C bus. Also, 4 bits are reserved on the C bus for select-
ing one of the registers from the register file. The significance of the
designations is:

A operand 1
AAL A latch

ABL B latch

B operand 2

ILA A-input selector

ILB B-input selector

LU logic unit

RI-RI15 register file

TC trash can

X 16-bit connection to the X bus
Y 16-bit connection to the Y bus

The arithmetic and logic unit ALU can send status
information directly to the control unit of the signal
processor by means of flags, (e.g. about overflow or
the sign of the computed result). If just this status in-
formation is to be stored, the rest of the computed re-
sult is consigned to the ‘trash can’ TC. .

If required, ALU can perform computations to a
higher precision than 16 bits, but again it will take
longer for the processing.
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The units MAC and ALU are to some extent com-
plementary. MAC, for instance, is designed for pro-
cessing 16-bit words (and hence for vector oper-
ations), while ALU is particularly suited for pro-
cessing individual bits. There are seven types of in-
structions for MAC, all concerned with multiplication
and addition, while ALU has 31, some very different
from the others. Finally, in MAC there is always
room for intermediate and final results with a maxi-
mum length of 40 bits; in ALU the length is always
16 bits, unless special arrangements are made. These
differences are summarized in Table I.

Table I. Comparison of some complementary features of the
multiplier/accumulator combination MAC and the arithmetic and
logic unit ALU.

MAC

Designed for vector operations
(16-bit word level)

7 slightly different instructions
(all connected with adding
and multiplying)

ALU

designed for other operations
(bit level)

31 sometimes very different
instructions (such as AND,
OR, NOT, EXOR, shifting,
addition, subtraction, incre-
menting)

Gives 40-bit intermediate result
and 40-bit final result (can be
extended)

gives 16-bit result (can be ex-
tended)

The data memory

As already mentioned, three memories are provided
for storing all the various data required during the op-
eration of the signal processor. One memory with 512
locations, each of 16 bits, stores unchanging data,
such as constants and filter coefficients, and is there-
fore a ROM. This data is entered into the memory
once only, during manufacture. The other two are
RAMs; these store intermediate or final results. They
each have 128 memory locations of 16 bits (fig. 9).
Each of the three memories has its own output-data
register (DRR, DRB and DRA).

To keep the capacity of the arithmetic unit and the
X and Y buses of the signal processor free as far as
possible for the actual signal-processing ‘operations,
each of the three memories has its own address-com-
putation unit, or ACU, denoted by ACUR, ACUB
and ACUA. During each machine cycle a new mem-

71 A very good short description of this algorithm is given in:
L. P. Rubinfield, A proof of the modified Booth’s algorithm
for multiplication, IEEE Trans. C-24, 1014-1015, 1975.

18] The length of the operands is not quite an integer multiple of
16, because one bit in each group of 16 is always reserved as a
sign bit, and the length can only increase effectively by multi-
ples of 15, thus: 16, 31,.46, ... . .
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ory address can be computed in an ACU from the old
address and some additional data. For example, a
fixed number can be added to the previous address. If
this is a ‘modulo-N’ addition, the data memory is
scanned repeatedly in a fixed pattern, which is very
useful for repetitive look-up of filter coefficients.
Another possible operation is the reversal of the
order of the address bits, which facilitates the calcula-
tion of Fast Fourier Transforms.

In both RAMA and RAMB the computed addresses
are longer than is necessary for addressing 128 differ-

Xy . Xy XY
DRR DRB DRA
jk 3 A
16 116 Y18
DATA | | DATA | 4 | DATA
roM | "o ramB | | rAMA
512x16 128 x 16 128 x 16
A y
- -
oY P 2D 7
ARR ARB ARA
y [ ox [T y [~
b b 7
9 | acur | 8 | acus | 12| Acua
ye»| PG
4
L 412
Y

[
A12-A15 A0-A1N

Fig. 9. Block diagram of the three data memories of the PCB 5010.
Each memory has its own address-computation unit and its own
output-data register. The 12-bit address of one of the two RAMs is
also available externally. If this address is extended by anextra 4 bits
from a page register, an external data memory with 64k (=218)
memory locations can be used. In each machine cycle for each of
the address-computation units three bits of information are reserved
on the C bus. The significance of the designations is:

ACUA address-computation unit A
ACUB address-computation unit B
ACUR address-computation unit R
ARA address register A

ARB address register B

ARR address register R

AC0-AlS address bits 0-15

DRA output-data register A
DRB output-data register B
DRR output-data register R

PG page register

RAMA random-access memory A
RAMB random-access memory B
ROM read-only memory

X 16-bit connection to the X bus
Y 16-bit connection to the Y bus
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ent locations. As ACUB supplies an 8-bit address, a
later version of this signal processor can thus have a
larger RAMB with 256 locations., ACUA supplies a
12-bit address, which is also available at the connector
pins of the signal processor for addressing an external
memory. It can be extended by 4 bits from a page
register PG to form a 16-bit address, so that an exter-
nal data memory with 64k (=65536) locations can
be used.

The controller

The controller is the ‘brain’ that directs the entire
operation of the signal processor. It determines what
happens in the signal processor in each individual ma-
chine cycle. The program memory is of major impor--
tance here. 1t stores all the possible instructions for all
the components of the signal processor. These instruc-
tions have a fixed length of 40 bits. The program
memory of the PCB5010 can contain 1024 such in-
structions (992 in a ROM and 32 in a RAM). The in-
structions stored in the ROM are entered permanently
when the signal processor is manufactured; the in-
structions in the RAM can be changed at any time.
During each machine cycle a 40-bit instruction is en-
tered into the instruction register IR (fig. 10), and the
various sub-instructions are then distributed over the
entire chip. A part of some instructions goes straight
to the X bus and the Y bus (‘load immediate’, see
the section on the microcode); the rest of the informa-
tion in the instructions goes to the various parts of the
signal processor via connections that we shall not con-
sider further here (the C bus). At the same time the
program counter PC determines the next address for
the program memory.

For certain frequently occurring types of program
special provisions have been made. A particular in-
struction may have to be repeated N times, and a sep-
arate instruction-repeat register (RPR) is available
for such operations. While this is in use, the contents
of the program counter PC remain unchanged. Other
regularly occurring events include interruptions and
the execution of subroutines. The current program is
then stopped for a moment, and this is noted in a
‘stack register’, so that the program can be resumed
later. The stack register has five levels, but if required
it can be extended by a part of one of the data mem-
ories described in the previous section. The stack reg-
ister enables other subroutines and interruptions to be
processed inside a subroutine. '

Since the controller represents the ‘nerve centre’ of
the signal processor, it has many connections to the
outside world and other parts of the chip. We have al-
ready encountered several examples, such as the capa-
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bility for external interruption of a current program.
Clock-synchronization signals and any reset signals
also reach the controller from outside. Status infor-
mation about the various components of the signal

RST IACK IFB IFD SYNC

ATislelyl

X X
STACK | " RX
X 5x10
—
A
_ 410
Y
P
Yo
Y
X
PROGRAM| “';’ RPR
RAM
0| | 32x40 | X
’ ROM
992x40 | X
- I0F
440
| .
IR —» PST
| [Far
LT 7 4
XY X

Fig. 10. Block diagram of the controller of the PCB 5010, con-
sisting of the program memory and the control unit. The program
memory is mostly read-only, with a small random-access section.
The memory address is supplied by the program counter. The con-
tents of the program memory are written to the 40-bit instruction
register, and from there the information is distributed via the C bus
(not shown) and some of it possibly also via the X bus and the
Y bus. The control unit consists mainly of a number of registers
that serve a variety of purposes. The arrows at the top indicate that
the control unit can exchange certain information with the outside
world. The significance of the designations is:

CLK clock
FQR  mode bit
(P mode/NP mode)
TACK acknowledgment
IFA user flag A
IFB user flag B
IFC user flag C
IFD  user flag D
INT  interrupt signal
IOF  input/output status and

user flag register
IR instruction register
PC program counter

PST  processor-status register
RAM random-access memory

ROM read-only memory

RPR  instruction-repeat register
RST  reset signal

RX X register A
RY Y register

STACK stack register

SYNC synchronization signal

X 16-bit connection to the X bus
Y 16-bit connection to the Y bus
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processor is always stored in the 16-bit processor-status
register PST in the form of 1-bit flag signals. Similarly
the register JOF contains input/output flags that indi-
cate the status of the input and output circuits of the
processor, and four user flags that originate outside
the chip. Finally, the controller contains two registers,
RX and RY, that save the signals on the X bus and the
Y bus if there is an interruption.

General diagram

A block diagram giving a general picture of the
component parts of the PCB 5010 signal processor dis-
cussed above is shown in fig. 7/. The numbers beside
the interconnections indicate the number of parallel
bits. The symbols X and Y indicate a direct connec-
tion to the X bus and the Y bus. Some connections to
the outside world are also indicated (the chip is in an
encapsulation with 68 connector pins). The internal
connections for control purposes (the C bus) are not
shown, however.

Programming

The architecture of signal processors has been dis-
cussed at some length above, because it very largely
determines the theoretical processing capabilities of
the signal processor, such as the maximum available
degree of parallellism. The acfual processing capacity
is also very dependent, however, on the ‘program-
mability’ of the processor. This can be deduced from
the structure and diversity of the instructions (the
‘microcode’) that can be used to program the chip.
Another extremely important point here is the amount
of effort required from the user to translate a particular
required function into a processing program (an algor-
ithm) and hence into a sequence of basic instructions.
This is mainly determined by two factors:

o the ‘transparency’ of the microcode; )
« the facilities available for creating, testing and cor-
recting a processing program.

We shall now look first at the microcode itself, and
then at the available facilities.

The microcode

The PCB 5010 works with 40-bit instructions and a
machine cycle time of 125 ns. In the pipeline mode
(the P mode) each machine cycle corresponds to a
single instruction; in the non-pipeline mode (the NP
mode) the instructions follow one another at regular
intervals of two machine cycles (we shall return to this
point later). Each instruction represents one or more
basic operations. In one machine cycle, for example,
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Fig. 11. General diagram of the PCB 5010, produced by combining
the block diagrams from the four previous figures and adding the
data buses and the input and output devices. The significance of the
designations not given earlier is:

CIX, CIY X, Y input clock

COX, COY X, Y output clock
DIX, DIY serial X, Y input

DOX, DOY serial X, Y output

DS data strobe

D0-DI5 parallel input/output
GND ground

Pr parallel-input latch

PO _ parallel-output latch
RIW read/write

SIOST serial I/O control register
SIX, SIY serial X, Y input latch
SIXEN, SIYEN X, Y input enable
SIXRQ, SIYRQ X, Y input request
SOX, SOY serial X, Y output latch

SOXEN, SOYEN
SOXRQ, SOYRQ
VDD

WAIT

X, Y output enable
X, Y output request
supply voltage

wait signal

the following basic operations can be performed sim-
ultaneously:

o calculation of the product of two 16-bit numbers;
» addition of the previous product in the accumula-
tor;

o data transfer via the X bus;

o data transfer via the Y bus;

e three address computations in ACUA, ACUB or
ACUR.

instruction type 0:

THE PCB 5010 DIGITAL SIGNAL PROCESSOR
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The basic operations available are not always the same,
however. There are four different types of instruction,
as shown schematically in fig. 12. The two bits on the
far left indicate the type of instruction. The 3 X 3 bits
of each instruction on the far right indicate the opera-
tions to be carried out in ACUA, ACUB and ACUR.

The instructions of types 0 and 1 are very similar;
the difference is that one type has a 7-bit sub-instruc-
tion for the arithmetic and logic unit and the other has
a 7-bit sub-instruction for the multiplier/accumulator
combination. Both types of instruction also contain
two groups of 5 bits (SX and SY), which indicate the
source of the information on the X bus and the Y bus.
Finally, there are three groups of 4 bits (DX, DY and
RFILE), which indicate the destinations of the infor-
mation on the X bus, on the Y bus and at the output
of LU.

An instruction of type 2 in fig. 12 is called a branch
operation. The three bits of BR indicate the type of
branch in the program; the six bits of COND indicate
the condition for making the branch, and the sixteen
bits of NAP determine the new address that the
branch leads to in the program memory.

Instruction type 3 can be used to feed a group of 16
bits directly to the X bus and the Y bus as new data;
this is called a ‘load immediate’ instruction.

Since the sub-instructions always have a fixed loca-
tion, programming is greatly simplified. For example,

39)|38]37 36 35 3t 33|32 31|30 29 28 27 26|25 20 23 22 21|20 19 18 17|16 15 12 13|12 11 10 9|8 7 6|5 ¢ 3|2 1 0
olo ALY AOPS sx sy ox oy RFILE | Acua | Acur | acus
instruction type 1:

39| 38|37 36 35|32 33 32 31|30 29 28 27 26|25 26 23 22 21|20 19 18 17|16 15 12 13[12 11 10 9|8 7 6|54 3|2 1 0
o|1]| mpy MOPS sx sy ox oy RFILE | Acua | acur | acus
instructian type 2:

39[38|37 36 35 3¢ 33 3231 30 2928 27 26 25 2t 23 22|21 20 19|18 17 16 15 1 13[12 11 10 9|8 7 6|5 £ 3|2 1 0
1o NAP 8r COND — Acua | ACUR | AcuB
instructian type 3:

39| 38(37|36 35 3¢ 33 32 31 30 29 28 27 26 25 2t 23 22 21|20 19 18 17|16 15 12 13(12 11 10 9|8 7 6|5 ¢ 3|2 1 0
1|r]- DATA ox ov RFILE | Acua | acur | acus

Fig. 12. The PCB 5010 operates with instructions of four types. Each instruction consists 0f 40 bits,
numbered here from 0 to 39. The bits numbered 38 and 39 indicate the type. The instructions are
individually divided into segments of from 2 to 16 bits. Each segment represents a sub-instruction
and is indicated by one of the letter combinations listed here:

ACUA
ACUB
ACUR
ALU
AOPS
BR
COND
DATA

type of ACUA operation

type of ACUB operation

type of ACUR operation

type of ALU operation

ALU operands

type of branch operation

branch condition

16-bit data word transmitted on X
bus and Y bus

DX destination on X bus

DY destination on Y bus

MOPS multiply operands

MPY  type of multiplier/accumulator opera-
tion ’

NAP address of next instruction if COND
is true

SX source on X bus

SY source on Y bus

RFILE destination in register file
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the entire data stream of a program can be selected
and then the corresponding address computations can
be determined.

Accessories

Besides the PCB 5010, there is a very similar proces-
sor, the PCB5011. This has no program memory,
however, and no on-chip data ROM; the chip has
connector pins for these, so that external memories
can be connected to it. The PCB 5011 contains 70000
transistors, while the PCB 5010 has about 135000.
Fig. 13 is a photograph of the PCB 5011. The left-hand
two-thirds of fig. 6 can clearly be identified here. The
large number of external connections is also immedi-

AT I LT It LY

AL L T L)
willrand = . >" =

Fig. 13. Photograph of the PCB 5011 digital signal processor. This
processor is identical to the PCB 5010 in fig. 6 and fig. 11, except
that it does not have the program memory and the data memory
ROM. The connections for these go to connector pins, so that ex-
ternal memories can be used instead. The following components are
indicated by numbers (the abbreviations are the same as in the pre-
vious figures): / Pl and PO, 2 SIX and SOX; 3 SIY and SOY; 4 mul-
tiplier; 5 accumulator; 6 barrel shifter; 7 register file; & logic unit;
9 ACUB; 10 RAMB; 11 RAMA; 12 ACUA; 13 ACUR; 14 STACK
and PC; 15, 16 various components of the control unit; /7 PST.

ately obvious: the PCB 5011 has 144, the PCB5010
‘only’ 68. (The integrated circuit shown in fig. 1, inci-
dentally, is also of type PCB 5011.)

The PCB 5011 can be used in the design or develop-
ment phase of a system (before any final decision has
been made about the contents of the ROM in the
PCB5010), in applications where it is not worth

Philips Tech.Rev.44, No. 1

making a special version of the PCB 5010 with ROMs
specified by the user, and in applications where a very
large program memory is required.

To facilitate the use of the PCB5010/PCB 5011
special software has been written in the programming
language PASCAL. This can be used on several wide-
ly used computers (VAX, IBM-PC). In the first place
there is a simulator program, which can simulate the
entire operation of a signal processor programmed
for a specific application. There is also an assembly
program that makes it unnecessary to specify the
contents of the instructions bit by bit, requiring only
symbolic indications that can be handled more readily
(i.e. groups of letters — ‘mnemonics’ — that look like
abbreviations). In this program these are automatical-
ly translated into bit sequences. The program also
contains a macro library, in which frequently occur-
ring algorithms, such as certain kinds of filtering and
FFT operations, are stored in ‘macrocode’ as ready-
to-use subroutines for the signal processor.

To test a system in which the PCB 5010/PCB 5011
is used under realistic conditions, e.g. in real time, the
‘Stand-alone Debug System’ (SDS) can be used. The
SDS is an emulator, i.e. a device that functions in
exactly the same way as a later definitive version of
the PCB 5010, but also has a variety of facilities for
interrupting a program being run in the signal proces-
sor at any moment and for investigating the internal
status of the signal processor at that moment. Pro-
gram modifications are also easily made.

Finally, there is a prototype board containing the
PCB 5011 and all the external memories and circuits
required for loading these memories. This board can
be used, for example, for making a prototype of a
system that will later include one or more PCB 5010
chips.

Applications

The PCB 5010 has its greatest signal-processing ca-
pacity when it is used in the pipeline mode: in pipelin-
ing a new operation starts while the last part of the
previous operation is still being performed at another
location on the chip during the same machine cycle.
This is done in product accumulation, for example. A
single product accumulation really takes two machine
cycles, but by pipelining the multiplication part and
the addition part the effective duration is only about
one machine cycle in long sequences of product accu-
mulations. Programming in the pipeline mode is rather
more difficult than in the non-pipeline mode. It is
therefore possible to select one of the two modes and
even to switch from one to the other within the same
signal-processing program.
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Fig. 14. Example of the application of the PCB 5010 in telecommu-
nications. The figure shows how the signal processor can be used in
an analog telephone connection: after addition of a telephone T, a
microphone M and A/D and D/A converters, a single PCB 5010
can perform all the processing operations required for transmitting
and receiving. It can also be seen how the internal data memory
RAMA can be replaced by an external memory.

The PCB 5010 can be used in a variety of system
configurations; in a minimum configuration only A/D
and D/A converters have to be added. In many com-
munication applications incoming and outgoing sig-
nals can even be processed effectively simultaneously
(fig. 14). 1t is also possible to use an external micro-
processor to control the signal processor; this makes
it even more versatile (fig. 15). Also, since the
PCB 5010 chips have extensive input/output facilities,
they can easily be combined to form a multiprocessor
system suitable for more demanding applications
(fig. 16).

Just how powerful the PCB 5010/PCB 5011 signal
processors are can be seen most clearly from the time
required to execute a number of characteristic pro-
cessing operations. A summary of these is given in
TableIl. Unless otherwise stated, the information in
this Table relates to 16-bit quantities, for both signal
samples and filter coefficients. In the examples relating
to the Fast Fourier Transform (FFT) ‘looped code’
processing programs were used. This reduces the
number of steps in the program to only about 40. It is
also possible to halve the time required by using
‘straight-line code’, which avoids program loops.
However, this requires about 100 times the number of
program steps, and therefore about 100 times the
memory capacity [®]. With the processing times given
in TableI1, the processors can be used for many appli-
cations in the fields for which they were originally devel-
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Fig.15. A PCB 5010 can be controlled from an external micropro-
cessor HOST in combination with an external data memory MEM.,
The example shown here relates to a terminal in a telecommunica-
tion system; the PCB5010 links the user U to the rest of the net-
work N.

oped: telecommunications (especially in telephony) ©*1,
audio and many kinds of speech-processing (such as
speech coding, voice recognition and speaker identifi-
cation).

serial X clock

cix cox cix  cox --bleix  cox
o—>|SIXEN SOXRQ|[—*|SIXEN SOXRQI— ---*|SIXEN SOXRG | —>©
0<—|SIXRQ SOXEN[+—SIXRQ SOXEN« --—SIXRG SOXEN <o
o—»DIX  DOX |—{DIX DOX [—--+{DIX DOX }—»o
PCB5010 PCB5010 PCB5010
o«—DOY DIY |[«—DOY DIy [«=--—poY DIy [«
0«—SOYRQ SIVEN (+—|SOYRG SIYEN [+ -- —| SOYRQ SIVEN [«—o
o—>| SOYEN STYRQG —*|SOYEN SIYRQ [—-~-»| SOYEN SIYRG [—>°
coy ¢y —’> coy Cly --tcoy cly

serial Y clock

Fig.16. Even greater versatility in processing can be obtained by
combining several PCB5010 chips. One method of combining the
chips is illustrated here.

[s1 K. Hellwig, K. Rinner, J. Schmid and P. Vary, Digitaler Sig-
nalprozessor fiir den Sprach- und Audiofrequenzbereich, PKI
Tech. Mitt. No. 1, 57-64, 1986, Philips Kommunikations In-
dustrie AG, Nuremberg, Germany.
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Table I1. Some benchmarks illustrating the signal-processing capac-
ity of the PCB5010/PCB 5011. The right-hand column gives the
time required for performing a number of frequently occurring
operations; in filtering operations this is the time required for calcu-
lating one sample of the output signal. Unless otherwise stated, all
the quantities (signal samples, coefficients) have the standard word
length of 16 bits.

Type of operation Processing time (ius)
Non-recursive filtering (per filter coefficient) 0.125
Non-recursive filtering (64 filter coefficients;

including input and output) 9.250
Recursive filtering (2nd-order section) 0.625
Recursive filtering (2nd-order section)* 1.875
Recursive filtering (2nd-order section;
including input and output)* 3.375
Complex multiplication 1
128-point FFT 927
128-point FFT (including window function
and input and output) 1100
256-point FFT 2112
256-point FFT (including window function
and input and output) 12300

* both signal samples and filter coefficients have double word length

Teamwork

The PCB 5010 is one of the results of the ‘SIGMAPT’
project. The team included staff from Philips Re-
search Laboratories (Eindhoven), Valvo (Hamburg)
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and TeKaDe (Nuremberg). Besides the author, F. J. A.
van Wijk and F.P.J.M. Welten also shared the re-
sponsibility for the development of the chip architec-

" ture. They received considerable support from the

system designers R.J. Sluijter, P. Vary and K.
Hellwig. Others who contributed were A. Delaruelle,
J.A. Huisken, J. Stoter, W. Gubbels, J. Schmid,
K. Rinner and J. Wittek (in the design), and K.J.E.
van Eerdewijk (in the testing).

Summary. Digital signal processors have gradually evolved away
from the older computer concepts to become a separate class of
large to very large digital integrated circuits. Modern versions have
the ‘Harvard architecture’, which is characterized by separate ar-
rangements for transfer and storage of data and control informa-
tion. This also applies to the PCB 5010, developed primarily for ap-
plications in telecommunications, audio and speech-processing.
The PCB 5010, fabricated in 1.5-pm CMOS technology, contains
135000 transistors on an area of 61 mm? and can execute eight mil-
lion instructions per second. Each instruction takes the form of a
40-bit ‘microcode’ word and specifies a maximum of six different
sub-operations that can be executed simultaneously. As a general
rule the data words have a length of 16 bits, but for some intermedi-
ate results 40 bits are available and if required, computations can be
carried out with greater precision. The PCB5010 has three data
memories (a 512 X 16-bit ROM and two 128 x 16-bit RAMs) and a
program memory (1024 X 16 bits, mostly ina ROM). Various items
of supporting software and hardware are available to facilitate the
application of the PCB 5010.
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1938 - THEN AND NOW 1988

Television cameras

In 1938 a transportable tele-
vision camera was definitely
something you did not see
every day. Nor would many
users ever have thought of
taking one on holiday (lower
photographs [*1). The pictures ;
it took were only mono- e ——
chrome, of course. The zoom
lens had not yet become a
standard accessory, and there
was still no simple way of re-
cording the pictures. Since the
number of picture lines had
not been standardized, the
camera shown offered the op-
tions of 405 or 567 picture
lines rather than the 525 or
625 used today.

In 1988 many inventions in
many fields have led to a very
handy unit for the ordinary consumer. This is the colour pictures with sound, of course. Some of the es-
‘camcorder’, in which the camera and the recorder are  sential functions like focusing, diaphragm control
combined. The very up-to-date VKR 6840 unit shown and setting the white balance have the option of
in the colour photograph only weighs 1.2 kg and manual or automatic operation. This camcorder has a
measures 24 cm X 15 cm X 11 cm. The camera takes zoom lens (zoom factor of 6) that can be operated by
a motor or manually. The built-in
video recorder (VHS-C system) gives
an hour’s ‘filming’ for each cas-
sette. Recorded material can be in-
spected at any time with the built-in
monochrome electronic viewfinder.
The camcorder connects directly to
a colour television receiver for play-
back in colour, or a cassette adapter
can be used with any of the 130 mil-
lion or more VHS recorders that
have now been produced world-
wide.

>4

*] From Philips Technical Review, Jan-
uary 1938.
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Technological aspects of advanced telecommunications

G. Lorenz
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The text below is an almost word-for-word account of the speech by Prof. G. Lorenz,
member of the Group Management Committee of N.V. Philips’ Gloeilampenfabrieken, at the
European Conference ‘Telecommunications: a European perspective’, held on 18th and 19th
June 1987 in the Kongresshalle in West Berlin. The speech is published by permission of the
Corporate External Affairs Department of Philips International B.V. We have added the

references and illustrations.

The speech gives an account of telecommunications today and looks ahead to future devel-
opments. We are sure it will interest our readers to learn how the management of our Com-
pany see these developments and how they think they should react to them from a European

standpoint.

Modern telecommunications is going through a de-
velopment phase that many people would describe as
revolutionary. Throughout the world companies and
research groups are working on these developments.
Changes in communication are leading to the well-
known convergence of communication and informa-

tion. We can also see that the users are increasingly-

demanding global services and that they need low-
cost, highly developed communication techniques
that form the links between the terminals or between
communication networks. Services intended for
speech will continue to dominate for a long time to
come, but even now the greatest growth area is to be
found in non-speech services. The rapid increase in
data communication will certainly continue. This year
data communication within our company has in-
creased by about 40%. Multimedia services intended
for the combination of speech, data, text, pictures —

Prof. Dr G." Lorenz is a member of the Group Management Com-
mittee of N.V. Philips’ Gloeilampenfabrieken.

either moving or stationary — are also being devel-
oped. In order that they can adapt to the needs of the
market for non-speech services, the networks should
have the option of flexible bandwidth, so that the
services they offer can be adapted fairly easily by
using different combinations. These developments in
telecommunications, which will be of most interest to
the business community, and will also be useful for
the general public, particularly the private user, can
only happen if the necessary technologies become a
reality and consensus is reached on the standardized
services and their coordinated introduction. We want
more competition in Europe — so as to release
dynamic forces. I think we would all endorse this, if
the larger market, the unified European market, be-
comes a reality. I believe that the policy of the Euro-
pean Community is going in this very direction. If we
only want to increase competition, without at the same
time creating larger markets, we in Europe would be
going in the wrong direction.
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Telecommunications is based on three basic tech-
nologies: microelectronics, optical technology and
software technology.

Everyone knows about the triumphal progress of
microelectronics [!1. Millions of electronic functions
can be combined on a silicon chip (fig. 1): speeds are
increased, dissipation reduced and the costs signifi-
cantly cut. These were the developments that made
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cess this stored information at any place and at any
time, and this is what we need for communication in
dialogue form. Finally, the third option is an abun-
dance of transmission capacity for all kinds of infor-
mation. Nor is this last development at an end, and
the basis of this unlimited transmission capacity is not
only microelectronics, but optical-fibre technology as
well.

d ' N ;ven By
iLip G
L3 VA =0
o Ru®, % 85,600
R 5600 A

88 THE NETHERLANDS

Fig. 1. Philips are producing increasing quantities of ‘Very-Large-Scale Integration’ circuits.
These large and complex microelectronic circuits are true systems on a single chip. They require
considerable technological capability and a great deal of ‘know-how’ relating to the applications
of the chips.

digitization 2!, integration and modern telecommuni-
cations into a reality. In the last 20 years the number
of electronic functions on a chip has increased by a
factor of 250 000 and the costs have fallen by a factor
of 40 000. I believe that this is a unique occurrence in
the history of industry. And these developments still
continue, as we all know. Technological develop-
ments have given us another option: the amount of
memory capacity. Today all kinds of information can
be stored in large quantities at decentralized locations
anywhere in the world. In principle, anyone can ac-

At present submicron technology is being devel-
oped throughout the world. We can assume that by
the end of the eighties chips with many millions of
transistor functions will be in mass production. By
1995 we — Philips, that is — expect to have structures
with smallest dimensions of the order of 0.3 microns.
This will be yet another step forward, which in turn

(1] J. C. van Vessem, From transistor to IC: a long road?, Philips
Tech. Rev. 42, 326-334, 1986.

(21 See for example Philips Tech. Rev. 42, 101-144, 1985, Digital
signal processing I, Background (special issue).

EINDHOVEN
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will offer a degree of integration of 100 million or more
transistor functions. Finally, we can assume that the
trend towards larger-scale integration will again be ac-
companied by a 10- to 100-fold reduction in the costs.
These costs relate to the electronic functions.

The effect on the development of telecommunica-
tions is enormous: memory circuits and microproces-
sors are becoming more important, new processor
families, in particular signal processors (], are being
developed and produced everywhere, and parallel
processing is the new buzz-word. Structures connec-
ted with Artificial Intelligence will gain in significance,
as will ASICs (Application-Specific Integrated Cir-
cuits). Standard logic circuits will become less impor-
tant, and so will customized circuits. We estimate that
by 1995, 45% of all microelectronic circuits will be
ASICs, and we expect that complete systems or sub-
systems will be integrated on a single chip. Systems-
on-silicon is the in phrase. The condition for this de-
velopment is not only that the technology should be
available, but also that design and software know-
how should be more effective, with the possibility of
manufacturing prototypes quickly. As a result, the or-
ganizational structure of semiconductor companies
will change. Until 1975 ICs were designed on the basis
of geometric components, such as transistors, re-
sistors, etc. Now design is based on structured compo-
nents, such as registers or central processors, ASICs
form the third stage, which is based on the concept of
functional designs. Here is an example: work is in
progress to enable a ‘silicon compiler’ for complex di-
gital filters to produce the IC layout at the production
centre from the filter equation alone. We are just star-
ting to use this technology. It is in principle ready for
use, the software is being improved and the develop-
ment people are gradually learning to use it. ASICs
will largely solve the problem of deciding between
customized ICs — generally expensive because the
quantities are small — and cheap standard circuits.
As I have said, we have not yet reached the limits of
silicon technology. We shall be there when we can in-
tegrate a billion (10°) electronic functions. Then we
shall have reached the physical limits of silicon tech-
nology. And this will happen in the foreseeable future.

The current digitization of telecommunications is
essentially based on the microelectronic components
available to us today. However, if we consider the fu-
ture requirements for telecommunications, especially
for broadband communication, we can see that we do
not yet have the necessary technological conditions
for making the circuits at economic cost. I have the
impression that the innovation process in telecommu-
nications is changing radically. Up till now microelec-
tronics has been the motive force behind the innova-
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tion process in telecommunications. But now we
know that to an increasing extent telecommunications
is the driving force behind the innovation process in
microelectronics, and that is a fundamental change. It
signifies a considerable responsibility for both resear-
chers and development people in telecommunications.

The telecommunications of the future will require
series-to-parallel converters, A/D and D/A conver-
ters, electro-optical converters, complex digital filters,
cheap encoders and decoders, SLICs (Subscriber Line
Interface Circuits), switches with fast clock rates. All
these are components that cannot be used in their pre-
sent form in computer technology. This is why I never
tire of explaining the new product requirements to our
IC producers, making clear to them that we need
communication circuits, not just microcontrollers for
memories and microprocessors. 140 megabits/second
is the requirement of the future. Everyone working in
this field knows what that means — clock rates of
1.2 GHz for time-multiplex switches. And for micro-
electronics this means gate propagation delays of 500
picoseconds. These requirements cannot yet be met
with the current technology (CMOS). Bipolar tech-
nologies are faster, but today they are suitable only
for small-scale integration, and gallium arsenide, as a
new material being worked upon, will certainly be the
basis of an important technology in the future, but
this technology has the disadvantage that it is very ex-
pensive. Gallium arsenide is a compound, not a
simple element like silicon, and it also does not seem
fundamentally suited to complementary logic.

You will see that I have my doubts about gallium
arsenide, True, its applications are still in their in-
fancy, but I do not believe that within the next ten
years it will compete with silicon on a broad basis: the
development and innovation potential of silicon tech-
nology is still much too great. Gallium arsenide will
certainly be used when very high speeds are required.
Another alternative on which work is being carried
out is the integration of bipolar transistors and CMOS
processors. This provides circuits fabricated partly in
bipolar technology where high speeds are required,
and partly in CMOS technology where high speeds are
unnecessary. These circuits are much better in terms
of power consumption and permit the possibility of
much larger-scale integration.

Future requirements for telecommunications will
also depend upon the system technology chosen for
broadband services. In this context I should mention
the asynchronous time-multiplex process, i.e. fast
packet switching. This technique has the advantage
that it is in principle service-independent and gives the
user the bandwidth he needs at a given time depending
on the nature and quality of the service required. I be-
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lieve that this development must be discussed in depth
with the microelectronics manufacturers. In our opin-
ion we must devote considerable attention to fast
packet switching.

Now something about the optical technologies.
Gallium arsenide will continue to be very important
for lasers. We are working on further integration to-
wards monolithic optoelectronic circuits based on
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Now I should like to say a few words about fibre-
optic communication *! (fig. 2). We have known for
a long time that light is eminently suitable for the
transmission of signals. The transmission of informa-
tion by light was first suggested at the end of the last
century. Only with the advent of the laser did it be-
come possible to propagate light in a protected envir-
onment — the optical fibre. The optical fibre turns out

Fig. 2. Three optical-fibre cables. The left-hand cable contains six groups of ten optical fibres. The
cable at the centre is a high-voltage cable intended for power distribution, with two optical-fibre
cables at the centre for communication purposes. The right-hand cable contains six separate opti-
cal fibres. The optical fibres themselves are extremely thin, but each can carry many millions of
bits per second.

substrates of new materials such as indium phosphide.
At present experimental waveguide circuits — optical-
waveguide circuits based on lithium niobate — are
being developed. AT&T have recently presented
studies of directly linked optical fibres - real ‘photon-
ics’ therefore — but enormous R & D investment will
be required before truly commercial ‘photon’ pro-
ducts such as switches, modulators, multiplexers and
possibly even ‘photon processors’ and ‘photon mem-
ories’ come on to the market. We can already see that
telecommunications will now bring forth photonics to
stand beside electronics.

to be an ideal transport medium. Today fibre-optic
cables can handle transmission rates of between 2 and
565 megabits/s. Distances of 35 kilometres can be
bridged without repeaters. Fibre-optic cable is more
economical than copper cable, with the result that the
costs of information transmission fall. Because of its
large bandwidth and insensitivity to external electro-

81 See pp. 1-14 of this issue: J. L. van Meerbergen, Developments
in integrated digital signal processors, and the PCB 5010.

41 'A.J.A. Nicia, An optical communication system with wave-
length-division multiplexing and minimized insertion losses,
1. System and coupling efficiency, Philips Tech. Rev. 42, 245-
261, 1986.
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magnetic fields, the optical fibre is more and more
being used in local-area networks (LANSs) (5!, The
LANs that we make and sell tend increasingly to be
~ fibre-optic networks. We are actively working on the
development of systems for 1.2 to 2.4 gigabits/s, and
these will appear on the market in about two years.
And there is a vast amount of research with coherent
systems as the objective. We are also working on com-
bining other optical functions such as modulation,
polarization, equalization and directional coupling in
integrated optics based on lithium niobate. In the fu-
ture we will probably also include indium phosphide
or gallium arsenide as the substrate in these projects.
The introduction of the optical fibre enabled costs to
be reduced, and this will continue. We are now work-
ing on optical fibres for wavelengths of between 2 and
3 microns and the same applies to the transmitters and
detectors.

The optical fibre is an innovation. The application
of optical fibres however is purely a process of substi-
tution: something is replaced, it works a little more
efficiently and is slightly less expensive. The real chal-
lenge for the optical fibre is to penetrate to the lower
level of the transmission hierarchy. If we have an in-
novation, we must not let it become purely a matter of
substitution. Such a substitution generally leads to
lower sales and production and therefore fewer jobs.
The important thing is that the creative application of
an innovation should create products and markets —
new services and equipment must come into being,
new products and new services must be introduced in
a creative way. The challenge for the optical-fibre
technology is to penetrate the lower level right
through to the private subscriber. We believe that
each home will have an optical-fibre connection with a
high transmission capacity[8). Today the cost factor
still plays a fundamental role. But it is not only the
cost factor, it is also the ideas factor, i.e. the answer
to the question of what we are going to do with the
optical-fibre option. Europe well understands the sig-
nificance of the modern telecommunications infra-
structure. The RACE programme is also aimed at the
general introduction of optical-fibre networks from
1995 onwards. This programme needs the accom-
panying technology: the evolution of fabrication tech-
nologies, components, optical elements and finally
process technologies, so that materials and equipment
can become economically available. We must be ready
for the transmission of moving pictures, probably of
high-definition quality, via these networks.

I would like to say something here about optical
memories, which are playing an ever-greater role.
This is connected with the fact that the new telecom-
munications networks will incorporate more and more
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intelligence, and new services will undoubtedly spring
up. Databases and media for information storage will
increase in importance and we think that the future
need for broadband communication will be strongly
influenced by the moving picture. If I may depart -
briefly from my main theme here: we talk a lot about
moving pictures and other new services and we soon
begin to wonder if there is a market for them, and if
we need all of this. Of course we do not approach this
problem with ordinary market research methods. In-
deed, this applies to every basic innovation — by its
very nature there never is a market for it at the start!
As a rule, market research makes predictions for the
future on the basis of existing markets. I can only say
from experience that it is extremely difficult to predict
how a basic innovation will fare in the market. I
started in microelectronics in 1966. In that year we
also wrote a scenario for 20 years ahead — 1986, and
I was considered a hopeless optimist. But even this
hopeless optimist’s estimate was a factor of ten too
low! This is why we must not give up just because there
is no obvious market. As entrepreneurs we must not
be faint-hearted. We must be bold enough to do in-
novative things. We must therefore tackle the new
telecommunications a little more boldly and not con-
cern ourselves too much with fundamental studies
about future developments. Entrepreneurial initiative
is stimulated by greater competition, of course, but it
is stimulated even more by large markets. To put it
another way: the unified European market is the real
issue, and it is more important than greater competi-
tion. So I would like to give a higher priority to the
European Community policy for the creation of a
unified European market than to the call for more-
competition in this market. However, I do admit that
they are both related.

Let me now return to optical storage media (fig. 3)
and mention the Compact Disc [7), a real success story
based on consumer electronics, not a professional ap-
plication. We have already achieved submicron tech-
nology with our small silver disc. The little pits have
structures smaller than one micron, so that millions of
units of information can be stored in one square milli-
metre. We have also brought out CD-ROM. CD-
ROM is used throughout the world for professional
applications and has a memory capacity of 550 mega-
bytes, which is equivalent to 1500 floppy disks or
200000 standard A4 pages. And CD-ROM will be in-
corporated in the overall concept for office and pro-
duction automation. We are bringing out a disc on
which the user himself can enter data and as a next
step we shall be bringing out a disc that can be re-
written many times. We have recently brought out
CD-VIDEO, the integration of sound, text and vision.
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An interactive Compact Disc (CD-1) is being pre-
pared. We also have Digital Optical Recording (DOR),
which enables large archiving systems!®! to store
500000 A4 pages or 25 000 pages in facsimile quality
on an LP-size disc, corresponding to a resolution of

Fig.3. This photograph shows various types of optical discs, all
products of pioneering research work at Philips. An optical video
disc is shown at the bottom of the photograph, and at the top a
Compact Disc, now most familiar in the version used as an audio
disc. At the centre there is an Optical Digital Data Disc, used for
data storage.

4 million pixels per A4 page. Users of these systems
work with many millions of A4 pages. They wish to
enter information, read it, transfer it, and ‘browse’
quickly through it, and they want decentralized oper-
ation. And they want to be able to connect to the pub-
lic network, too.

Now let me make a few more remarks about soft-
ware technology. On the hardware side we have a quite
astonishing costs trend that we do not find on the soft-
ware side. This is one of the reasons why software is
the problem today. We need better tools and methods
for software development. We need a significant im-
provement in software productivity. Software prod-
uctivity is increasing each year by about 10%: this is a
not unusual increase, but for the rapid development

ADVANCED TELECOMMUNICATIONS 21

process in telecommunications it is not enough.
Everyone knows that the software costs for the devel-
opment of telecommunications systems now account
for much more than 50% of the total costs. Work on
this is under way at the research laboratories. We are
examining methods based on formal specification
procedures and on new design techniques — and in
the context of ESPRIT and RACE [®! programmes,
too. We must intensify our efforts. In the research
laboratories work is in progress on object-oriented
programming and universal software, and finally ap-
plication-oriented languages are being developed. Ex-
pert systems will play an important role in the highly-
complicated field of test and diagnosis. It has to be
said that the software technology is lagging behind.
This is a very important point for the introduction of
broadband communication as well as the technologi-
cal aspects — the theme of this speech.

Another condition is the development of the mar-
ket. We must achieve a united European market and
we must also be bold enough to develop such markets,
for example in the field of telecommunications. An-
other condition is the innovative strength of those
offering services. They have a great responsibility. In-
novations such as digitization, ISDN (Integrated
Services Digital Network), microelectronics, optical
fibres, optical technologies must not be seen as pure
substitution processes. Modern telecommunications
must be seen as a creative, innovative process. There
must be a much closer cooperation between the user,
the manufacturer and the provider of services, and in
turn this must lead to new services being developed
and offered. There will be the odd failure. There is no
such thing as innovation without risk. We have tremen-
dous opportunities, but there are also risks. Exploita-
tion of the.innovative potential is what counts, not
merely substitution and rationalization. Compatibility
is another condition, like standardization.

I would like to mention a final condition — a change
in procurement policies. I think it is logical to say we
want innovation, we must be bolder, but that also
means we want larger markets, we want a unified

(51 y. R. Brandsma, PHILAN, a local-area network based on a
fibre-optic ring, Philips Tech. Rev. 43, 10-21, 1986.

(6] J. van der Heijden, DIVAC — an experimental optical-fibre
communications network, Philips Tech. Rev. 41, 253-259,
1983/84.

71 M. G. Carasso, J. B. H. Peek and J. P. Sinjou, The Compact
Disc Digital Audio system, Philips Tech. Rev. 40, 151-155,
1982.

8] L. Vriens and B. A. J. Jacobs, Digital optical recording with
tellurium alloys, Philips Tech. Rev. 41, 313-324, 1983/84;

J. A. de Vos, Megadoc, a modular system for electronic docu-
ment handling, Philips Tech. Rev. 39, 329-343, 1980.

191 ESPRIT: European Strategic Programme for Research and de-
velopment in Information Technology.

RACE: R&D in Advanced Communications technologies in
Europe.
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European market. If we want a unified European
market, we must be more consistent and demand a
change in the procurement policies of the large
European national governmental telecommunications
departments. We welcome the European Community
programme and recommendations for telecommuni-
cations.

To sum up: firstly, for us the basic technologies of
microelectronics and optics represent unlimited re-
sources for the future development of telecommuni-
cations. Electronic functions, memory capacity,

transmission capacity are available in almost unlim-
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ited quantities and inexpensively. The further devel-
opment of technology will also create the conditions
for broadband communication. Secondly, new tech-
nologies are being developed for integrated optics and
photon-based components. Thirdly, there is a soft-
ware bottleneck. New methods, increased productivi-
ty are required. Fourthly, the prerequisites for ad-
vanced telecommunications — apart from the tech-
nology, standardization, the development of new ser-
vices — are a unified European system, a unified
European market and changes in the national pro-
curement policies.
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Semiconductor laser for visible light

Lasers made of semiconductor materials are used as
light sources in fibre-optic communication systems,
laser printers and many kinds of optical recording sys-
tems, such as Compact Disc. In optical recording (!
the wavelength of the laser light is of very great signi-
ficance, since the maximum attainable information
density on the optical disc is inversely proportional to
the square of the wavelength. At present the laser
wavelength usually has a value of about 800 nm, which
is outside the visible-light range (400-700 nm). Recent-
ly Philips have made a semiconductor laser that oper-
ates at 650 nm. This laser was formed from a number
of single-crystal layers (consisting of compounds of
the chemical elements Al, Ga, In and P) with different
compositions and doping. The layers were applied suc-
cessively to a gallium-arsenide substrate by metal-or-
ganic vapour-phase epitaxy (MO-VPE) [2! The photo-

graph shows an operating laser without its protective
casing. The shiny copper cube (2 mm X 2 mm X 2mm)
acts as a heat sink; the actual laser (0.3 mm X 0.3 mm X
0.1 mm) is attached to the top of the front surface,
and can be identified by the connecting wire. Thislaser
can provide light pulses at a peak power of 100 mW or
more, and the limits of its performance have not yet
been reached. Because of its high available power it
can be used for writing data to optical discs as well as
read-out. The oscilloscope picture at the upper right
of the photograph shows that the spectrum of the
emitted radiation has only one significant line, at
650 nm.

11 See also G. E. Thomas, Future trends in optical recording,
Philips Tech. Rev. 44, No. 2, April 1988.

21 P M. Frijlink, J. P. André and M. Erman, Metal-organic
vapour-phase epitaxy of multilayer structures with I11-V semi-
conductors, Philips Tech. Rev. 43, 118-132, 1987.
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Improved adhesion of solid lubricating films
with ion-beam mixing

K. Kobs, H. Dimigen, H. Hiibsch and H. J. Tolle

The application of ion beams in semiconductor technology is widely known: the striking de-
velopments in the integrated-circuit industry would hardly have been possible without the pro-
gress in semiconductor doping achieved through ion implantation. In recent years there has
also been increasing interest in other preparative methods, since ion bombardment is not only
an excellent method of modifying the electrical properties of solids, but can also be used to
modify their optical, chemical and mechanical properties. Furthermore, when thin-film de-
position is combined with ion bombardment it is easy to produce novel surface alloys by ion-
beam mixing, and problems due to poor adhesion between substrate and film can be avoided.
At Philips GmbH Forschungslaboratorium Hamburg ion-beam mixing has been used to
improve the adhesion of MoS, lubricating films on steel to extend the useful life.

Introduction

A bombardment of a solid by a beam of energetic
jons results in an implantation of ions, with displace-
ments of atoms near the implanted ions. Ion implan-
tation has been widely used for many years in the
semiconductor technology for fabricating layers of
n-type and p-type material 11, In comparison with the
more conventional method of doping by thermal dif-
fusion it permits better control of the depth profile,
with reduced lateral doping, and almost any element
can be used as the doping material. These advantages
more than outweigh the need for annealing and for
equipment that is more complicated and expensive.

In recent years ion bombardment has been increas-
ingly used for modifying metallic surfaces [2). With
the wide variety of ion beams and experimental condi-
tions there are many ways of improving properties
such as hardness, wear resistance and corrosion resist-
ance. Ion bombardment can be performed at well-
defined low temperatures, with hardly any effect on
the manufacturing tolerances or the conditions for
machining the surface.

K. Kobs, Dr H. Dimigen, H. Hiibsch and H. J. Tolle are with
Philips GmbH Forschungslaboratorium Hamburg, Hamburg,
West Germany.

Three methods for modifying a surface with ion
beams are shown in fig. 1. In the first method there is
an implantation very like that used for semiconduc-
tors, but at a much higher dose, of the order of
10'7 cm2. This means that the concentration of the
implanted ions may reach 10 at.% or more, leading to
the formation of a surface alloy with a typical thick-
ness of 0.1 to 0.3 um, depending on the implantation
conditions (the ion energy in particular) and the target
material.

The other two methods in fig. 1 make use of the
‘mixing’ capacity of an ion beam. In both, a deposi-
tion of a thin film is followed by ion bombardment
to induce a kind of mixing of the atoms of the film
and the substrate. This may produce some kind of
surface mixture, or it may give a well-defined surface
alloy (fig. 1b). The advantage over direct implantation
(fig. 1a) is that the dose can be reduced by two orders
of magnitude, because of secondary collisions be-
tween the atoms that have been ‘knocked out’ of their
positions in the film or substrate. The experimental
conditions can usually be adjusted, especially for
somewhat thicker films, so that the mixing is re-
stricted to the interface region of the film and the sub-
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strate (fig. 1c). The adhesion of the film can be sub-
stantially improved in this way without affecting its
surface properties.

Various examples of improved adhesion of metal
films on substrates due to ion-beam mixing have been
reported recently [31. We have studied this method for
improving the adhesion of solid lubricating films of
MoS:x (x = 1.6 to 1.9) on steel [4]. In the last few years
there has been increasing interest in the application of
such films for reducing wear and friction. It has been
shown that sputtered MoSx films have excellent lubri-
cating properties in inert gas or in vacuum 51, With
films obtained under optimized sputtering conditions
the coefficient of friction can be as low as 0.02. Wider
application is still limited, however, by the short
‘sliding life’, which depends on the adhesion of the
film and the degree of cohesion between the crystal-
lites of MoS, [81,

In the ion-beam mixing of MoS; films the effect on
the film structure must also be taken into account, be-
cause of the high correlation with the friction. A film
that is amorphous after bombardment no longer has
lubricating characteristics, since the coefficient of fric-
tion will have increased to 0.4 71, It is therefore pru-
dent just to modify the interface region. This requires
careful optimization of the ion energy and dose for a
given film thickness.

In this article we shall first present some of the re-
sults of our tribological investigations, which demon-
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Fig. 1. Diagram showing three methods for ion-beam modification
of solids{2], g) Implantation of ions I into a substrate Sub, to pro-
duce a surface layer Sur of thickness 0.02 to 1 um with a charac-
teristic doping profile P. b) Mixing of the atoms of a thin deposited
film F (< 0.2 pm) and the substrate to give a surface layer Sur of
mixed composition. ¢) Formation of an interface layer Int of mixed
composition between a film of thickness 0.05 to 1 um and the sub-
strate — this is the subject of this article.
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strate the beneficial effect of ion-beam mixing on the
sliding life of MoSy films. Then we shall discuss
changes in the properties of the film due to the ion
beams, and we shall conclude by considering the
modification of the interface region.

Improving the sliding life

The equipment and the procedure for depositing
MoSx films on steel by r.f.-diode sputtering have been
described in an earlier article in this journal 1. The
sputtering was performed in the non-reactive mode
with an MoS;2 target and at an argon pressure of
2.6 Pa. The power density was S W/cm?, the residual
gas pressure in the vacuum chamber was less than
6x 10~* Pa and the temperature was less than 60 °C.
Before starting a deposition the steel substrate was
cleaned by ion etching to avoid any effects from sur-
face contamination on the adhesion of the film.

The ion bombardment was carried out in a Varian-
Extrion Model 200 implanter with a mass-separated
ion beam (Fraunhofer Institut fiir Festkérpertechno-
logie, Munich, and the Fraunhofer Arbeitsgruppe fiir
integrierte Schaltungen, Erlangen). The beam-current

(11 See for example W. K. Hofker and J. Politiek, Ion implanta-
tion in semiconductors, Philips Tech. Rev. 39, 1-14, 1980;
H. J. Ligthart and J. Politiek, An open 800-kV ion-implanta-
tion machine, Philips Tech. Rev. 43, 169-179, 1987.

(21 See for example G. K. Wolf, Die Anwendung von Ionenstrah-
len zur Verdnderung von Metalloberflichen, Metalloberfliche
40, 101-105, 1986.

81 A. E. Berkowitz, R. E. Benenson, R. L. Fleischer, L.
Wielunski and W. A. Lanford, Ion-beam-enhanced adhesion
of Au films on Si and SiO2, Nucl. Instrum. & Methods Phys.
Res. B7/8, 877-880, 1985;

J. E. E. Baglin and G. J. Clark, Ion beam bonding of thin
films, Nucl. Instrum. & Methods Phys. Res. B7/8, 881-885,
1985.

D. K. Sood, W. M. Skinner and J. S. Williams, Helium and
electron beam induced enhancement in adhesion of Al, Au and
Pt films on glass, Nucl. Instrum. & Methods Phys. Res. B7/8,
893-899, 1985;

R. A. Kant, B. D. Sartwell, I. L. Singer and R. G. Vardiman,
Adherent TiN films produced by ion beam enhanced deposi-
tion at room temperature, Nucl. Instrum. & Methods Phys.
Res. B7/8, 915-919, 1985.

41 K. Kobs, H. Dimigen, H. Hiibsch, H. J. Tolle, R. Leutenecker
and H. Ryssel, Improved tribological properties of sputtered
MoS; films by ion beam mixing, Appl. Phys. Lett. 49, 496-498,
1986.

is] M. N. Gardos, Quality control of sputtered MoS films, Lub.
Eng. 32, 463-475, 1976;

R. 1. Christy and H. R. Ludwig, R. F. sputtered MoS, param-
eter effects on wear life, Thin Solid Films 64, 223-229, 1979;

R. 1. Christy, Sputtered MoS. lubricant coating improve-
ments, Thin Solid Films 73, 299-307, 1980;

H. Dimigen, H. Hiibsch, P. Willich and K. Reichelt, Stoi-
chiometry and friction properties of sputtered MoS, layers,
Thin Solid Films 129, 79-91, 1985.

6] T. Spalvins, Frictional and morphological properties of
Au-MoS; films sputtered from a compact target, Thin Solid
Films 118, 375-384, 1984.

71 T. Spalvins, Tribological properties of sputtered MoS, films in
relation to film morphology, Thin Solid Films 73, 291-297,
1980.

81 H. Dimigen and H. Hiibsch, Applying low-friction wear-
resistant thin solid films by physical vapour deposition, Philips
Tech. Rev. 41, 186-197, 1983/84.
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density'was 5 pA/cm? and the maximum temperature
was 150 °C. The mixing experiments were performed
with beams of singly charged nitrogen ions (N*) or
doubly charged argon ions (Ar?*) at various energies
(50 to 400 keV) and ion doses (0.3 to 5x 1018 cm™?%).

The friction and wear of the films were determined
with a ball-on-disc tribometer with an oscillating steel
ball 191, The advantage of this method of testing is
that it gives an unambiguous indication of the final
failure of the film, which is signalled by a sudden in-
crease of more than an order of magnitude in the
coefficient of friction. The measurements were made
in a dry nitrogen atmosphere.with a relative humidity
of less than 0.5%. Each film life was measured five
times; the ball oscillated at a frequency of 7 Hz and
the standard sliding load was 5.1 N.

The effect of the.energy of theion beams on the slid-
ing life is shown in fig..2 for an MoS, film 0.47 pm
thick bombarded with nitrogen or argon ions at a
dose of 1x.10'® cm™%. No improvement is found at
the lower energies; the mixing with nitrogen ions at
50 keV or argon ions at 100 keV in fact gives a slight
reduction in the life. At high energies, however, there
is a considerable improvement in the sliding life. The
lives -of nitrogen-bombarded films and argon-bom-
barded films are nearly identical, if we bear in mind
that the nitrogen ions only require about half the
energy of the argon ions.

The observed dependence of the sliding life on the
energy of the ion beams indicates that the implanta-
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Fig. 2. Sliding life T of 0:47-um MoS; films sputtered on steel, be-
fore ion-beam mixing (x) and after mixing with nitrogen ions (e)
and argon ions go), as a function of their energy E. The dose
was 1x10'® cm™, and the lives were measured at a sliding load
of 5.1 N. Ipn-beam mixing at high energies gives an appreciable
improvement in the sliding life. The nitrogen ions require only
about half the energy of the argon ions for the same sliding life.
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Fig. 3. Life 7 at a sliding load of 5.1 N for MoS; films of thickness
d = 0.31 pm and 0.20 pm sputtered on steel, before ion-beam mix-
ing (x) and after mixing with nitrogen ions (dose 1 x 10'® cm™2) as
a function of their energy E(e). Even after ion-beam mixing at a
relatively low energy (50 keV) the sliding life is considerably im-
proved — by a factor of more than two for the 0.31-um film and by
a factor of almost seven for the 0.20-um film.
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Fig. 4. Effect of the dose D on the life T at a sliding load of 5.1 N for
MoS; films of thickness 0.43 pm sputtered on steel, after mixing
with nitrogen ions at 150 keV (e) and argon ions at 300 keV (0). In
both cases the highest values are obtained at a dose of 1x 10® cm™2.
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tion range of the ions is essential for the improvement
in life due to interface mixing. This is in agreement
with the results of life measurements for thinner films;
see fig. 3. With a 0.31-um film the life is found to
more than double after mixing with nitrogen ions of
energy only 50 keV. Under the same conditions the
life of a 0.20-pm film increased by nearly seven times.

The dose dependence of the sliding life is shown
in fig. 4. These results were obtained with 0.43-um
films bombarded with nitrogen ions at an energy of
150 keV and argon ions at an energy of 300 keV. The
maximum life was observed ata dose of 1 X 10'® cm™2,
but a very similar improvement was obtained at
3x 10 cm™2.

For practical applications it is very important to
know whether the improvement in the sliding life is
also found for higher loads. Fig. 5 shows the effect of
the load on the lives of three differently treated MoSx
films of thickness 0.29 um deposited on steel. As the
load was increased the life of the unbombarded film
fell rapidly to only a few minutes. On the other hand,
the sliding lives of films bombarded with nitrogen or
argon ions were only reduced relatively slightly on in-
creasing the load.

200min
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0 l \i ]
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Fig. 5. The sliding life T as a function of the applied load F for
MoS; films of thickness 0.29 um sputtered on steel, before ion-
beam mixing (x) and after mixing with nitrogen ions at 100 keV
(e) and argon ions at 250 keV (0) at a dose of 1x 10'® cm~2, At
high loads the sliding life of the unbombarded film is reduced to a
few minutes, whereas the bombarded films still have a long sliding
life.

1 H. Dimigen, K. Kobs, R. Leutenecker, H. Ryssel and P.
Eichinger, Wear resistance of nitrogen-implanted steels,
Mater. Sci. & Eng. 69, 181-190, 1985.

(101 J Chevallier, S. Olesen, G. Serénsen and B. Gupta, Enhance-
ment of sliding life of MOSz films deposited by combining
sputtering and high- energy jon 1mp1antat10n, Appl. Phys
Lett. 48, 876-877, 1986. -
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- It should be emphasized that ion-beam mixing does
not give any significant change in frictional behaviour
during the sliding life. In all the tribological exper-
iments it is found that the coefficient of friction is vir-
tually unaffected by the ion energy and the dose 4],

Change i in film properties

In seeking to explain the 1mprovement in sliding life
due to ion-beam mixing, we have used optical micros-
copy and profilometer measurements to study the
wear tracks made by the oscillating steel ball. These
investigations showed that there were considerable
differences in the appearance of the bombarded and
unbombarded films, which depended on the number
of cycles of the oscillating ball. Even after a single
cycle some of the material has been removed from the
surface of the unbombarded MoS; film. After ten
cycles most of the wear track and the surrounding re-
gion have been damaged, indicating flaking. This has
been confirmed by the profile measurements, which
showed that the profile was rectangular.

These effects were not observed for MoSy films
bombarded with nitrogen or argon ions at high ener-
gies. For a 0.36-um film bombarded with argon ions
at an energy of 400 keV and a dose of 1x10'® cm™2,
the first wear occurred after 1000 cycles with no
flaking of the film. This indicates a considerable im-
provement in the adhesion of the film to the substrate.
The wear track now has a typical ditch profile instead
of a rectangular one. These results confirm observa-
tions of improved adhesion of sputtered MoSy films
that had been ion-bombarded at a very low film thick-
ness before the spuftering had been completed [197,

Profilometer measurements of unbombarded and
bombarded areas on the same sample reveal a signif-
icant reduction in the film thickness for the bom-
barded areas. This reduction increases with the energy
of the incident ions; see fig. 6. The reduction in thick-
ness is not due to sputtering effects, as has been dem-
onstrated by electron-probe microanalysis. It is cor-
related with an increase in the film density of up to
40% and gives a greater cohesion between the MoSx
crystallites and an improvement in the effective film
thickness.

. A further indication of the eﬁect of these structural
changes is the increase in the reflectance ‘of sputtered
MoS; films due to ion-beam mixing. For example,
bombardment with argon ions at an energy of 400 keV
gives an increase in the reflectance from 15 to 55%,
probably because of the reorientation of the MoSx
platelets. It has been found that platelets with their
basal planes_lperpendicular to the plane of the film
reorient themselves parallel to the plane, giving an
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increased reflection (111, A partial recrystallization of
the MoS; film can also be induced by the ion bom-
bardment, as has been demonstrated for sputtered
WSz films 2], Investigations with scanning and
transmission electron microscopes are in progress
with the aim of clarifying the structural changes.
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Fig. 6. Thickness d of MoS, films sputtered on steel, before ion-
beam mixing ( x) and after mixing with nitrogen ions (e) and argon
ions (o) as a function of their energy E at a dose of 1 x 10'® cm™2.
A marked reduction in film thickness is observed for increasing ion
energy.

Modification of the interface region

A useful method for studying the modification of
the interface region between a film and its substrate is
secondary-ion mass spectrometry (SIMS) (131, In this
method an ion beam sputters ionized particles from
the surface to be investigated. The ions sputtered suc-
cessively are analysed by mass in a quadrupole field,
and the variation in composition with depth can then
be determined. Our SIMS experiments were per-
formed by using a beam of oxygen or argon ions at an
energy of 7 keV and a primary ion current of 0.5 pA,
using a scanned area of 0.5 mm X 0.5 mm. The result-
ing sputter rates were 1 pm/h for the MoSjy films and
0.3 um/h for the steel substrates.

Fig. 7 shows the SIMS depth profiles of molybde-
num, sulphur and iron for MoSx films on steel after
mixing with nitrogen ions at 50 and 200 keV. Mixing
with ions at 50 keV does not give any broadening of
the interface as compared with the unbombarded film.
A markedly broadened interface of about 80 nm is
detected after mixing at 200 keV, revealing a high cor-
relation with the observed increase in the sliding life.
The distance measured between the interface and the
surface has become much smaller as a result of the re-
duction in the film thickness described previously.

Fig. 8 shows the SIMS profiles for the same type of
film, but now after mixing with argon ions at 400 keV.
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Fig. 7. SIMS depth profiles of molybdenum, sulphur and iron for
MoS; films of thickness 0.47 um sputtered on steel, after mixing
with nitrogen ions at 50 and 200 keV, at a dose of 1 x 10'® ¢cm™2,
The number of secondary-ion counts per second (N) is plotted
against the depth d. After mixing at 50 keV some reduction in the
thickness of the film is observed, but the intensity changes at the
interface are fairly sharp. After mixing at 200 keV the reduction in
thickness is much larger and the intensity changes are more gradual.
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Fig. 8. SIMS depth profiles of molybdenum, sulphur and iron for
an MoS; film of thickness 0.47 um sputtered on steel, after mixing
with argon ions at 300 keV, at a dose of 1x10'® cm™2. The
broadening of the interface region is more significant than in the

samples of fig. 7.
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Fig.9. SIMS depth profiles of sulphur, iron and nitrogen for an
MoS;, film of thickness 0.43 um sputtered on steel, after mixing
with nitrogen ions at 150 keV, at a dose of 5 x 10'® cm™2, The inten-
sity changes for sulphur and iron are almost the same as in fig. 8.
The highest nitrogen intensity is observed at the interface.
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The broadening of the interface is more significant
than for the nitrogen-implanted films at the same
dose, because of the greater mixing effect of the argon
ions.

On increasing the dose of the nitrogen ions to
5% 10'® cm~2 almost the same profiles are obtained as
with the argon ions at a dose of 1x10'® cm™2; see
fig. 9. The nitrogen depth profile was also determined
for this sample. The maximum nitrogen concentration
was found to be located at the interface. This indicates
that the ion range corresponds well with the thickness
of the MoSy film.

111 T, Spalvins, Morphological and frictional behavior of sput-
tered MoS; films, Thin Solid Films 96, 17-24, 1982.

121 M., Hirano and S. Miyake, Sliding life enhancement of a WS,
sputtered film by ion beam mixing, Appl. Phys. Lett. 47, 683-
685, 1985.

18] See for example K. Wittmaack, Successful operation of a scan-
ning ion microscope with quadrupole mass filter, Rev. Sci. In-
strum. 47, 157-158, 1976;

H. W. Werner, Theoretlcal and experlmental aspects of sec-
ondary ion mass spectrometry, Vacuum 24, 493-504, 1974;
H. H. Brongersma, F. Meijer and H. W. Werner, Surface anal-
ysis, methods of studying the outer atomic layers of solids,
Philips Tech. Rev. 34, 357-369, 1974.
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In the work described here we cooperated closely
with R. Leutenecker of the Fraunhofer Institut fiir
Festkorpertechnologie, Munich, and with Prof. H.
Ryssel of the Fraunhofer Arbeitsgruppe fiir integrier-
te Schaltungen, Erlangen.

The tribological tests were performed by W.
Mohwinkel, and the electron-probe microanalyses
were made by Dr P. Willich and D. Obertop.

Some of the work was supported by the Ministry of
Research and Technology of the German Federal Re-
public, under Grants 03 T0002E6, 03 T 0002 A5 and
13N 5353 /0.

Summary. Ion-beam mixing of sputtered MoS; films on steel can
considerably lengthen their sliding life, especially at higher loads.
The best results are obtained with films of thickness 0.3 to 0.5 pm
bombarded with nitrogen ions at 150 to 200 keV or argon ions at
300 to 400 keV, with a dose of 1x10'® cm™2. The mixing has no
adverse effect on the frictional behaviour durmg the sliding life.

The improvement in the sliding life can be attributed to improved
adhesion of the MoS; films, as demonstrated by profile measure-
ments and secondary-ion mass spectrometry. An ion beam can also
introduce significant structural changes in a film, givinga notlceable
increase in the film density and the reflectance.
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J. L. van Meerbergen, Developments in integrated digital sig-
nal processors, and the PCB 5010,
Philips Tech. Rev.44,No. 1, 1-14,March 1988.

Digital signal processors have gradually evolved away from the older computer
concepts to become a separate class of large to very large digital integrated cir-
cuits. Modern versions have the ‘Harvard architecture’, which is characterized
by separate arrangements for transfer and storage of data and control infor-
mation. This also applies to the PCB 5010, developed primarily for applica-
tions in telecommunications, audio and speech-processing. The PCB 5010,
fabricated in 1.5-pm CMOS technology, contains 135000 transistors on an
area of 61 mm? and can execute eight million instructions per second. Each in-
struction takes the form of a 40-bit ‘microcode’ word and specifies a maximum
of six different sub-operations that can be executed simultaneously. As a gene-
ral rule the data words have a length of 16 bits, but for some intermediate re-
sults 40 bits are available and if required, computations can be carried out with
greater precision. The PCB 5010 has three data memories (a 512 x 16-bit ROM
and two 128 x 16-bit RAMs) and a program memory (1024 x 16 bits, mostly in
a ROM). Various items of supporting software and hardware are available to
facilitate the application of the PCB5010.

K. Kobs, H. Dimigen, H. Hiibsch and H. J. Tolle, Improved
adhesion of solid lubricating films with ion-beam mixing,
PhilipsTech.Rev.44,No.1,24-29,March1988.

Ion-beam mixing of sputtered MoS; films on steel can considerably lengthén
their sliding life, especially at higher loads. The best results are obtained with
films of thickness 0.3 to 0.5 pm bombarded with nitrogen ions at 150 to
200 keV or argon ions at 300 to 400 keV, with a dose of 1x 10 cm™2. The
mixing has no adverse effect on the frictional behaviour during the sliding life.
The improvement in the sliding life can be attributed to improved adhesion of
the MoS; films, as demonstrated by profile measurements and secondary-ion
mass spectrometry. An ion beam can also introduce significant structural
changes in a film, giving a noticeable increase in the film density and the reflec-
tance.

G. Lorenz, Technological aspects of advanced telecommunica-
tions, -
Philips Tech.Rev.44,No. 1,16-22,March 1988.

Word-for-word account of a speech at the European Conference ‘Telecommu-
:nications: a European perspective’ on 18th and 19th June 1987 in West Berlin.
The speaker comes to the following conclusions. Firstly, for us the basic tech-
nologies of microelectronics and optics represent unlimited resources for the
future development of telecommunications. Electronic functions, memory ca-
pacity, transmission capacity are available in almost unlimited quantities and
inexpensively. The further development of technology will also create the con-
ditions for broadband communication. Secondly, new technologies are being
developed for integrated optics and photon-based components. Thirdly, there
is a software bottleneck. New methods, increased productivity are required.
Fourthly, the prerequisites for advanced telecommunications — apart from the
technology, standardization, the development of new services — are a unified
European system, a unified European market and changes in the national pro-
curement policies.
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The 256-kbit SRAM: an important step on the way
to submicron IC technology

J.J.J. Bastiaens and W. C. H. Gubbels

At Philips Research Laboratories development work has recently been completed on a Static
Random-Access Memory (SRAM), a type of semiconductor memory, with a capacity of a
quarter of a million bits. This 256-kbit SRAM has details as small as 1.2 ym and contains near-
Iy two million transistors on a chip area of less than one square centimetre. The development
of the 256-kbit SRAM constitutes an important step in the development of the Mega memory,
which, with four times the capacity, will be a product of submicron IC technology.

Introduction

For some years now a race has been going on to
build digital semiconductor memories of ever-increas-
ing capacity. Philips have decided to take part in this
race. Evidence of this decision is to be seen in the buil-
dings of the submicron IC technology centre (],
which have been erected at the Philips Research Lab-
oratories site in Eindhoven; see fig. 1. The new build-
ings were officially opened in late 1986.

The objective is to develop and put into pilot pro-
duction high-capacity semiconductor memories of the
static-RAM type (Random-Access Memory). Cogent
commercial considerations aside, an important mo-
tive for embarking on this work was that semiconduc-
tor memories of this type can act as the ‘locomotive’,
to provide the motive power for submicron technol-
ogy, i.e. IC technology with details smaller than 1 pm.
These memories will play a major part in the learning
process that must lead to an acceptable yield in the
manufacture of various types of integrated circuits

Dr. J. J. J. Bastiaens and Ing. W. C. H. Gubbels are with Philips
Research Laboratories, Eindhoven. The results described in this
article relate not only to the work of the authors but also to the
work of other colleagues at these Laboratories.

with submicron details. Memory circuits also offer the
advantage of enabling faults to be traced and local-
ized very quickly: the address of a faulty cell gives a
direct indication of the physical location of the fault.
This greatly simplifies debugging procedures.
Successive generations of static RAMs — each cor-
responding to a quadrupling of the memory capacity
— have appeared on the market at intervals of about
three years. The total number of static RAMs sold has
shown a faster percentage increase than that of dy-
namic RAMs. A cell of a static RAM (SRAM) con-
sists of a flip-flop with four transistors, or two tran-
sistors and two resistors. Two additional transistors
are required for connection purposes. A cell of a dy-
namic RAM (DRAM) is formed by a capacitor with
one transistor. For the same level of technological
sophistication, about four times as many DRAM cells
as SRAM cells can be accommodated per unit chip
area. In terms of packing density a 256-kbit SRAM is
therefore comparable with a 1-Mbit DRAM.

11 W. G. Gelling and F. Valster, The new centre for submicron
IC technology, Philips Tech. Rev. 42, 266-273, 1986.
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A drawback of a DRAM is that, because of charge
leakage, the contents of the cells have to be period-
ically ‘refreshed’, which requires extra electronics on
or off the chip. SRAMs require no extra electronics.
Other advantages are that they are faster and draw
less current. We have to remember here that both
DRAMs and SRAMs are volatile memories, which
means that the stored information is lost if the supply
voltage fails.

The cells of the SRAMs dealt with in this article are
made in full CMOS technology (CMOS stands for
Complementary Metal-Oxide Semiconductor). This
means that the actual cell consists of pairs of two
types of field-effect transistor: NMOSTs and
PMOSTs. In an NMOST the transistor operation is
based on the formation of an n-type channel in p-type
silicon, in a PMOST it is based on the formation of a
p-type channel in n-type silicon. The cell consists of a
combination of two logic inverters, each with an
NMOST and a PMOST in series. In the steady state,
i.e. when the cell does not change its logic state, one
of the two transistors in each inverter is non-conduct-
ing. Current therefore only flows through the cell dur-
ing the short time while the cell is changing from one
logic state to the other. Consequently the current
drawn by an SRAM cell in CMOS technology is rela-
tively small.

The degree of ‘sophistication’ of the CMOS tech-
nology used can be characterized by the size of the
smallest detail contained in the circuit. This is usually
taken to be the length of the channel in the transis-
tors. The SRAM considered in this article and recently

developed at Philips Research Laboratories has a
channel length of 1.2 um. The capacity of this mem-
ory is 256 kbit (i.e. 256 x 1024 = 2'® — 262 144 bits)
and the chip area is 74 mm?; see fig. 2.

Fig. 3 shows how the dimension d of the smallest
details has evolved over the years [2!. There is always
a ‘phase lag’ of about two years between production
and development, and between development and re-
search. Separate curves have therefore been drawn for
production, development and research conditions; the
curves have been extrapolated to 1990. The red
‘point’ in the figure indicates the packing density of
the 256-kbit SRAM. The channel length in the SRAM
of the next generation, the ‘Mega memory’, will be
0.7 pm. The capacity of this memory is 1 Mbit (i.e.
1024 x 1024 = 22° — 1048 576 bits). The Mega mem-
ory will be available earlier than fig. 3 indicates: the
first silicon wafers have gone through all the proces-

sing steps in the research stage sucessfully.

The special feature of the 256-kbit SRAM, over and
above its fine detail and high capacity, is that it re-
quires so little current. Its active current (the current
required for reading and writing) is less than 15 mA
and the stand-by current is less than 1 pA. Another
feature is the low access time: 40 ns. The small active
current and access time are due to the use of a circuit
technique known as ‘dynamic double-word-line’ 31,
In our improved version of this technique less current
is required both for reading from a cell and for writ-
ing information into it.

As a provisional result of the development work on
the 256-kbit SRAM various types of 64-kbit SRAM,

Photo: Flying Camera

Fig. 1. The buildings of the centre for submicron IC technology at the Philips Research Labora-
tories site in Eindhoven were officially opened on 2nd December 1986 by H. R. H. Prince Claus of
the Netherlands, by symbolically ‘baking the first chip’.
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Fig.2. Photograph of the 256-kbit SRAM developed at Philips
Research Laboratories. Around the actual memory matrix with its
256 x 1024 = 262 144 cells are the electronic circuits for addressing
the cells and writing and reading the contents.

made with the same technology and circuit techniques,
will shortly go into pilot production. Since they have a
smaller chip area than the 256-kbit SRAM, these
memories will have a higher production yield. With a
quarter of the capacity, they will require less current
and their access time will be slightly lower. The cur-
rent is very much less than that of the 64-kbit SRAMs
now on the market, which are not made in full CMOS
technology but are built up from cells of two transis-
tors and two resistors.

In the rest of the article we shall take a closer look
at the CMOS technology on which the 256-kbit
SRAM is based. The principle on which information
is read from and written into a cell will then be ex-
plained. Finally, some of the difficulties encountered
in scaling down the dimensions of MOS transistors to
1 um or less will be discussed — and ways of over-
coming them will be indicated.

3um

Prod

S

0 | 1 L 1 J
1982 84 86 88 ‘90
Fig. 3. The dimension d of the smallest details in integrated circuits
through the years!?], for research (Res), development (Dev) and
production (Prod), extrapolated to 1990. The red ‘point’ refers to

the 256-kbit SRAM.
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The 256-kbit SRAM
The cell

A cell of the new 256-kbit SRAM consists of six
transistors: two NMOSTs and two PMOSTs for the
actual cell and two NMOSTs for the connections to
the bit lines. The bit lines are used for addressing the
columns of the memory, which is formed as a matrix
in the conventional way. The rows are addressed via
‘word lines’. The two logic inverters that constitute
the actual cell form a flip-flop with two stable states:
‘1’ and ‘0’ (see fig. 4a and b). T1 and T2 are NMOSTs,
and T3 and T4 are PMOSTs. Transistors 73 and T4
act as loads for 71 and 732 respectively.

When Vaa = 5 V and Vs = 0 V the logic state ‘1’
could typically be the state where the voltage at the
point Cs is high and the voltage at Cs is low. Since T
is an NMOST, it conducts when the voltage on the
gate is high, and is then ‘off ’ in state ‘1’. Since T3 is a
PMOST, it conducts when the gate voltage is low, and
it is therefore ‘on’. For 72 and Tj the opposite situa-
tion applies. In the logic state ‘0’ the voltage of point
Cs is low and that of Ce high. In the steady state
neither branch of the flip-flop conducts. The only cur-
rents are leakage currents.

Fig. 4c shows a micrograph, made with a Philips
scanning electron microscope, of a cell of the 256-kbit
SRAM in the stage of fabrication in which the first
layer of aluminium lines is applied. These include the
conductor lines for supplying power to the cell (they
are horizontal in the figure). The second layer of alu-
minium lines (vertical) contains the bit lines, which
are not visible in the micrograph. The cell is rectan-
gular with dimensions of 8 um x 25 um. Fig. 4d shows
the outline of the masks required in reaching the fab-
rication stage in fig. 4c. The NMOSTs 71 and T2 are
insulated from the PMOSTs T3 and T4 by a relatively
thick silicon-dioxide layer, referred to as field oxide
(FOX) in fig.4b. The field oxide is applied by the
LOCOS technique (local oxidation of silicon) 4],
which we shall deal with in more detail. The rectan-
gular shape of the cell permits efficient utilization of
the surface, especially since the row-selection line RS
(to be mentioned later) can be located over the field
oxide between the NMOSTs and PMOSTSs. So that

21 J. Burnett, Clean rooms for ULSI manufacturing: class | prac-
tice, Solid State Technol. 28, No. 9 (September), 121-123,
1985.

B T. Sakurai et al., A low power 46 ns 256kbit CMOS static
RAM with dynamic double word line, IEEE J. SC-19,
578-585, 1984.

4l J. A. Appels, H. Kalter and E. Kooi, Some problems of MOS
technology, Philips Tech. Rev. 31, 225-236, 1970;

B. B. M. Brandt, W. Steinmaier and A. J. Strachan, LOCMOS,
a new technology for complementary MOS circuits, Philips
Tech. Rev. 34, 19-23, 1974,

S. M. Sze (ed.), VLSI technology, McGraw-Hill, New York
1983.
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Fig. 4. A cell of the 256-kbit SRAM. g) The principle of the electronic circuit: two logic inverters
form a flip-flop. B bit line, B inverse bit line. W word line. T to Tg transistors. (73 and T, are
PMOSTS, the others are NMOSTSs.) Vaq and Vi high and low supply voltages. C; to Cg connec-
tion points, which can be found in (d). b) Schematic cross-section through the silicon wafer at the
location of the inverter formed by T3 and T4. FOX field oxide. n silicon with a surplus of free
electrons, n* silicon with a greater surplus of free electrons. p, p* silicon with a surplus and a
greater surplus of holes respectively. / length of a transistor channel. S source. D drain. G gate.
¢) Micrograph made with a Philips scanning electron microscope. The cell outlined is in the fabri-
cation stage in which the first layer of aluminium lines (here shown horizontal) for the power sup-
ply is produced. The vertical lines for the gates are of polycrystalline silicon. d) The masks re-
quired for reaching the fabrication stage in (c). The masks for the electrode diffusion regions are
shown hatched, those for the polysilicon lines are grey and those for the first layer of aluminium
lines are white. The black areas are aluminium contacts with diffusion regions. The areas sur-
rounded by a dotted line are polycrystalline silicon contacts with diffusion regions. Most of the
contacts are also shown in (). Some of the masks end at dashed lines because they run through to
neighbouring cells. RS row-selection line. The (vertical) bit lines are not shown.

Philips Tech. Rev. 44, No.2
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the layout of the cell on the silicon surface can be
compared with the actual electronic circuit, fig.4d
also shows the connection points from fig. 4a.

A cell consisting of two transistors and two resistors
to replace T3 and 74 in fig. 4a is an alternative to the
SRAM cell with two NMOSTs and two PMOSTs. The
advantage of this widely used alternative is that it
saves some space on the chip, since the resistors,
fabricated in polycrystalline silicon, are in a separate
layer above the two cell transistors and the two con-
necting transistors. A serious disadvantage, however,
is that in the steady state there is always a current
in one branch of the flip-flop, in spite of the high
resistance of these resistors. The dissipation of such
an SRAM with resistive loads is therefore always
higher than that of an SRAM made in full CMOS
technology.

Another disadvantage of an SRAM cell with resis-
tors is that there is a higher probability of ‘soft
errors’, which occur when a-particles strike a tran-
sistor channel. These particles may be of cosmic
origin, or may come from the packaging or from im-
purities in the aluminium connection lines. Such a cell
may also change state more easily when holes or elec-
trons are injected into the channel from the substrate
or when there is noise in the supply voltage of an in-
dividual cell. These effects are even more troublesome
in a cell of a dynamic RAM.

Another argument in favour of an SRAM cell with
two NMOSTs and two PMOSTs, i.e. in full CMOS
technology, should not be discounted: full CMOS
technology is much more compatible with the tech-
nology used for other ULSI logic circuits (ULSI
stands for ultra-large-scale integration) that will result
from the SRAM projects.

Writing to and reading from a cell

The integrated circuit contains a row-address de-
coder and a column-address decoder to find the cor-
rect cell in the memory matrix. The row-address de-
coder translates the row address and at the right mo-
ment it makes the word line W of the addressed row
‘high’. (The supply voltage of 5 V is applied to the
word line.) The transistors 75 and Ts in all the cells of

the row then ‘switch on’. The column-address de-}
coder translates the column address and makes a con-

nection to the bit line B and the inverse bit line B of
all the memory cells in the column addressed. When
information is to be written into a cell, B becomes
high and B becomes low for the logic state ‘I°.
For state ‘0’, B becomes low and B high. :
When information is to be read from a cell, Band B
of the appropriate column are both made high. If the
cell is in state ‘1°, then T is off and T2 on. If the word

256-kbit SRAM Y

line of the addressed cell becomes high, a current
starts to flow via B and Ts to the connection with the
voltage level Vss. The level of B then becomes lower
and that of B remains high. Similarly, if the cell is in
state ‘0’, B remains high and B becomes lower. One
of the two results is supplied via a differential ampli-
fier and a buffer to the output of the integrated circuit.

The 256-kbit SRAM is arranged as a memory with a
‘width’ of 8 bits. This means that there are in reality
not 2'® addresses but 2'®/8 = 32 768, each corre-
sponding to eight cells in which 8 bits (1 byte) can
simultaneously be written in parallel, or from which 8
bits can beread. Two spare rows and 32 spare columns
are added to.the memory matrix, which can be con-
nected in if any rows or columns contain faulty cells.
Rows or columns can be connected in or disconnected
by interrupting conductor lines with a focused laser
beam. The production yield can be increased in this
way.

The memory matrix proper consists of 256 rows
and 1024 columns. Because of the capacitance be-
tween a word line and the substrate, using 1024 cells
per word line would give too large a delay in addres-
sing and would therefore make the access time too
long. A large number of cells per word line also means
high dissipation, since the cells simultaneously ad-
dressed by a high word line start to take current via T1
or T2 and a bit line. The memory matrix is therefore
divided into 32 sections of 32 columns and 256 rows,
as shown in fig. 5. The number of cells to be addressed
by one word line is thus reduced to 32.

With the memory matrix divided into sections in
this way, the addressing of eight bits or one byte be-
comes a more complicated process than for addres-
sing one bit. The circuit contains 256 row-selection
lines RS (horizontal in fig. 5), which can address the
required row in a section. There are also 32 (vertical)
section-selection lines SS, for addressing the required
section. At the point where a high row-selection line
crosses a high section-selection line a word line W is
made high by a logic circuit LC, so that 32 cells in a
row of that section are addressed. The column-ad-
dress decoder selects 8 of these 32 cells. The 8 selected
cells are read or written in parallel. The procedure de-
scribed is known as the ‘double-word-line technique’.

The dissipation of the memory is kept low by en-
ergizing the appropriate word line for only 50 ns in
each write or read cycle. When a cell is read this
period of 50 ns does not start until an address changes.
This is called the ‘dynamic double-word-line tech-
nique’ 18], A special feature of the Philips 256-kbit
SRAM is that one of its options is a circuit that can
save current during the writing process as well. The

" saving is achieved by not starting the 50-ns period
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Fig. 5. The matrix of the 256-kbit SRAM consists of 256 rows and
1024 columns. The matrix is divided into 32 sections of 32 columns.
RS row-selection line. SS section-selection line. At each point where
a row-selection line crosses a section-selection line there is a logic
circuit LC that determines whether the word line W at that inter-
section should be made ‘high’ or not. There are therefore
32 %256 = 8192 of these logic circuits.

until a new byte is presented at the input. The circuit
can be set up during manufacture by interrupting a
line with a laser beam as mentioned above.

Problems in scaling down details
General

In the production of very large semiconductor
memories a batch of silicon wafers is subjected to
more than 200 consecutive steps in the process. The
total time required is a few months. The processing
includes 14 or more ‘masking steps’, in which a
photosensitive resist layer on the wafer is exposed. If
a ‘positive’ photoresist is used, the exposed areas are
subjected to a further processing step, such as etching
or ion implantation. If a ‘negative’ photoresist is
used, it is the unexposed areas that are subjected to
the next step in the process.

As chip areas tend to grow larger and the details in
the circuit tend to become smaller, it is very important
to control the amount of dust and particles during the
entire process. Fig. 6 shows how the permissible defect
density per masking step has diminished in recent
years 21, The defect density plotted here is the min-
imum required to achieve a 10% yield of working cir-
cuits per wafer. The figure of 0.05 faults per cm? per
masking step in 1990 means that an IC plant now
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being set up will in future have to allow no more than
140 particles of 0.2 pm diameter or larger to land on a
6-inch silicon wafer. This is an extremely difficult
specification for the cleanliness of the air, liquids and
gases used during manufacture. The process operators
will also have to wear specially designed protective
clothing. Mechanization will be used to reduce human
contact with the wafers to the minimum during the
fabrication process.

Fig. 7 shows a micrograph made with a Philips
scanning electron microscope of a cross-section of
part of a cell of the 256-kbit SRAM. Three of the four
interconnection layers can be seen. The first inter-
connection layer, n* and p* diffusions for the source
and drain electrodes of the transistors, is not visible in
the micrograph, but is shown schematically in fig. 4b.
The second interconnection layer, of polycrystalline
silicon and designated PS, contains the gate electrodes
and their connections; this layer can be seen clearly in
fig. 7. (Heavily doped polycrystalline silicon is a good
conductor.) The third interconnection layer, of alu-
minium and designated A4/, connects the cells to the
voltages Vaq and Vss; see fig. 4. The fourth layer, also
of aluminium and designated A/2, contains the bit
lines. The figure also shows a contact between layer
All and the first layer produced by diffusion. This
contact is used for applying a voltage to a transistor
electrode. It is produced by etching a hole in the insu-
lating silicon dioxide (light grey in the picture).

It is obvious that the relative alignment of the dif-
ferent layers must be highly accurate. Conductor lines
or contact holes connected to different voltages must
never be short-circuited. This means that the exposure
for each masking step for a wiring pattern must be
performed extremely accurately. The total permitted
deviation is equal, with a probability of 99.7%, to
three times the standard deviation g: of the sum of a
number of random errors: the random variations of
the width of a line, of an adjacent contact area and of
the positioning of the two masks. This is illustrated in
fig. 8, where the value of 3. is plotted as a function of
detail size. The graph is based on Philips design rules,
which presuppose the use of a wafer stepper for the
exposure of the wafers rather than a projector that il-
luminates the entire wafer in a single exposure.

For the future Mega memory — with details of
0.7 um — a value as low as 0.35 um is specified for
3g:. This calls not only for accurate linewidth control
of the processes but also for an extremely accurate
wafer stepper %], It seems likely that optical tech-
niques will give satisfactory results for submicron
technology until well into the nineties. After then it
will be necessary to change over to techniques using
X-rays, electrons or ions.
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Fig. 6. The permissible defect density F per masking step through
the years(2]

Fig. 7. Micrograph made with a Philips scanning electron micro-
scope of a cross-section of a cell of the 256-kbit SRAM. Three of
the four interconnection layers can be seen. PS polycrystalline sili-
con of the second layer. 4// aluminium of the third layer. A/2 alu-
minium of the fourth layer. The light-grey areas represent silicon
dioxide. SOG silicon dioxide applied to the spinning wafer (‘spin-
on glass’) to improve the uniformity of the wafer. This silicon
dioxide fills the opening left after a contact hole has been made.
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Fig. 8. The triple standard deviation 3o, as a function of detail
size d. The standard deviation o, relates to a number of random
faults that when taken together determine the error in the position
of a line in relation to an adjacent contact plane after two masking
steps.
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Contacts between interconnection layers

In fig. 7 three of the four interconnection layers are
visible, as well as a contact hole for a connection be-
tween layer A/l and a transistor electrode. The con-
tact hole is formed by etching an opening into the
SiOg, sputtering aluminium and etching away the sur-
plus aluminium after a masking step.

Filling the holes in the oxide with aluminium be-
comes more difficult as the holes become smaller. For
the 256-kbit SRAM the best method was to make the
walls of the holes slope slightly. This approach will
not be possible for later generations, such as the Mega
memory, because the contact holes are smaller.

As the details in the integrated circuit become smal-
ler, minute grooves in the SiO2 give more and more
trouble. Aluminium deposited in these grooves cannot
always be removed by etching, and may introduce
short-circuits between interconnection layers. One
answer is to ‘fill’ the grooves in the oxide with an ad-
ditional thin film of SiO2. This film can also reduce
surface unevenness, thus increasing the accuracy of
subsequent processing steps. The thin film of SiOz can
be produced by spinning the wafer and spraying it
with a colloidal orthosilicate solution, which is uni-
formly distributed over the surface by the spinning
motion. The orthosilicates react so as to leave a thin
film of SiO2 behind, after heating. This film is called
‘spin-on glass’, and is designated SOG in fig. 7.

We shall now look at a number of problems that are
of particular interest in scaling transistors down.

Shortening the transistor channel

In an NMOST (see fig. 4b) a potential difference of
say +5 V between drain and source produces a deple-
tion region at the drain. In this case a depletion region
is one in which the surplus of holes in the p-type mat-
erial has been removed by repulsion due to the positive
voltage. The depletion occurs whether a voltage is ap-
plied to the gate or not. If the length of the n-type
channel in the p-type material beneath the gate is re-
duced, the depletion region eventually touches the
source. The potential barrier that prevents electrons
from the source from penetrating into the p-type mat-
erial then breaks down. The consequence is that the
transistor conducts even when there is no voltage on
the gate. This current leakage is known as ‘punch-
through’.

As the packing density of the integrated circuit in-
creases, the shortening of the transistor channel

51 5. Wittekoek, Optical aspects of the Silicon Repeater, Philips
Tech. Rev. 41, 268-278, 1983/84;
J. Biesterbos, A. Bouwer, G. van Engelen, G. van de Looij
and J. van der Werf, A new lens for submicron lithography
and its consequences for wafer stepper design, Proc. SPIE 633,
34-43, 1986.
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means that this current leakage becomes increasingly
significant. In SRAMs of very large capacity the resul-
tant dissipation in all the transistors would cause
overheating.

The answer is to position each NMOST in an island
of increased boron doping. The higher hole concen-
tration in such an island reduces the depletion region
at the drain so that no contact is made with the
source. For the free electrons in PMOSTSs a similar
effect is achieved by increased phosphorus doping in
the n-type island for the transistor. Since the
NMOSTs and the PMOSTs are then in separate
islands, this modified CMOS technology is known as
‘twin-tub CMOS’. The new 256-kbit SRAM is made
in this technology, and it will also be used for the
future Mega memory.

Another way of tackling the problems outlined
above is to increase the threshold voltage, i.e. the gate
voltage at which the transistor just starts to conduct.
The threshold voltage of an NMOST can be increased
by implanting additional B* ions immediately beneath
the channel oxide, which is the oxide underneath the
gate.

Hot electrons

Fig. 9a shows that the field in the y-direction (the
lateral direction) can be as high as 300000 V ¢cm™!
near the drain of a short-channel transistor. Electrons
in the channel of an NMOST that have acquired high
energy from the lateral field (‘hot’ electrons) can gen-
erate electron-hole pairs in collisions with the outer-
shells of atoms. Some of the holes of the electron-hole
pairs leak away to the back of the wafer where they
cause a substrate current. Some of the electrons are
deflected towards the gate. When they tunnel through
the channel oxide, they generate a gate current. Since
holes are also trapped in the channel oxide, the hot-
electron effect causes a gradual change in the trans-
istor characteristic, and therefore a short life.

The strength of the lateral field can be reduced by
designing the NMOST as an LDD transistor (LDD
stands for lightly doped drain), see fig. 956!, On the
channel side of the source and drain an LDD tran-
sistor has regions with a phosphorus doping lower
than the arsenic doping of the actual electrode region.
The field-strength can therefore be almost halved. The
SiO:2 spacers on either side of the gate are used to
offset the n* regions. The lateral field-strength is high
because we have kept to the unofficially standardized
supply voltage of 5 V, in spite of the continual reduc-
tion in transistor dimensions. It is therefore not at all
certain that it will be possible to keep to a supply vol-
tage of 5 V for future integrated circuits in submicron
technology.
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Fig. 9. a) Lateral field-strength E, as a function of the coordinate y
for a short-channel transistor. Electrons can acquire a high energy
because of the high field-strength: these are ‘hot’ electrons. The ab-
breviations are explained in the caption to fig. 4. Ox channel oxide.
b) The use of LDD transistors (LDD stands for lightly-doped drain)
has the effect of almost halving the maximum of E,. n~ regions on
both sides of the channel oxide with a slightly lower concentration
of free electrons than in the source and drain. (The SiO3 spacers on
both sides of the gate are due to the modified technology employed.)
The curves in (@) and (b) are the results of computer simulations.

Narrowing the transistor channel

The ‘bird’s-beak’ effect is the main cause of prob-
lems arising from narrowing of the transistor channel.
We shall therefore first explain how this effect comes
about.

At the start of the IC fabrication process the field
oxide is formed (see fig. 4b) by the LOCOS technique

61 P.T.J. Biermans and T. Poorter, Key parameters in the design
of reliable submicron LDD devices, Proc. ESSDERC, Cam-
bridge 1986, pp. 183-184.

171 P. A. van der Plas, W. C. E. Snels, A. Stolmeijer, H. J. den
Blanken and R. de Werdt, Field isolation process for submi-
cron CMOS, Proc. Symp. on VLSI Technol., Karuizawa 1987,
pp- 19-20.
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mentioned above. In this technique regions with the
required dimensions are etched into a thin film of
SizN4 on the wafer, and the wafer is then subjected to
an oxidation process in which the nitride is used as an
oxidation shield. Diffusions are made later through
openings in the field oxide to form the sources and
drains. In the oxidation process the SiO2 grows into
the wafer by about the same amount as on the wafer,
so that the wafer remains comparatively flat. This is
an advantage because steps in the surface could later
cause line-width variations [®1.

To ensure good insulation of the individual transis-
tors, the field-oxide layer must be relatively thick. The
compound to form the oxygen for the oxidation
should therefore be able to diffuse easily through the
oxide. At the oxidation temperature the SiO2, which
has vitreous properties, deforms fairly easily whereas
the nitride does not. For this reason a thin oxide
stress-relieving layer, SRL, is applied before the appli-
cation of the nitride to reduce the surface stresses
during the oxidation; see fig. 0. Without this layer
crystal defects would form at the silicon surface.
However, since the compound to form the oxygen for
the oxidation diffuses easily through the oxide, a

Fig. 10. The ‘bird’s-beak’ effect. FOX field oxide. NL silicon-nitride
layer, which acts as a mask during the oxidation step. SRL stress-
relieving layer. CS channel stopper. The field oxide grows under-
neath the layer NL in the shape of a ‘bird’s beak’.

Fig. 11. Micrographs made with a Philips scanning electron microscope of a cross-section of a
transistor channel, on the left with a bird’s beak, on the right with a suppressed bird’s beak.
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‘wedge’ of field oxide grows under the nitride, forcing
it up slightly. This is known as the ‘bird’s-beak’ effect.

In fig. 10 another dopant layer, CS, is shown be-
neath the field oxide. This is a layer with extra doping
to increase the threshold voltage of the parasitic tran-
sistor formed between adjacent transistors via the
substrate. The extra-doped layer is called a ‘channel
stopper’.

The ‘bird’s beak’ reduces the effective width of the
transistor channel. With decreasing channel width the
channel stoppers come very close together and may
even overlap. Because of these effects the threshold
voltage, which does not depend on the channel width
for normal dimensions, becomes too high at extreme-
ly small channel widths. This gives rise to problems
when the packing density of the circuit is increased. It
is therefore necessary to suppress the bird’s-beak
effect as far as practicable.

The bird’s beak can be suppressed by using silicon
oxinitride, SiOxN,, instead of pure silicon dioxide for
the stress-relieving layer [71. Silicon oxinitride reduces
diffusion of the oxygen-supplying compound below
the nitride, though it has the minor disadvantage that
it deforms somewhat less easily.

It has been found that complete suppression of the
bird’s beak results in the formation of a groove at the
edge of the field oxide when the nitride layer and the
stress-relieving layer are etched away. The groove can
give problems in subsequent anisotropic etching steps.
However, a particular combination of x and y in
SiOxNy can be found that just stops short of groove
formation and only gives a small field-oxide wedge
that is not a problem. Fig. I1 shows a cross-section
through the silicon surface at the start of the fabrica-
tion process, with a full bird’s beak on the left and a
suppressed one on the right.
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Another way of reducing the threshold voltage, in
addition to suppressing the bird’s beak, is to use a
lower temperature for the oxidation. This minimizes
the diffusion of the channel stopper into the substrate.

10" 107ecm™

IQ

Fig. 12. a) Transistor (NMOST) incorporating various technologi-
cal refinements. These refinements were necessary to suppress un-
desirable effects due to scaling-down of the details. Si/ silicide. The
other abbreviations have been explained in the captions to previous
figures. b) Concentration cg of boron atoms as a function of the co-
ordinate x. ¢) Conventional transistor with ‘normal’ dimensions,
without all these refinements.
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Resistance of the electrodes

In a scaled-down transistor the diffused regions for
the source and drain are shallower. This means that
their resistance is higher. The same applies to the gate,
and the result is that the speed of the circuit is limited.
The electrodes in the Mega memory will therefore be
shunted by a layer of silicide, which has a very low re-
sistivity.

It will be clear from what we have said above that
the production of a transistor with a channel length
and width of about 1 um requires extremely accurate
control of the IC-fabrication processes. Fig.12a
shows a diagram of an NMOST incorporating all the
refinements mentioned in this article. Fig. 126 shows
the concentration of boron atoms in the p-type mat-
erial beneath the gate. The LDD transistor in fig. 12a
is less than half the size of the conventional transistor
of fig. 12¢ without all these extras.

Summary. The static random-access memory (SRAM) with a capac-
ity of 256 kbit, developed at Philips Research Laboratories, con-
tains details of 1.2 um. The cells in this memory, made in full
CMOS technology (complementary metal-oxide semiconductor),
consist of four transistors, plus two connecting transistors. The
current requirement and access time of the SRAM are both small,
because of the application of the ‘dynamic double-word-line tech-
nique’. Scaling down the details in an integrated circuit entails vari-
ous problems. Shortening the transistor channel causes the current
leakage known as ‘punch-through’ and premature failure of the
transistor due to ‘hot’ electrons. Narrowing the transistor channel
leads to difficulties because of the ‘bird’s-beak’ effect, which raises
the threshold voltage. These problems have been solved by adapt-
ing the technology, including the change to LDD transistors (LDD:
lightly doped drain). Other problems can arise from contacts be-
tween the interconnection layers and the resistance of the conductors.
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Plastics in vacuum cleaners

Phenolformaldehyde resin used to
be known as ‘Philite’ at Philips, since
Bakelite was a trademark at the time.
Invented in 1905 by Leo Hendrik
Baekeland, an American of Belgian
origin, it was one of the first plastics,
and Philips used it extensively for parts
like vacuum-cleaner components be-
cause of its ‘mechanical, aesthethic
and electrical properties’; see the photograph at the
upper left *). Philite is a ‘thermosetting resin’: the
material sets permanently in the mould as the result of
a chemical reaction and is only plastic when the
mould is filled.

Today almost all the plastic components for vacu-
um cleaners are made of thermoplastics: these soften
on heating, and are therefore easy to process. Nowa-
days there is a wide range of thermoplastics, so that
the designer has a much freer hand than his counter-
part in 1938. Only two colours of Philite were avail-
able, for example — black or brown. If the designer
wanted another colour, the component had to be
painted.

The photograph at the upper right shows the interi-
or of a Philips vacuum cleaner that recently went into

production. The plastic components have been partly
cut away. The dust bag fits into the large space on the
right. The air drawn in is filtered by the dust bag, and
the airstream passes through a second filter, the fan,
the motor and a silencer. This is a ‘reactive
silencer’ (**1: and is formed by the hollow spaces in
the top and bottom of the cleaner. The thick ring of
mineral wool around the motor and the sealed casing
of polypropylene — a thermoplastic — enclosing the
motor-fan assembly help to make the machine ex-
tremely quiet.

The photograph below shows the complete vacuum
cleaner. The combination of a smoothly rounded
outer wall, uniformly coloured throughout, with
complicated inner spaces can only be obtained with
modern thermoplastics. In 1938 no-one dared to
dream of such an elegant and
quiet vacuum cleaner with high
suction power, swivel-top house,
auto cord rewind, sturdy running
wheels, spring-loaded swivel
wheels, electronically controlled
air flow and a clear indication of
when the large paper dust bag is
full.

[*1 From: Philips Technical Review,
January 1938.

[**1 5. Crucq, Theory and practice of
noise control in equipment, Philips
Tech. Rev. 44, No. 4, Summer 1988.
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EXPERTISE: an expert system for infrared spectrum
| evaluation

T. Blaffert

There is no doubt that the most important aid for the modern researcher is the computer.
It will perform many tasks that people would find monotonous and time-consuming, and it
will do them better and faster. But the tasks that the computer can perform are generally the
routine ones. Thinking and reasoning still have to be done by people. Even ‘expert systems’,
which are intended to stand in for specialists in a particular field, are really only ‘tools’ that
are quick, convenient, and absolutely consistent.

Introduction

As once suggested in a previous issue of this jour-
nal (1, analytical chemistry is an important branch of
applied science, but perhaps not the strongest in imag-
inative appeal. It is often necessary, especially in or-
ganic chemistry, to characterize a wide variety of
compounds that often differ little from one another,
and analysis by conventional methods is a tedious and
lengthy process. However, now that physical methods
have become established in analytical chemistry and
data is produced and processed in digital form on the
computer, the problem can be tackled in a quicker
and more imaginative way. Computer programs
known as ‘expert systems’ can simplify and speed up
the work of the specialist, who will always have his
part to play.

In essence expert systems are programs that can ac-
cess a ‘knowledge base’ built up by specialists in a
particular field. They are being developed in various
branches of science, in industry and in the financial
world, but most of them are still only at the experi-

Dipl.-Phys. T. Blaffert is with Philips GmbH Forschungslabora-
torium Hamburg, Hamburg, West Germany.

mental stage. An expert system for chemical analysis
can identify unknown materials by comparing data
with similar data of known origin. To some extent it
can ‘reason’ like the specialist. The use of expert
systems makes the knowledge amassed by the special-
ists more readily available at any time or place.

One of the first expert systems for chemical analysis
was DENDRAL. This system has been under devel-
opment at Stanford University since the sixties[2].
DENDRAL makes use of results from mass spectrog-
raphy to track down the possible molecular structures
of compounds of known atoms. Other expert systems
followed that had similar objectives to DENDRAL,
but used spectrographic data of a different kind, such
as Magnetic Resonance or infrared spectra. The infra-
red spectra are very useful for identifying organic mol-
ecules, because they contain a large amount of infor-
mation and can be used as ‘fingerprints’. This article
will describe EXPERTISE, an EXPERT system for
Infrared Spectrum Evaluation. EXPERTISE ident-
ifies chemical compounds and structures from their
infrared spectra. -
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An infrared spectrum is obtained when a sample
absorbs radiation in the infrared part of the electro-
magnetic spectrum (with wave numbers between 4000
and 650 cm™'). The absorbed radiation causes a tran-
sition between two energy levels in a molecule. These
energy levels are associated with the vibrations of the
atoms in the molecule. It is clear that the vibrations
of the atoms in a molecule will be greatly affected by
the nature and position of the surrounding atoms, i.e.
by the structure of the molecule. This is why infrared
spectra can be used as ‘fingerprints’ for character-
izing organic substances or to throw some light on
their molecular structure. Fig. I shows the spectra of
toluene (CeHsCH3) and aniline (CeHsNH2). Similar-
ities in the structures of these compounds (the phenyl
groups: ©— = Ce¢Hs—) produce peaks at the same
positions, whereas differences (the NH2 and the CH3
groups) produce peaks at different positions.

One way of using an expert system to analyse an un-
known substance would be to compare its infrared
spectrum with as many spectra as possible. But since
there are more than seven million known organic com-
pounds, it is rather difficult to obtain an infrared spec-
trum for each of them, quite apart from the problems
of storing all this information in a knowledge base.
Another problem is that newly synthesized substances
will not be recognized. On the other hand an experi-
enced analytical chemist would realize that parts of the
spectrum were due to the presence of particular sub-
structures (functional groups) in the molecule. By com-
bining the pieces of information about the substruc-
tures he can eventually decide on the structure of the
molecule. If this aspect of the working methods of the
specialist can be incorporated into an expert system, it
will greatly add to the practical value of the system.

An expert system that will work in this way must
have several distinct phases in its program. The pro-
gram must be able to:
¢ subdivide known structural formulae into substruc-
tures, i.e. it must be able to break down the structural
formulae in the knowledge base into appropriate smal-
ler units,
¢ recognize spectral features characteristic of the sub-
structures it has generated,

e search for substructures by comparing parts of un-
known spectra with spectral features present in the
database,

e generate structural formulae from the substructures
it has recognized.

These were the requirements that led us to develop
EXPERTISE.

The operation of the system can be briefly explained
as follows. First of all, a number of compounds are
chosen as the nucleus for the knowledge base, and their
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Fig. 1. Infrared spectra (absorbance A plotted against wave num-
ber k) for toluene and aniline, compounds that both contain a
phenyl group. Similarities in the spectra — absorbance peaks at the
same wave number — are indicated by blue arrows. These peaks are
due to the absorbance by the phenyl group. Other peaks in the spec-
tra, indicated by red arrows, are due to absorbance by the CHj
group (in toluene) and the NHgy group (in aniline).

structural formulae, infrared spectra and formulae and
spectral features of substructures are all stored in the
knowledge base. When the content of the knowledge
base has reached a sizeable value, an infrared spectrum
of unknown origin can be applied to the system, as in-
put, to generate a structural formula from the recogni-
tion of substructures. The system can also search for
the complete structural formula without the user having
to divide up the spectrum into subspectra. This func-
tion of the system is a library search procedure and can
be used in the analysis of mixtures. We shall not con-
sider this aspect of the system further here!3). The
four other characteristics of the system — substruc-
ture generation, feature learning, substructure search
and structure generation — will be discussed in the
following sections. Before going into details of the
operation of the system let us first look-at a general
outline of the entire system and the relationships be-
tween its various component parts.

011 W, F. Knippenberg, Inorganic chemical analysis, Philips Tech.
Rev. 34, 298-304, 1974.

21 B, G. Buchanan and E. A. Feigenbaum, Dendral and meta-
dendral, Artif. Intell. 11, 5-24, 1978.

81 T Blaffert, Computer-assisted multicomponent spectral anal-
ysis with fuzzy data sets, Anal. Chim. Acta 161, 135-148, 1984.
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The design of the system

The central part of an expert system is the knowl-
edge base to which all operations have permanent ac-
cess. In all the systems the answer to the problem
stated is obtained by comparing unidentified data with
data of known origin. The comparison is made with
varying degrees of ingenuity in the different systems,
but in principle this comparison is the fundamental
operation in all of them.
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Fig. 2 shows a schematic representation of EXPER-
TISE. There are two possible inputs to the system: an
infrared spectrum of a sample of known chemical
composition and structure and an infrared spectrum
of an unidentified sample. Let us first consider what
the system does with the first kind of input. The infra-
red spectrum and the chemical structural formula are
stored in the spectrum library (/). The structural for-
mula is divided into substructures (2) and the charac-
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Fig. 2. A general outline of the EXPERTISE system. The central part of the figure represents the
knowledge base, which contains the information about chemical compounds (spectra and struc-
tural formulae) for complete molecules and parts of molecules (functional groups). The left-hand
half of the figure gives an impression of the operations performed in assembling the data for the
knowledge base, while the right-hand half illustrates the actual application of the system for the
identification of unknown compounds. The inputs to the system are infrared spectra. In assem-
bling the data for the knowledge base the structural formulae of the compounds must also be pro-
vided as input. The output of the system consists of one or more possible structural formulae for

the unknown compound.
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teristic features in the spectra of structures containing
these substructures are ‘learned’ (4,5). Both substruc-
ture and corresponding features are stored in the sub-
structure knowledge base (3,6). The spectrum library
and the substructure knowledge base form the database
of the system.

The second kind of input, a spectrum of an un-
known sample, is treated in a different way. First of
all, spectral features from the knowledge base are
used to determine which substructures are present in
the sample (7). The structural formula of the un-
known sample is then generated from these substruc-
tures (8). The result is stored in the knowledge base,
along with the input, the spectrum (9).

In the schematic representation of fig. 2 two differ-
ent routes can be seen. The first relates to the opera-
tions that are performed when the input consists of
the spectrum and the corresponding structural for-
mula, and is used for the acquisition of the knowl-
edge. The second route is taken when the knowledge
base is used for identifying unknown compounds.
These two main functions of the system will be dealt
with in the following sections.

Knowledge acquisition

To identify the spectral features associated with
the substructures, it is first of all necessary to sub-
divide the known structures into substructures. This
must be done in such a way that there is only a limited
number of ways of combining the substructures to
form a structure. The nature of the bond between
the different atoms must therefore be considered
as well.

The way in which a chemical structure is divided
into substructures is illustrated in fig. 3. The structural
formula of CH3sCH2NHz2, as shown in fig. 3a, con-
tains two kinds of symbols: circles for the atoms from
which the molecule is built up, and rectangles for the
bonds between the atoms. This representation is used
to define ‘superelements’ and ‘superbonds’: super-
bonds are defined as bonds that do not have a terminal
atom plus the attached elements and their bonds (indi-
cated by lower-case letters, @,b), superelements are
the parts of the structure that are linked by super-
bonds (indicated by capitals, 4,B). In terms of super-
bonds and superelements the structural formula of
CH3CH:2:NH: is A—a—B—-b—C (fig. 3¢). The super-
elements together with the superbonds are called
‘superatoms’. They are substructures of the type used
in EXPERTISE. The effect of neighbouring atoms on
the subspectra is taken into account by including the
superbonds in the substructure. This part of the pro-
gram is indicated by 7 in fig. 2.
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Fig. 3. Subdivision of a structure into substructures. a) The struc-
ture is represented schematically with the aid of two symbols.
Chemical elements are shown as circles, bonds between elements as
rectangles. b) Superbonds and superelements are derived from this
representation. Bonds with no terminal atom connected to them
form the centres of superbonds. These are defined as bonds plus the
attached atoms and their bonds (indicated by dashed lines and
lower-case letters). The central bonds separate the structure into
superelements (indicated by continuous lines and capital letters).
¢) A representation of the chemical structure in terms of super-
bonds and superelements is called a superstructure. d) The sub-
structures used in EXPERTISE are the superelements plus all the
attached superbonds, called superatoms. The features of the sub-
structures are ‘learned’ and will be recognized in an unknown spec-
trum.

The second step necessary for the construction of
the knowledge base is finding the spectral features as-
sociated with the substructures. A large number of
compounds that contain a particular substructure are
therefore selected. For example, to search for the
spectral features of the substructure C (NH32) of fig. 3,
the infrared spectra of a large number of compounds
that contain this group are used to search for similar
characteristics. These characteristics are then sep-
arated from the rest of the spectra and stored in the
knowledge base. We shall now look at the details of
this procedure.

The parameters by which we recognize a spectral
feature are the wave number and the intensity of an
absorption peak. These parameters are found to be
the most important characteristics for distinguishing
between the various spectral features. Spectral fea-
tures are therefore represented by points in the (wave
number)-(intensity) plane. Since the wave number and
the intensity both depend to some extent on the envi-
ronment of the substructure, the representation con-
sists of ‘intervals’ rather than single points. To deter-
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Fig. 4. Learning the characteristic features of a substructure. This
graph shows the absorbance plotted against the wave number for
all the peaks in the infrared spectra of a number of compounds that
all contain a phenyl group, and is used to determine the spectral
features of this phenyl group. The intervals that contain the peaks
of all the compounds are found, and the intervals with the smallest
areas are chosen. If an unknown infrared spectrum has peaks in
each of these intervals, then the phenyl group is clearly part of the
structure of the unknown substance.

mine the spectral characteristics of the phenyl group
we use a graph of the peak intensity as a function of
the wave number for a number of compounds that
contain phenyl groups. The intervals with the smallest
possible areas where peaks for all these substances oc-
cur now formthespectral characteristics. In fig. 4 these
are indicated by the shaded areas. The peaks not in-
cluded in these areas must be associated with other sub-
structures, and not with the phenyl groups. The inter-
vals, together with the substructure we are looking for,
the phenyl group, are stored in the knowledge base and
can be used later for identification. It can be seen from
fig. 4 that the intervals are narrow and high. This what
we would expect, of course, since the intensity is more
dependent than the wave number on properties of the
sample that are unrelated to the structure, such as the
quantity. This aspect of the system is indicated in fig. 2
by 11.

Application of the stored knowledge

In this section we shall consider the procedure fol-
lowed when the input to the system is an infrared spec-
trum of unknown origin (fig. 2). First of all the possible
substructures must be identified from these spectra and
then they must be combined to obtain the actual struc-
ture.

To identify the substructure we compare the wave
number and the intensity of the absorption peaks in the
spectrum of unknown origin with the spectral features
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of the substructures, i.e. the intervals in the (wave
number)-(intensity) plane, in the knowledge base. If all
the intervals that form a certain substructural feature
contain at least one peak, then we know that this sub-
structure is part of the unknown structure. This is a
very simple and straightforward rule. There is one pro-
blem, however. If, say as a result of temperature fluc-
tuations, the peak parameters of the unknown spec-
trum fall just outside the intervals that characterize a
substructure, this substructure may not be recognized.
This deficiency in the system can be corrected by assign-
ing a ‘membership function’ f to the intervals. This
function, which can have a value between 0 and 1, is
used to take account of the distance between the posi-
tion of the peak and the interval. Its value indicates the
extent to which the peak can be considered as part of
the interval; in other words it indicates the degree of
recognition of a substructure. If the peak is inside the
interval, the function has a value of 1. If the peak is
clearly outside the interval, the value is zero, and in the
intermediate positions its value decreases continuously
from 1 to 0. The boundaries of the interval are ‘fuzzy’.
This method is often used in computer science, and is
widely known as ‘fuzzy-set theory’.

In fig. 5 the value of the function f is shown for the
intervals of fig. 4, the spectral features of the phenyl
group. Peak P; is inside the interval, so the value of
the function is 1. Peak P2 is on the fuzzy boundary,
with a value of say 0.5. Every peak in the spectrum of
the unknown compound is examined to see if it comes
within an interval or belongs in some degree to the

500¢m

Fig.5. Schematic representation of the intervals of fig.4 with
‘fuzzy’ boundaries. The position of the intervals is plotted in the
(intensity)-(wave number) plane, and the value of the functionf is
plotted along the third axis. Its value is | inside the interval and
gradually decreases to zero outside the interval. Representations of
this type are used in searching for substructures. The boundaries of
the intervals are ‘fuzzified’ to prevent substructures from being re-
jected because of slight changes in the location of the peaks, e.g.
because of statistical variations. If peaks of an infrared spectrum
are found in all these intervals or on the fuzzy boundaries of the in-
tervals, the phenyl group is part of the structure.
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nearest interval. The system then collects the sub-
structures for which all the peaks of the input spec-
trum can be fully assigned to the corresponding inter-
vals, with the value 1 for the membership function. If
this set of substructures does not give a complete
structure (see below) or if the user would like alterna-
tive solutions, the system can define another set of
substructures. In this new set more of the peaks can
be assigned to intervals, because a membership value
below 1 but above a certain threshold value M; is
allowed. The previous set of substructures is included
in this new set, of course. Substructures found in this
way can be thought of as belonging to the structure to
a degree indicated by the threshold value of the func-
tion f. This is an extra parameter that has to be taken
into account in deriving the structure from the sub-
structures discovered. The process of reducing the
threshold value and defining the corresponding set of
substructures goes on till a complete structure can be
generated from this set or the user does not want any
more alternative solutions. This aspect of the system,
the recognition of substructures, is indicated by III
in fig. 2.

To complete the description of the system it is still
necessary to explain how a structural formula for the
unknown material is generated from the set of sub-
structures discovered. It is not immediately clear
whether all the substructures (with different threshold
values M) should be used in the process. The system
therefore generates a number of possible arrange-
ments for the total structure, if necessary. It also gives
an extra output that can be used for ranking in the
form of the minimum value M, for all the substruc-
tures used. The output of the system can therefore
contain more than one structure and it is left to the
chemist using the system to decide which is the most
likely structure. In reaching this decision the chemist
may find it helpful to take account of the threshold
values, and of course he may have access to extra in-
formation not in the system. Although the system
does not give a unique answer, it does have two great
advantages. First, the system does not overlook any
structures, and secondly, all the possible structures
are found fairly quickly (more quickly than the
chemist could find them). We shall now look more
closely at the process for generating the structure
from these sets of substructures (see IV in fig. 2).

Let us assume that we have the set of substructures
(superatoms in the terminology of the system);
A—-a—, —a—B—b—, —b—C,—d-C (see fig. 6). The
system sets to work in the following way. Superatoms
can be linked together by saturating their open super-

"bonds with the identical open superbonds of other’
superatoms. This linking can continue until there are-
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no more open superbonds in the superstructure thus
generated. The chemical structure is then obtained by
simply inserting the chemical substructural formula
for the superelement and the bond type for the super-
bond into the superstructure.

In the example of fig. 6 this is done in the following
way. The last superatom —d—C is deleted, since there
is no other superelement with the superbond —d— for
it to combine with. One of the remaining superatoms
is now chosen to start with, e.g. A—a—. This can be
combined with another superelement with the super-
bond —a. Two choices are possible here. The com-
bination A—a—A is not accepted because not all of
the superatoms in the list have been used. The other
possibility, 4A—a—B—b—, is not a complete structure
and can in turn be combined with —b—B—a— or
—b—C. The first possibility is not accepted because a
non-terminal superatom has been used twice. This
constraint is imposed to prevent the generation of
endless chains. In evaluating the results, the chemist
has to remember that in reality some substructures
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Fig. 6. Generation of the structure from the substructures found in
the substructure search (listed at the top). The last substructure on
the list is deleted since there is no other substructure with the same
bond. The substructures are combined and eventually the structure
A—a—B—b—Cis found. (See text for the rejection of other possibi-
lities.) The symbols that represent the superatoms and superbonds
are replaced by the structural formulae that they represent. The
output of the system consists of these chemical structures with the
corresponding values of M;.
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may occur more than once in the structure. The second
possibility results in a complete superstructure and is
considered to be the correct solution. The knowledge
base makes the substitution for the superbonds and
the superelements, giving CeHs — CHa — NH3. In this
case the output of the system consists of a complete
structure. In more complex situations, where deci-
sions like the ones above are not possible, the system
may offer more possible structures together with the
parameter M; mentioned earlier.

At present the system is still in an experimental
phase, but we are already able to quote a few initial
results that give an indication of its performance.
About 95% of the substructures are identified correct-
ly, but the system may offer some 10 to 20% more
substructures than are actually present. It is clear that
the analytical chemist still has an essential contribu-
tion to make here. Another feature of the system is
that it can distinguish between disubstituted benzene
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derivatives that differ only in the relative positions of
the functional groups (ortho-, meta- and para- posi-
tions). A complete evaluation of the system is not as
yet available, however.

Summary. Infrared spectra are exceptionally useful for providing
information about chemical structure. Analytical chemists who use
these spectra to identify the chemical structure of unknown or
newly synthesized compounds will find the EXPERTISE expert
system a great help. Besides identifying complete spectra by com-
paring them with the spectra in an extensive library, this system can
to some extent ‘reason’ as the chemist does. This is achieved by sub-
dividing the structures in the library into substructures, establishing
the spectral features related to these substructures, recognizing
these features in spectra of unidentified compounds and combining
the substructures to form a complete structure. The procedure for
identifying the substructures from the spectral features includes a
safety factor to prevent substructures from being excluded in error
because of statistical variations in the spectra. This is done with the
aid of fuzzy-set theory. The system may provide more than one re-
sult, in which case the chemist has to make the final decision. The
great advantage of such systems is that all the possible results are
found relatively quickly.
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Future trends in optical recording

G. E. Thomas

The text of the article below is largely taken from the invited paper that the author presented
at the International Symposium on Optical Memory 1987, held in Tokyo from the 16th to the
18th of September 1987. In this article he describes the most important trends that can be rec-
ognized today in the field of optical recording. Besides the well-known audio Compact Disc
(‘CD’), the LaserVision disc and the Digital Optical Recording (‘DOR’) disc for data storage,
there will be new applications in the future, especially if erasable optical recording becomes a

practical reality.

Introduction

It is undoubtedly only a coincidence that the sym-
posium for which this material was originally put to-
gether coincided with the fifteenth anniversary of the
first public demonstration of optical recording, in
September 1972 at Philips Research Laboratories in
Eindhoven. To resurrect a cliché, it will be clear to all
who have been involved in optical recording [!! that
the field has been characterized during its brief history
by turbulent and, at times, explosive growth. Indus-
trially, the field of optical recording is a curious mix-
ture of extremely successful consumer applications,
such as the video disc and — in particular — the Com-
pact Disc, and professional data-storage applications
in which the major breakthrough in the market is
avidly predicted but still awaited. The word ‘curious’
has been deliberately chosen here, since the two out-
standing advantages of optical disc recording — the
high storage capacity per unit area and the random-
access capabilities — which could be expected to en-
sure its breakthrough in the professional area, have
not yet led to that goal. On the other hand, these ad-
vantages have been quite successfully exploited in the
products for consumer entertainment. Against this
background, it is clear that it is very difficult to pre-
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motor

arm optical disc

Fig. 1. An optical recording system consists of three main compo-
nents: the optical disc, the arm and the motor. The information on
the optical disc is contained in microscopically small optical details
arranged on the disc in a spiral path, rather as in a conventional
audio disc. These details are ‘scanned’ by a beam of light, from a
semiconductor laser, which is reflected from the surface of the disc
on to a detector. The arm contains all the facilities necessary for the
light beam to follow the information track in the radial direction
and for focusing the beam on to exactly the right position. The mo-
tor must always rotate the disc at the correct speed; in most optical
recording systems this speed depends on the radial position of the
arm. The unit containing the optical components is usually referred
to as the ‘light pen’ of the system.

(11 G. Bouwhuis, J. Braat, A. Huijser, J. Pasman, G. van Ros-
malen and K. Schouhamer Immink, Principles of Optical Disc
Systems, Adam Hilger, Bristol 1985.
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Fig. 2. Schematic drawing showing the most important components
of the ‘light pen’ in an optical recording system. / semiconductor
laser. 2 half-silvered mirror. 3 collimator lens, which makes the
beam parallel. 4 objective lens for focusing the beam. 5 actuator,
which determines the position of the objective lens. 6 optical disc.
7 beam-splitter. 8 detector for the beam reflected from the disc. The
detector is in fact a multiple sensing device, and information about
focusing and positioning of the beam with respect to the optical
track on the disc is also obtained during the read-out. The varia-
tions in the light beam reflected from the disc can depend on various
physical principles: differences in level (‘pits’) in a reflecting layer
can give differences in intensity on reflection, differences in direc-
tion of magnetization of a recording film can affect the polarization
of the reflected light (‘magneto-optic recording’), or local differ-
ences in crystal structure can give differences in intensity on reflec-
tion (‘phase-change recording’).

dict future trends in optical recording. It is appropriate
at this symposium to let the perceived requirements of
sophisticated professional systems guide the predic-
tions. However, it may well turn out that future adap-
tations of optical recording in the consumer area will
provide much of the stimulus for new developments.
In particular, the demands placed on storage systems
for high-definition video signals are fairly stringent.
There will certainly be a need for increased storage
capacities and higher data-transfer rates.

As we look back on the brief history of optical re-
cording systems, we can distinguish a number of re-
search and development phases. The first phase was
obviously concerned with investigating and defining
the basic strategies to be followed in designing the
optics, servomechanisms, coding and modulation
methods, electronics and media for both analog (video)
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and digital (CD) read-only systems '*1~ [3] The fol-
lowing major surge in activity dealt with the develop-
ment of media that were suitable for recording 41~ (6]
and the associated investigation of higher-power laser
technology and modulation methods adapted to these
media. The current widespread efforts in the technol-
ogy of erasable recording (based on both magneto-
optics and amorphous/crystalline phase-change strat-
egies) represent the third major development phase in
optical recording (71 (87,

It is safe to predict that future developments will

mainly centre on improvement of the existing sys-

tems, both in terms of a significantly higher storage
density and of higher data rates. An improvement in
the total performance assumes an improvement in the
individual optical recording subsystems, from the
laser to the disc itself; see figs I and 2.

Coding

Fig. 3 summarizes the current state of affairs with
respect to storage density on optical media. In this
figure, the bit density (in Mbit/cm?) for a number of
current systems is plotted as a function of the spatial
optical cut-off frequency (f. = 2NA/A) for the optics
and wavelengths used. As can be seen from the cluster
of points in the lower left-hand corner, only one area
of this diagram has been exploited to any degree. It is
clear that the current situation is determined by the
availability of semiconductor lasers in the wavelength
range from 720 to 820 nm and by the relative ease of
mass-producing diffraction-limited optics with a nu-
merical aperture of 0.4 to 0.5. The spread in bit density
is a measure of the effectiveness of various modulation
methods in exploiting the characteristics of the optical
recording channel. It is also interesting to note that the
current CD system (21, in which pulse-length modula-
tion is used, has already attained a respectable data
density. If, in a hypothetical experiment, we go from
the analog frequency-modulation methods like those
used in video-disc systems (e.g. for PAL signals) to the
digital domain via a conversion with 8 bits per pixel, we
obtain a similar relatively high storage density. Both
systems exploit the high accuracy with which the lead-
ing or trailing edges (or both) of optical effects on a disc
can be located to encode the data stream.

Detailed investigations of the signal characteristics
of the optical recording channel have only been made
comparatively recently !®!. Such investigations require
sophisticated optical recorders and signal-processing
facilities. The channel capacity is ultimately limited by
noise. For the present, however, the capacity is mainly
limited by intersymbol interference and crosstalk. As
better quantitative measurement techniques become
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available, so that the properties of various media (repli-
cated, write-once and erasable) can be characterized in
more detail, it is becoming increasingly probable that
advanced coding and modulation strategies will lead to
an increase in the bit density. This could amount to a
factor of 4 to 5 with respect to the present situation.

An indication of some future trends is given in fig. 3.
Starting with the characteristics of the CD system, for
example, and assuming that noise is not the chief capac-
ity-limiting factor of the channel, then the achievable
bit density should increase with the square of the cut-
off frequency. A number of reference lines (dashed)
are shown for optics with a larger numerical aperture
and for shorter recording wavelengths (possibly ob-
tained by frequency doubling). The feasibility of the
various combinations will be discussed briefly below.

Finally, fig. 3 shows the bit density resulting from a
model calculation of the performance of the optical
recording channel, based on the assumption that
Gaussian white noise forms the ultimate limitation.
This ultimate performance (it is proportional to f.2/?)
is the theoretical limit for diffraction-limited optics.
As can be seen, a considerable gap exists with respect
to the current systems. It is unrealistic to presume that
this gap can ever be completely eliminated, since prac-
tical considerations such as manufacturing tolerances
and the like remain. Nevertheless, a combination of
tactics (i.e. improving the coding techniques in_combi-
nation with a higher f:) will undoubtedly offer pros-
pects of achieving recording densities that are higher
by at least an order of magnitude.

Lasers

The future trends in the development of semicon-
ductor lasers for optical recording are fairly easy to
predict. A subject of great importance at the moment
is the development of lasers in the wavelength range
around 800 nm with a high useful power output. The
term ‘useful’ here relates to the power in a beam of
sufficiently high quality for application in the light
pen of an optical recording system. The lifetime and
the feedback characteristics of these lasers!'®! are
also critical parameters. The trend is clearly towards
the use of higher powers for advanced write-once and
erasable materials. This is a natural consequence of
the general desire to attain higher data rates in optical
recording. Here, of course, developments in the field
of laser arrays (see fig. 4) in which each laser can be
independently modulated are eagerly awaited, since
the possibilities of achieving higher data rates through
the use of parallel recording are obvious.

A second hoped-for trend in lasers is the reduction
of the wavelength. This can be achieved by making
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Fig. 3.Storage density B as a function of the spatial optical cut-off
frequency f. = 2NA/4, where NA is the numerical aperture and A
is the wavelength of the light (in um). The points represent the cur-
rent state of the technology for a number of existing systems, such
as Compact Disc (CD), LaserVision (LV) and Digital Optical Re-
cording (DOR). The vertical dashed lines indicate f; for particular
combinations of NA and 4. The two sloping lines represent extrap-
olations, one based on the CD system, assuming a quadratic rela-
tion between f; and B, the other on a model calculation of the
noise-limited situation in which B is proportional to £.2/2,

(21 Special issue on the Compact Disc, Philips Tech. Rev. 40, 149-
180, 1982.

31 H. C. Haverkorn van Rijsewijk, P. E. J. Legierse and G. E.
Thomas, Manufacture of LaserVision video discs by a photo-
polymerization process, Philips Tech. Rev. 40, 287-297, 1982;
J. G. Kloosterboer, G. J. M. Lippits and H. C. Meinders,
Photopolymerizable lacquers for LaserVision video discs,
Philips Tech. Rev. 40, 298-309, 1982.

41 G. C. Kenney et al., An optical disk replaces 25 mag tapes,
IEEE Spectrum 16, No. 2 (February), 33-38, 1979;

K. Bulthuis et a/., Ten billion bits on a disk, IEEE Spectrum
16, No. 8 (August), 26-33, 1979;

L. Vriens and B. A. J. Jacobs, Digital optical recording with
tellurium alloys, Philips Tech. Rev. 41, 313-324, 1983/84.

81 D. J. Gravesteijn and J. van der Veen, Organic-dye films for
optical recording, Philips Tech. Rev. 41, 325-333, 1983/84.

{61 H. van Tongeren and M. Sens, Write-once phase-change re-
cording in GaSb, Topical Meeting on Optical Data Storage,
Technical Digest Series 1987, Vol. 10, (Optical Society of
America, Washington D.C., 1987), pp. 50-53;

D. J. Gravesteijn, H. M. van Tongeren, M. Sens, T. Bertens
and C. J. van der Poel, Phase-change optical data storage in
GaSb, Appl. Opt. 26, 4772-4776, 1987.

171 M. Hartmann, B. A. J. Jacobs and J. J. M. Braat, Erasable
magneto-optical recording, Philips Tech. Rev. 42, 37-47, 1985.

8] D. J. Gravesteijn, New material developments for write-once
and erasable phase-change optical recording, Topical Meeting
on Optical Data Storage, Technical Digest Series 1987, Vol. 10,
(Optical Society of America, Washington D.C., 1987), pp. 40-
43; also published in Appl. Opt. 27, 736-738, 1988.

191 C. M. J. van Uijen, Measured performance of modulation
strategies for digital optical recording media, Topical Meeting
on Optical Data Storage, Technical Digest Series 1987, Vol. 10,
(Optical Society of America, Washington D.C., 1987),
pp- 102-105.

(101 B, H. Verbeek, D. Lenstra and A. J. den Boef, Noise due to
optical feedback in semiconductor lasers, Philips Tech. Rev.
43, 292-302, 1987.
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use of new materials for semiconductor lasers (111,
Another way of doing this is to use the method of fre-
quency doubling briefly mentioned earlier. A large
world-wide effort is being devoted to frequency-
doubled laser systems in which second harmonics are
generated in nonlinear materials. The relative ease of
producing III-V laser-pumped Nd:YAG lasers, in
which frequency-doubling is applied to give a wave-
length of 530 nm, has stimulated the search for simi-
lar techniques for versions of the 800-nm semiconduc-
tor laser with direct-doubling and high power (at
400nm). In view of the power densities that this
would require from the III-V laser, it would be neces-

n-GaAs
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cal elements with a varying refractive index (‘gradient
index’) has emerged as a viable technology. These new
technologies have permitted the design and construc-
tion of light paths that are not only less expensive to
manufacture, but are also relatively simple and light
in weight. More recent developments in the area of
light paths incorporating beam splitters based on grat-
ing operation will strengthen this trend. Finally, there
are also the fascinating developments in integrated
planar light paths and the use of holographic focusing
techniques and optical-fibre technology. These are the
forerunners of optical components that can easily be
incorporated in high-performance actuators for use in
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Fig. 4. a) Cross-section through the layer structure in a double-heterojunction semiconductor
laser. On a substrate S of p-GaAs there are, in order, a current-isolating layer B, a confinement
layer Gp, an active layer 4, in which the laser operation takes place, a confinement layer G, and a
top layer T, to which contacts can be applied. The V groove etched into the current-isolating layer
ensures that the current injected into the structure in the y-direction is confined in the x-direction.
Dimensions and compositions of the various layers are indicated in the figure. The laser light is
generated in the grey region and propagates in the z-direction. The length of the layer structure in
the z-direction is much greater than the transverse dimension of the structure. ) A number of
such lasers placed next to one another form a laser array. If the spacing L is large, the lasers can
operate independently of one another, and at a spacing of say 150um they can in principle be
modulated independently, which is useful for parallel recording. If L is small (e.g. Sum), a
composite laser with an increased power is formed because of phase coupling.

sary to consider the application of phase-coupled
laser arrays (fig. 4). Success in this area would mean a
breakthrough in achievable storage densities, al-
though such a breakthrough would have to be accom-
panied by a great deal of development activity in re-
corder optics and on media that can be used in the
400-nm range.

Optics and actuators

The growth of optical recording into the mass mar-
ket in the consumer area has given an enormous stim-
ulus to the optical industry. It has led to the develop-
ment of various techniques for the mass production
of inexpensive, high-quality optics. These techniques
include the hybrid polymer-on-glass replication pro-
cess and the precision moulding of glass and plastics
for the production of aspheric collimator and object-
tive lenses [12]; see fig. 5. In addition, the use of opti-

systems in which the speed of rotation of the disc is in-
creased for high-data-rate applications and in which
the random-access facility is greatly improved.

Another challenge is that of the investigation of the
strengths and weaknesses of the various modern opti-
cal technologies when they are combined with the pre-
dicted trends noted earlier towards higher numerical
apertures and shorter laser wavelengths.

In the past the servo technology required for dynam-

“ic positioning to submicron accuracy has often been

called the Achilles heel of optical recording. But now
many authorities in this field agree that new servo
techniques being developed, new actuator con-
cepts [13] (see fig. 6) and new electronic possibilities
will allow this area to keep pace with developments in
the other subsystems. In other words, the control
systems for optical recorders should not form a bottle-
neck for foreseeable developments in high-perfor-
mance systems.
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Recording media

Of the developments in the various subsystems as-
sociated with optical-recording technology, those in
the recording media are the most diverse. Using the
obvious subdivision of replicated, write-once and
erasable discs, some general trends can be predicted.

Replicated media!®! will undoubtedly maintain
their current status as carriers of information in-
tended for large-scale distribution. In view of this, the

1Q
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c

Fig. 5. In optical recording an objective tens focuses the laser beam
on to the recording layer (/) on the ‘reverse’ side of the transparent
optical disc (2). If the consequences of the lens aberrations are to
be kept within acceptable limits, something other than a single
spherical lens must be used. @) One known solution is to use a num-
ber of lenses (3 to 6), as in the classical microscope objective. The
objective shown here has a numerical aperture of 0.45, and with its
mount it weighs about 1.5 grams. b) If an aspheric lens is used it is
possible to obtain an optically equivalent objective made in one piece
and weighing only 20 mg. A lens of this type can be made by the
‘polymer-on-glass’ replication technology. A thin layer of polymer
is applied to a spherical glass preform (7)1, The thickness of the
polymer coating (8) is not constant, but is varied in an accurately
predetermined way from 0 to 14um to produce a high-quality
aspheric lens. ¢) Photograph of an aspheric lens made in this way.
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Fig. 6. Like any other rigid body, an objective lens has six degrees
of freedom: three orthogonal translations and three rotations. In
the actuators now in use only two or three degrees of freedom are
normally employed (they are called 2D or 3D actuators). A recent
development has led to the 5D actuator shown here, in which the
objective lens ‘floats’ freely surrounded by six separate banana-
shaped coils that can control all five of the relevant degrees of free-
dom (rotation about the axis of symmetry of the lens is irrelevant).
The actual lens has a diameter of 3 mm, and is fixed in a permanent-
magnet ring with a diameter of 5.5 mm. It can be moved 2 mm in
the vertical direction and 1 mm in two perpendicular horizontal
directions. The complete actuator is mounted on an arm that can be
used to give larger displacements.

necessity to define widely accepted system standards
for this area will preclude unlimited diversification in
the types of replicated discs. The pattern of develop-
ment here will tend towards reduction of costs and
improvement in quality — where quality means fewer
inherent errors on the disc itself. The development of
simpler mastering techniques and cost-effective repli-
cation technologies for the production of limited series
of discs would improve market penetration in the
areas of CD-ROM and CD-Audio. The development
of new disc formats, which now range from 9 to 30cm
in diameter, will undoubtedly stabilize, since most ap-
plication areas would now seem to be covered.

The prediction of the future trends in write-once
media and systems is uncertain. Although there seems
to be a niche in the marketplace for truly permanent

11 See for example: Semiconductor laser for visible light, Philips
Tech. Rev. 44, 23, 1988.

(121 j Haisma, T. G. Gijsbers, J. J. M. Braat, W. Mesman, J. M.
Oomen and J. C. Wijn, Aspherics, Philips Tech. Rev. 41, 285-
303, 1983/84.

1131 G, E. van Rosmalen, A floating-lens actuator, paper TA7, Int.
Symp. on Optical Memory (ISOM ’87), Tokyo, Japan, Sept.
1987; also published in Jap. J. Appl. Phys. 26 (suppl. 26-4),
195-197, 1987.
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archival information storage — a type of storage for
which optical recording technology 4! offers unique
possibilities — the further development of this market
will become uncertain once erasable systems are wide-
ly available. Nevertheless, it should be mentioned that
the signal characteristics of a number of proposed
write-once systems — e.g. those using organic-dye

1

Philips Tech. Rev. 44, No. 2

materials [] and an amorphous-to-crystalline phase-
change !*1 — are so good that they rival replicated
discs in quality. Although in the past the properties of
some of the ‘ablative’ (hole-forming) write-once sys-
tems could deteriorate because of the inherent chemi-
cal instability of the materials, a number of the more
recently developed systems no longer suffer from
this problem, so that truly archival recordings can be
made (fig. 7).

The coming years will see the introduction of eras-
able optical-recording products (fig. 8). It is generally
conceded that magneto-optics [”! is in a very advanced
state of development and that this technology will
lead the way into the marketplace. This introduction
has become a possibility because of the development
in recent years of procedures for direct overwriting,
of simpler systems for polarization read-out of the
signals and of optical-disc technologies that circum-
vent the problems of the limited chemical stability of
the magneto-optical thin films. A great deal of work
world-wide is now being concentrated on assessing the
limits of magneto-optics in terms of signal character-
istics, compatibility with various special modulation
methods and useful lifetime.

In addition to magneto-optics, considerable pro-
gress has been made in the past year in the develop-
ment of recording systems in which writing and erasure
depend on a reversible amorphous/crystalline phase
change [81; fig. 8b. It is now clear that phase-change
recording is feasible — this technology is attractive
because of its relative simplicity and reasonable com-
patibility with the recording and read-out methods for
replicated and write-once discs — even though it is
not as mature a technology as magneto-optics. A
great deal of comparative assessment of the various
proposed phase-change systems still has to be done.
In some quarters, however, predictions are being
made that erasable phase-change systems will one day
match the signal quality of known advanced write-
once systems and thus become the choice for future
generations of high-performance optical recording.

<

Fig. 7. @) In ‘ablative’ write-once optical systems a ‘hole’ or ‘pit’ is
formed in a recording layer by local heating with a laser beam. This
photograph shows an example of digital optical recording in which
a tellurium alloy is used as the recording layer. b) Example of abla-
tive optical recording in which the recording layer is an organic dye.
The photograph relates to analog optical recording, e.g. of video
information. ¢) A modern alternative to ablative methods is based
on the difference in optical properties between the amorphous and
crystalline states of a material such as gallium antimonide. In this
method a short pulse from a ‘write’ laser forms small domains with
a crystalline structure in an amorphous layer. The result is extremely
stable, both chemically and physically. It will therefore have a long
life and be very suitable for archival recording. In the example of
digital recording shown here the individual crystalline domains are
so close together that they overlap. (In this figure and the next one
the spacing between adjacent tracks is always about 1.6 um.)
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Fig. 8. @) Magneto-optic effects can be used for erasable optical recording. A magnetic recording
layer is initially magnetized perpendicular to the surface; a laser can then be used in conjunction
with a constant external magnetic field to reverse the direction of magnetization locally. Read-out
depends on the rotation of the plane of polarization of incident laser light. The information can
be erased by irradiating with a laser beam in the presence of a constant external magnetic field,
but now with the same direction as the original magnetization. b) A more recent development is
erasable optical recording based on a reversible amorphous/crystalline phase change. Here the re-
cording layer is of gallium antimonide or indium antimonide, doped with other elements. Initially
the recording layer is in the crystalline state, and small amorphous domains can be created in it by
heating rapidly with a laser beam to just above the melting point (the three ‘black’ areas in the up-
per right-hand corner of the photograph are amorphous domains). These have different reflection
properties from the surrounding crystalline material. The crystalline structure can be restored by
heating again with a laser beam to just below the melting point: this erases the stored information.
Many erased domains can be identified in the photograph; their reflection properties are again the
same as for the surrounding material.

As the demands for extremely high storage densities
increase, the search for new optical recording systems
that meet the requirements will continue. In addition
to the developments mentioned above — which we
can assess reasonably well in the light of the knowl-
edge we now have — entirely new methods will un-
doubtedly emerge. It is almost certain that older ideas
such as multilevel recording will be reinvestigated.
New techniques such as ‘spectral hole burning’, in
which the optical properties of a recording layer are
modified wavelength-selectively and the bit density
can increase by several orders of magnitude, offer ex-
citing prospects. In this short summary the emphasis

has been on the evolution of current systems to higher-
performance systems. But in a field as young as opti-
cal recording we should not discount the probability
of a revolution leading to entirely new possibilities.

Summary. The relatively short history of optical recording can be
divided into a number of periods. First there is the development of
the basic read-only systems that are intended for playing replicated
discs, then come the systems and media that can also be used for re-
cording, and finally there is the appearance of erasable optical re-
cording. The future challenge will be to develop systems with higher
densities and higher data rates. This article looks at the resultant
consequences for the subsystems of optical recording — from laser
to disc.
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J. J. J. Bastiaens and W. C. H. Gubbels, The 256-kbit SRAM:
an important step on the way to submicron IC technology,
Philips Tech. Rev. 44, No.2,33-42, April 1988.

The static random-access memory (SRAM) with a capacity of 256 kbit, devel-
oped at Philips Research Laboratories, contains details of 1.2 pm. The cells in
this memory, made in full CMOS technology (complementary metal-oxide
semiconductor), consist of four transistors, plus two connecting transistors.
The current requirement and access time of the SRAM are both small, because
of the application of the ‘dynamic double-word-line technique’. Scaling down
the details in an integrated circuit entails various problems. Shortening the
transistor channel causes the current leakage known as ‘punch-through’ and
premature failure of the transistor due to ‘hot’ electrons. Narrowing the tran-
sistor channel leads to difficulties because of the ‘bird’s-beak’ effect, which
raises the threshold voltage. These problems have been solved by adapting the
technology, including the change to LDD transistors (LDD: lightly doped
drain). Other problems can arise from contacts between the interconnectio

layers and the resistance of the conductors. ’

G. E. Thomas, Future trends in optical recording,
Philips Tech. Rev. 44, No.2,51-57, April 1988.

The relatively short history of optical recording can be divided into a number
of periods. First there is the development of the basic read-only systems that
are intended for playing replicated discs, then come the systems and media that
can also be used for recording, and finally there is the appearance of erasable
optical recording. The future challenge will be to develop systems with higher
densities and higher data rates. This article looks at the resultant consequences
for the subsystems of optical recording — from laser to disc.

T. Blaffert, EXPERTISE: an expert system for infrared spec-
trum evaluation, .
Philips Tech. Rev. 44, No.2,44-50, April 1988.

Infrared spectra are exceptionally useful for providing information about

chemical structure. Analytical chemists who use these spectra to identify the
chemical structure of unknown or newly synthesized compounds will find the
EXPERTISE expert system a great help. Besides identifying complete spectra
by comparing them with the spectra in an extensive library, this system can to

some extent ‘reason’ as the chemist does. This is achieved by subdividing the

structures in the library into substructures, establishing the spectral features re-
lated to these substructures, recognizing these features in spectra of unidenti-
fied compounds and combining the substructures to form a complete structure.
The procedure for identifying the substructures from the spectral features in-
cludes a safety factor to prevent substructures from being excluded in error be-
cause of statistical variations in the spectra. This is done with the aid of fuzzy-
set theory. The system may provide more than one result, in which case the
chemist has to make the final decision. The great advantage of such systems is
that all the possible results are found relatively quickly.
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Wet-chemical etching of III-V semiconductors

.

J. J. Kelly, J. E. A. M. van den Meerakker, P. H. L. Notten
and R. P. Tijburg

In recent years the electronics industry has shown growing interest in semiconductors consist-
ing of elements from groups III and V of the Periodic Table. This is largely because multilayer
structures of such semiconductors have interesting applications. A well-known example is the
semiconductor laser in the Compact Disc player, an important product for consumer elec-
tronics. Device structures with the required patterns can be obtained by dissolving parts of the
semiconductor materials by a wet-chemical etching technique. Until recently wet etching was a
relatively empirical process. An extensive study at Philips Research Laboratories in Eind-
hoven has provided a much better understanding of the etching behaviour of III-V
semiconductors. One result is that the methods and etchants used in present applications can
now be optimized more effectively and appropriate etchants can be developed for new applica-

tions.

Introduction

For many years the most widely used basic material
in the semiconductor industry has been silicon. Since
the seventies, however, we have seen the growing
emergence of III-V semiconductors such as GaP,
GaAs and InP for applications including light-emit-
ting diodes, microwave field-effect transistors ] and
semiconductor lasers (2], For these applications multi-
layer structures of different III-V semiconductors are
. used, which are grown epitaxially on a III-V sub-
strate. A well-known combination is that of GaAs
and Al,Ga,_,As in lasers with an emission wavelength
of about 0.8 um for Compact Disc players and digital
optical recording [3]. Another well-known combina-
tion is that of InP and In,Ga,_,As,P;_, in lasers
emitting at wavelengths of 1.30 and 1.55 um for fibre-
optic communications 4.

Multilayer structures are made with extremely ac-
curate patterns to give them the required characteris-
tics. Besides the mastery of the technique of producing

Prof. Dr J. J. Kelly, Professor of Applied Electrochemistry at the
State University of Utrecht, was until recently with Philips Re-
search Laboratories, Eindhoven; J. E. A. M. van den Meerakker,
P. H. L. Notten and R. P. Tijburg are with Philips Research Lab-
oratories.

different III-V semiconductors by epitaxial growth,
this also requires an accurate etching technique for
removing material at the right places. This is usually
done by wet-chemical etching, although dry etching
methods like plasma etching are occasionally used.
III-V semiconductors can be etched to the required
shapes by wet-chemical methods because the mat-
erials are generally perfect single crystals and the etch
rate depends on the crystal orientation. The structure
may often consist of a combination of materials

(11 p, Baudet, M. Binet and D. Boccon-Gibod, Low-noise micro-
wave GaAs field-effect transistor, Philips Tech. Rev. 39, 269-
276, 1980.

21 G. A. Acket, J. J. Daniele, W. Nijman, R. P. Tijburg and
P. J. de Waard, Semiconductor lasers for optical communica-
tion, Philips Tech. Rev. 36, 190-200, 1976;

J. C. J. Finck, H. J. M. van der Laak and J. T. Schrama,
A semiconductor laser for information read-out, Philips Tech.
Rev. 39, 37-47, 1980.

[381  Special issue ‘Compact Disc Digital Audio’, Philips Tech. Rev.
40, 149-180, 1982;

K. Bulthuis, M. G. Carasso, J. P. J. Heemskerk, P. J. Kivits,
W. J. Kleuters and P. Zalm, Ten billion bits on a disk, IEEE
Spectrum 16, No. 8 (August), 26-33, 1979.

11 G. A. Acket, Halfgeleiderlasers voor optische communicatie,
Ned. T. Natuurk. B 51, 13, 1985;

G. A. Acket and W. Nijman, Recente ontwikkelingen op het
gebied van halfgeleiders, Ned. T. Natuurk. A 53, 22-24, 1987.
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which, though chemically closely related, are still suf-
ficiently different for a suitable etchant to give a com-
pletely different etching behaviour.

In the investigation described in this article we
made an extensive study of the etching behaviour of
various III-V semiconductors in a variety of aqueous
solutions. This was done for each of the three possible
etching mechanisms: electrochemical oxidation with
an external voltage source (‘anodic etching’), electro-
chemical etching with an oxidizing agent but no exter-
nal voltage source, known as ‘electroless etching’, and
chemical etching with a reactive compound. The in-
vestigation has led to an improved understanding of
the processes involved in the different mechanisms. As
a result, some new etchants have been developed that
can be used to improve the fabrication of the struc-
tures for certain applications.

In this article we shall first give a brief description
of the three etching mechanisms. We shall then look
at some kinetic and crystallographic aspects of etching
that are relevant to the production of particular etch
patterns. Finally we shall give some examples of wet-
chemical etching of I1II-V semiconductors in practical
applications.

Etching mechanisms
Anodic etching

For anodic etching of a II1-V semiconductor in an
electrolyte the semiconductor is connected to the posi-
tive terminal of a direct-voltage source and an inert
counter-electrode is connected to the negative ter-
minal. When the potential of the anode is made suf-
ficiently positive a current starts to flow, and the con-
stituent elements become oxidized at the surface of
the semiconductor. The ions formed in this process
dissolve. The occurrence of oxidation implies that
electrons are withdrawn from the valence band of the
semiconductor or — and this amounts to the same
thing — that holes are supplied to the valence band.
In general, the dissolution of a III-V semiconductor
(e.g. GaAs) is found to require six holes (h*) per for-
mula unit [®!:

GaAs + 6h* — Ga®* + As?*. )

The nature of the reaction products depends on the
pH-value and composition of the electrolyte. The
etching reaction of GaAs in acidic solutions can be
represented as follows:

GaAs + 3H20 + 6h* — Ga®* + H3AsOs + 3H*. (2)

The dependence of the anodic etch rate on the ap-
plied potential is determined by the potential distri-
bution at the interface between the semiconductor

Philips Tech. Rev. 44, No. 3

and the electrolyte. As with a metal electrode, there is
a potential difference across a region known as the
Helmholtz double layer in the solution near the inter-
face. There is an important difference from a metal
electrode, however; the potential drop extends some
way into the semiconductor material; see fig. I. Be-
cause of this ‘space-charge layer’, which is formed be-
low the surface as a result of the relatively low con-
centration of charge carriers in a semiconductor, the
energy bands are curved.

4
v Ve
T v

Sem El

Fig. 1. The potential V at the interface /nr of a semiconductor Sem
and an electrolyte E/. The potential distribution at a semiconductor
electrode in an electrolyte differs from that of a metal electrode in
that there is not only a potential difference, Vy, across the Helm-
holtz double layer but also a much more gradual fall in potential,
V.., across the space-charge layer beneath the semiconductor
surface.

E, —
(&2
E. -
E | -
v —% E, .
— ) o
Int
V<V V=V V> Ve

a b <

Fig. 2. Energy-level diagram for a semiconductor at the interface
Int with an electrolyte for different values of the external potential
V with respect to the flat-band potential Vy, i.e. the potential at
which the energy-band edges are flat right up to the surface. E, top
of the valence band. E, bottom of the conduction band. The rela-
tive movements of electrons in the conduction band and holes in the
valence band are also shown. At V <V, (@) the bands are bent
downwards; electrons tend to move to the surface and holes tend to
move towards the bulk of the semiconductor. At V = Vs, (b) the
concentration of charge carriers at the surface is equal to the con-
centration in the bulk. At V> V;, (¢) the bands are bent upwards,
so that holes tend to go to the surface and electrons to the bulk. The
location of E, and E at the interface does not depend on the band-
bending. The Fermi level (not shown) is assumed to be straight; in
the bulk it is close to the conduction band if the semiconductor is
n-doped and close to the valence band if the semiconductor is
p-doped.
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When the external potential is varied it is often
found that only the potential difference across the
space-charge layer changes, while that across the
Helmholtz layer remains unchanged [®!. There is a
particular potential at which the energy-band edges in
the semiconductor go straight to the surface without
bending. This potential, known as the ‘flat-band po-
tential’, V;,, depends not only on the semiconductor
material but also on the doping and the nature of the
electrolyte.

The effect of the applied potential on the energy
bands is shown schematically in fig. 2. When the po-
tential is negative with respect to V;, the bands bend
downwards. This means that there are more electrons
and fewer holes near the surface than in the bulk of
the material. At a potential equal to ¥}, the bands run
completely straight: the charge-carrier concentration
is the same at the surface as in the bulk. When the po-
tential is positive with respect to Vg, the bands bend
upwards: there are then fewer electrons at the surface
and more holes than in the bulk.

With n-type doping the value of V;, is lower than
with p-type doping. This is because V4, is a measure of
the position of the Fermi level in the flat-band sit-
uation, and because this level lies close to the conduc-
tion band for n-type doping and close to the valence
band for p-type doping. The difference in V4, is there-
fore approximately equal to E,/e, where E, is the
band gap of the semiconductor and e the electronic
charge.

For the oxidation of a III-V semiconductor to take
place via the reaction with holes at the surface, there
must be a sufficient number of holes in the valence
band. This will be the case if the p-type doping is high
enough as a result of the incorporation of a sufficient
number of acceptor atoms. When there is equilibrium
between the charge carriers at the surface and in the
bulk the concentration of holes at the surface (p;) is
given by the Boltzmann equation:

Ds = Dy expleV, /kT), €))

where py, is the concentration in the bulk, V.. the po-
tential drop across the space-charge layer in the semi-
conductor, k is the Boltzmann constant and 7 the
absolute temperature. Assuming that the potential
difference across the Helmholtz layer is constant, it
follows from the definition of the flat-band potential
that:

Vsc =V- Vfbr (4)

where V is the applied potential. It will be clear that
the dissolution of a p-doped semiconductor requires a
potential approximately equal to Vg, (fig. 2b) or, bet-
ter still, positive with respect to Vg, (fig. 2¢).
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A measured current-potential curve for p-GaAs is
shown in fig. 3a. As would be expected, the current
and hence the etch rate in the vicinity of V;, increases
exponentially with the potential, as a result of the
exponential increase in the concentration of holes at
the surface; see eq. (3).

Undoped or n-doped semiconductors cannot be di-
rectly dissolved anodically, because of the absence of
holes in the valence band. In this case, however, we
can make use of the effect of illumination on semi-
conductors. Photons of sufficient energy can excite
electrons from the valence band into the conduction
band, so that holes are formed in the valence band.
If the band-bending within the semiconductor is ap-
propriate, the holes are able to reach the surface and
the etching reaction can take place; this is referred to
as photo-anodic etching.

Fig.3b shows a current-potential curve for an il-
luminated n-GaAs electrode in an acidic solution. It
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Fig. 3. Current-potential curves for p-GaAs (4) and n-GaAs (b) in
IN H;SO4. The anodic current density /, and the cathodic current
density /. are plotted against the potential V of the semiconductor
electrode with respect to a saturated calomel electrode. With
p-GaAs a large potential-dependent anodic current flows as soon as
the potential approaches the flat-band value V;,. With n-GaAs a
cathodic current flows at low potentials because electrons from the
conduction band reduce H* ions in the solution to hydrogen gas. in
the dark n-GaAs gives no anodic current. An anodic current (red)
does flow upon illumination with photons of sufficient energy Av.
This current only starts to flow at a potential that is substantially
higher than the flat-band value for n-GaAs, and does not increase
further at high potentials.

81 H. Gerischer, Uber den Mechanismus der anodischen
Auflosung von Galliumarsenid, Ber. Bunsenges. Phys. Chem.
69, 578-583, 1965.

6] R. Memming, Energy production by photoelectrochemical
processes, Philips Tech. Rev. 38, 160-177, 1978/79.
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can be seen that the anodic current associated with the
etching only occurs at a potential much higher than
the V;, value of n-GaAs. This is because the holes in
an n-type semiconductor are the minority carriers. At
a potential close to V4, the electron concentration at
the surface is high and the holes recombine with elec-
trons. At a higher potential the electrons and holes are
effectively separated by the electric field (fig. 2¢); the
holes are now able to reach the surface and cause dis-
solution of the semiconductor. At a particular poten-
tial the anodic current saturates. In this case all the
photo-generated holes take part in the etching process
and the anodic current is proportional to the intensity
of the incident light.

Anodic etching is not normally the most popular
method for semiconductor technology. Working with
a voltage source and a counter-electrode, with various
electrical contacts, can be very inconvenient. Apply-
ing an electrical contact to a semiconductor material
during the fabrication process can also be a problem
and may even be undesirable for certain applications.
There are however circumstances in which other etch-
ing methods give poor results and anodic etching may
offer success. The study of anodic etching can also
supply useful information about electroless etching.

Electroless etching

In electrochemical etching without an external vol-
tage source, ‘electroless etching’, the etchant contains
an oxidizing agent. The dissolution of the semicon-
ductor is due to the oxidizing agent depleting the semi-
conductor of valence-band electrons and thus in fact
supplying it with holes, so that it is itself reduced. A
suitable oxidizing agent, e.g. for GaAs, is Ce**:

Ce'* — Ce** + h*, )
where the total reaction can be represented by
GaAs + 6Ce** — Ga** + As®* + 6Ce**. (6)

A reaction of this kind is thermodynamically possible
only if the redox potential, i.e. the equilibrium poten-
tial of the redox couple (in this case Ce**/Ce3*), is
higher than the potential of the solid (GaAs) in equili-
brium with ‘its ions’ (Ga*, As®*) in the solution. The
rate of the reaction depends on the location of the
energy bands of the semiconductor in relation to the
energy levels of the redox couple in the solution.
Usually, the redox potential is related to the poten-
tial of a reference electrode, e.g. a saturated calomel
electrode or a standard hydrogen electrode. In solid-
state physics, however, the potential of an electron in
vacuum is taken as the reference. If we take the same
reference for an electrolyte, then the redox potential
corresponds to the energy necessary for transferring
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an electron from the redox couple to vacuum. The
energy of the electrons in the solution is then defined
in the same way as for those in the solid, so that the
redox potential can be considered as the Fermi level of
the solution. Because of the interaction of the ions of
the redox couple with the solvent, the electron energy
of the reduced component is not the same as that of
the oxidized component. The energy levels of the oxi-
dized and reduced components are not discrete; they
are broadened by the fluctuations of the solvation
shell. This results in two Gaussian energy-distribution
functions that are symmetrical with respect to the
Fermi level, i.e. the redox potential; see fig. 4.
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Fig. 4. a) Simplified diagram of the energy levels of the components
of a redox couple in an electrolyte with respect to the potential
energy E,.. of an electron in vacuum!®). Because of the interaction
with the solvent, the empty level E,, of the oxidized component is
higher than the filled level E .4 of the reduced component. The
Fermi level Ef ¢, corresponding to the redox potential, lies half-
way between E .4 and E,,. b) In reality the levels are broadened to
energy-distribution functions D,.q and D,, owing to fluctuations of
‘the solvation shell.

The dissolution reaction of eq. (6), where the redox
couple causes the transfer of six holes to the valence
band of the I11-V semiconductor, is only possible if
the energy-distribution function of the oxidized com-
ponent corresponds approximately to the location of
the valence band of the semiconductor. By measuring
the electrode impedance, the potentials of the valence-
band and conduction-band edges of the semiconduc-
tor can be determined with respect to the same ref-
erence potential in the solution. In fig. 5 redox poten-
tials of a number of redox couples in an acidic solu-
tion (pH = 0) are compared with the band-edge po-
tentials of three widely used semiconductors: GaP,
GaAs and InP. The couple Ce**/Ce®* has a highly
positive redox potential, so that holes can be injected
into all three semiconductors. The redox potential of
the couple Fe®*/Fe?* is less positive; this couple can
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Fig.5. Potentials of the energy bands of three semiconductors and the redox potentials of a num-
ber of redox couples in solutions with a pH of 0, measured with respect to a saturated calomel
electrode. The potentials of the band edges of the semiconductors are indicated by ¥, and V. The
standard redox potential V; is shown for the redox couples; this is the redox potential measured
when the concentration of the oxidized component in the solution is equal to that of the reduced

component.

still inject holes into GaAs, but not into GaP and InP.
The redox potential of the couple Fe(CN)g*/
Fe(CN)g*™ is such that the injection of holes is no
longer possible, not even into GaAs.

Oxidation with a redox couple can be thought of as
the sum of an anodic process and a cathodic process,
each with its own partial current-potential curve.
Fig. 6 shows these curves for the oxidation of p-GaAs
with a Ce** solution. The anodic partial current in-
creases steeply with the potential, but the cathodic
partial current is practically independent of the poten-
tial in a wide range. This is because the rate at which
the Ce** ions are reduced is determined entirely by the
rate at which they diffuse to the semiconductor sur-
face. Since there is no external current in electroless
etching, the etching reaction takes place at the ‘mixed
potential’, where the anodic and cathodic partial cur-
rents are equal. The value of the partial currents at the
mixed potential determines the etch rate. In this case
the etch rate is therefore completely controlled by the
diffusion rate of the Ce** ions in the solution.

Since electroless etching depends on the transfer of
electrons from the valence band to the oxidizing agent
in the solution, both p-doped and n-doped semicon-
ductors can be dissolved with the same etchants. The
current-potential curves differ, however, because the
injected holes in n-doped material are minority car-
riers. As an example, fig. 7 gives the current-potential
curves for n-GaAs in a Ce** solution. In the range of
potentials from —1.0 Vto —0.6 V the total current is
still equal to the cathodic partial current because of

the Ce** reduction. At these potentials there is not
much band-bending, so that the electron concentra-
tion is relatively high at the surface and the injected
holes recombine with the electrons supplied from the
bulk. At higher potentials the electron concentration
at the surface becomes negligible and the injected
holes can no longer recombine with electrons. The
holes then remain at the surface and oxidize the
GaAs. Over the entire range of potentials the Ce** re-
duction gives the same cathodic partial current, which
depends on the diffusion rate of the Ce** ions. Since
at high potentials all the injected holes are used for
oxidation, the anodic partial current at such poten-
tials is equal to the cathodic partial current. At the
mixed potential the rates of the GaAs oxidation and
Ce** reduction are exactly equal and the recombina-
tion rate is zero. The etch rate of n-GaAs is thus deter-
mined by the diffusion rate of the Ce** ions and is the
same as that of p-GaAs.

In fig. 5 the band-edge potentials of the semicon-
ductors and the redox potentials of the redox couples
apply to acidic solutions (pH = 0). A change in the
pH-value of the solution has no effect on the redox
potential of a couple like Fe(CN)g3~/Fe(CN)g*~. The
presence of H* ions or OH™ ions does however have a
marked effect on the number of ions adsorbed at the
semiconductor surface. This changes the potential
difference across the Helmholtz layer (fig. 1), resulting
in a different flat-band potential. It is known that the
flat-band potential decreases by about 60 mV per unit
increment in the pH. This means that at a pH of 14
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Fig. 6. Current-potential curves for p-GaAs in a Ce** solution. The
anodic partial current density /; due to the GaAs oxidation, the
cathodic partial current density /. due to the Ce** reduction, and
the total current density /.o, are shown, plotted against the potential
V with respect to a saturated calomel electrode. Whereas i, at a par-
ticular potential increases steeply with V, the value of /. is practical-
ly independent of the potential in a wide range. The electroless etch-
ing takes place at the mixed potential V;,, where i, = i.. In this case
the etch rate, which is proportional to the value of i, at V,, is deter-
mined entirely by the constant cathodic partial current.

the band-edge potentials of the semiconductors are
shifted upwards by about 0.8 V with respect to those
in fig. 5. The redox potential of Fe(CN)¢*~/Fe(CN)s*",
for example, then comes to lie below the valence-band-
edge potentials of GaP, GaAs and InP. The result is
that this couple can inject holes into the valence band
of all three semiconductors, so that etching is in fact
possible at a pH of 14.

A redox potential that is well placed with respect to
the valence-band-edge potential of the semiconductor
is not always a guarantee of a satisfactory etching
reaction. At the surface of InP, for instance, the re-
duction of Ce** is inhibited to such an extent, prob-
ably due to the formation of a thin oxide film, that
there is hardly any etching. Etching GaAs with
CrOg/HF solutions is also less effective. In spite of the
appropriate redox potential of the Cr®*/Cr®* couple,
the dissolution rate of the GaAs is much lower than
would be expected from the diffusion rate of Cré*. In
this case the semiconductor surface is partly passi-
vated by the adsorption of an intermediate formed
during the etching reaction, probably a complex of
hexavalent and trivalent chromium 7.

Besides the oxidizing agents that can give an etching
reaction in the dark, there are other agents that can
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Fig. 7. Current-potential curves (as in fig. 6) for n-GaAs in a Ce**
solution. Here again /. is constant but /, also becomes constant at
high potentials and practically equal to i.. The value of i again de-
termines the etch rate.
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Fig. 8. Principle of electroless photo-etching of a I11-V semiconduc-
tor AB. Photons of energy Av equal to or greater than the band gap
E, excite electrons from the valence band to the conduction band.
The holes formed oxidize the semiconductor while the electrons in
the conduction band reduce the oxidizing agent Ox to Red. A com-
peting process is the recombination Rec of electrons and holes.

etch III-V semiconductors under illumination. This
‘photo-etching’ depends on both majority and minor-
ity carriers; see fig. 8. Photons with an energy equal to
or greater than the band gap of the semiconductor
generate electron-hole pairs. The holes that are
formed oxidize the semiconductor, while the electrons
reduce the oxidizing agent. A competing process is the
recombination of electrons and holes. The couples
that would appear to be useful for the photo-etching
are those whose redox potential lies above the valence-
band potential of the semiconductor and whose oxid-
ized component has an energy-distribution function
that corresponds to the conduction band. In the case
of GaAs, for example, these are the couples V3*/V?*,
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Cr¥t/Cr** and Eu®/Eu?* (fig.5). We have found
however that these couples are unsuitable for photo-
etching III-V semiconductors, because the electron
transfer to the oxidizing agent cannot compete with
the electron-hole recombination. There are some
more complicated redox couples that do provide effec-
tive electron transfer [81, however. Acidic HyO, solu-
tions, for example, can be used to photo-etch both
p-type and n-type GaAs [?1. We shall not consider the
intricate mechanism of these etching reactions here.

Chemical etching

Chemical etching does not involve free charge car-
riers and cannot therefore be affected by an external
potential. In chemical etching the surface of the semi-
conductor is attacked through the action of reactive
molecules (e.g. HCI), with the result that bonds be-
~ tween the surface atoms are broken and at the same
time new bonds are formed with the atoms of the
reactive molecules. The compounds formed dissolve
in the etchant or escape as gases.

A mechanism of this type is found in the etching of
InP with concentrated HCI solutions[*®!. Since the
dissolution of InP is due to the reaction with undis-
sociated HCI molecules, the HCI concentration has to
be fairly high — higher than 6 M at room tempera-
ture. The concentration can be lower in a solution
containing a large amount of acetic acid, because the
dissociation content of HCI is smaller in such a solu-
tion [111,

In the reaction between InP and HCI it is likely that
a bond between In and P is broken at the same time as
the bond between H and Cl, and that new bonds. are
then formed between In and Cl and between P and H:

Cl— H Cl H
+ - | l

— In—-P— —In P— . @)
I I

Since each surface atom is bonded to three atoms be-
low it, two bonds then remain to be broken. Finally,
the indium dissolves as InClg, while the phosphorus
disappears as PHj:

Cl H

| |
—In P— +2HCl—InCls + PHsT. (8)

| |
In some cases the etching mechanism may be
changed by the action of light. An example is found in
the etching of GaAs with HyO, solutions. In the dark
only a chemical mechanism is active, but illumination
gives rise to an electrochemical etching process, in
which the holes formed in the valence band oxidize

the GaAs [8],
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Kinetic and crystallographic aspects

The rate at which III-V semiconductors are dis-
solved by a particular etching mechanism depends on °
a number of factors. The rate, for example, may be
determined entirely by the kinetics of the reaction at
the semiconductor surface. However, if the rate of
this reaction is very high, the rate-determining param-
eter may be mass transfer in the solution. The etch
rate may also be very dependent on the crystallograph-
ic orientation of the surface. Etching near the edges of
masks may produce special effects. If a semiconductor
is being etched in contact with another semiconductor
or a metal, it might be expected that the rate of dis-
solution would be affected by the galvanic interaction
between the materials. Since all these factors are rel-
evant to the practical applications to be discussed, we
shall first take a closer look at them.

Rate-determining step

In a kinetically controlled etching process, where
the surface reaction is rate-determining, the concen-
tration of the rate-determining species at the surface
(c;) will be equal to that in the bulk of the solution
(cu)- In the simplest approximation the etch rate ry is
then given by

re =k, ®

where k is the reaction-rate constant and » the order
of the reaction. The rate constant is given by:

k= Aexp(—E,/RT), (10)

where A is a constant, E, the activation energy for the
reaction, R the gas constant and T the absolute tem-
perature. A plot of log r, against 1/T gives a straight
line. The activation energy that can be derived from
the slope of this line is of the order of 40 kJ/mol for
most kinetically controlled etching reactions. This
means that the activation energy per molecule is of the
order of 0.4 eV.

71 3. van de Ven, J. E. A. M. van den Meerakker and J. J. Kelly,

The mechanism of GaAs etching in CrOs-HF solutions,
1. Experimental results, J. Electrochem. Soc. 132, 3020-3026,
1985;
J. J. Kelly, J. van de Ven and J. E. A. M. van den Meerakker,
The mechanism of GaAs etching in CrOg-HF solutions,
11. Model and discussion, J. Electrochem. Soc. 132, 3026- .
3033, 1985.

81 7. 7. Kelly, J. E. A. M. van.den Meerakker and P. H. L. Not-
ten, Electrochemistry of photo-etching and defect-revealing in
111-V materials, in: Grundlagen von Elektrodenreaktionen,
Dechema Monographien, Band 102, VCH Verlagsgesellschaft,
Frankfurt am Main 1986, pp. 453-464.

51 D, V. Podlesnik, H. H. Gilgen and R. M. Osgood, Jr, Deep-
ultraviolet induced wet etching of GaAs, Appl. Phys. Lett. 45,
563-565, 1984.

101 p_ H. L. Notten, The etching of InP in HCI solutions: a chem-
ical mechanism, J. Electrochem. Soc. 131, 2641-2644, 1984.

(111 W, Huber, Titrations in non aqueous solvents, Academic
Press, New York 1967, p. 215 and 226. .
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In an etching process with a very high rate constant
the concentration of the reagent at the semiconductor
surface may be so low that the diffusion of the reagent
to the surface will be rate-determining. The rate of a
diffusion-controlled etching process (r4) is propor-
tional to the concentration gradient at the surface.
For one-dimensional diffusion with a linear concen-
tration gradient it is given approximately by

rq = ?(Cb - Cs)’ (11)
where D is the diffusion coefficient and & the thickness
of the ‘diffusion layer’ at the surface. The temperature
dependence of the etch rate is now mainly determined
by that of the diffusion coefficient, which is inversely
proportional to the viscosity of the solution. For the
aqueous solutions normally used we can derive an ‘ac-
tivation energy’ of about 18 kJ/mol from the curve of
log r4 against 1/T.

If the rate of the surface reaction is of the same
order of magnitude as the rate of diffusion, there are
various methods for influencing the rate-determining
step. In the case where the surface reaction is not of
the first order (n > 1), it follows from eq. (9) that in-
creasing the concentration ¢, will result in a greater in-
crease in the reaction rate, so that the diffusion be-
comes more important. A change in the same direction
is obtained by increasing the temperature; see fig. 9.
The surface reaction, which is rate-determining at low
temperatures, is much more temperature-dependent
than the diffusion, so that at higher temperatures the
diffusion becomes the rate-determining quantity. A
change in the opposite direction can be obtained by
reducing the thickness d of the diffusion layer; see

logr

— 17T

Fig. 9. Diagram showing the effect of the temperature T on the rate
r and the kinetics of the etching process, where ry is the etch rate
when the surface reaction is kinetically controlled and ryq is the etch
rate when the surface reaction is diffusion-controlled. Both log ry
and log ry decrease linearly with 1/7. At low temperatures, how-
ever, ry is much smaller than ry4, so that the surface reaction deter-
mines the etch rate (r = ). At high temperatures r, is much larger
than ryq, and diffusion is then rate-determining (r = ry).
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eq. (11). This can be done by rotating the semiconduc-
tor or by stirring the solution. It is then possible to
change a diffusion-controlled process into a kinetical-
ly controlled process.

Diffusion in electroless etching

In the example given in fig. 6 the anodic partial cur-
rent due to the oxidation of GaAs is kinetically con-
trolled. The current depends only on the hole concen-
tration at the surface. Near the mixed potential the
reduction rate is determined by the diffusion of the
oxidizing agent (Ce**) to the surface. This means that
the rate of the total process is determined by diffusion
via the reduction reaction. This situation is most fre-
quently encountered in electroless etching.

We have been able to show that the etch rate can
also be determined by diffusion via the oxidation reac-
tion. This is illustrated in fig. 10 for p-GaAs in a solu-
tion of 0.5 M K3Fe(CN)g with a pH of 13. The total
current-potential curve has three distinct plateaus. At
low potentials the cathodic partial current due to the
reduction of Fe(CN)g3~ is entirely determined by dif-
fusion and does not depend on the potential. The re-
duction stops as soon as the potential approaches the
redox potential of the Fe(CN)¢3~/Fe(CN)g*™ couple.
The anodic partial current due to the GaAs oxidation
becomes important at the flat-band potential. At
higher potentials, however, the anodic partial current
also becomes constant. We have found that the etch-
ing process then depends on the transfer of OH™ ions
to the semiconductor surface. The intermediate pla-
teau in the total curve is the result of the difference
between the potential-independent sections of the
anodic and cathodic partial curves.

LOmAlcm?
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Fig. 10. Current-potential curves (as in figs 6 and 7) for p-GaAs in
an 0.5M K3Fe(CN)g solution with a pH of 13. The anodic and cath-
odic partial current densities i, and /. are such that the curve for the
total current density /i, has three plateaus, corresponding to the
constant value of /. at low V, the constant value of i, at high ¥ and
the difference between these two values. The etch rate, which is pro-
portional to 7, at the mixed potential ¥, is not determined by a
constant cathodic current in this case, but by a constant anodic cur-
rent.
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The constant cathodic current in fig. 10 is much
higher than the constant anodic current. At the mixed
potential it is not the cathodic current that is constant,
but the anodic current, so that the etch rate is diffu-
sion-controlled via the oxidation reaction. If the
K3Fe(CN)g concentration is decreased so as to make
the constant cathodic current lower than the constant
anodic current, the result, just as in fig. 6, is an etch rate
that is diffusion-controlled via the reduction reaction.

Effect of the crystal planes

Semiconductors like GaAs, GaP and InP are nor-
mally used in single-crystal form. Their crystal struc-
ture corresponds to the zinc-blende structure of ZnS.
The A atoms (Ga, In) form a face-centred cubic struc-
ture in which half the tetrahedral interstices are
periodically filled with B atoms (As, P). Crystal planes
such as the {100} and {111} planes can be distin-
guished from each other by a different density and
arrangement of the atoms, which can affect the etch
rate. Because of the polarity in the {111) directions,
an A{111)} plane, i.e. a {111} plane occupied only by
A atoms, will behave differently from a B{111}
plane 121,

The arrangement of the atoms in the surface crystal
plane can have a considerable effect on the flat-band
potential Vi,. Table I gives the values of V4, for the

Table I. Flat-band potential ¥y, with respect to a saturated calomel
electrode for three kinds of crystal planes of n- and p-GaAs in an
NaOH solution with a pH of 14.

Crystal planes Viv

n-GaAs p-GaAs
{100} -1.80V -050V
Asf111} -1.75 - 0.45
Gatll11} =1.5§ 0.25

{100}, As{111} and Gaf{lll} planes of n-type and
p-type GaAs. The difference in V;, between corres-
ponding crystal planes of n-type and p-type GaAs is
approximately equal to E,/e, where E, is the band gap
of GaAs (see p. 63). The {100} and As{111} planes
have almost the same V;,-value, but that of a Gaf111}
plane is much higher. Partly because of this the ano-
dic dissolution of a Gaf{l11} surface only starts at a
potential more than 100 mV higher than the onset
potential for dissolution of an As{111} surface.
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In the literature various examples are given of the
effect of the crystal planes on the rate of chemical
etching, when this is not determined by mass transfer
in the solution. It was found, for example, in the etch-
ing of InP '3 that the rate varies in the sequence
P{111} > {100} > In{111}. The explanation for this
goes beyond the scope of this article [12],

Etching at mask edges

If the etch rate is determined by diffusion for all
crystal planes, isotropic etching would be expected
at mask edges. Chemical etching does indeed give
rounded profiles in this case. At a mask edge the etch
depth is relatively large, because there is mass transfer
both from the solution above the etched surface and
from the solution beside the mask aperture. Fig. /1
shows a profile produced at a mask edge after a diffu-
sion-controlled chemical etching process. It agrees
well with the theoretical profile calculated from a two-
dimensional model (141,

If the etch rate of one of the crystal planes is deter-
mined by the rate of the surface reaction, facets are
found at mask edges. The shape of the etch profile is
then usually determined by the plane etched most
slowly, which is usually an A{l111} plane.

In electroless etching processes, profiles with facets
may be observed even though the etch rate of all the

Fig. 11. Scanning electron-microscope photograph (scale divisions
1 um) of GaAs at a mask edge after a diffusion-controlled etching
process with an H;O,/HCI solution. The etching results in a
rour}clif]d profile, in good agreement with a profile calculated for this
casel14l,

012} See for example H. C. Gatos, Crystalline structure and surface
reactivity, Science 137, 311-322, 1962.

(13} R. Becker, Sperrfreie Kontakte an Indiumphosphid, Solid State
Electron. 16, 1241-1249, 1973,

(14l 4. K. Kuiken, J. J. Kelly and P. H. L. Notten, Etching profiles
at resist edges, 1. Mathematical models for diffusion-controlled
cases, J. Electrochem. Soc. 133, 1217-1226, 1986;

P. H. L. Notten, J. J. Kelly and H. K. Kuiken, Etching profiles
at resist edges, II. Experimental confirmation of models using
GaAs, J. Electrochem. Soc. 133, 1226-1232, 1986.



individual planes is determined entirely by diffusion.
This is related to the effect of cathodic protection,
which we shall now briefly discuss.

Cathodic protection

When a metal is in contact with another metal dur-
ing etching, the etch rates of the individual metals
may be changed considerably by galvanic effects {15!,
The etch rate of the less-noble metal tends to increase,
while the more-noble metal is etched more slowly.
The more-noble metal is then said to be ‘cathodically
protected’.

This effect is also found in the electroless etching of
different semiconductors or semiconductor regions in
contact with each other {18}, Fig. 12 gives a schematic
representation of the current-potential curves for two
p-doped III-V semiconductors, A;B; and A,B,, of
equal area. Owing to the difference in ‘nobility’ the
anodic partial curves of A;B; and A,B, are different.
On the other hand the cathodic partial curves coin-
cide, because the reduction rate is assumed to be de-
termined by the diffusion rate of the oxidizing agent in
the solution. Consequently the separate semiconduc-
tors are etched at the same rate, A;B; at the mixed
potential V; and A;B, at the mixed potential V;. If
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Fig. 12. Schematic current-potential curves illustrating the occur-
rence of cathodic protection in the etching of two semiconductors
in electrical contact. Electroless etching of the individual semicon-
ductors A; B, and A;B, at the mixed potentials V) and V; takes
place at the same rate, determined by the constant value of the
cathodic partial current. If there is electrical contact the partial cur-
rents of A;B; and A;B,; have to be added together (red). Etching
then takes place at an intermediate mixed potential, Vi s, so that
the ‘less-noble’ A;B, is dissolved faster and the ‘nobler’ A;B,
more slowly.

-
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A;B, and A,B, are in electrical contact, their partial
current-potential curves have to be added together.
This results in a new curve for the anodic process and
in a cathodic current that is twice as large, because the
areas of A;B; and A;B, are combined. This gives a
new mixed potential (V; ,), with a value higher than
V; and lower than V5, which means that the etch rate
of A;B, is higher and that of A,B; lower.

Cathodic protection can be useful for selectively
etching semiconductors in multilayer structures: while
there is little or no difference in the etching behaviour
of the separate materials, there can be a considerable
difference in etch rate because of the electrical contact
between them.

Practical examples

The applications of wet-chemical etching of III-V
semiconductors are much too numerous for a detailed
description of each. We shall therefore confine our-
selves to a few interesting applications that we have
investigated.

Material quality control

Although the semiconductors used for making elec-
tronic devices are true single crystals, they always
have some crystallographic defects. These defects,
which may decide the quality and life of a component,
can be revealed by a treatment with a defect-selective
etchant. Defects usually correspond to crystallograph-
ically perturbed areas such as dislocations and stack-
ing faults. Since these areas will behave less ‘nobly’
than their environment, they can be selectively etched
in the dark. The higher etch rate at defects leads to the
formation of etch pits. The sensitivity of etchants
based on this principle is in general low: to make all
the defects visible it is necessary to etch away more
than 10 um. Obviously this cannot be done for thin
films.

Crystallographic defects can also be revealed by
photo-etching, since it is known that effective recom-
bination of free electrons and holes often takes place
at such defects. Since the photo-etch rate depends on
the surface concentration of both types of charge car-
rier, the increased recombination at crystal defects
produces a local decrease in the etch rate. Photo-etch-
ing therefore makes the sites with defects stand out
from their environment (‘hillocks’). The high sensitiv-
ity that can be achieved in this way is demonstrated in
fig. 13, which shows a photomicrograph of n-GaAs
after photo-etching with an H,0,/H,SO, solution.
Many defects are visible after removal of 0.4 um of
the surface. Striations due to areas of different doping
concentration also appear, as parallel lines.
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1

Fig. 13. Photomicrograph (interference contrast) of n-GaAs after
photo-etching with an HyO,/H,SO, solution for revealing crystal
defects!8!.

The CrO;/HF solutions mentioned earlier are also
suitable etchants for the quality control of I1I-V semi-
conductors. In these etchants the crystallographic
defects are revealed by the formation in the dark of a
thin passivating film, which is slightly thicker at the
defects than on a perfect surface!”). The defects are
thus preferentially passivated, so that they are etched
away more slowly. In n-GaAs and n-InP the sensitiv-
ity can be increased further by illumination; this effect
can again be attributed to increased recombination of
electrons and holes at the defects.

Profile etching

The etching of special shapes and profiles with the
aid of a resist is a very important process in III-V
semiconductor technology. To take a particular
example, structures with symmetrically rounded edges
or grooves with a V-shaped cross-section are fre-
quently used for semiconductor lasers. Good use can
often be made here of etching kinetics. As we have
shown, etching processes with a rate-determining sur-
face reaction give structures with facets, whereas the
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diffusion-controlled chemical etching processes are
isotropic. We have also shown that the etching kinet-
ics can be changed, for example by raising the tem-
perature (fig.9). This makes it possible to influence
the etching profile fairly easily. Fig. /4 shows an ex-
ample in which the profiles were made in GaAs by
chemical etching at different temperatures. At 0 °Cthe
surface reaction is still rate-determining and a V-groove
is produced. At 20 °C diffusion becomes important,

ORE '
20°C '
w
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Fig. 14. Photomicrographs of profiles in GaAs after chemical etch-
ing with a Bry/KBr solution at different temperatures. A change in
temperature has a pronounced effect on the etching kinetics and
gives a completely different etching profile: from a V-groove at 0 °C
to an almost completely rounded profile at 40 °C.

with the result that the profile is slightly rounded. At
40 °C diffusion is rate-determining and the result is an
almost completely rounded profile.

Another factor that has an important bearing on
the shape of the etching profile is the orientation of
the mask in relation to the crystal orientation. If for
example a narrow track in the [110] direction is etched
into a (001) surface, the result is a channel with a
V-shaped cross-section, formed by two {111} planes

151 j. J. Kelly and C. H. de Minjer, An electrochemical study of
undercutting during etching of duplex metal films, J. Electro-
chem. Soc. 122, 931-936, 1975;

J. J. Kelly and G. J. Koel, Galvanic effects in the wet-chemical
etching of metal films, Philips Tech. Rev. 38, 149-157,
1978/79.

(161 H. Léwe and 1. Barry, Zur Kinetik der Germaniumauflosung
in alkalischen Hexacyanoferrat-11I-Loésungen, Z. Phys.
Chem., Leipzig 249, 73-80, 1972.
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Fig. 15. Scanning electron-microscope photographs (scale divisions
1 um) of GaAs after chemical etching with a Br,/HBr solution for
two different mask orientations. When a narrow track is etched in
the [110] direction a V-groove is formed (a). When this is done in
the [110] direction, the result is a ‘dovetail’ ().

with A atoms; see fig. 15a. The Tharacteristic etching
angle between the side planes and the surface is 55°,
corresponding to the angle between the (001) plane
and the {111} planes. If on the other hand a narrow
track is etched in the [110] direction (i.e. perpendic-
ular to the [110] direction), then the etching spreads
outwards with a characteristic angle of 125°, corre-
sponding to the supplement of the angle between the
(001) plane and the {111} planes. This results in a
channel with a ‘dovetail’ cross-section (fig. 15b).

In electroless etching the etch rates for the various
crystal planes are clearly often diffusion-controlled,
and yet profiles with facets are obtained. In these
cases the etch rate is determined by the cathodic par-
tial current due to the reduction reaction (figs 6 and 7).
During etching at a mask edge various crystal planes
are exposed to the etchant. As we have shown, these
have different V;,-values (Table I) and the anodic-
current-potential curve depends on the crystal plane.
This means that galvanic effects can occur between the
planes of the same crystal. In an analogous way to
that shown in fig. 12, the most-noble plane is cathodi-
cally protected by the rest of the surface, and this re-
sults in the formation of a facet.
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This effect does not occur when, as in fig. 10, the
etch rate is determined by a diffusion-controlled
anodic current. This situation is shown schematically
in fig. 16. In this case the diffusion-controlled cathodic
current (not shown) is very high and there are two
planes of quite different nobility. It can be seen from
the anodic current at the mixed potential that the elec-
trical contact between the planes has no effect on their
etch rate. There is no cathodic protection, so that the
planes dissolve at the same diffusion-controlled rate
and a rounded profile is obtained.

In the photo-etching of I1I-V semiconductors using
light of very short wavelength (e.g. 350 nm) an excep-
tionally high anisotropy can be achieved®!. The
strong absorption of the light induces a relatively high
concentration of holes in the exposed part of the semi-
conductor surface, resulting in a highly direction-
dependent etching process. Since the etched cavity
acts as a waveguide for the incident light, and dissolu-
tion only occurs at the bottom of the cavity, struc-
tures with very deep holes or grooves can be produced.
Structures of this type offer interesting prospects for
practical application.
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Fig. 16. Schematic current-potential curves for the etching of two
crystal planes 7 and 7/, of dissimilar ‘nobility’, with no cathodic
protection. Both planes give the same diffusion-controlled constant
anodic current, which is much lower than the diffusion-controlled
cathodic current (not shown here). At the mixed potential Vi i the
total anodic current (red) is equal to the sum of the constant anodic
currents of 7 and 7/, so that the electrical contact between [ and /7
has no effect on their etch rates.

Selective etching

In III-V semiconductor technology there is a need
for selective etchants that are highly sensitive to the
composition of the material. High selectivity is partic-
ularly important for etching thin-film structures, as in
semiconductor lasers, in which the active layer is no
thickerthan 0.1 um. Toillustrate what can be achieved
in this field we shall discuss a few typical examples.
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With chemically dissimilar materials the required
selectivity can often be obtained by using the appro-
priate etchant. For instance, InP can be dissolved
selectively with respect to In,Ga,;_,As,P;_, by chem-
ical etching in a concentrated HCI solution, in which
the In,Ga,_,As,P;_, is hardly attacked at all. Fig. 17
shows a multilayer structure with these semiconduc-
tors, in which the InP has been partly removed by
selective etching. The opposite selectivity can be ob-
tained in electroless etching, e.g. with a Ce**/H2SO4
solution. The In,Ga,_,As,P;_, readily dissolves in this
solution, while the InP is passivated, probably be-
cause of the formation of an oxide film on the sur-
face. An example of a multilayer structure etched in
this way is shown in fig. 18.

Both forms of selectivity are also possible with
GaAs and Al,Ga,_,As. In etching multilayer struc-
tures with these materials the Al ,Ga,_,As is pas-

In,Ga;_,As, P,

Fig. 17. Scanning electron-microscope photograph of a multilayer
structure of InP and InyGa,_xAsyP1.y, after chemical etching with a
concentrated HCI solution. Only the InP layers have been partly
etched away.

InxGm_x ASyP1_y InXGG1_x ASyP1_y

4,., ...... - r

InP InP

Fig. 18. Scanning electron-microscope photograph (scale divisions
1 pm) of a multilayer structure of InP and In.Gai_xAsyP1y, in
which electroless etching with a Ce**/H2SO, solution has only
affected the In,Ga;_xAsyPi.y.
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sivated to such an extent in some solutions, by the for-
mation of an oxide film, that virtually only the GaAs
is attacked; see fig. 19. A suitable method for selec-
tively dissolving Al,Ga;_,As with respect to GaAs is
based on the difference in the nobility of these com-
pounds in electroless etching. Fig. 20 shows a mul-
tilayer structure treated by this method. Etching
through a mask first produces a narrow hole in the up-
per GaAs layer, and then a much wider hole in the
Al,Ga;_,As layer beneath it. The bottom GaAs layer
is not attacked, however, because of its greater nobil-
ity and the cathodic protection.

Al Ga,_, As

Fig. 19. Scanning electron-microscope photograph (scale divisions
1 um) of a multilayer structure of GaAs and Al,Ga;_xAs, in which
only GaAs has been partly removed by chemical etching with an
H,0; solution.

GaAs

AlyGay_x As

A

GaAs

20um

Fig. 20. Photomicrograph of a multilayer structure of GaAs and
Al:Ga,_,As. Electroless etching through a mask has produced a
relatively small hole in the top GaAs layer and a much wider hole in
the underlying Al;Ga,_xAs layer. The bottom GaAs layer has nob

been attacked, however. Ned. Philips Bedrijven N
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The selective etching of semiconductor materials
that differ only in the type of doping is in general not
possible by electroless or chemical etching. Although
some selectivity may be obtained with electroless
photo-etching, the most reliable method is based on
anodic etching. The principle can be simply illustrated
with reference to fig. 3. The p-GaAs is selectively dis-
solved in the dark at a potential near its flat-band po-
tential (about 0.3V), whereas on exposure to light
and with a lower potential only the n-GaAs is dis-
solved. In this way regions on either side of a pn-junc-
tion in GaAs can be etched selectively. A p-doped InP
layer can also be completely removed from an n-InP
layer beneath it by anodic etching.

Fig. 21. Scanning electron-microscope photograph (scale divisions
1 um) of a GaAs layer in which the heavily doped p* region has
been etched away with a KsFe(CN)g solution; the less heavily doped
p region has hardly been attacked.
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By using a difference in potential distribution, with
cathodic protection, we have succeeded in selectively
etching semiconductor materials that differ only in
doping concentration. Such combinations of mat-
erials are found in laser structures with a top layer
of p-GaAs that is heavily doped (p*) locally to give
good electrical contact. The contact region can be re-
vealed by selective etching with a solution of 0.1 M
K3Fe(CN)g at a pH of 14; see fig.21. The only
difference between the p and p* regions shown here is
the doping concentration: 10'® and 10%° cm™. Be-
cause of the near-metallic nature of the p* region, the
potential distribution at the interface with the solu-
tion is quite different from that for a conventional p-
type semiconductor. The p* region is less noble and is
more rapidly dissolved when in contact with a large
p-type area.

Summary. I1I-V semiconductors like GaAs can be wet-chemically
etched by three mechanisms: electrochemically with an external
voltage source, electrochemically using an oxidizing agent (elec-
troless), and chemically with a reactive compound. In some cases
the etching process only proceeds when the semiconductor is
exposed to light. The etch rate depends on the relative reaction rate
at the semiconductor surface and the mass transfer in the solution.
Other important factors are the effect of the crystal planes, the
orientation of a mask with respect to these planes, and the electrical
contact with other materials. Wet-chemical etching of III-V semi-
conductors can be used on a large scale for various applications,
including the detection of crystallographic defects, the fabrication
of special profiles and the selective dissolution of closely related
materials in multilayer structures.
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1938

THEN AND NOW 1988

have enabled us to match the wavelength more closely
to the ailment. One important step was the applica-
tion of fluorescent lamps, in which a phosphor con-
verts the ultraviolet radiation originating in the dis-
charge into radiation at a longer wavelength. For the
treatment of the skin complaint psoriasis, for ex-
ample, Philips developed the TL/12 fluorescent lamp,
which has a relatively wide emission band centred on
305 nm. After it had been found that the therapeutic
effect increased as the wavelength of the radiation ap-
proached 315 nm, a new type of lamp was designed —
the TL/01. Experiments with this lamp are under way
in several Dutch hospitals and in other countries. The
colour photograph shows an experimental array of
ten of these lamps. They are 1.20m long, each has a
power of 40 W and they have a very narrow emission
band with a maximum at 311 nm. The first results
from these experiments look very promising.

Lamps for phototherapy

The treatment of certain complaints by radiation with artificial light (phototherapy)
first became known in about 1900. The method grew in importance as new kinds of
lamps were invented and as promising results were obtained with solar radiation.
Artificial light freed the therapeutist from the uncertainties of the weather, and the ra-
diation could be kept to a narrow wavelength range to give a better therapeutic action
with fewer harmful side effects.

It is about fifty years since Philips developed the ‘Biosol’ lamp for ultraviolet radia-
tion [*! (black-and-white photograph). This was a tubular discharge lamp with a length
of about 20 cm, a gas pressure of 1 bar and a power of 250 or 475 W. The lamp was in-
tended for the treatment of diseases such as rickets, with radiation at a wavelength of
about 250 nm, and lupus (tuberculosis of the skin), at a wavelength of 320 to 350 nm.
Filters gave a wavelength dis-
tribution as close to the ideal
as possible.

With the passage of time,
progress in lighting technolo-
gy and our improved under-
standing of phototherapy

[*1 From Philips Technical Review, January 1938.
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Bistability in quantum-well lasers

A. 1. Kucharska, P. Blood and E. D. Fletcher

Since the early sixties there has been a growing interest in using optical nonlinearities of semi-
conductor materials for optical logic. Amongst a variety of devices particular attention has
been given to the operation of inhomogeneously pumped injection lasers showing two stable
light-output levels at the same injection current. Recent advances in the techniques for semi-
conductor-layer growth have made possible the fabrication of lasers with very thin active layers
known as quantum wells. The article below presents some preliminary results of an in vestiga-
tion of the optical bistability in inhomogeneously pumped quantum-well lasers.

Introduction

An inhomogeneously pumped semiconductor injec-
tion laser may show optical bistability in the form of
two stable light-output levels for the same value of
injection current!!), This nonlinear optical effect re-
lies on saturation of the light absorption in a passive
region in the device. It offers the possibility of making
optical switching devices to be used for modulating
light sources and processing information which is
being transmitted or manipulated by means of light
beams.

In recent years there has been particular interest in
the multiple-quantum-well (MQW) laser, where the
light is generated in a set of GaAs layers which are
thinner than 20 nm and which are sandwiched between
layers of Al,Ga,_,As with a larger band gap [2]. In the
active layers the motion of electrons and holes per-
pendicular to the interfaces is quantized. In addition
to fascinating physical phenomena, MQW lasers
show some practical advantages such as a relatively
low threshold current and a short emission wave-
length I3, It is also expected that the nonlinear optical
effect due to inhomogeneous pumping is stronger in
MQW lasers than in lasers having a thick active layer

Dr A. I. Kucharska, Dr P. Blood and Dr E. D. Fletcher are with
Philips Research Laboratories, Redhill, Surrey, England.

of ‘bulk’ GaAs. The ability to make use of this en-
hanced nonlinearity could lead to the development of
highly efficient electro-optic logic elements.

The fabrication of MQW lasers requires advanced
growth techniques such as molecular beam epitaxy
(MBE), which has become highly developed at Philips
Research Laboratories in Redhill, England), or
metal-organic vapour-phase epitaxy. MBE is a refined
form of vacuum evaporation in which molecular (or
atomic) beams from effusion cells impinge upon a
heated substrate under ultra-high vacuum conditions.
The layer-growth rate for a material like GaAs is

(11 See for example M. J. Adams, A tentative assessment of
semiconductor laser optical bistability, Int. J. Electron. 60,
123-142, 1986.

(21 Quantum-well structures have recently been described in this
journal, in a special issue on layered semiconductor structures,
Philips Tech. Rev. 43, 109-165, 1987.

A description of the theoretical aspects of the quantum well
will be given by R. Eppenga and F. M. H. Schuurmans, Philips
Tech. Rev. 44, No. 5, Autumn 1988. )

(31 K. Woodbridge, P. Blood, E. D. Fletcher and P. J. Hulyer,
Short wavelength (visible) GaAs quantum well lasers grown by
molecular beam epitaxy, Appl. Phys. Lett. 45, 16-18, 1984;
P. Blood, E. D. Fletcher and K. Woodbridge, Dependence of
threshold current on the number of wells in AlGaAs-GaAs
quantum well lasers, Appl. Phys. Lett. 47, 193-195, 1985.

41 B. A. Joyce and C. T. Foxon, Molecular beam epitaxy of
multilayer structures with GaAs and Al,Ga,_,As, Philips
Tech. Rev. 43, 143-153, 1987.
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typically about lum/h, i.e. one monolayer per
second, so with beam shutters in front of each cell
operating within 0.3 s it is possible to grow very
thin layers with interfaces that are ‘abrupt’ within
one monolayer.

In the investigation described in this article, we
have performed some preliminary experiments on in-
homogeneously pumped quantum-well laser struc-
tures in the GaAs/Al,Ga,_,As material system grown
by MBE, and the measured light-current characteris-
tics do indeed show hysteresis. It has been possible to
demonstrate rapid switching between low and high
light-output levels. The mechanism of the optical
bistability in MQW lasers was assessed by studying
the laser-emission spectrum and the optical absorp-
tion spectrum of the passive region.

In this article we first give some details of the MBE-
grown laser structures. Next we describe their light-

BISTABILITY IN QUANTUM-WELL LASERS a4l

K. Woodbridge using a laboratory-built MBE system
with computer-controlled effusion-cell temperatures
and shutter operations 1. The structure has a 200 nm
thick waveguiding region of Al 35Gag ¢5As barriers
and two 2.5 nm thick quantum wells of GaAs. On
both sides cladding layers of Al g9Gag 40As were
grown. Contact layers of heavily doped n-GaAs and
p-GaAs were used to obtain good electrical contacts
to the metallizations. A stripe laser, 50 um wide and
300 um long, was made by P. J. Hulyer using oxide
insulation. The laser operated at a wavelength of
777 nm. Inhomogeneous pumping was achieved by
dividing the p contact of the device into two regions
with a groove etched through the top metallization
and top GaAs contact layer in a direction perpendic-
ular to the oxide stripe. It was thus possible to have a
pumped region and an unpumped region within the
same Fabry-Pérot cavity.
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Fig. 1. Schematic diagram of the structure of an inhomogeneously pumped MQW laser device.
The device has a length of 300 um and the current [ is restricted to a 50 pm wide stripe by insula-
tion with an oxide layer O. The laser light L is generated in two 2.5 nm thick quantum wells of
GaAs sandwiched between layers of Alg 35Gag g5 As. The waveguide W is formed by two 1.3um
thick cladding layers of Alg goGag.40As. Contact layers of heavily doped n-GaAs and p-GaAs are
used for the electrical contact with the metal layers M. A groove perpendicular to the stripe has
been etched through the top metal layer and top contact layer, resulting in an active region A and

a passive region P for laser operation.

current characteristics and switching behaviour.
Finally, the physical processes responsible for the
observed bistability are discussed.

Device structures

The structure of an inhomogeneously pumped
MQW laser device is shown schematically in fig. /.
The epitaxial semiconductor structure was grown by

Light-current characteristics and switching

The light-current characteristics were measured in
real time by driving one contact segment of the devices
with a triangular current pulse, with an overall dura-
tion of 800 ns and a repetition rate of 1 kHz, and by
detecting the generated light with a fast avalanche
photodiode. For the inhomogeneously pumped de-
vices curves with a hysteresis were obtained as shown
in fig. 2 for a typical MQW device. As current is first
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injected the light output increases slowly. At higher
current the light output increases steeply when the
laser operation switches on. If in this state the current
is decreased slightly, the laser remains ‘on’. When the
current is still further decreased the light output sud-
denly drops to a low level. It is then necessary to drive
the device to a higher current in order to turn it ‘on’
again. The difference between the threshold current
for laser action and the turn-off current was not
affected by the maximum current, /.., to which the
device was driven above threshold. This is also shown
in fig. 2 for two different maximum current values,
Tlax and T5 -

The hysteresis observed in the light-current char-
acteristics of these structures suggests that it should
be possible to cause them to switch between two stable
optical power levels. This was demonstrated by driv-

Measuring pulse Switching pulse
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Fig. 2. Light-current characteristic of an inhomogeneously pumped
MQW laser device showing hysteresis. Also shown are the forms of
the current pulses (current / against time ¢) used for this measure-
ment and a switching experiment. The device had a total length of
324 pm and the ratio of the pumped and unpumped stripe lengths
was approximately 4:1. The current was applied as triangular pulses
of 800 ns duration with a maximum value /.., above the threshold
current for laser action. The turn-off value of the current in the
hysteresis loop was not affected by this maximum value (/%ax or
I%.ax). Because of the hysteresis, two light-output levels exist at the
current /;. As indicated, switching-up and switching-down between
these two levels is made possible by applying a short pulse giving a
slight increase or decrease of the current with respect to 7; (see also
fig. 3).
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ing the devices with a relatively long pulse (= 500 ns)
to a current /; (fig. 2) within the hysteresis loop, then
superimposing shorter (= 20 ns) switch-up and switch-
down pulses having amplitudes which drove the de-
vices above threshold current and below the turn-off
current respectively. Fig. 3 shows typical oscilloscope
traces of the monitored device current and the light
output as functions of time. Switching is clearly dem-
onstrated with the light output remaining at a high
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Fig. 3. Current / and light output L against time ¢ showing the
switching behaviour of an inhomogeneously pumped MQW laser
device. At the current 7, the light output is either at a high level (L)
or at a low level (L) depending on whether the preceding short
(20 ns) switching pulse was upwards or downwards with respect to
I,. The expert help of A. Gowthorpe with the electronics for the
pulsed experiments is gratefully acknowledged.

level after the switch-up pulse was removed and the
current returned to I;. Likewise, the output remained
at a low level for the same base current 7; after the
switch-down pulse was applied. Thus at the current
I, the light output is at one of two stable levels ac-
cording to the sense of the preceding short switching
pulse. The same type of hysteresis and switching was
observed for a variety of inhomogeneously pumped
MQW devices made from the same slice. The rise time
of the light output in response to a switch-up pulse
was less than 2 ns, our present experimental limit, and
the optical power at the threshold current was a few
milliwatts (fig. 2). The hysteresis described here with
the associated switching behaviour was not observed
for homogeneously pumped structures made from the
same materials.

This kind of switching is due to the passive region
in the laser cavity, and we have observed similar
behaviour in conventional double-heterostructure




Philips Tech. Rev. 44, No. 3

lasers which do not embody quantum wells. We argue
below, however, that the mechanism in quantum wells
is different from that in bulk materials, and one of the
objectives of our research is to determine whether
quantum wells offer advantages in these devices.

Mechanism of the bistability

We believe that the observed hysteresis in the light-
current characteristics of the inhomogeneously pumped
devices is due to reduction of the optical absorption
within the unpumped region as the optical power is in-
creased, as in other devices of this type ! *!. The im-
portance of the optical absorption can be illustrated
by emission spectra measured from each end of an in-
homogeneously pumped device at different currents
below threshold; see fig. 4. Since the light absorption
within the cavity is stronger at the short-wavelength
side, it has the effect of moving the spontaneous-
emission peak to longer wavelengths. In our device,
the spontaneous emission is generated only within
the pumped region. Consequently, for a single pass
through the cavity, this absorption has a more pro-
nounced effect on the spectrum from the unpumped
end as no light is generated near this facet. This ex-
plains why the spontaneous emission peak from the
unpumped end occurs at longer wavelengths than that
from the pumped end (fig. 4).

As the current is increased, the gain peak moves to
higher energy, thus the emission peak moves to shor-
ter wavelengths. Eventually there is sufficient gain in
the pumped region to overcome the absorption losses
in the unpumped region over some part of the spec-
trum. Thus an additional peak appears on the long-
wavelength side of the spectrum emitted from the
pumped end. This peak coincides with the emission
peak from the unpumped end at the threshold cur-
rent, and represents light which is amplified over
several round-trips of the cavity, leading to laser
action at threshold.

From the fast rise time of the light output in re-
sponse to a switch-up pulse we infer that the optical
bistability is caused by electronic processes rather
than thermal processes. In bulk GaAs, experiment has
shown that the effect of an increasing optical power
on the absorption depends on the photon energy of
the light with respect to the band gap of the semicon-
ductor material 1!, For light having a photon energy
lower than the original band gap, the absorption in-
creases due to a reduction of the band gap as a result
of Coulomb interactions between the increasing num-
ber of charge carriers. For light having a photon
energy higher than the original band gap, the absorp-
tion decreases with increasing optical power as band
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filling reduces the probability of valence-to-conduc-
tion band transitions because of the Pauli exclusion
principle. This effect most probably causes the optical
bistability in conventional double-heterostructures
with an active layer of bulk GaAs.

—1=029 I4 Unpumped
: 0.53 end
Int | —— 0.86

700

Q
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Fig.4. Normalized emission spectra from the unpumped end and
the pumped end of an inhomogeneously pumped MQW laser de-
vice. The relative intensity /z¢ (in arbitrary units) is plotted against
the wavelength 4 of the emission for three values of the injection
current / below the threshold current (f;;,) for laser action. The
emission peaks for the unpumped end have a lower intensity and
are situated at longer wavelengths than those for the pumped end.
At increasing injection the maxima shift to shorter wavelength. At
I=0.86 I, an additional peak appears in the spectrum from the
pumped end at about the same wavelength as the maximum for the
unpumped end, coinciding with the laser-emission wavelength (ar-
row) at = Iy,

(5] 3. Tarucha and H. Okamoto, Voltage-controlled optical bista-
bility associated with two-dimensional exciton in GaAs-
AlGaAs multiple quantum well lasers, Appl. Phys. Lett. 49,
543-545, 1986.

61 Y. H. Lee, A. Chavez-Pirson, S. W. Koch, H. M. Gibbs, S. H.
Park, J. Morhange, A. Jeffery, N. Peyghambarian, L. Banyai,
A. C. Gossard and W. Wiegmann, Room-temperature optical
nonlinearities in GaAs, Phys. Rev. Lett. 57, 2446-2449, 1986.
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In MQW devices, however, the absorption at the
band edge may be strongly affected by the presence of
bound electron-hole pairs known as excitons!”!. At
low carrier densities excitons appear much more
strongly in MQW systems than in bulk material due to
the effects of spatial confinement which increase the
probability that the motion of an electron and a hole
will be correlated to form an exciton, and increase the
binding energy of such an electron-hole pair. Thus
large resolved exciton peaks are observed in the ab-
sorption spectra of MQW structures even at room
temperature. The active region of the device used in
this work was sufficiently lightly doped (10 cm™®) for
excitons to be present in unpumped material. At high
carrier densities, however, the excitons are screened
out by many-body interactions and the absorption
saturates, giving rise to a large optical nonlinearity at
these energies.

L=007mW
A
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Fig. 5. Room-temperature absorption spectra of an MQW structure
having a hundred 8.5-nm quantum wells, measured with the light
propagating perpendicular to the wells. The sample was grown by
MBE in the same system as the bistable devices. The absorption A4,
measured at three different levels of the incident optical power L, is
plotted in arbitrary units against the photon energy E£. Whereas the
absorption increases with increasing power at the low-energy side
(= 1.45 eV), it decreases at the energy where excitonic absorption
occurs. The data for this figure were provided by A. Miller, of the
Royal Signals and Radar Establishment, Great Malvern, England.

Fig. 5 shows the absorption spectrum of an MQW
structure having 8.5 nm thick quantum wells, grown
by MBE in the same system as the present bistable de-
vice structures, measured for three optical-power
levels with the direction of light propagation perpen-
dicular to the wells. It can be seen that the exciton
peaks present at low power levels are screened out
with increasing optical intensity, while the simultane-
ous effect of band-gap reduction is to bring the con-

(71 D.S. Chemlaand D. A. B. Miller, Room-temperature exciton-
ic nonlinear-optical effects in semiconductor quantum-well
structures, J. Opt. Soc. Am. B 2, 1155-1173, 1985.

(8] D. A. B. Miller, D. S. Chemla, T. C. Damen, A. C. Gossard,
W. Wiegmann, T. H. Wood and C. A. Burrus, Electric field
dependence of optical absorption near the band gap of
quantum-well structures, Phys. Rev. B 32, 1043-1060, 1985.
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tinuum absorption edge to lower energies. Thus the
net result is that the absorption increases at low ener-
gies, but decreases in the vicinity of the exciton peaks.
Above the original band edge the absorption may also
decrease due to band filling. In our case, the inhomo-
geneously pumped MQW devices with 2.5-nm wells
operate below the original band edge in the region of
the excitonic peaks in the absorption spectrum. Thus
the decrease in absorption was provided by the exci-
tons and not by the continuum. The subsidiary peak
in the emission spectrum of fig. 4, at which the device
switches, thus arises from the decreasing losses at the
exciton resonance.

An additional effect which could reduce the absorp-
tion below the band edge in inhomogeneously pumped
MQW structures is the quantum-confined Stark shift
of the band edge under the influence of an electric
field. This shift arises from the change in the shape of
the potential distribution in a quantum well when an
electric field is applied across it. The potential changes
in such a way that the energy difference between the
lowest quantum states of the electrons and holes is
reduced !, In the unpumped segment of the bistable
MQW laser structure there is a built-in field due to the
presence of the p-n junction. This field is reduced at
high injection current by carriers generated upon ab-
sorption of light from the pumped segment. This re-
duces the Stark shift, so that the absorption edge
moves to a higher energy at a higher injection current.
We have observed a shift of the absorption edge of
this structure of approximately 3-4 meV for an applied
bias of 9V (6.8 x 10° V/cm) whereas the built-in field
is only about 1.8 x 10° V/cm. Even if this field is re-
duced to zero under optical excitation, the resulting
shift is less than about 1 meV, which is too small to be
responsible for the bistability we observe.

In conclusion, we believe that the bistability of the
inhomogeneously pumped MQW devices is due to ex-
citonic saturation. Experiments are planned to in-
vestigate this further and to compare the performance
of MQW and bulk materials in these switching devices.

Summary. Hysteresis has been observed in the light-current charac-
teristics of inhomogeneously pumped GaAs-Al,Ga;_,As laser
structures which were grown by molecular beam epitaxy and whose
active regions consisted of 2.5 nm thick multiple quantum wells
(MQW). Fast switching (< 2ns) between low and high light-output
levels was demonstrated. The observed bistability was due to satu-
ration of the optical absorption in the passive region of these struc-
tures at high injection currents. The MQW laser devices operated in
the wavelength region of the excitonic absorption and their bistabil-
ity was ascribed to the decrease of this absorption at higher light in-
tensities.
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Chemical modification of surfaces

J. J. Ponjeé and P. N. T. van Velzen

Some of the materials used in the latest products of the electronics industry go through minute
but extremely effective surface modifications as a part of the fabrication process.

Outlines of a new technology

In some sectors of technology the surface of the
product cannot be allowed to remain in its ‘natural’
state. The product and the method of producing it
must achieve standards of quality that can only be
met by adapting the nature of the surface appropri-
ately. The chemical means used for modifying the
adhesion and ‘release’ behaviour of materials by mani-
pulating the chemical structure of the surface will be
discussed in this article as an example.

lSub FOH + X~~—Y = E‘ZZI»OwY,« HX
_— N

Fig. 1. Diagram illustrating the chemical modification of surfaces.
A substrate surface Sub, on which reactive groups are present (a hy-
droxyl group is shown here), is allowed to react with organic mole-
cules possessing two functional groups. One functional group, X
(red), reacts with a hydroxyl group, the other, Y (blue), provides
the surface with the required new property.

The modification is made by applying a layer of the
order of one molecule in thickness to the surface. In
general the molecules of the layer must possess two
functional groups, one to react with the functional
groups of the ‘old surface’ and one to determine the
required new property of the ‘new surface’ (fig. I).
The bond between these bifunctional molecules and

J. J. Ponjeé is with Philips Research Laboratories, Eindhoven;
Dr P. N. T. van Velzen, formerly with these Laboratories, is now
with the Philips Industrial & Electro-acoustic Systems Division,
Eindhoven.

the surface should preferably be covalent, so that the
strength of the new entity is not substantially less than
the bonding strength in the substrate. The thickness
of the applied layer should have an order of magni-
tude of no more than one molecular layer, because the
bulk properties of the new entity should be relatively
close to those of the original substrate. The aim is also
to keep the morphology and topography of the sur-
face in the original state.

A precondition for this surface modification is that
functional or reactive groups (reactive sites) should be
present on the surface, and that they should not be
‘shielded’ by impurities. This means that the surface
must be subjected to a special chemical cleaning
procedure [} before the actual chemical reaction.

Another precondition for the method is that the in-
terface between the new layer and the substrate should
permit stress relaxation on shrinkage and expansion.
The bifunctional molecules used for this are generally
organic molecules such as organosilanes, which form
bonds at the original surface in the following way:

Y,
I
0-Si-Y;
Y

In this structural scheme Y;, Y; and Y; represent
organic substituents. It is assumed that the -O-Si- or

11 A good cleaning procedure is described in J. R. Vig, UV/ozone
cleaning of surfaces, IEEE PHP-12, 365-370, 1976.
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siloxane bond here can easily be hydrolysed by water,
so that in the presence of ambient moisture the fol-
lowing equilibrium is established:

R0 Y
0-si-¥, ==| |OH + HO-Si-Y,
% %

The existence of such an equilibrium (which therefore
gives a ‘dynamic interface’ instead of a rigid network
link) would indeed permit the required stress relaxa-
tion on shrinkage and expansion.

In the next section we shall first give some examples
of the different areas of technology in which this
method of chemical surface modification is being suc-
cessfully used. We conclude that section with a more
detailed discussion of one particular area of applica-
tion: the replication of aspheric lenses, where adhe-
sion and release behaviour are both important.

The application of chemical surface modification
obviously requires a thorough knowledge of the sur-
face chemistry. It is necessary to establish whether the
reactive sites are indeed present on the surface to be
modified, or whether they can be formed there. The
degree of surface cleanliness must be known, and the
best cleaning procedure. It will also be necessary to
know whether the reaction between the reactive groups
on the surface and the reagents has in fact been com-
pleted in the expected way.

The answers to such questions must be provided by
an appropriate analytical method or combination of
analytical methods. The following points should be
borne in mind when formulating the requirements to
be met by such a method.

o Since the chemical modification of the surface is
restricted to the outer molecular layer, the number of
molecules involved will in general be no more than
108 to 10'® per cm?. This sets the detection limit (or
sensitivity) of the analytical method. Many methods
are therefore ruled out from the start.

o Since the majority of reagents used are organo-
chemical in nature, a complete picture of the surface
chemistry not only requires data on the composition
of chemical elements at the surface but also calls for
information on the molecular structure at the surface.
o The analytical method should be sufficiently ‘sur-
face-sensitive’ for the results relating to the outer mo-
lecular layer to be extracted from the information ob-
tained. This is a particular problem when the bulk
material and the surface layer have a comparable
structure, which is so for modified polymer surfaces,
for example.
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We conclude the article with a discussion of two an-
alytical methods that meet these requirements: IETS
and SSIMS. Results will be given of some analyses
performed with these methods for making aspheric
lenses by the replication process.

Examples of applications

Improving the adhesion between a ‘novolac’-based
Dphotoresist and silicon

The photoresists widely used in IC manufacture
have the property of becoming more soluble (positive
resist) or less soluble (negative resist) on exposure to
illumination. In the subsequent ‘development’ process
the exposed parts of the positive resist (or the un-
exposed parts of the negative resist) should be easily
removable. At the same time the parts of the resist
that do not have to be removed should adhere so
firmly to the silicon surface that is no danger of them
becoming detached during the development.

One of the best known photoresists, which we shall
take here as an example, is ‘novolac’, a group of pho-
tosensitive materials used in combination with a
phenol-formaldehyde resin ). We have found that
the use of an aminosilane compound, N-[(3-trimeth-
oxysilyl)propyl]ethylene diamine (fig. 2), significantly
improves the adhesion between this photoresist and
silicon. We assume that this involves three chemical
effects. A part (shown in red) of the methoxysilyl
groups of the aminosilane molecule reacts with hy-
droxyl or silanol groups at the silicon surface. These
silanol groups always form on the silicon surface in
the presence of ambient moisture. Some of the alka-
line amino groups (shown in blue) enter into an acid-

OCH;
Si [OH + CH30-Si~ CHyCHy=CHy~NH~CHy=CHy=NHy —~
OCH; ’
OCH;
Si -0‘%/‘—CHZ-CHz‘CHz‘NH‘CHz_CHz"NHz —
OCH,
QCHs L
Si [ 0-Si~CHy=CHy=CHy=NH - CHy=CHy=NHy = 0
OCH,

Fig. 2. Reaction equations for the chemical modification of a silicon-
oxide surface on which a ‘novolac’-based photoresist is to be de-
posited. The hydroxyl or silanol groups present on the substrate
surface form bonds with the aminosilane molecules. The bond is
effected by the trimethoxysilyl group of the molecule, shown in red.
(The reaction described here relates to a single hydroxyl group with
an aminosilane molecule, but two hydroxyl groups may also be in-
volved in this reaction; this also applies to the reactions in figs 3, 4
and 7.) The amino groups, shown blue, are alkaline and can there-
fore react, in the way shown, with acidic phenolic groups, which
are present in the ‘novolac’ component of certain photoresists.
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base reaction with the acidic (mainly phenolic) groups
of the novolac. For the resist reaction to occur more
than one amino group per silane molecule is required:
if only one amino group is present it is highly prob-
able that the interactions of this group with the resin
will be inhibited by the silanol groups of the surface,
which are also acidic. This effect is sufficiently com-
pensated by the presence of a second amino group.

Improvement of the adhesion between photosensitive
polyimide and silicon

In one of the final stages of fabrication integrated
circuits are coated with a layer to protect them from
a-radiation. A lithographic process is also used in this
process step to leave spaces open for the contacts
made by the subsequent metallization. A photosen-
sitive polyimide is a suitable material for such a pro-
tective layer.

This material is applied in the form of soluble poly-
amide acids, made insoluble at the appropriate places
by illumination through a mask; the complete layer is
then converted into a strongly cross-linked polyimide
network by curing it at 330 °C[2],

In both the development and curing processes,
however, it is difficult to obtain well-defined patterns
because there may be a considerable difference in ex-
pansion coefficient between the two materials. An-
other difficulty arising from the difference in expan-
sion coefficient is that the protective coating may come
away from the substrdte during the curing process.
We have achieved good results with the aminosilane
compound mentioned above, which takes part in net-
work formation during exposure and curing as in-
dicated schematically in fig. 3 — i.e. by addition of the
amino groups to the unsaturated compound.

OCH;
FOH + CHy0- s/ (CHy)y-NH-(CHy ), -NHy —=
OCH,

Si

~

OCH
-0- s/ (CHy)y=NH -(CHaJy-NHy —=
OCH,

Si

~

~

OCH;
Sito- SI (CH2}3 NH - {CH?}Z NH2 + H2C C
OCH, CH3

~

QCH
Sito- s/ (CHply=NH~(CHp),=NH~CHy~CH
OCH, CHs

Fig.3. The same aminosilane compound as in fig. 2, which has
reacted in the same way with a silanol group of the silicon sub-
strate, and then forms a bond with a polyamide chain (shown here
as a wavy line). In the latter case the bond has been formed between
an amino group (shown in blue) in the aminosilane compound and
an unsaturated bond in the polyamide chain.
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Improving the adhesion between noble metals and glass

Certain substrates such as glass can be given desir-
able reflection properties by depositing noble metals
such as gold, silver and platinum on their surfaces. It
will often be necessary to preserve the original shape
of the substrate surface as far as possible, especially if
it is flat. This gives problems if the noble metals do
not adhere to the substrate very readily.

The adhesion can be improved by first allowing the
substrate to react with mercaptosilane molecules,
which contain SH functional groups (fig.4). The
adhesion is improved because the noble metals form
bonds with the SH groups. The metal can then be
grown on the bonded metal atoms by vacuum evap-
oration, for example.

0 OCH;

SiTOH + CH;0-Si=CHy=CHy=CHy=SH —
0 OCHs

0| ocHs e

Si FO- s/ CHp-CHyp=CHp-SH —

ol ocH;

0| OocH;

Si F0-Si~CHy=CHy~ CHy=S=Me

ol ocH;

Fig. 4. Noble metals (Me) such as gold, silver and platinum can be
bonded to glass and other surfaces by a mercaptosilane compound.
The metal atoms bonded in this way act as nuclei on which the re-
quired metallization layer can be produced in a conventional vap-
our-deposition process.

Improving the adhesion of the silver mirror coating on
video discs »

On video discs such as the Philips LaserVision video
disc, the silver coating that reflects the laser light must
adhere firmly to the substrate material of the disc,
which is polymethyl methacrylate (PMMA). This firm
adhesion must be achieved without essentially chang-
ing the surface pattern of pits that contains the re-
corded information. These difficult requirements can
be met by first applying a monomolecular layer of
tannin to the surface, and then depositing tin on the
tannin by adsorption from solution.

Just why tannin adheres to the surface of synthetic
materials is not as yet entirely clear. It is however
known that the tannin forms complexes with Sn(II)
ions. These Sn(II) ions adhering to the tannin form
silver atoms from silver ions by a redox reaction. The
silver atoms deposited then act as nuclei for the ‘elec-
troless’ deposition of a silver reflecting coating.

21 L. K. H. van Beek, Polymer chemistry in the electrical indus-
try, Philips Tech. Rev. 42, 149-159, 1986.
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Adhesion and release in the replication method of
making aspheric lenses

As our last example we shall discuss the application
of chemical surface modifications in the fabrication
of aspheric moulds and lenses by the replication
method.

The procedure followed in this method is first to
make a roughly spherical preform (‘body’) in glass
and then to apply a thin film of resist to it. The resist
would typically be a methacrylate resist, which poly-
merizes on exposure to ultraviolet light. The resist
film is cured in the required aspheric shape by pressing
it against an aspheric mould and then illuminating it
(fig. 5). The aspheric mould from which the preform
is obtained is made with a very-high-precision lathe
such as the Colath ] which machines a relatively soft
material like aluminium extremely accurately to pro-
duce the required aspheric shape.

In this replication method there are problems of
both adhesion and release. We have solved the prob-
lem of release from the aluminium mould by allowing
the aluminium surface to react with a trimethylsilane

lacquer mould

I/b:y\l L | | | | | aspheric lens

aspheric profile UV light

Fig. 5. The principal process steps in the replication method for
making aspheric moulds and lenses.

o CHz ] CHs
2’1 OH + (CoHs N~ §i=CHy— | Al L0~ Si=CHy + (CoHsl,NH
CHs CHs

Fig. 6. Reaction scheme for producing a layer with good release
properties on an aluminium substrate. The trimethylsilyl groups (in
blue), which ultimately constitute the substrate surface, provide no
opportunity for adhesion to the surface.

0 OCH;
SirOH + CH;0 ‘Sli‘CHz“CHz‘ CH?“O-Q-C;- CHy —
0 OCHj; 0 CH;3

0 (?CH;;

SiF0-Si-CHy=CHy~CHy=0-C=C = CHy

ol ocH; 0 CHs

Fig. 7. Reaction equation for a layer to improve the adhesion to a
glass substrate. The terminal unsaturated bond (blue) is highly
reactive and participates in the network formation that occurs as
soon as a photopolymerizing material on this layer is exposed to
illumination.
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compound, N,N-diethyl-1,1,1,-trimethylsilylamine,
as shown in fig. 6. This compound reacts with the hy-
droxyl groups that always form on an aluminium sur-
face exposed to the atmosphere, and in the process the
trimethylsilyl groups form covalent bonds with the
surface while the amine is desorbed. This reaction is
limited to a single monolayer. In this way the alu-
minium becomes coated with inert hydrophobic
groups that completely inhibit adhesion to the surface
and therefore facilitate release.

To improve the adhesion of the photopolymerized
resist to the preformed spherical bodies in glass, the
surface of the glass can be modified in the way shown
in fig. 7. The functional groups in blue, the meth-
acrylate groups, are of a similar nature to the func-
tional groups that initiate and take part in the network
formation on exposure to illumination.

Analysis of chemically modified surfaces

In the introduction we mentioned the special re-
quirements placed on the analytical methods to be
used in this work. In view of these requirements we
have mainly used inelastic electron-tunnelling spectros-
copy (IETS) and static secondary-ion mass spectros-
copy (SSIMS) for the applications considered here.

IETS; the method

Inelastic electron-tunnelling spectroscopy is a
method that can be used to measure the vibrational
spectra of molecules adsorbed on a metal-oxide sur-
face. The method is based on the tunnelling of elec-
trons through an insulator. Fig. 8 is a diagram of the
cross-section of a tunnel diode used in this method.

It is known from quantum mechanics that in a
structure like the one in fig. 8 the probability that elec-
trons from metal 3 will be found in metal 4 at a partic-
ular time is not zero for very thin insulators but has a
ﬁnite’value — even if the energy of the electrons in
that metal is lower than the energy barrier formed by
the insulator. The converse is also true; as long as
there is no potential difference between 3 and 4, the
net tunnel current is zero. If a voltage is applied, a
tunnel current will flow. By analogy with conven-
tional conductors, a tunnel resistance can then be de-
fined that in theory will increase exponentially with
the thickness of the insulator. The resultant tunnel
current consists of two components (fig. 9): an ‘elastic’
tunnel current (/) that gradually increases as a func-
tion of the applied voltage (from V = 0), and an ‘in-
elastic’ tunnel current (2), which also increases grad-
ually, but only from a threshold value E.;,. This
threshold value Er;, is related to the energy trans-
ferred by the electrons to the molecules or the atoms
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{or both) of the insulator. The frequency w of the ex-
citations generated by the electrons can be found
from Epy, = Vi = hw/2r, where h is Planck’s
constant and e the electronic charge.

In reality, of course, a layer of organic molecules
on an insulator would not have a single threshold val-
ue E_;, but several, corresponding in theory to the
existing number of molecular vibrations and electronic
excitations.

The region we are most interested in is the one cor-
responding to a potential difference of between 40 and
500 meV, which contains most of the molecular vibra-
tions (with wave numbers bet ween 300 and 4000 cm™).

Accurate measurement of the current-voltage
characteristic of a tunnel diode, as in fig. 8, will thus
give the vibrational spectrum of the organic layer

L
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Fig. 8. Diagram of the cross-section of an arrangement for meas-
uring IETS spectra. The organic molecules / under investigation
are applied to an insulating layer 2 sandwiched between two metal
layers (3 and 4); the complete device forms a tunnel diode. Spec
1ETS spectrometer. See also fig. 9.
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Fig.9. a) The total tunnel current I generated as a function of a
voltagé V in the arrangement in fig. 8 consists of an ‘elastic’ com-
ponent (/) and an ‘inelastic’ component (2), occurring after a
threshold value V.. b) In practice, modulation techniques are
used'to determine the second derivative d? V/dI? directly as a func-
tion of ¥, which is proportional to d2I/dV2.
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on the surface of the insulator. It turns out, however,
that the change in the tunnel current as a result of
‘opening’ an inelastic tunnel channel (the increase
in the slope at Vi, in fig. 9a) remains well below 1%,
and is almost undetectable. These threshold values
can nevertheless be determined as peaks at the poten-
tial difference Vi, by measuring the tunnel current
as a function of the second derivative of the potential
difference, as illustrated schematically in fig. 9b.

At this point we should say something about the
potential of the IETS method — and its limitations.
e The detection sensitivity of IETS-is far below one
monomolecular layer.

e IETS measurements are made at 4.2 K or below to
reduce thermal line-broadening. The top metal (4)
generally used is lead, which is a superconductor at
this temperature, thus slightly improving the resolu-
tion. In practice, linewidths of 15-25 cm™ are achieved,
and this is amply sufficient to discriminate between the
relevant peaks, even for complex organic molecules.
While lead has the advantage that it is a superconduc-
tor at 4.2 K, it can also be evaporated under relatively
mild conditions, and it is a metal that is fairly inert to
organic compounds.

. A limitation of the IETS technique is that it can
only be used on metals on which a very thin (about
2 nm) and electrically stable insulator can be formed
reproducibly. Because of the very strict conditions
that apply to the breakdown voltage of the insulating
material (> 2.5 x 108 Vem™), tunnel spectroscopy
has so far been limited to aluminium, magnesium, tin
and lead. Most experiments have been performed on
aluminium-oxide surfaces.

IETS; analysis results

As an example of the application of IETS for the
analysis of chemical surface modification in practical
situations, we shall discuss the modification of as-
pheric aluminium moulds (which have been oxidized
at the surface) with N,N-diethyl-1,1,1,-trimethylsilyl-
amine. Because the quality of the insulating oxide
layer for IETS measurements must be extremely high
it is impossible to perform measurements directly on
the mould. The measurements are therefore carried
out on aluminium substrates vapour-deposited on
glass.

Fig. 10a gives the IETS spectrum of an uncoated
surface of aluminium oxide. Only two bands are really
distinct and easily assigned; these are the band at
940 cm™*, due to an Al-O ‘stretching’ vibration, and

81 T. G. Gijsbers, COLATH, a numerically controlled lathe for
very high precision, Philips Tech. Rev. 39, 229-244, 1980.

41 p, K. Hansma, J. Electron Spectrosc. & Relat. Phenom. 30,
163-174, 1983.




86 J.J. PONJEE and P.N. T. VAN VELZEN

d*vjar?

2000 3000 4000cm’”

—N

Fig. 10. IETS spectra of (4) a clean aluminium-oxide surface and
(b) the same surface after reacting with N,N-diethyltrimethylsilyl-
amine. The values determined for d?V/dI? are given in arbitrary
units as a function of the wave number N (= w/2nc), where c is the
velocity of light. See the text for the identification of the peaks in
the spectra, and fig. 6 for the reaction equation.
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the band at about 3615 cm™, due to the O-H stretch-
ing vibration of hydroxyl groups at the surface. The
initial requirements for the chemical surface modifi-
cation, as expressed above — a clean surface with
reactive sites, in this case the aluminium-hydroxide
groups — have therefore been met.

After this surface was brought into contact with the
vapour of the aminosilane mentioned above, the IETS
spectrum of the resultant aluminium-oxide surface
was measured (fig. 10b). It is clear that the new sur-
face no longer consists of clean aluminium oxide. The
complete spectrum can be interpreted with the aid of
infrared and Raman data for vibration frequencies of
functional groups in organic molecules. This will not
be discussed here in detail (5],

The main conclusions that can be drawn from the
measurements on this system are mentioned below.
Most of the bands in fig. 104 can be directly assigned
to the Si(CHj)z group, and no indications can be
found in the spectrum for the presence of a functional
N(C;Hj;), group. The bonding of these Si(CHj)g
groups to the aluminium oxide can also be derived
from a band (of low intensity) at 1060 cm™; this band
can be assigned to the asymmetric Al-O-Si stretching
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vibration in the Al-O-Si(CHj); structure. It follows
that the model for this surface reaction presented in
fig. 6 is in good agreement with the results obtained
with IETS.

The shape of the spectrum and the intensities of the
bands do not depend on the length of time the oxide is
exposed to the aminosilane vapour, which indicates
that the reaction is fast and also, in complete agree-
ment with the model, is limited to the formation of
one monomolecular layer. Although in ordinary con-
ditions the Al-O-Si bond can easily be broken in the
presence of water (see the introduction), under these
conditions it takes more effort to remove the Si(CHg)g
groups from the surface with water. This is because
the new surface is made hydrophobic by covering it
with these groups, and cannot therefore be wetted
easily. The surface layer thus obtained therefore pos-
sesses excellent release properties. Although these
measurements were performed on a model system,
there is no reason to assume that a thoroughly cleaned
aluminium mould (on which a clean oxide is present)
cannot be modified in an identical manner.

SIMS; the method 8!

The outer molecular layer of a material can be ana-
lysed with SIMS. The surface of the material is bom-
barded with energetic particles (energy 1-20 kV), gen-
erally ions but atoms are sometimes used, and the
bombardment releases secondary particles from the
surface. This is the process known as sputtering. A
small proportion of the sputtered particles are sec-
ondary ions — both positive and negative — which
can be detected by the principles of mass spectrom-
etry. Depending on the energy and current density of
the primary ion beam, there are two limiting cases:

Dynamic SIMS. In this case relatively high beam-
current densities are used. The molecular or atomic
layers of the material are sputtered at a high velocity
mainly as elemental ions. Dynamic SIMS is partic-
ularly suitable for determining the elemental composi-
tion of surfaces (e.g. the depth profile of the doping in
semiconductor material); the method cannot generally
provide information about the chemical structure of
the molecules at the surface.

Static SIMS. When low-energy primary ions are
used at a low current density (six orders of magnitude
less than in the dynamic case) during sputtering, clus-
ter ions of higher mass originating from the outermost
monolayers are observed. The structure of ions of this
kind provides information about the chemical struc-

6] P, N. T. van Velzen and M. C. Raas, Surf. Sci. 161, L 605-
L 613, 1985.

i8] A, Brown and J. C. Vickerman, Surf. & Interface Anal. 6,
1-14, 1984.




Philips Tech. Rev. 44, No.3

ture of the surface (see the introduction). Under these
‘static’ conditions the total amount of material is
small, so that the mass spectrum of the outermost
layers of the surface can be measured quasi-non-de-
structively. This implies that only a negligible fraction
of the surface is damaged during the entire measure-
ment (usually about 1072 of a monolayer or less), while
the probability that a point on the surface is struck
more than once by a primary ion is very small. For the
measurement, however, this requires highly sensitive
mass-spectroscopic detection of the secondary ions.
This is achieved by means of time-of-flight analysis of
the secondary ions. This explains the name of the
method: time of flight SIMS, or TOF-SIMS; see fig. 11.

Fig. 11. Diagram of the TOF-SIMS spectrometer used for meas-
uring the SIMS spectra given here. It is located in Prof. A. Ben-
ninghoven’s Surface Physics group at the University of Miinster,
West Germany. The instrument consists of a primary ion source
(1), a deflection plate (2), a magnet for mass discrimination and
focusing the primary ion beam (3), a muitipte-focus time-of-flight
analyser (5, 6, 7) and a detector (8 to /0). In this instrument a
pulsed mass-discriminated primary ion beam is generated (pulse
width 10 ns) with an accurately defined energy and a very low mean
current (of the order of 1 pA), which sputters secondary ions from
the specimen (4). These ions are extracted from the surface and
accelerated by a pulsed voltage on the entrance plate of the linear
drift space (§). Mass discrimination of the secondary ions is ob-
tained because of the differences in time of flight through the com-
bination of two linear drift spaces (5, 7) and an electrostatic sector
field (6); the time of flight is proportional to |/m, where m is the
mass of the ions.

The ions are detected by a single channel plate (8), and a scintilla-
tor (9) optically linked to a photomultiplier (/0). The detector
operates in the single-ion counting mode.

As compared with other methods of secondary-ion mass spec-
troscopy in the static limit range (e.g. quadrupole-static SIMS),
TOF-SIMS has the following very important features:

1. High transmission of the mass-discriminating system (> 10%).

2. Quasi-simultaneous measurement of all the ions of the same
sign (the entire mass range is measured for each primary-ion
pulse).

3. Good mass discrimination (m/Am = 1000, where m is the mass
and Am the peak width at half height).

4. Because of 1 and 2 the sensitivity of the spectrometer is very
high. A detection limit of 10~® monolayer or better has been de-
monstrated for a number of systems.

5. The typical measurement time per spectrum is less than 1 min-
ute.
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SIMS; analysis results

We conclude with some results of analyses relating
to improvement in the adhesion of a methacrylate
resist on lanthanum-containing glass, as used in the
replication process.

The glass is cleaned with an alkaline soap, rinsed
with water and then dried in isopropanol vapour. The
modification is performed by exposing the surface to
the vapour of 3-methacryloxypropyltrimethoxysilane;
it is assumed that a reaction as shown in fig. 7 takes
place during this exposure. Figs 12 and 13 give the
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Fig. 12. Negative SIMS spectrum of a cleaned surface of lantha-
num-containing glass. Owing to adsorbed residues of alkaline soaps
used in cleaning, the spectrum contains peaks attributable to SO,~,
HyPO,~, PO;3;~, SO;3™ and PO, (at 96, 97, 79, 80 and 63 amu). The
large peaks at 60, 61, 76 and 77 amu (for example) correspond to
SiO,, SiOyH™, SiO3 and SiO3H™ respectively.
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Fig. 13. Negative SIMS spectrum of the same surface as in fig. 12,
after it has been allowed to react with a methacryloxysilane. Fig.7
gives the assumed chemical structure of the modified surface. The
largest peak in the spectrum is now observed at 85 amu, and is as-
signed to the methacrylate anion, CH, = C(CH3)COO".
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negative SIMS spectra of the cleaned and modified
glass surface, respectively. Some details of the spectra
will now be discussed.

The spectrum of fig. 12 shows that even after clean-
ing the glass surface is not completely clean. For
example, peaks are visible at 96, 97, 79, 80 and 63
amu [, which must be assigned to SO,-, H,PO,",
PO3~- SOj3~ and PO,~ respectively. These ions orig-
inate during the sputtering process from the molecules
of residues of the alkaline soaps used for cleaning.

The quantities of these soap residues are small, how- .

ever, as can be seen from a comparison of the inten-
sities of these peaks with those of the intense peaks
that originate from the glass substrate, e.g. at 60, 61,
76, 77 amu, and are assigned to SiO,~, SiO,H™, SiOg~
and SiOgH".

The same conclusion may be drawn from the posi-
tive SIMS spectra of the glass, not shown here, in
which the metal ions (including Na* and La") in the
glass can also be observed, demonstrating that these
are also present at the surface.

Fig. 13 shows that exposure of the cleaned glass to
the vapour of the 3-methacryloxypropyltrimethoxysi-

71 (Unified) atomic mass unit.
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lane does in fact modify the chemical structure
of the surface. The largest peak in the negative
SIMS spectrum in this mass range is observed at
85 amu, and originates from the methacrylate anion
CH,; =C(CH3)OO0", formed by fragmentation of the
functional end-group of the methacryloxysilane men-
tioned above. The reaction with the methacryloxysil-
ane therefore does take place in the way that appears
to be necessary for a substantial improvement in the
adhesion.

Summary. Bifunctional organic molecules that form bonds with a
surface with one functional group give new properties to the sur-
face with the other functional group. Adhesion to a surface or re-
lease from a surface can be improved by using this method. Pre-
conditions for such chemical surface modification are the presence
of reactive sites at the surface, the absence (because of good clean-
ing procedures) of impurities at these sites, and the possibility of
stress relaxation on expansion and shrinkage. Subjects discussed
include improvement of the adhesion between a photosensitive re-
sist based on ‘novolac’ and silicon with an aminosilane, improved
adhesion between noble metals and glass with a mercaptosilane, im-
proved adhesion of silver reflecting coatings on LaserVision discs
with tannin, an improvement of both adhesion and release in the
replication method used for making aspheric lenses, using a metha-
cryloxysilane and a trialkylsilane. The chemical surface modifica-
tions described here for the replication method have been inves-
tigated by IETS and TOF-SIMS. The principles of these methods
are discussed and some results are presented.
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Striations in a gas discharge

F. C. van den Heuvel

Optical instabilities in gas discharges have been known almost as long as gas discharges them-

selves. Fortunately, in most applications their occurrence can be avoided, often by taking

external measures adapted to a particular situation. However, a universal remedy requires a

better understanding of these effects.

Introduction

In the first half of the 19th century it was discovered
that a gas between two electrodes in a sealed glass tube
can conduct an electric current. It was also found that
the gas emitted radiation. This can be considered as
the start of the application of these ‘gas discharges’
for artificial lighting, since the emitted radiation can
have a wavelength in the visible range, or fluorescence
from materials on the glass wall can convert the radia-
tion into visible light. In the earliest days strange op-
tical effects were occasionally observed: a pattern of
alternate bright and dark regions appeared along the
axis of the gaseous column (see fig. /). These dis-
charges are said to contain ‘striations’, or are described
as being ‘striated’, terms taken from the Latin word
‘striae’, meaning ‘stripes’.

In modern artificial lighting low-pressure mercury/
inert-gas discharge lamps (TL, PL and SL lamps) play
a leading part. In the design of these lamps efforts are
made to create conditions in which the optical effects
mentioned above either do not occur or cannot be ob-
served with the naked eye. An artificial light source is
obviously required to emit its radiation as uniformly as
possible. The parameters that affect the formation of
striations in the gas discharge — the composition and
pressure of the gas mixture, the dimensions of the tube,
the discharge current and the mercury vapour pressure
— should be controlled so as to prevent the occurrence
of striations, without causing any direct conflict with
other characteristics required of the lamp. It is impor-
tant, for example, that the lamp converts electrical
energy into light efficiently, has a long life and is com-
pact. For standard interior lighting it is usually fairly

Dr F. C. van den Heuvel is with Philips Research Laboratories,
Eindhoven.
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Fig. 1. Some examples of striations in gas discharges. This photo-
graph dates from the early days of gas discharges [ (1878!). The
striations that can be seen in the fourth discharge from below are
the ones that most closely resemble an ‘instantaneous exposure’ of
the striations seen in our mercury/argon discharges.

[l This photograph has been taken from: S. C. Brown, A short
history of gaseous electronics, in: M. N. Hirsch and H. J.
Oskam (eds), Gaseous electronics, Vol. 1, Electrical dis-
charges, Academic Press, New York 1978, pp. 1-18.
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easy to find a compromise, because the (r.m.s.) dis-
charge current and the operating temperature, which
determine the mercury vapour pressure in the tube, are
not subject to marked changes. Even if a compromise
should prove difficult it is often still possible to prevent
the appearance of striations by taking appropriate ex-
ternal measures. For example, the striations in a fluor-
escent lamp that fails to reach the required operating
temperature because the ambient temperature is too
low can be avoided by enclosing the lamp in a suitably
modified fitting. Such an approach will not work, how-
ever, when a lamp is required to operate without stria-
tions in varying conditions. This is the case, for in-
stance, with the integrated lighting systems nowadays
installed in large buildings because they are economical
of energy. In these systems the lighting level is con-
trolled from a central point to complement the amount
of daylight entering the building. There is then a danger
that the discharge current through the lamps will be-
come so low that striations appear. The effect becomes
worse because a low discharge current gives a lower
operating temperature and hence a lower mercury va-
pour pressure. New precautions then have to be taken
to prevent this from happening.

This article is concerned with the way in which the
electrical circuit to which the gas discharge is con-
nected affects the occurrence of striations. The dis-
cussion will be confined to a d.c. discharge with the
current kept just below the critical value at which
striations appear. Before considering our experiments
and the results, let us first briefly look at the gaseous
discharge, the occurrence of striations and an ex-
planation of how they come about. Later in the article
there is a discussion of our observations of striated dis-
charges and their relation to the electrical circuit. It
will be shown that the striations excite an oscillation
in the electrical circuit, and that this oscillation
maintains them.

Striations in gas discharges

Fig. 2 gives a diagram of the spatial distribution of
an unstriated gas discharge. The distribution is based
on the intensity of the generated radiation. Most of
the discharge between the two electrodes is taken up
by the positive column, which is primarily responsible
for the radiation output from the discharge. The phe-
nomena we are concerned with, the striations, appear
in this column.

The concentrations of electrons and ions in the pos-
itive column are practically identical: macroscop-
ically, the plasma is electrically neutral. The tempera-
ture of the electron gas, which is a measure of the
velocity of the electrons, is relatively high (about
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12000 K), whereas the temperature of the ion gas is
only a few hundred K. The highly mobile electrons
with a drift velocity of about 10 m/s are responsible
for the electric current. The contribution from the
much slower ions is negligible. This difference in drift
velocity of electrons and ions might have the effect of
endangering the neutrality of the plasma, for if the
concentration of electrons (and hence ions) is higher
in a particular zone of the discharge, the electrons will
disappear from this region faster than the ions. This
situation is not reached, however. With a separation
of even as little as 10 um between the ion and electron
distributions such a strong opposing field is formed
that any further drifting apart is prevented. In this
way the plasma opposes any large-scale build-up of
space charge [2], This type of field is known as ‘ambi-
polar’. It reduces the applied axial field where the
electron density is relatively high and increases it
where the electron density is low. This happens in -
such a way that there is no spatial variation in the
electric current: div j = 0.

negative glow positive column

Faraday dark space

Fig. 2. Spatial distribution of a gas discharge on the basis of the
variation in the intensity of the emitted light. Only the most impor-
tant parts of the discharge are indicated. K cathode, A anode.

Under certain conditions striations can occur in a
gas discharge. Although the effect was known in the
early days of gas discharges, no explanation for it ap-
peared till about thirty years ago, when L. Pekarek [#]
put forward the following argument. Suppose that,
for one reason or another, an unstriated positive co-

"lumn contains a region of some magnitude (>> 10um)

where the ion density (and hence the electron density)
is higher than in the rest of the column. Electrons
drifting through this region are then subject to a re-
duced field because of the presence of the opposing
field described above. The electron gas therefore be-
comes cooler, so that fewer ions are produced by ion-
ization. Since the cooling and heating of the electron
gas by an electric field are not instantaneous, of course,
the region with the lower temperature will be displaced
with respect to the region with the higher density. It
will take about 1 pus before the field starts to affect the
temperature. In that time the drifting electron gas will
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have covered a distance of no less than a centimetre.
A local increase in the ion density therefore gives a
corresponding decrease in ion density in the adjoining
region, and in turn this leads in due course to an in-
crease in the next region, and so on. In the plasma the
local temperature profile and the diffusion determine
the dynamics of the ion and electron density profiles.
Assuming a uniform positive column with a local
change in the ion and electron density, Pekarek
showed that the assumed local density distribution
gives rise to the formation of a kind of ‘wave packet’.
This propagates along the axis of the discharge, ex-
panding at the same time. The process becomes visible
because the intensity of the radiation field changes, as
aresult of the changed electron temperature. This was
how Pekarek explained the origin of moving bright
and dark regions in a striated gas discharge.

Depending on the conditions in the plasma, one of
the following situations may now arise. If the ampli-
tude of the waves in the packet decreases and the plas-
ma returns to a situation with no perturbations, the
plasma is then by definition stable. However, the con-
ditions in the plasma may be such that the amplitude
of the waves increases. If the packet then moves more
slowly than it expands, the plasma becomes completely
unstable. In such a case the plasma does not return to
the state of equilibrium. Between these two extremes
the plasma is convectively unstable. The term ‘con-
vectively’ means that the amplitude of the perturba-
tion increases and that its displacement is faster than
the spatial growth. The plasma is locally unstable
while the packet is passing by, but afterwards a local
equilibrium sets in again. We have studied the occur-
rence of striations in a convectively unstable plasma
of this type.

The effect of the electrical circuit on the striations

Fig. 3 shows the circuit used for the experiments.
The operating temperature is kept artificially constant
by surrounding the discharge tube with a second glass
tube and circulating water at a constant temperature
of 50°C in the space between them. The part. of the
circuit that supplies the direct current for the dis-
charge is decoupled from the load circuit — an a.c.
circuit that contains a variable resistance — by an in-
ductance and a capacitance. These have values such
that their influence on the load is negligible. The effect
of the resistance on the occurrence of striations in the
discharge was investigated. The current through the
discharge was set just below the critical value; this
made the plasma convectively unstable.

The ‘wave-packet’ perturbations described by Pek-
arek were indeed observed. They arise as a conse-
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quence of noise in the neighbourhood of the cathode
and travel towards the anode at a velocity (group ve-
locity) of about 60 m/s. The intensity of the complete
wave packet increases as it moves away from the cath-
ode. The phase velocity of the waves ‘contained’ in a
packet has the opposite direction. _ ‘

The electrical circuit has a definite influence on the
effects in the discharge, as can be seen in fig. 4. As the
external resistance is reduced, the amplitude and the
spatial magnitude of the packets increase. When the
resistance is sufficiently reduced, wave packets over-
lap to such an extent that they cannot be distinguished
separately and combine to form a travelling wave with
a more or less constant wavelength and frequency. It
seems as if the wave travels in the opposite direction
to the wave packets, but this is only because the phase
velocity is positive towards the cathode.

The amplitude of the wave was measured with a
moveable photodiode as a function of the distance to
the cathode; see fig. 5. The photodiode signal consists
of two contributions: a signal that would also be
measured in an unstriated gas discharge (with the
same value everywhere along the column) and a small
