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-r 39 Spectral lines: A plea for plurals 
in the 18th century, to no less an authority than Dr. Johnson, of dictionary fame, the 
plural ot phenomenon was phenomenons, and Fowler, almost 50 years ago, in his "Modern 

English Usage" wrote of the tendency to abandon Latin plurals 

--r- 40 Haraden Pratt—in memoriam 

41 Sixty years of wireless and radio 
Autobiographical reminiscence by Haraden Pratt 

The recent death of Haraden Pratt brought to a close a career of more than 40 years of 
service to the IRE and IEEE. Some of his own reminiscences provide ci fascinating and 

highly personal look al the early days of telegraphy 

+. 48 Ultrasonics in medicine 
Nilo Lindgren 

First used for the nondestructive testing of materials, the ultrasonic transducer has now 

found its way into medicine where it serves as a kind of X-less X ray 

-4- 58 Fluidics—a new control tool 

Rolf E. Wagner 

Although fluidic logic components have the major disadvantages of relatively slow re-

sponse time and comparatively large size, they are virtually insensitive to high temperatures, 

nuclear radiation, and explosion-hazardous areas 

--i- 69 Logarithmic converters 

Robert C. Dobkin 

Conveniently, the bipolar transistor operates in a precisely logarithmic fashion over a 
range of several decades. In multiples of two. these transistors therefore can make valuable 

computational circuits 

-4- 77 The future of cable TV 
Archer S. Taylor 

Some controversy exists among analysts about the speed with which cable TV will grow 

once restraints are lifted. However, growth is inevitable and necessary 

+ 82 Applications of Walsh functions in communications 

Henning F. Harrnuth 

KRC networks are obviated with ICs and the designer must resort to alternate filters. 
It remains expedient. however. to work with electrical functions that are mathematically 

complete—a situation solved by Walsh functions 

THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS, INC. 

2 
IEEE spectrum NOVEMBER 1969 



Computer- Confrottebtel 
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many more, and computer control can be added later. 

Hundreds of EMC- 25's, with and without peripheral 
equipment, are being used all over the world. Contact 

your Fairchild / Electro- Metrics representative for your 
catalog, to see how you too can s-t- r-e-t-c-h your val 

manpower. 
able 

I 

: • 

BAND- BY-BAND 
SPECTRUM DISPERSION 

By displaying the EMC-25's 15 oc-
tave bands, one at a time, on the 
CRT of Display Module SPD-125, 
the full range of 14 kHz to 1 GHz is 
visually displayed in the Calibrated 
Spectrum Analyzing Receiver CSR-
200. 

FULL FREQUENCY RA 

AUTOMATIC PLO 

The ESC-125A 
capabilit 
14 kH 

NGE 

TTING 

Programmer adds the 
y of plotting the EMC-25's 

z to 1 GHz range on a single 
sheet of pre-calibrated graph paper, 
and with automatic antenna selec-
tion. 

0> 

• 100 

BAND-BY-BAND 
SPECTRUM PLOTTING 

Built-in electronic sweep in EMC-25 
provides push-button control of oc-
tave-band plots on the EXY-125A 
X-Y Plotter. Add the Digital Interface 
Unit Model DIU-125 and you are 
Computer- Controllable. 

DUAL-SYSTEM FSS-250 

For full 20 Hz to 1 GHz range: 

Here is a system with both visual 
CRT octave dispersion and auto-
mated X-Y plotting...plus built-in 
calibrator control, amplifier and 
speaker, and many optional operator 
controls. And computer control can 
be added at any time. 

- 

4.1> Y AIM 

é 

EMC-10 for VLF 
Interference Analyzer EMC- 10 covers 
the frequency range from 20 Hz to 
50 kHz. It also is solid-state, battery 
operated and electronically scan-
nable. Category A approved; FSN 
6625-911-0840 and (for " E" model) 
6625-937-6523. 
Use for Mil-Std-461/ 462. 

r44.1F4 

FAX I MC F-I I 11-10 

ELECTRO - M  ETRICS 

100 CHURCH STREET, AMSTERDAM, N.Y. 12010 

Circle No. 3 on Reader Service Card. 



Channelized systems may overload if too many signals occupy une channel. Ed Buyer of AlL's 

Advanced Engineering Department describes a technique to compute occupancy statistics. 

Maximum Channel Occupancy 
The problem of the amount of traffic which can be ex-

pected in the most populated channel of a system is of in-
terest to the designer, who must equip the channels to handle 
the workload. An example of the type of system under dis-
cussion is an antiaircraft defense consisting of three guns in 
each of the four quadrants, each gun capable of covering only 
one quadrant. Obviously, an attack by four aircraft in any 
one quadrant could overload the system. 

'I'his problem differs from the computation of the prob-
abilities of given traffic densities in specific channels which 
are normally solved by binomial or Poisson techniques. Of 
the several methods which have been explored to compute 
maximum occupancy statistics, the following has been found 
the most efficient: 

I. Form all possible combinations of the given number of 
signals in the given number of channels. 

2. Compute the probability of each combination. Each 
signal is assumed to have the same probability of occupying 
any channel. 

1. Sum the probabilities of all combinations which have 
N, and no more than N, signals in one or more channels for 
all values of N from I to the total number of signals. 

Let us examine the case of five signals in six channels. All 
the possible combinations are shown in Table I. 

TABLE 1 

Combination 
Number 

1 5 o o o o o 
2 4 1 o o o o 
3 3 2 o o o o 
4 3 1 1 o o o 
5 2 2 1 o o 0 
6 2 1 1 1 o 0 
7 1 1 1 1 1 0 

The above table is constructed as follows: 

I. For the first combination, let the first element be the 
totality of signals, and the remaining elements be zero. 

2. Scanning from right to left, reduce the first multiple 
occupancy by 1. 

3. Moving to the right, maximize each element until all 
the signals are accommodated. No element is per-
mitted to be higher than the preceding element. 'I'he 
next combination is now formed. 

4. Return to step 2 and repeat until no further allowable 
combinations can be formed. 

The probability of each combination will now be computed. 
The probability that the first A out of E signals go into the 
first of 11 channels and that the remainder go into the other 
I-1 — 1 channels is: 

( 11)A iI1 — 1 \E-A 
1  II (1) 

Thus the probability that the first channel receives exactly 
A signals ( for A > 0) is 

( 111)A (II — 1\E-A X 
II 

1:(1: — 1)...(E — A -I- 1) 
(2) 

A! 

If we populate the channels in order, the probability of a 
specific level of occupancy in each successive channel can be 
computed on the basis of the numbers of signals and channels 
remaining. 

Let: 

S = total number of signals 
J = channel number 

Ai = number of signals in channel J 
= number of channels remaining ( including channel J) 

Ej = number of signals remaining ( including AJ) 
K = number of populated channels 

Thus the probability of the permutation AI, Az AK is: 

ir 
.1=1 

— 1)EJ -AJ 

(Ej — 1) ... (EJ — AJ 1) 
AJ! 

A complete bound set of our thirteenth series 
of articles is available on request. Write to 
Harold Hechtman at AIL for your set. 

(3) 

or 

S! ir 
.1=1 

(I1j — 1)EJ -Ai 

HJEJAJ! 

The probability of the combination Ai, A2 . . . AK is: 

S! ir 
.1= I 

(1Ij — i 0:3 

I !M.! 

where 

Mi = order of appearance of population level Ai. For example, when level 7 occurs for 
the third time, M I = 3. 

Expression ( 5) is now evaluated to obtain the probability of each of the seven combina-
tions of Table I. Since the value of the first element is the maximum channel occupancy, 
the probability of a given level of maximum occupancy is determined by summing the prob-
abilities of all combinations that have a common value for the first element. Table II gives 
the maximum occupancy, the combination numbers ( see Table I) which have the specified 
maximum occupancy, and the computed sums of the probabilities of these combinations. 

TABLE II 

Combination 
Maxi nu,,, Numbers  

1 
2 
3 
4 
5 

7 
5.6 
4,3 
2 
1 

Probability 
0.0926 
0.6344 
0.1929 
0.0193 
O. 0008 
1.091)1) 

Table II shows, for the case under study, that the most probable level of maximum oc-
cupancy ( the model is 2. We ran the occupancy statistics for a considerable range of chan-
nels and signals and developed the contour plot of the mode seen in Figure 1. 

As an example of the application of Figure 1, the most probable maximum traffic level in a 
system with 20 signals and 25 channels is three. A first cut at the desi•,n for this case, there-
fore, is to install sufficient processing capacity in each channel to handle three signals simul-
taneously or to provide one processor per channel and allow sufficient time to sequentially 
process taree signals. 
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Forum 

Readers are invited to comment in this department on material previously pub-
lished in IEEE SPECTRUM; on the policies and operations of the IEEE; and on 
technical, economic, or social matters of interest to the electrical and electronics 

engineering profession. 

Views on controversial articles 

Thank you for publishing Professor 

Wald's "A Generation in Search of a Fu-
ture" (June 1969) and the most il-
luminating articles on the ABM decision 
by Tilson, Rathjens, and Brennan (Au-
gust 1969). 
More attention needs to be focused on 

the paragraph headed "Human implica-
tions of the Safeguard system," page 31 
in the article by Tilson, dealing with 
strontium 90 and the research published 
by Dr. Ernest J. Sternglass, professor of 
radiation physics, University of Pitts-
burgh School of Medicine. Dr. Stern-
glass published a four-page article in 
the September issue of Esquire maga-
zine, "The Death of All Children," 
which the editors appropriately stamped 
Urgent in bold letters. 

After carefully reading that thor-
oughly analytical treatment and re-
reading the brief paragraph by Tilson, 
I was struck by the feeling that most of 
the congressional and public debate has 
overlooked the central issue, namely: 
What is the point of trying to survive a 
nuclear attack if we are to be the last 
generation of mankind on this planet ? 

Suppose, as an electronics engineer, 
that I were to work on the ABM system, 
and suffer, and survive, an ICBM attack. 
How could I live with myself or my 
family with the knowledge that the odds 
would then be overwhelming that neither 
my children nor any other prospective 
parents remaining alive on the entire 
earth could ever again raise children ? 

Don't we owe ourselves and mankind 
something more than that we will sur-
vive? "... Give me liberty or give me 
death." Yes! But my death. Not the 
death of all future generations. 

Charles R. Hogge, Jr. 
Raleigh, N.C. 

The Sternglass findings are also dis-
cussed by him and by F. J. Dyson in 
Bulletin of the Atomic Scientists, pp. 

26-27, June 1969. They are called into 
question in Science, vol. 166, pp. 195-
200, 10 Oct. 1969. 

Editor 

This is in response to the request for 
comments on controversial articles, 
such as that by Professor Wald in the 
April issue of IEEE SPECTRUM. 
I do not understand how a person as 

obviously intelligent as Professor Wald 
can manage to be so ill-informed on the 
Vietnam issue. It must have taken a de-
liberate effort on his part to acquire 
that much misinformation. Nevertheless, 

he is not alone in his views. He is an 
unusually articulate spokesman for a 
rather widespread point of view. I 
believe it is important to the membership 
of IEEE to be informed of such wide-
spread opinions, even if, in the views of 
some of us, the opinions are ill-founded. 
The existence of those opinions is a 
fact, a fact with which we must all 
contend. Those of us in the defense 
business, for instance, have to contend 
with the very real fact of Professor 
Wald's views, which are shared by a 
number of members of the U.S. Con-
gress. There are views on other con-
troversial subjects that are equally 
important to the engineering profes-
sion, whether or not we all agree with 

the views. The existence of the views is a 
fact we must become informed about. 
My only reservation about the 

publication of controversial views in 
SPECTRUM is that an effort must be 
made to present responsible views from 
both sides. This was done admirably in 
the set of articles on the ABM. This 
series set a high standard that the editors 
of the SPECTRUM should make every 
effort to equal in the future. 

Joseph P. Martino 
Major, U.S. Air Force 
Holloman AFB, N.Mex. 

I am amused and bemused by the 
pompous puritanical attitudes of some 

IEEE members who are apparently ap-
palled by the thought of editorially 
discussing political realities in an engi-

neering journal such as IEEE SPECTRUM. 
Do these people really believe that, 

because we are engineers, we must abdi-
cate our rights and duties as citizens? 

Are engineers truly a breed unto them-
selves in an ivory tower of splendid iso-

lation? 
This stuffy faction had better catch 

up with the times and realize that the 
socioeconomic, political, scientific, and 
technical aspects of our culture are 
inextricably interlocked into the same 
fabric, and that each one is dependent 
upon all of the others. 

Gordon D. Friedlander 
Burndy Library 
Norwalk, Conn. 

The time has arrived. The IEEE must 
encourage debate by concerned scien-

tists and promote a technology that 
responds to the needs of our society. 
It is time for the design of automobiles, 
appliances, color television sets, bridges, 
gas pipelines, and our defense system to 
be based on independent tests and judg-
ments and not dictated by profiteers and 

their advertising agencies. 
It is time the technical societies 

speak responsibly in the U.S. Congress 
and in the lobby. Our members repre-

sent a top echelon of society, and we 
must be aware of social needs, which we 
must debate honestly, scientifically, and 

with compassion for humanity. 
Those who cry "subversion and Com-

munist-inspired" do so mainly because 
they are unwilling to face the demands 
for a more meaningful and better social 
order. The problems are here; there 
are better solutions, and a healthy 
society will grant a fair profit. 
The alternative is to continue a tech-

nology that poisons the environment, 

depletes the land, and breeds an anarchy 
that cannot be controlled by even the 
most oppressive law and order. 

Yes, engineers must listen, debate, and 
earn the respect of those who demand a 

better life. There simply is no other way. 
Laurence G. Cowles 

Bellaire, Tex. 
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The newest GIANT is General Instrument's 10 channel multi-

plexer containing 10 P- channel nitride passivated insulated 
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con) process with its well-known performance and reliability 

advantages. 
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The high dielectric resulting from the use of silicon nitride in 
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And it is silicon nitride's virtual imperviousness to contami-
nants which assures the reliable • 125 C operation. 

With the unique arrangement of its source connections, the 
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MUX gives the user maximum flexibility for switching applica-
tions. And, by proper biasing, it can be employed as a multiple 

switch, rotary switch, "AND" gate or "NOR" gate. 

The design flexibility of the MUX. along with the benefits in-

herently derived from its MTNS construction, combine to make 

it the giant in its field. 

The 10 channel GIANT MUX (part #MU-6-2281) is available 

now from your authorized General Instrument Distributor. 

For full information write, General Instrument Corporation, 

Dept. M. 600 West John Street, Hicksville. 1.1., N.Y. 11802. 

(In Europe, write to General Instrument Europe SPA., Piazza 

Amendola 9, 20149 Milano, Italy: in the U.K., to General In-
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Engineers and public policy 

The article of Alger and Holt in the 
August issue of IEEE SPECTRUM cor-
rectly makes the point that engineers and 
scientists must begin to take part in 

• deciding public policy. However. in 
addition to pursuing these goals through 
the engineering societies, I believe we 
should emphasize the more direct and 
immediate approach of individual par-
ticipation by engineers in civic affairs at 
the local level. 

Every citizen is served (or confronted) 
by a large array of local agencies: el-
ementary. high school, and college 
boards; city council, planning com-
mission, finance, personnel, and park/ 
recreation committees; fire commission, 
water board, etc. Policy-making posi-
tions in these agencies are filled by ap-
pointment or election. It is unusual to 
find, in such agencies, even one official 
who has an engineering background. 
As a result, such agencies are very 
reluctant to consider technical innova-
tions. 

Technical capability now in hand 
could revolutionize our society. How-
ever. numerous technically based com-
panies have discovered, to their great 
economic sorrow, that local govern-
mental agencies refuse to accept and use 
this capability. Housing costs could be 
halved by use of new materials and 
fabrication techniques, but archaic codes 
block progress. Instantaneous relay and 
computer analysis of data can make 
traffic control and law enforcement 
much more efficient. We already know 
how to dispose of waste in ways that are 
better and cheaper than dumping it into 
someone else's drinking water. The list 
is long. The blockage is poor com-
munication across the interface between 
the engineering and local-government 
communities. The fastest and most 
productive way to solve this problem is 
for engineers to work directly in local 
government. 

Jeff Monigonsery 
BeIniont. Calif. 

Engineers as professionals 

I am a fourth-generation engineer. 
Last week I was privileged to sweat 

through the eight-hour California Pro-
fessional Electrical Engineer examina-
tion after completion of a six- ear in-
ternship. Before that I served an eight-
year apprenticeship in our trade, passed 
the engineering fundamentals exam, and 
acquired six years of college. 
I have twice, formally and publicly, 

affirmed the Engineer's Creed and Can-
ons of Ethics. 
My great-grandfather, my grandfather, 

my father, and I are now shamed by 
"Spectral Lines" in August's IEEE 
SPECTRUM. 

Such a blurb shows a crass ignorance 
of democratic process, existing tests ol 
competence, supply and demand, prob-
lems of branch registration, the powerful 
position of a citizen, journeyman engi-
neer compared with a client-pleasing in-
dependent, and the work of NSPE. 
ECPD, Maslow, Hertzburg, Drucker. 
and our labor unions. 
I am disgusted that our journal would 

print even an unqualified opinion so 
poorly researched. 

Service to God and man and promo-
tion of the public welfare is the very 
essence of the hundreds of hours of un-
paid volunteer work by our Society 
members. Incidental experience and 
growth achieve status and reward for 
the individual. 

Integrity is our watchword as engi-
neers. 
I suggest that J. J. G. McCue stick 

to his mudpuddling until he can write 
P.E. after his name. 

William G. Naef 
Engineer in Training 
San Francisco, Calif: 

To my inquiry as to how much Mr. 
Naef had researched the situation in 
states other than California, and 
whether he was willing for his letter to be 
published, I added a note calling his 
attention to the letters on this topic in 
the October issue, by colleagues who 
differed with him. His reply follows. 

Etti/or 

When my well-qualified technical or-
ganization blunders into the field of 
employee relations, I require that it be 
real and earnest. This affects my pay-
check and my supper! Your editorial 

caused me considerable gut-level "emo-
tional involvement." Anyone who would 

do the disservice to his fellows of com-
paring them to mudpuddlers, should be 
chased up a butt-rotted, shell-barked. 
I 3.8-kV pole in a sleetstorm on Christ-
mas Eve to cut in transformers with 
mutilated rubber gloves and a tripple-

gaffed scare strap! 
And to send me an old maidish "sorry 

that you found the editorial distasteful." 
Man, now I could work you over with 
wood hooks and skinning knife, and 

sing three stanzas of -Scotland the 
Brave" while chop chop chopping! 
I will be proud to have you publish 
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both my letters. I try to think before I 
write, and then stand behind what I've 
said. Having been proved wrong, I will 

be glad to acknowledge the fact. But to 
cry "I'm sorry." My Gawd! 
I have observed that all organizations 

have a certain number of weak sisters 
who are carried along out of charity. 
The problem is that these cry the loudest 
when pinched, and the whole group is 

judged. Incidentally, these engineers 
cause the most laughs among entre-
preneur-minded managers. The letters 
you sent me are typical. 
One wants a labor union to do his 

financial planning for his old age plus 
the security of staying with one or-
ganization while retaining the privileges 
of leaving upon a whimsy. Where is the 
old spirit of "Have slide rule, will 
travel ?" 

Another complains of being forced to 
go to graduate school evenings and the 
time it takes. This is a rare privilege. 
The fact of having the mind stretched, 
exercised, and challenged is ample re-
ward for the effort. Again, we have a 
national pension plan now, called Social 
Security. What is his objection to it ? 
Another nit-picks the Canons of 

Ethics because he wants to buy a car 
wash and doesn't want to work a few 
extra hours at his job when he is needed. 
If he wants money and is lacking in 
talent, let him grow some gonads, and 
go do dangerous work, or unpleasant 
traveling work that pays better. 

It is interesting that none of these men 
identify themselves as P.E.'s. Then they 
are not colleagues of mine. 

The people of our blessed, free democ-
racy, in their wisdom, have delegated 
the power to certify who is a Professional 
Engineer to their state boards. (In recog-
nition of the realities of the economy, 
not all states can hold to the same stan-
dards.) The power is then properly 

shared. Schoolteachers can testify that 
a man has studied in engineering school 
and give him a certificate called a degree 
and cause a certain self-image. A few 
schools still grant an " Engineer" degree 
for two years of graduate work and a 
thesis to the Ph.D. candidates who can't 
cut it. But all are careful never to pro-
claim "This man is an Engineer." The 
ECPD accredits the schools. The balance 
of power is completed when Professional 
Engineers who know him, serve as refer-
ences and vouch for his internship, ca-
pabilities, and experience. 

In my experience, engineers fall into 
five groups. The first-rater quietly gets 
his license and doesn't say much about 
it. The second-rater does nothing be-

cause it takes voluntary effort. The 
third-rater ignores the fact in hope it 
will go away. The fourth-rater lives in 
fear of the self-discipline needed to 
take a 16-hour test and belittles it. 

The fifth-rater screams and whines and 
defies "the establishment to make him 
get one." 

With a few glowing exceptions, indus-
trial management insists on author-
itarianism, does little to encourage pro-
fessional registration or recruit profes-
sionals, and is content with second- and 
third-rate engineers. 

There was a time when engineers 
chewed tobacco, carried a bottle, and 

mopped their face with a red hand-
kerchief. If they didn't like their job 
they hauled on down the road to another 
one. They are the men who built this 
country. I'm afraid in our strife for 

status we have lost something. 
William G. Naef 
E.I.T. 

A very important problem facing the 

engineer today is the conspicuous lack 
of recognition afforded engineers by the 
public in general and industrial manage-
ment in particular. Most engineers are 
resentful of this fact and feel that they 
should be treated as members of a pro-

fession; more important, that they 
should be able to reap those benefits 
normally connected with professional 
status such as economic security and 
welfare, and professional recognition 
to the same extent as, for instance, doc-
tors and lawyers do. The status of these 
professionals is not so much due to their 
individual efforts as to the fact that they 
are backed up by strong professional 
societies—the AMA and the Bar As-
sociation. These societies are not at all 
restricting their efforts to the dissemina-
tion of information but direct a great 
deal of their time and resources toward 
representing the interests of their mem-
bers. 
Contrary to the policies of these or-

ganizations, the engineering societies 
in the past have behaved in an ostrich-
like fashion: they either did not wish to 
recognize the existence of the problem-
atical status of the engineer, or, if there 
was any recognition, they apparently 
hoped that complete silence would make 
the problem go away. For this reason, 
attempts of unionization of engineers or 
creation of quasi-union representative 
bodies are gaining in frequency and 
success. This fact should be sufficient 
warning to the societies, as it clearly 
indicates that, in increasing numbers, 
engineers are very much dissatisfied 

with the policies of their respective 
societies. 

Unionization, I feel, is not the answer, 
however. The preferable alternative is 

a change in the makeup of the engineer-
ing societies. They should be reorganized 
into bodies that, in addition to their 
present activities, implement policies 
to represent the economic interest of 
the membership in a professional rather 
than union-like manner. 
Some of the societies are in the process 

of formulating such plans of action. 
One, in particular, is going further—the 
American Society of Civil Engineers 
(ASCE). 
I am enclosing a reprint of an article 

published recently in Ciril Engineering 

entitled "ASCE Responsibility for the 
Welfare of Its Members," indicative of 
a trend that should be adopted more 
widely, and the sooner, the better. 

H. B. Waterman 
TRW Inc. 
Redondo Beach, Calif. 

The article, too long to reprint here, 
states that the ASCE does not intend to 
let its exemption from Federal income 
taxes "hinder the fulfillment of its re-
sponsibilities to the public and to its 
members as a professional society. 
Should the acceptance of these responsi-
bilities even be held to exceed the limita-
tions of Section 501(c) (3) of the Internal 
Revenue Code, it is expected that the 
Board of Directors will decide whether 
to curtail programs or to accept exemp-
tion as a non-profit 'business league' 
under the more liberal provisions of 
Section 501(c) (6) of the Code." 

It goes on to say: "Sound standards 
[for economic advancement and profes-
sional development] should be estab-
lished after careful analysis and evalua-
tion of existing practices in context with 
other professions and occupations re-
quiring trained and skilled personnel. 
Then every professional engineering 
society should press aggressively for 
universal compliance with these stan-
dards, in industry, in government, and in 
private practice." 
The full text appears on page 35 of 

Civil Engineering for April 1969. 
Editor 

Ethics 

The August issue of IEEE SPECTRUM 
carried an article on "The New Responsi-
bility of the Engineer." 
The field of ethics is not one to be 

considered lightly. The material pre-

sented is based on the author's premise 
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that "the ethical basis for this proposal 
is that the engineer is obligated to serve 

society." 
Back to the drawing board! 
Such an ethical consideration is char-

acteristic of a slave or collectivist 
society—not a free one. 
The fact that an engineer serves his 

own self-interest does not imply that he 
does it at the expense of others. Cre-
ativity and productivity must not be 
confused with theft. 

Herbert Heller 
Pittsburgh, Pa. 

Trade secrets 

I wish to submit the following com-
ments on the article, "Trade Secrets 
and the Technical Man," by Charles 
M. Carter in the February issue of 

IEEE SPECTRUM (pp. 51-55). 
A company or organization has a 

legitimate right to maintain secrecy on 

the following matters: 

1. Research for the purpose of ob-
taining practical or theoretical knowl-
edge. 

2. Development of new products 
and strategies for marketing them. 

3. Technical, artistic, or stylistic 
designs. 

4. Industrial, commercial, or finan-
cial plans of expansion. 

5. Work in connection with national 

security. 
6. Internal information that can be 

used in labor or commercial negotia-
tions. 

These should be called confidential in-
formation to remain undisclosed until 
the knowledge has been applied to the 
solution of a problem, or a patent, a 
copyright, or a trademark has been filed, 
or a product marketed, or an expansion 
carried into reality. The matters men-
tioned in points 5 and 6 should remain 
undisclosed longer than the others, 

although not forever. 
The bribing or hiring of insiders by 

outsiders to obtain legitimate confiden-
tial information, or the putting on sale 
of that information by insiders, must be 
considered industrial espionage and be 
subject to penalties in accordance with 

the law. 
The methods, practices, procedures, 

skills, and general knowledge of the 
company, as well as the research results 
that are purposely not patented but are 
utilized, can be termed "trade secrets" 
when the company wants to keep them in 
secrecy. It is the attempt to treat them 
the same as legitimate confidential in-

formation is treated that is the source 
of my disagreement with Mr. Carter's 

article. 
The majority of organizations require 

engineer and scientist employees to 
sign promises not to divulge informa-
tion that go far beyond the protection of 
legitimate confidential information and 
cover virtually every aspect of their 
lives, seriously impairing their rights as 
citizens. 
The fact that a company entering into 

a new business needs people skilled in 

that field cannot be disputed. To seek 
an injunction to prevent a man who 
holds trade secrets from joining a com-
petitor has serious implications. First, 
the company holding the trade secret is 
limiting that man's right to work be-
cause his special knowledge is his most 
important asset, and if he cannot work 
in the field where he can profit most he is 
condemned for the rest of his life to be 
his company's property or to use his 
talent in what is not the best manner for 
him or society. Second, the company 
becomes the absolute judge of a privilege 
granted to it by nobody but itself. 
Third, a monopolistic practice is ex-
erted in the brainpower market, which 
becomes depressed. Fourth, to avoid 
injunctions the companies can establish 
so-called "gentlemens' agreements" not 
to hire employees of competitors, agree-
ments that in many parts of the world 
bring as a consequence very low salaries 
for engineers, forcing them to emigrate 
(this being one of the causes of the 
"brain drain") or to open a grocery 
store. 
To award damages, profits, or royal-

ties for the breach of trade secrets is to 
grant an economic reward not granted 
by the Patent Office, not taking into 
account that the value of those secrets 
could be disputed by the latter. A com-
pany could then legally dominate a mar-
ket for more time than that allowed by 
the law to a patentee, exerting on it a 
monopolistic pressure, just by keeping 

a secret. Furthermore, a trade-secret 
law would be wholly ineffective against 
a man who can use his skills in a foreign 

country. 
Trade secrets are reactionary; they 

bring mankind back into the practices of 
the medieval guilds. They are immoral 
because nobody is an unrestricted owner 
of knowledge, but an heir who has the 
duty to bequeath his inherited knowl-
edge to others. Such secrets are anti-
economic and constitute obstacles to 
progress because the interchange of 
practices and skills is the key to better-
ment and improvement. 

What would have become of all of us, 
even of the companies holding trade 
secrets, if Faraday, Maxwell, and Ein-
stein had not freely published their 
theories or Edison patented his inven-
tions? 

Trade secrets do not insure, in them-
selves, a company's success. The case 
of The Coca-Cola Company is an ex-
cellent example. Its ultrasecret formula 
is only a publicity device, because the 
beverage's flavor has been duplicated 
thousands of times. The public is at-
tracted by secret ingredients, be they in 
beverages, toothpaste, or gasoline, al-

though all of them are totally valueless 
or nonexistent. And so trivial and easily 
capable of being duplicated is the ma-
jority of trade secrets. The success of 
Coca-Cola, as well as of its archrival 

Pepsi-Cola--which does not advertise 
secret ingredients—can only be at-
tributed to good management and ex-
cellent advertising. 
Laws against industrial espionage 

should be welcome. Trade secrets, as 
well as privileges not granted by patents, 
copyrights, or trademarks, and the 
monopolistic practices that go with 
them, should be outlawed. No man 
should be deprived of his right to work 
or compelled to sign an agreement of 
secrecy that goes far beyond the needs of 
an organization. And everybody can be 
sure that the results will be mutually 
satisfactory for all the parties involved, 
and for society. 

A. H. R. Klimann 
Buenas Aires, Argentina 

As is pointed out in the opening para-
graph of my article, the purpose thereof 
is to provide people in the scientific and 
technical community some insight into 
the laws in the U.S. as applied to trade 
secrets. Mr. Klimann has taken issue 
with my paper on the basis that he 

personally feels that trade secrets should 
not be treated as legitimate confidential 
information. In my article, I did not ex-
press personal views or definition of 
what I felt the law should be, but rather 
pointed out the rights, obligations, and 
liabilities that exist today under the laws 
in the U.S. as applied to trade secrets 
by the courts. Mr. Klimann is obviously 
entitled to his own opinions as to 
whether or not the laws in this area are 
appropriate. However, I feel that certain 
statements made by Mr. Klimann re-

quire my comment. 
First, Mr. Klimann in setting forth 

those items that he feels should be called 
confidential information asserts that 
such information should remain con-
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The second revolution 
in computer time sharing. 

continues. 
And we're winning it. 

le The AL/COM interactive 
time sharing network will electrify 
every sophisticated computer user 

in the United States. 

AL/COM now gives you more interactive 
computing power with faster response 
time, than any other time-sharing sys-
tem ... 32,000 36- bit words per user. 
Cycle time one microsecond. Your ac-
cess to this increased computer power 
is instantaneous and direct. Through 
your telephone. Privately. It's a "tough-
job" system and it has the best price/ 
performance ratio there is. 

B AL/COM has a policy about 
insoluble time sharing problems. 

We solve them. 

We're after the tough jobs, the big ones. 
We're talking about price/performance 
...good response time.., and freedoms 
that time-sharing hasn't granted you 
before. Things like: 

Core Capacity — AL/COM gives you 
160,000 characters (32,000 words) in ac-
tive core per user. 

On-Line Storage — AL/COM has a bil-
lion characters of disc storage. 

Large Files — AL/COM gives you 
1,250,000 characters per file. 

Fast Access — AL/COM can search a 
2.5 million character bank in seconds. 

11 The things you can do with 
AL/COM time sharing are limited 

only by your imagination. 

AL/COM has the bugs worked out. 
We've been up for 3 years. We can con-
nect you with teletypes, line printers, 
CRT's and multiplexers. We speak eight 
languages . . . BASIC, FORTRAN IV, 
COBOL, etc. We're adding others. AL/ 
COM solves problems in science, engi-

neering, and banking. It's for operations 
research, marketing and statistical 
analysis, and bridge building . . . for 
management information, investments, 
and manufacturing. We even do little 
problems well. 

II When comparing time 
sharing services, 
you can't include 

AL/COM with 
the others. 

AL/COM service stands out because 
we've interlaced a string of multi-
processing AL-1G systems, with one 
computer backing up another in each 
system, and a second dual system 
backing up the first . . . and we'll soon 
have ten. They're all side by side, but as 
close as your local phone. Think about 
that... central files... back-up ... speed 
... reliability .... distributed nationwide 
by the AL/COM Time-Sharing Network. 

• When you select AL/COM 
you get a nationwide 
network of computer 

software professionals. 

We bring AL/COM to you through a na-
tionwide network of professional soft-
ware organizations. We're more than 
reps, dealers or branch offices. We're 
AL/COM Associates; local, independent 
firms, among the best in the industry. 
Systems and applications expertise is 
an integral part of the AL/COM network. 
This means you have the largest group 
of independent computer software ex-
perts to help you solve problems more 
efficiently, right at your elbow . . . 
through AL/COM. Two new "Associ-
ates" are selecting AL/COM each 
month. Why don't you? 

BI In just 30 seconds, 
you can arrange for 

a demonstration of the 
world's best 

price/performance computer 
time sharing service. 

Experiencing AL/COM is believing. 
We'll benchmark AL/COM against your 
present system. Compare the response, 
the speed, the cost. Do you have a prob-
lem you can't solve on your present sys-
tem? Try us. We're after the tough ones. 

II It 
takes 
gut-

to st 
a revolutiol.. 

Revolutions are started by people dis-
satisfied with the way things are. 
Success depends on a change for the 
better. That's what AL/COM is all about 
... and it's revolutionary. 

Contact us for information or demonstration 

AL/COM 
The Revolutionary Time-Sharing Network 
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auential and undisclosed until "a patent, 
a copyright, or a trademark has been 
filed." Upon issuance of a patent, a copy-
right, or a trademark, the information 
contained therein becomes public in-
formation. However, the act of filing a 
U.S. patent application, for example, 
does not render the information con-
tained therein material within the public 
domain. Under 35 U.S.C. 122, it is made 
clear that patent applications are main-
tained in confidence unless (1) dis-
closure is authorized by the applicant 
or owner, (2) disclosure is necessary to 
carry out the provisions of an Act of 
Congress, or (3) the commissioner of 
Patents has determined that special 
circumstances necessitate disclosure. 
Mr. Klimann has indicated that in his 

opinion certain information may be 
designated as trade secret when it is not 
legitimate confidential information. It 
is not the right of a corporation in the 
U.S. to determine arbitrarily what is 
legitimate confidential information. 
Rather, it is determined by the law and 
its application by the courts. The courts 
provide the safeguard against corpora-
tions overextending their rights in this 
area. 
Mr. Klimann has implied that, in my 

article, I have taken the position that 
trade secrets by themselves can insure 
a company's success. Obviously, this is 
not true. However, a trade secret can 
prove to be a major asset in this regard 
as shown by the Coca-Cola case. 
Granted, Coca-Cola's success can be at-
tributed to good management and ex-
cellent advertising, but it is well known 
that their secret formula likewise con-
tributed to their success. Although many 
have tried to duplicate the flavor of 
Coca-Cola, I am sure that a large seg-
ment of society will dispute Mr. Kli-
mann's contention that the flavor has in 
fact been duplicated. 

With regard to the granting of in-
junctions, this only occurs on rare oc-
casions under exceptional circumstances. 
There is a balancing (of the scales of 
justice) between the right of an employer 
and the right of an individual in our 
system, which favors free competition. 

In conclusion, Mr. Klimann is en-
titled to his opinion of what the law 
should be as summarized in his last 
paragraph. My article set forth the U.S. 
law as it is. It is quite apparent that our 
system has not depressed our brain-
power market or forced engineers to emi-
grate or change professions. 

Charles M. Carter 
Warwick Electronics Inc. 
Chicago, Ill. 

New electronic services 

"Electronically Expanding the Citi-
zen's World" in the July SPECTRUM was 
both interesting and a needed viewpoint 
considering that much of the electronics 
industry follows the simpler short-term 
goals of designing for government-
defense needs, or building ever-more-
sophisticated instruments for use within 
the industry itself. 
I was particularly awakened by Dr. 

James Hillier's statement that the major 
means of introducing new black boxes 
into the home "is by the introduction of 
a new service" (italics mine). If mass 
production with its low costs is the 
foundation of the United States' in-
dustrial power, then the millions of elec-
tronic boxes for the consumer must be at 
least a major contributor to our industry. 
With this generalized and simplified 

bit of background, let me suggest a ser-
vice or two that may have been over-
looked. Consider that: 

1. The public has been paying $50, or 
even hundreds of dollars, for really ac-
curate watches. 

2. The Swiss and others have been 
spending hundreds of thousands trying 
for even better watches -almost portable 
quartz-oscillator standards. 

Then why not an electric watch, 
coupled with an integrated circuit or 
two, that would perform as a radio-
synchronized watch? One countrywide 
frequency would be all that was needed, 
and at that it could be exceedingly nar-
row band. 

Let's follow this trend of thought in-
volving information that John Q. Public 
might like to have, which can be pro-
vided practically through integrated cir-
cuit technology, and uses an absolute 
minimum of valuable spectrum space. 
Think about: 

1. Another "watchlike device" with 
several small dials or other indicators 
providing recent weather forecasts, 
temperature-humidity index, and pres-
ent weather conditions (a must for 
people working in windowless build-
ings). 

2. An attachment to a standard tele-
vision set using an LSI memory to re-
ceive and store information, perhaps 
using slow-scan techniques and a sub-
carrier channel. By pushing one of sev-
eral buttons the owner could then get 
displayed on his screen such items as 

(a). The television schedule for the 
next two hours. 

(b). Latest headlines. 
(c). Local school and activities infor-

mation. 

(d). Emergency information (storms, 

etc.). 
• (e). Stock market reports. 
• (f). Traffic reports. 

(g). Sports scores. 

I would almost bet that these services 
could be provided without any major re-
allotment of spectrum space since an 
"up-to-date" every half hour would re-
quire an extremely low bit rate and hence 
bandwidth. An industry that could figure 
out how to cram the extra color informa-
tion into a standard television channel 
can surely find a few dozen extra hertz 
for these further services. 
The "information broadcasting" 

channels, although low cost due to nar-
row bandwidth, low power, and es-

sentially complete automation of trans-
mission, would, however, need a source 
of revenue. Perhaps this could be in the 
form of royalties from the receiver 
manufacturers. Item 2 (the television 
receiver attachment) could, if nothing 
else worked out, add a line of advertising 
to the bottom of each information dis-
play. Further revenue could be obtained 
by having one of the information dis-
plays contain the day's "specials" at the 
local supermarkets. Housewives would 
push this button even though they knew 
full well that it was only advertising! 
Job opportunities might be another self-
supporting "instant information dis-
play." 
The possibilities for instant informa-

tion without a computer tie-in or even 
any major new utility are very broad and 
thus contain the possibilities of high 
sales without high capital investment— 
inviting further investigation. 

Peter Lefferts 
Electro Audio Research Laboratories 
Hopewell, N.J. 

Reviewer and author disagree 

As a reviewer, I have read Archer 
Taylor's article with interest (see pages 
77--81 of this issue), but feel that some 
comments are due regarding the ex-
pected growth of cable television as 
represented in the graph showing low, 
medium, and high growth projections. 
The "high" growth curve appears to 

be unduly pessimistic for a new and ag-
gressive industry that may be about to 
shuck the shackles of a highly restrictive 
regulatory climate. Mr. Taylor's "high" 
growth curve represents an average 
growth rate of 14.2 percent for an in-
dustry that has been experiencing 
growth at rates of 25-40 percent (25 per-
cent for the year ending January 1,1969). 
A "medium" curve projecting growth at 
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a rate of 25 percent for 1969, declining 
slowly to 15 percent by 1980, is a more 
likely projection. This would result in 27 

million subscribers by 1980 (nearly 
twice Mr. Taylor's estimate). The "high" 
curve estimate should show even greater 
potential by 10 million or so (by 1980) 

based upon the likelihood of some 
favorable changes in FCC regulation or 
congressional legislation. 

Based upon Bureau of Census projec-
tions and location data there will be 50 
million households within 32 km of U.S. 
television cities by 1980. A 60 percent 
penetration of this potential seems en-
tirely possible within the next ten years if 
one or more of the following were to 
happen: 

1. If the FCC were to relieve its inter-
diction on the carriage of distant signals 
into major markets. (This is a distinct 
possibility in view of the changing con-
stituency of the Commission; two of the 
seven FCC Commissioners are being re-
placed in 1969 and one is likely to be re-
placed in 1970.) 

2. If cable television (CATV) were to 
be included in the omnibus copyright 
bill about to be reported by Sen. Mc-
Clellan, Chairman of the Subcommittee 
on Patents, Trademarks, and Copyright 
(Committee on the Judiciary). It is be-
lieved that the copyright bill will call for 

4 compulsory licensing of cable television 
systems, thus removing the basis for the 
interdiction imposed on systems by the 
FCC. 

3. If new low-cost programming 
sources were to be made available to the 
industry, thus allowing a cable television 
system to become viable in major 
markets on the basis of local signals plus 
several channels of origination. (The 
CBS and 3-M developments of electron-
beam recording on film offer hope here.) 

4. If cable television participation in 
the domestic satellite program is allowed 
such that we could have direct-to-CATV 
headend interconnect service. 

The point may be raised that cable 
television expansion into 25-35 million 
homes in ten years places some strain on 
the production facilities of the manu-
facturers as well as on the financial and 
technical capability of the companies 
installing the systems but the ingenuity 
of the U.S. business entrepreneur, in this 
respect, has never failed in the past. 

One interesting yardstick is the fact 
that the Colorado Springs underground 
system was built in front of some 30 000 

I iomes (650 km of plant) in less than one 
vt-- year. The system owners reported 11 000 

orders for service prior to the system 
turn on—and the owners are predicting a 

60 percent saturation of this market in 
two years. 

G. Norman Penwell 
Director of Engineering 
National Cable Television 

Association, Inc. 
Washington, D.C. 

Projecting the growth of the cable 
television industry is necessarily a matter 
of judgment. I sincerely hope Mr. Pen-
well's optimistic judgment proves to be 
more nearly correct than my own. 
My view of the future differs primarily 

with respect to the imminence of major 
developments that would either remove 
the regulatory and legal inhibitions or 
by-pass them with new program ser-
vices. I am completely confident that the 
use of cable for multiple-address distri-
bution of visual communications into 
homes must inevitably continue to ex-
pand, although at a gradual and perhaps 
erratic pace determined by the inertia of 
the status quo as well as by the opera-
tional lag in developing new program 
sources. 

Careful analysis of the mechanism of 
subscriber growth indicates the extrap-
olation of trends in the annual rate of 
growth is not a reliable method of pro-
jection. It does appear to be reasonable 
to project the cumulative total number of 
homes available to, or " in front of," 
completed cable plant at a more or less 
constant growth rate, analogous to the 
growth of a principal sum at compound 
interest. If new cable plant could be 
constructed so that the number of homes 
available would increase by 23 percent 
each year, cable service would be avail-
able to all of the 56 million urban homes 
projected by 1980. This is not impossible 
or entirely unrealistic. However, even at 
this rate, cable would be available to 
only 35 percent of the 56 million homes 
by 1975; and only 80 percent by 1979. 
On the other hand, it is obvious that 

no subscribers can be added until the 
cable becomes available to them. The 
rate at which subscribers connect after 
the cable is available tends to be expo-
nentially asymptotic to some saturation 
level, such as 50 percent or 60 percent 
of the number of available homes, in a 
manner analogous to the charging of a 
capacitor. The "time constant" for sub-
scriber growth is a function of a number 
of management factors, such as promo-
tional effort, sales efficiency, economic 
conditions, and the price and desirability 
of the service. Although there are some 
examples of growth to 50 percent or 
more in two years, they are exceptional. 
Five years or more to saturation is the 

more typical experience, with some 
"disasters" failing to reach more than 25 
percent after ten years or more. 

Considering these factors, only the 
35 percent that become available by 
1975 could be expected to reach sales 
saturation by 1980. At least 20 percent 
would not even become available for 
sales efforts until the tenth year of the 
decade. 
An optimistic projection of 34 million 

or so subscribers by 1980, therefore, 
would presume that: 

1. By 1971, either the regulatory 
climate or availability of alternate pro-
gramming will be such as to clearly 
establish the viability of cable television 
in any urban community. 

2. Promotional and managerial meth-
ods will be so improved by 1975 as to 
assure 60 percent saturation in two 
years. 

3. The total number of homes avail-
able to completed cable plant increases 
by 35 percent (compounded) each year. 
I simply cannot accept such premises 

as a reasonable basis even for the most 
optimistic projections. Under the best 
circumstances that could reasonably 
be anticipated in the real world, 
there could be as many as 17 million 
subscribers by 1980, with sufficient 
momentum established to support con-
tinued rapid growth. 

So, notwithstanding some difference 
in degree, Mr. Penwell and I obviously 
share an expectation that cable television 
will become an increasingly significant 
aspect of home communications in the 
next decade. 

Archer S. Taylor 
Malarkey, Taylor & Associates Inc. 
Washington, D.C. 

Greek and Latin plurals 

Correct formation of the classical 
plurals ("Spectral lines," this issue) is 
a complicated business. Here are some 
examples. 

Singular Plural 

gnomon gnomai 
dogma dogmata 
charism charismata 
hysteresis hystereses 
ephemeris ephemerides 
metropolis metropoleis 
pharynx pharynges 
forceps .1brcipes 
status status 
opus opera 
octopus octopodes 

It is doubtful to me that even if we 
could keep them, we would get any 
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benefit from these holdovers from the 
genteel culture. 

The Editor 

Corrections 

The article by Herschel T. Hochman, 
"The Art of Building LSIs," which 
appears on pages 29-36 of the September 
issue, contains two errors. 
On page 31, Fig. 3 ( B) should appear 

as shown in the line drawing below. 
The first sentence of the second full 

60 Hz 

450 F-17 

1300 Hz 

paragraph in column 2 of page 30 should 
read, "The choice of which sheet re-

sistivity is to be used depends, to a de-
gree, upon the tolerance that must be 
maintained over the wafer." 

In regard to the article by Eric G. 
Rawson, "Vibrating Varifocal Mirrors 
for 3-D Imaging," which appears on 
pages 37-43 of the September issue, one 
error and one omission should be 
brought to the attention of our readers: 

1. The "A" and " B" portions of Fig. 
8 were reproduced in the wrong order 
they should be interchanged. The cap-
tion is correct as it stands. 

2. Figure 10 originally consisted of 
six parts, with oscillation modes shown 
at frequencies ranging from 60 to 2325 
Hz. Since five of these parts were deleted 
prior to final publication, full under-
standing of the text discussion was 
sacrificed. We are therefore reproducing 
the entire series of six photographs 
below. 

370 Hz 

880 Hz 

2325 Hz 

HRH 
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A plea for plurals. The indispensable characteristic 
of good engineering writing is freedom from ambiguity. 
But more and more frequently, we run into a sentence 
such as "This phenomena was first noticed in 1943." 
Anybody sensitive to English syntax will wince. He 
knows that "phenomena" means "more than one pheno-
menon," so that "this phenomena" is garbage. Those who 
pride themselves on being too manly to care about syntax 

will not notice anything wrong; if anybody tells them 
that they are overlooking a violation of the rules, they 
may counter with "Does it matter?". 

Yes, it does matter. In the next paragraph, one reads 
"The criteria for making this choice will be apparent." 
If we could trust the writer to be using good syntax, we 
would know that he has in mind more than one criterion. 
From the previous paragraph, however, we know that he 
is not to be trusted. But whether there is one criterion or 
three criterions really does matter to us as engineers. 
Greek words like criterion and phenomenon were 

adopted into the English language in the 17th century, 
when modern science was young and still mindful of its 
Greek ancestry. When they were transliterated into our 
alphabet, such terms were often treated as English words, 
their plural versions being formed by adding -s. In the 
18th century, to no less an authority than Dr. Johnson, of 
dictionary fame, the plural of phenomenon was pheno-
menons. In the 19th century, nearly every boy in England 
who was likely to write for the press was taught Latin 
and Greek in childhood. To him, the Latin and Greek 

plurals came naturally, and he used them throughout life 
when he wrote English, confident that his readers had 
had a similar classical education. 
We have come a long way since then. There are now 

too many more important things to learn. It is fully time 
to abandon the tradition that certain words have plural 
forms dictated by ancient declensions, and to revert to 
the sensible custom of forming a plural by adding -s. 
We shall then have curriculums, spectrums, phenomenons, 
criterions. 

All these forms—with the exception of curriculums, 
which nevertheless has been in regular use in its own 
publications by the National Council of Teachers of 

d English for at least the past 40 years -have long been 
lksjerecognized in dictionaries of English, British as well as 

American. Engineers are notoriously impatient with 
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Spectral lines 

nuances of language that look like snobbery; why they 
should have ignored this legitimate simplification is a 
mystery. While they could still handle the complex rules 
for forming plurals in the ancient style, no harm was done 
by adhering to the quaint old endings. For the past five 
years or so, however, the younger writers have hardly 
even been aware that the special rules exist, and they 
have been using the plural endings whether they intend 
a plural or not. The result has been a breakdown of 
meaning. 
We cannot keep the old forms, based on the Greek and 

Latin declensions, because students no longer learn 
them. The choice is whether we will have singulars that 
form plurals in the regular way, or whether, through 
ignorance, the old plural forms will become singular, 
and there will be no plurals. To help prevent the loss of 
clarity that the lack of plurals would entail, the Publica-
tions Board of the IEEE now recommends that the plurals 
of English words derived from Greek and Latin be formed 
by adding -s (or, sometimes, -es) to the singular forms. 
We have no trouble saying electrons and photons and 
fulcrums and antennas; criterions and spectrums are just 

as easy and have been part of the language for much 
longer. 

Details of implementing the policy will be worked out 
pragmatically. A word list for guidance will appear in the 
next issue of IEEE SPECTRUM. A few irregular plurals, 
such as axes, will no doubt be retained so long as most 
authors use them correctly. 

There are always a few people who like complication 
for its own sake. Before they object to the new policy, 
they should see whether they really do understand the 
formation of Latin and Greek plurals, by writing down 
the classical plurals of the following words: gnomon, 
dogma, charism, hysteresis, ephemeris, metropolis, phar-
ynx, forceps, status, opus, octopus. The classical plurals 
are given at the end of this month's Forum (p. 16). 

Nearly 50 years ago H. W. Fowler (who was himself an 
accomplished Latinist) wrote in his Modern English 
Usage: "All that can safely be said is that there is a 
tendency to abandon the Latin plurals, and that when one 
is really in doubt which to use, the English form should 

be given the preference." In adopting this advice, the Pub-
lications Board has taken a useful step toward improving 
the clarity of engineering writing and speech. 

J. J. G. McCue 
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HARADEN PRATT JULY 18, 1891—AUGUST 18, 1969 

Resolution adopted unanimously by the Board of Directors of 
the Institute of Electrical and Electronics Engineers, Inc., 
at Ottawa, August 27, 1969: 

RESOLVED: 

That this Board of Directors, saddened by the death of Haraden Pratt, Director 
Emeritus, hereby expresses its profound admiration, respect and appreciation for 
the more than forty years of devoted service as an Officer and Director he has 
rendered to the Institute of Radio Engineers and to IEEE. 
Few men had such a long and commendable record of participation in the affairs 

of our Institute. He joined the IRE in 1914, two years after its founding. His active 
service began in 1928 when, upon moving to New York, he was persuaded to join 
the IRE Standardization Committee. The following year he was elected to the 
Fellow grade. He served as IRE President in 1938, thereafter served a term as 
Treasurer, and in 1943 was appointed Secretary of the Institute. He held this office 
without interruption until 1965, after which he became Director Emeritus. He 
shared with Director Emeritus Alfred N. Goldsmith a record of long and distin-
guished service equalled by no other among the past and present Officers of the 
Institute. 

In addition to his service as Officer and Director, Haraden Pratt served on 25 
Committees of the Institute, and as Chairman of 11 of these. The Institute granted 
him in 1944 its highest award, the Medal of Honor, and another major honor, The 
Founders Award, was bestowed on him in 1960. Beyond the Institute, he was 
Chairman of the Radio Technical Planning Board, which undertook a comprehen-
sive and constructive review of radio services in the United States after World War 
Il. In 1951-1953 he served as Communications Adviser to Presidents Truman and 
Eisenhower. In industry, he was an early pioneer and an important leader in the 
planning, implementation and administration of international telecommunications. 

This Board is particularly grateful for Director Pratt's personal contribution to the 
principles of government on which IEEE is based. More than any other, he was 
responsible for the present structure of the Institute's Bylaws and he completed 
within recent months a thorough and detailed review on which important revisions, 
aimed at further strengthening of the Institute operations, will be based. All of his 
fellow members of the Board recall with respect and pride the many occasions on 
which he briefly but cogently summarized discussions, with a clarity that led to 
confident action by the Board as a whole. 
The Members of the Board hereby convey their gratitude for his many contribu-

tions to IEEE. 

F. Karl Willenbrock 
President 
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Sixty years of wireless and radio 
Autobiographical reminiscence by Haraden Pratt 

These notes on his career have been drawn .from a much 
larger body of autobiographical material written by Mr. 
Pratt near the end of his life and placed on deposit with the 
History Committee of the IEEE. The memoirs were written 
for his friends rather than for publication; the extracts pre-
sented here are printed essentially as written, without 
alteration of style, in order to preserve their informal spirit. 
There has been no attempt to renuwe any inaccuracies that 
may have crept into the manuscripts, which were doubtless 
composed from unaided memory. 

The Editor 

My birth took place on July 18, 1891, in a cottage on a 
wooded lot at Jones and Lombard Streets in San Fran-
cisco. Father and Mother were both telegraph operators, 
and I learned Morse code at an early age. 

It was in 1905 that I read in the Sunday newspaper that 
Major Squier of the Army was experimenting with wire-
less telegraphy between Fort Mason and Fort Alcatraz, 
using trees instead of wires for antennas. The Signal Corps 
had established a wireless system there in 1900. Since I 
lived close to Fort Mason, t wanted to hear these signals 
and built crude receiving apparatus and an antenna using 
discarded wire the telephone linemen were throwing in 
vacant lots (they were replacing galvanized iron wire with 
copper). My cash outlay was less than one dollar for a 
telephone receiver from a New York mail-order house. I 
failed to hear any signals. The earthquake and fire termi-
nated these experiments but when President Theodore 
Roosevelt sent The Great White Fleet around the world in 
1908 I tried it again. It was a school holiday and we went 
to the Presidio to see the fleet enter the Bay. During lunch 
an idea came to nie. I rushed to the basement and dusted 
off the cobwebs; sure enough, here were the signals, loud 
and clear. I did not know the International Morse code 
they were using but I did have a copy of it. Many of the 
characters were the same as American Morse, but some 
were not. Mother wrote down the characters while I 
translated them. The messages had to do with greetings, 

d invitations to officers for parties ashore, and acceptances. 
They were handled through two shore stations of the 
Navy, one at Mare Island and the other at Yerba Buena 
Island. 

This experience started me again in wireless. A neighbor 
of my uncle in St. Helena, who had at one time been a 
telegraph operator, purchased equipment and established 
a wireless station. Needing someone to communicate 
with, he offered me a 20 dollar gold piece if I would equip 
myself with a transmitter. With this I was able, in 1909, to 
have quite a powerful station. It was necessary to wire the 
house for electric lights and get the power connected. A 
friend who was secretary of a lumber company donated 
timbers with which I erected a 110-foot-high guyed mast 
in the back lot. Every morning at seven for years, before 
starting for school, I held schedules with other amateurs 
spread from Los Angeles to Seattle and with ships out as 
far as 1600 miles. Sometimes I would pick up the new sta-
tion at Kahuku in the Hawaiian Islands built by Arthur 
Isbell in 1908, the Navy Station at Key West, and ships of 
the United Fruit Company in the Gulf of Mexico. I was 
able to improve my apparatus from profits earned on the 
sale of equipment—mostly transformers—that I manu-
factured for other amateurs. One day a stray horse kicked 
out one of my wooden mast anchors and wrecked the 
structure. Another benefactor in the person of a wealthy 
cousin donated new materials and the mast was rebuilt in 
1911 — this time with strong iron anchors. Incidents in my 
wireless education included the burning out of 14 light 
fixtures in a nearby apartment house, the damaging of a 
special power transformer serving my home so my opera-
tions would not blink the lights in other homes, and the 
burning down of a 13 000-volt power line feeding the city's 
trolley car system when some of my antenna wires fell 
across it during a storm at night. Luckily, I was not even 
interviewed about this last casualty. 

Early wireless amateurs had many interesting experi-
ences. When I needed electric power, for which our house 
was not supplied, a friend, secretary of the Pacific Gas and 
Electric Company, took me to see the proper official, who 
told nie I could not have power because they had so much 
trouble with wireless amateurs. He cited the case of my 
friend Bill Larzelere on Haight Street. In those days of 
combination gas and electric light fixtures an insulated 
joint was put in the gas pipeline supplying a house. This 
made the gas pipe system of the house into an excellent 
antenna. One day, when Bill was transmitting, a spark 
jumped across the insulating joint in the house next door 

and an explosion blew out the front wall. It seems there 

Pratt—Sixty years of wireless and radio 41 



HARADEN PRATT in his wireless operator's uniform, 
August 1912. 

had been a slow gas leak in the basement room, where the 
gas meter was. A few days later I got power installed by 
applying at the window where people came to get service. 
Graduating from high school in December 1909, I 

found that nothing was to be gained by entering college 
before the usual opening in September 1910, so I got a job 
as a wireless operator on ships. The first trip was to 
Seattle, Tacoma, and Olympia on the S.S. Riverside, a 
lumber carrier. As a pay cargo she carried black powder 
to an explosive factory near Olympia, but I did not know 
this until the cargo was being discharged. 

In September 1910, I entered the University of Cali-
fornia at Berkeley. Each summer, and during Christmas 
vacations, I would work on ships or at the San Francisco 
shore station. Altogether I was on nine vessels, most of 
which became wrecks. The Falcon was run onto Blunt's 
reef on a clear moonlight morning, despite the presence of 
the Lightship. The Pectan was run aground on San Miguel 
Island. I was on the passenger ship Santa Rosa in May and 
June of 1911, making a round trip each week between San 
Francisco and San Diego. To attend surveying school, I 
left the ship at the same time that Captain Alexander took 
his annual vacation. This man personally set the new 
course after passing Point Arguello going south about 3 
A.M. every Friday, because if it was not done correctly, the 
ship might run ashore on the Point or on San Miguel 
Island. On the next voyage, the substitute captain gave the 
chore to the deck officer on duty and turned in for the 
night. This officer changed course, not when passing the 
Point Arguello lighthouse light, but on the headlight of a 
railroad locomotive that was going up the coast. The ship 
ran on a sandbar and broke in half when the tide went out. 

In 1912, Congress passed the Act requiring the licensing 
of wireless sets, ships, and operators. It contained other 

provisions that made the operating of amateur stations 

uninteresting. I used mine no longer, but maintained it 
because my father liked to listen in. Congress passed a 
Ship Act, which took effect in 1911, that required wireless 
operators to be licensed. I called on Radio Inspector 
Cadmus in San Francisco, who gave me a perfunctory 
examination and issued the license; he issued me the first 
one, serial number 1201. 
Having an idea that I might want to become an astron-

omer, I took that subject in addition to engineering at the 
university, but after two years realized that I was not a 
genius and would only be able to earn a bare living at 
astronomy, so I dropped it. In 1912 I undertook to set up 
a laboratory concerned with radio communication at the 
university, being assisted by other interested students, 
principally Lewis M. Clement, S. D. Browning, and H. H. 
Buttner. To have a good antenna, we surreptitiously 
stretched a wire from the top of the new Campanile, then 
under construction, since the authorities had refused our 
application on the grounds that it would disfigure the 
campus. Up to the time I left Berkeley nobody seemed to 
have seen it, because the wire was so small and high. We 
accomplished some fantastic receiving, getting the Ger-
man stations on Nauru and Yap islands, some 5000 and 
6000 miles away. The astronomy department asked me if 
I could receive signals from the station at Arlington, Va., 
that were being transmitted on a program with French 
astronomers for the purpose of correcting the difference 
of longitude between Washington and Paris. This we did, 
and the astronomers finally achieved a substantial cor-
rection between Berkeley and Washington. 
Graduating in May 1914 with the B.S. degree, I 

accepted a position as assistant engineer of construction of 
a gigantic 300-kW radio station in California intended for 
transpacific working, the transmitting station being at 

Bolinas and the receiving station on Tomales Bay near 
Marshall. These plants cost almost $800 000. The com-
panion plants in the Hawaiian islands obtained the ser-
vices of my amateur and college friend, Lewis M. Clem-
ent. Clement had a fairly knowledgeable boss whereas 
mine was completely out of his element. He took a honey-
moon vacation right at the time of the toughest part of the 
job, when we were installing equipment and machinery. 
Blueprints were missing, some were in error, and my only 
technical assistant electrocuted himself, but when the 
boss returned, I was testing with Honolulu. Telegraph 
service with the islands was opened in September 1914. I 
resigned in February, by which time operations had 
settled into a routine. Besides, the management of the 

American Marconi Company had become rocky, their 
technique had already become obsolete, and greener fields 
beckoned. Clement also resigned and took a position with 
the laboratories of the Western Electric Company, later 
the Bell Telephone Laboratories. I took a job as a machin-
ist at the Mare Island Navy Yard after spending two 
weeks seeing the Panama Pacific Exposition. 

This machinist job was a dodge to get me on the pay-
roll. It paid $4.32 a working day but I had to work awhile 
in the machine shop on ships' engines. Soon a special 
Civil Service examination was opened up and I became a 

minor official, with the title "Expert Radio Aide," which I 
held until 1920. Meanwhile, I also qualified as an engi-
neer-at-large and was offered a post with the Reclamation 
Service in Denver at $100 a month salary, but declined 
this as the Navy job was much more in my line and paid 
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considerably more. The engineer-at-large rating qualified 
me to take the week-long examination for second lieu-
tenant in the Army Engineers Corps. They made this 
examination so tough that it was said nobody ever passed 
it, thus the Corps could pick persons who suited them. 
After the war started the Corps wrote me several times, 

waiving one requirement after another, and finally offer-
ing me a much higher rank if I could get past the medical 
exam. I declined. 
The Navy work had both advantages and disadvan-

tages. The latter included the opportunity of loafing ex-
tensively. The future seemed cloudy. A current saying was 
that "Above the entrance to the Civil Service was a sign 
'All those who enter here give up hope forever.' " The 
advantages included no interference, because nobody 
around the place knew anything about radio communica-
tion. Soon naval officers came beating at my door and I 
took on other responsibilities. I acquired a small staff, 
operated a laboratory, designed equipment that was built 
in the local yard shops, acted as inspector for items pur-
chased from contractors, installed apparatus on naval ves-
sels, and maintained shore stations from Mexico through 
Alaska. In 1916 came the construction of a 200-kW plant 
near San Diego and I became involved in some of that. 
With the coming of the war in 1917 the Navy took over 
all commercial radio communication properties and it was 

my lot to deal with this, keep them in running order, effect 
modernizations, and move some of them to war uses else-
where. 
Some time after the war started I was making an instal-

lation for Commander Dodd, Pacific Coast Communica-
tion Superintendent on Goat Island. The Commander 
asked me if I were still using my wireless station in San 
Francisco because if not he would like to stop the flow of 
letters from self-appointed patriots who were reporting 
my station as one perhaps communicating with the enemy. 
Since it was only used by my father for listening in, I dis-
mantled the outside antenna and installed one in the attic 
under the roof. 
Near my 27th birthday, in July 1918, I was transferred 

to Washington, D.C., and had charge of the construction 
and maintenance of all the Navy's high-powered radio 
stations. These were San Diego, Pearl Harbor, Cavite in 
the Philippines, and Tuckerton, N.J., with new ones going 
up at Sayville, N.Y., Annapolis, Md., El Cayey, Puerto 
Rico, and Guam, as well as the massive 1000-kW station 
at Croix d'Hins near Bordeaux, France, and a number of 
smaller ones, including Vladivostok and Murmansk in 
Russia and Siberia. 

Resigning from the Navy Department, I became an 
engineer for the Federal Telegraph Company of San 
Francisco at its factory in Palo Alto, starting in January 

1920. Soon thereafter the chief engineer, Mr. Beal, left for 
France to supervise the tests of the 1000-kW plant near 
Bordeaux and I was put in charge. The company at that 
time was operating a public telegraph system along the 
Pacific Coast, which started with wireless stations estab-
lished in 1910 and 1911, but as the Navy took these over in 
1917, the company leased circuits from the telephone 
company to continue the service. They had no intention of 
returning to the use of radio transmission but were forced 
into it when, about March 1920, the telephone company 

canceled the leases. The reason given for this was need of 
the wires to meet demands for telephone use, but the real 

reason was a complaint from the Western Union Tele-

graph Company in New York because of the competition 
created, and the telephone company officials responded 
helpfully. Later they came to us and offered new leases 
but it was too late. We had obtained injunctions from the 
Federal Courts in California and Oregon and had already 
commenced construction. I designed and built a system 
that provided three circuits between Portland and San 
Francisco with three more between San Francisco and 
Los Angeles. It cost about $635 000; the northern portion 
opened in 1921 and the southern in 1922. In a few years 
this system moved more than half of the telegraph busi-
ness between the Pacific Coast cities. We also established a 
comprehensive service with ships at sea. 

Resigning upon the completion of this project, I went to 
Mexico, hoping to secure some business, as the long 
period of revolution had left the country with a great lack 
of communication facilities. My group negotiated a 
number of contracts with the Obregon government, but 
before the financing was completed, Senor de la Huerta, 
the then Secretary of the Treasury, organized a revolution 
and we received a telegram canceling everything, as 
Mexico was forced to use all its slender funds to purchase 
munitions. Senor de la Huerta was finally forced to flee to 
France. I moved to Los Angeles and purchased a small 
orange by-products business. 
On October 31, 1924, I married Florence Irene Bacon 

in Riverside, Calif. In 1925 I chanced to meet on the 
street an old friend named Robert A. Morton, a lawyer 
who had been assigned to my staff during the war. He told 
me he was the secretary of a company just organized that 
was called Western Air Express. Its purpose was to bid 
for the airmail route between Salt Lake City and Los 
Angeles. Henry Ford had purchased the Stout Airplane 
Company in Michigan that was to make metal airplanes. 
Ford wanted customers for this factory and had asked his 
Pacific Coast representative, Byron L. Graves, to organize 
a local company to bid for this contract. Soon they se-
cured the bid and Morton asked me to build a radio 
communication system for it. The chief pilot, C. C. 
Moseley, did not want the Ford planes as they had not 
yet become stable enough for safe flying, and he was 
looking for a way out of the obligation to Ford. It came 

VIEW OF Marconi station no. 4, taken on February 5, 1914. 
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while Western Air's officers were on their way to Michi-

gan; before the train got to Chicago a fire at the Ford han-
gar destroyed the model planes, so the party delightedly 
took the first train home and ordered planes from Donald 
Douglas. Douglas was a small operator but had achieved 

a reputation for the planes he built for the successful 
flights the army made around the world. The craft he 
made for Western Air Express (now called Western 
Airlines) were so good that the Post Office Department 
ordered 50 of them for the main transcontinental line. 

EAST TOWER of the 200- kW plant near San Diego, 
February 20, 1916. 

PRATT in 1922, at Big Bear Lake, near Los Angeles. 

In later years the Post Office contracted out the entire 
route and that was the beginning of United Air Lines. 

Building this system was a challenge. The new short-
wave method for radio was just coming into being but 

little was known about the correct wavelengths to use for 
particular circumstances. I made a survey. With a base 
station in Mr. Graves' garage in Los Angeles sending 
signals, I toured the California, Nevada, and Utah deserts 
with my wife in our Studebaker, which was equipped with 
a small radio receiver and later with a transmitter taking 
power from the car battery. Wavelengths were selected 
and stations built at Los Angeles, Las Vegas, and Salt 
Lake City. Signals between Las Vegas and Salt Lake City 

were not always reliable so a station at Milford, Utah, was 
added. I made another survey, discovering that the 
mountain where the Bingham copper mine was located 

created a shadow on the Salt Lake City airport. Renting a 
vacant lot behind the State Capitol and moving the radio 

shack there cured the trouble, and one day we flew into 
Milford and dismantled the installation. Due to the pa-
tent situation we could not get any transmitting vacuum 

tubes in the United States and manufacturers abroad 
could not sell to us due to their agreements with the 
American monopoly. Luckily, I found an advertisement 

of a manufacturer of X-ray tubes in Germany, who made 
good tubes for us. We purchased a stock sufficient to last 
several years. To avoid patent suit troubles we created a 
Nevada corporation named Airways Radio Service, Inc. 

We were not worried too much because the patent-owning 
company had been given an opportunity to provide the 
equipment—but they refused to quote, stating that they 
did not have apparatus suitable for the purpose. There 
being no stockholders' liability in Nevada, we established 

our company to remove further incentive for patent in-
fringement suits. 

Western Air Express opened service on April 17, 1926. 
The pilots were all aces from the war. Pilot Maury 
Graham left Los Angeles with the mail that morning. 
The weather was not good. Pilot Jimmy James left Salt 

Lake City about the same time. After refueling at Las 
Vegas, Graham found the mountains to the northeast 

covered with clouds. But the mail had to get through, so 
he followed the tracks of the Union Pacific Railroad 
through a winding canyon, keeping the rails in view by 
looking back over his shoulder. Suddenly he saw a plane 
pass him below going the other way! James was navigating 
by the same method. James later became president of the 
company. Graham. after racking up awards for flying the 

most miles without an accident, ran out of fuel one winter 
day in a snowstorm just west of Zion National Park. 
Many weeks later the plane was found intact with mail 
bags aboard; about five miles away Graham had pre-
pared and consumed a meal and had fallen asleep in the 
snow, never to awake. 

In 1926 Congress passed the Air Commerce Act creat-
ing an Assistant Secretary for Aviation in the Department 

of Commerce and providing funds for a radio-aid 
development program. Harris Hanshue, Western Air's 

president, told me about this at lunch in Salt Lake City 
and thought I should apply for the job of running the 
development program. Since my orange by-products 
business was being whittled away by the big operators, I 
took the suggestion seriously and wrote Dr. J. H. Del-

linger at the Bureau of Standards, who had charge of the 

program. He enthusiastically offered the position at an 
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attractive salary. Leaving my wife to sell my company, I 
moved to Washington and immersed myself in an ex-
ceedingly interesting program. I had a biplane, a pilot, 

and a mechanic at the old College Park Field where the 
army had done its first flying ,-! rs before. We established 
another center at Bellefonte, Pa., a fueling stop for the air-
mail route. I approached the Ford Motor Company for 
aid and they provided a trimotor plane with their test pilot 
Harry Brooks and a mechanic. Other firms helped to 
develop apparatus and services. Our first objective was the 
radio range. This navigation method was useless at night 
because of what was called the "night effect," which 
caused a bending of the courses. We conquered this de-
fect. I hired a college professor named Harry Diamond, 
who did pioneering work and started the Instrument 
Landing System project. Diamond achieved fame as a 
developer of many things, particularly the proximity fuze, 
used so effectively in World War II. It was during this 
period that Admiral Byrd organized his first expedition to 
the Antarctic and South Pole. One day a young man who 
was to go with the expedition was sent to me at College 
Park to get acquainted with our program. He was the 
late Lloyd Berkner, who became famous as a leader in 
geophysics, atomic energy, and other fields. 

During early 1928 I received three offers. One was from 
Stanley Dollar who wanted to create a transpacific radio 
communication system to serve the Dollar Steamship 
Company and its ships, another was from the Bell Tele-
phone Laboratories to head a new Aviation Department, 
and the third was from the Mackay Companies, succes-
sors to the radiotelegraph properties of the Federal Tele-
graph Company. I refused the Dollar proposal after 
becoming disenchanted with their patent position. The 
Bell System offer was not appealing because I did not 
want to get swallowed up in a large cumbersome organiza-
tion. I became chief engineer of the newly organized 
Mackay Radio and Telegraph Company. This grew out of 
the Postal Telegraph Company. Hardly had I taken the 
position when the Mackay interests were purchased by the 
International Telephone and Telegraph Corporation, 
then just rearing its head as a great telecommunication 
empire. Its redoubtable organizer, Col. Sosthenes Behn, 
a one-time banker in Puerto Rico, acquired the San Juan 
telephone system in payment of a bad debt, became inter-
ested in communications, built an island-wide telephone 
plant, and then secured a concession in Cuba where a 
modern telephone system was created throughout the 
island, connected with the United States by submarine 
cables between Havana and Key West. He then went to 
Spain where the Cuban performance was repeated. In 
1928 he acquired the $31 million manufacturing business 
the Bell System had abroad and purchased the All 
American Cable Company that served North, Central, 
and South America. That year he acquired the telephone 
system in Buenos Aires and other properties in the 
Americas. Soon the Spanish performance was repeated in 
Romania. 
Our objective was to build and expand communication 

properties where we could, but the going was slow. Hard 
days came with the financial crash of 1929 and Behn had 
to shrink his programs but the brakes did not seem to be 

applied to the group I was with, which at the time was ex-

panding across the oceans to Asia. Europe, and South 

America, and to ships. Even when very hard put for 

funds, the Colonel would always conjure up money for a 

project if convinced it was worthwhile. Of course, we 
always had to battle the long-established wire and cable 

services with which we were in competition, but we knew 
this was inevitable and prepared for it. 

Immediately following World War I, a patent monop-
oly in the field of radio communications was organized 
in the formation of the Radio Corporation of America. 
Rights held by the General Electric Company, the Mar-
coni Company of America, the Westinghouse Company, 
the Electric Specialty Company, and the American 
Telephone and Telegraph Company were consolidated. 
Anyone who attempted to operate systems or manufac-
ture equipment was sued or was threatened with suit for 
patent infringement. Then this monopoly extended its 
scope by making cross-licensing agreements with firms in 
foreign countries. They made radio communication 
traffic agreements with foreign operating agencies, 
making them exclusive where they could, with cross-
traffic agreements between themselves. As an example, 
they partitioned South America up and handed the 
pieces out to themselves. In a few years suit was 
brought by our Department of Justice and the patent 
monopoly was partially corrected, but from a prac-
tical point of view this did not help much. My company 
was the only one with a good asset, which consisted of a 
shop right to a basic vacuum-tube device that had been 

ON BOARD the U.S.S. Panamint to witness the atom bomb 
tests at Bikini, 1946. Haraden Pratt is second from right. 
At left are Past IRE President Arthur Van Dyck and IEEE 
General Manager Don Fink, then editor of " Electronics." 
At the far right is Sidney Kirkpatrick, then editor of 
"Chemical and Metallurgical Engineering." 
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invented and developed in the laboratories of the Federal 
Company in 1911 and 1912. That gave us an entering 
wedge. For the first few years we spent large sums devising 

ways to avoid patented methods. Once we were sued but, 
after some six years. were completely vindicated by the 

United States Supreme Court. Obtaining communications 
circuits with foreign countries went very slowly and with 
great difficulty. Our first one was with Austria, then 
Hungary, and soon after that with Denmark. In the 
Pacific we fought the monopoly first in the Philippines, 

then in China, and lastly in Japan. In all three we secured 
concessions but it took six years to accomplish this. 
Eventually our system covered the major part of the 
civilized globe. 

Part of my earlier activities concerned technical super-
vision over some of the developments going forward in 
South America. Starting in 1928, the parent company 
planned radiotelephone connections between the United 
States, Argentina, Brazil, Chile, Peru, and Colombia. 
Another program was for radiotelephone connections be-
tween Argentina and the European countries of England, 
France, Germany, and Spain. Another was an internal 
system within Brazil. Eventually all these were accom-
plished. I recall that shortly after the New York-Buenos 
Aires connection was opened to public service, Colonel 
Behn had for a luncheon guest a prominent man from 
Spain. This visitor happened to mention that his brother 
was then in Santiago, Chile. The Colonel had a telephone 
brought to the table, entered a call for the man, and after a 
few moments was informed he was out on a golf course 
and that a messenger had been sent for him. The surprise 
when the visitor heard his brother's voice was a thing to 
see. He did not have the faintest idea that it was possible 
to talk with another continent so far away. 

Very soon after joining the Mackay Company I was 
appointed a vice president. In 1931 we purchased the 
Federal Telegraph Company, which—after selling its 
Pacific Coast telegraph system—continued its manufac-
turing business. The factory was moved from California 
to Newark, N.J., and its scope of activities became en-
larged. One of these was the supplying of large vacuum 
tubes for the broadcasting industry, catering to the needs 
of those stations and networks competitive with the 
National Broadcasting Company. I became a vice presi-
dent of it and later general manager. Another develop-
ment company was established to make and market 
selenium rectifiers. For a time I was in charge of that. 

A while after the war started in Europe in 1939, it be-
came obvious that the United States would become in-
volved. To prepare for this effort, the National Defense 
Research Committee was created by the government. It 
became a part of the Office of Scientific Research and 
Development. Dr. C. B. Jolliffe of the Radio Corporation 
of America was given the post of Chief of its Division 13, 
on Communications. He asked me to become a member 
of it. When he resigned in 1943, I became Chief. This 
organization was established to promote technical de-
velopments for military purposes, and the top people in 
the science and engineering fraternities of the country 
became its administrators. It had its own appropriations 
for conducting developmental work. Even if the military 
officials were not in favor of a project—and there were 
numerous cases of that—we could proceed independently 
if that was our decision. It was mostly in the beginning 
that the military roadblocks were encountered; e.g., for 

radar development. Not that they did not want to develop 
radar, but they did not want any outsiders dabbling in 
their operations. But we progressed nevertheless—follow-
ing the example of Great Britain, where the best talents in 
the United Kingdom were mobilized in order to save the 
country. The National Defense Research Committee 
oversaw many successful projects, including the develop-

ment of microwave radar and parts of the development 
of the atomic bombs. After the committee was disbanded 
in 1946 the Research and Development Board of the 
Department of Defense was created, and I became chair-
man of its Communication Panel. 
About 1943 an industry set of committees was estab-

lished at a suggestion from the government, to plan for 
postwar conditions. It was called The Radio Technical 
Planning Board. I became chairman of its Panel on Com-
munications. Later I became chairman of the Board. The 
patterns for postwar developments in broadcasting, 
television, and all other fields comprising the radio in-

dustry were set by this Board and received the blessings of 
the government insofar as governmental regulation was 
involved. After the conclusion of its work the Institute of 
Radio Engineers and the Radio Manufacturers' Associa-
tion created an independent group called the Joint Tech-
nical Advisory Committee to advise government depart-
ments should assistance be requested, and I became one of 

its eight members. An early accomplishment was the 
organization of suitable standards for color television. 

This committee continues to be active. In 1952 it produced 
a valuable book entitled Radio Spectrum Conservation; 
there was a new and revised edition in 1966. 

In 1946 I was given the opportunity of attending the 

atom bomb tests made at the island of Bikini in the 
Marshall Island group, called "Operation Crossroads." 

AS IRE PRESIDENT, Haraden Pratt delivers a paper, "The 
Problems of the Radio Engineer," at the World Radio 
Convention in Sydney, Australia, April 1938. 
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My title was: Official U.S. Government Technical Ob-
server. Comfortably quartered on the command ship 
Panamint of the Navy along with numerous other tech-
nical people, including two from the Soviet Union, I wit-
nessed the first test, visiting the target ships before and 
after. We were parked 20 miles away to see the explosion. 

In 1950, President Truman established a " President's 
Communication Policy Board" consisting of Lee A. 
DuBridge, William L. Everitt, James R. Killian, Jr., 
David H. O'Brien, and Irvin Stewart as chairman. Tele-
communications in the Federal Government was uncoor-
dinated and this Board was asked to submit recommenda-
tions for policies seeking to improve administrative pro-
cedures, the relationship of government communications 
to nongovernment communications, and policies with 
respect to international radio and wire communications. 
The Board produced a report entitled "Telecommunica-
tions—A Report for Progress." It recommended a 
permanent three-man Advisory Board to advise the 
President. But President Truman said that there were too 
many Boards, and so one person was appointed. In June, 
while in Spain, I was asked whether I would accept such 
an appointment. I flew to Washington to discuss it. The 
outcome was that I accepted after President Truman told 
me that I was the only person acceptable to all of the 
government departments involved. Upon concluding my 
European trip, I was sworn in during October 1951 with 
the title: Telecommunications Advisor to the President. I 
had previously arranged a premature retirement from the 
American Cable and Radio Company. 
I had a permanent staff of five persons. The activity was 

a sort of experiment since it was impractical to accom-
plish its objective by law. While I had a very interesting, if 
not frustrating, time, I early realized that we would not 
make much progress without legislation, but I could not 
find any Senator who was interested. To enact legislation 
in Congress it is usually necessary to find an enthusiastic, 
devoted sponsor. Since the death of Senator Wallace 
White of Maine, who had sponsored telecommunication 
legislation for many years, no successor to him had ap-
peared. The office I held was discontinued by President 
Eisenhower in 1953 on the recommendation of a Board 
headed by Nelson Rockefeller, on the ground that too 
many individuals were reporting to the President. 
As a person, President Truman was human, sociable, 

and loyal to his people; in fact, he often backed some 
when he knew they were wrong. I avoided seeking his aid 
as much as possible as he was in the habit of picking up 
the telephone and talking to anyone he thought would 
assist. Such telephone calls always stirred up officialdom 
and for days thereafter one would get calls asking what it 

was all about. He was a hard worker and on Monday 
mornings his desk usually was piled high with papers that 
he called his weekend homework. 

Soon after leaving this White House job I became asso-
ciated with a developmental enterprise operating under 
the name of Dualex Corporation. James Durkee—who 
once worked for me at the Mare Island Navy Yard when 
he was a chief electrician in the Navy-- had an inventive 
mind and had created an improved method for printing 
radiotelegraph systems, particularly adapted for use in 
aviation. This company was established to exploit his in-
ventions. The firm of Bell and Gossett in Illinois was 
given a license for the United States and Canada and car-
ried on development and manufacturing activities. This 

firm, which made pumps and heating apparatus on a large 
scale, was very forward-looking but did not understand 
the way electronic development had to be carried out so 
the program lagged through lack of foresight. We finally 
decided to sell out to them and I retired from business life 
late in 1958. 

In 1914 I became a member of the American Institute of 

Electrical Engineers, organized in 1884. The same year I 
joined the Institute of Radio Engineers, organized in 1912, 
and actually a reorganization of the Wireless Institute and 
the Society of Wireless Telegraph Engineers, both of 
which started in 1908. In 1935 I became a Director of the 
Institute of Radio Engineers and in 1938 its President. At 
that time it had about 5500 members. By 1962 it had 
100000, a measure of the growth of the industry. In 1963 
the two societies were merged into the IEEE and today we 
have 160 000 members. Over a period of 13 years, I was 
involved in standardization activities and was, during 
1939-1942, a Director of the American Standards Asso-
ciation. Secretary of the Institute from 1942 to 1965, 1 
have been a Director continuously since 1935 and now 
am Director Emeritus. In the American Institute of 
Electrical Engineers I also helped with standards work 
and at one time was chairman of its Communication Com-
mittee. The Institute of Radio Engineers awarded me its 
Medal of Honor in 1944 and its Founders Award in 1960. 

I have belonged to a pioneer group called the Radio Club 
of America, which started about 1909, and am a Life 
Member of the Veteran Wireless Operators Association, 
which awarded me their Marconi Medal of Achievement 
in 1951. At the time of graduation from college in 1914 I 
was made a member of the scientific honor society Sigma 
Xi. Over the years I have held licenses to practice profes-
sional engineering in the States of New York, California, 
Oregon, and Washington. 
There is not much left of the wireless and radio com-

munications of the kind that developed during the major 
part of my career. Long-distance communications, first by 
what we called long waves (now called very low fre-
quencies) and later by what we first called short waves 
(now called medium high frequencies), have largely been 
replaced by other methods, except for special purposes. 
These two methods, which filled a worldwide void in com-
munications and provided inexpensive communications to 
sparsely settled countries, were subject to the vagaries of 
nature caused by interferences from lightning discharges 
and disturbances in the ionosphere caused by solar events 
and the 11-year solar cycle. As the demands for greater 
reliability and accuracy and the need for larger volumes 
of traffic arose, newer methods were gradually developed. 
Now, only the ship-shore services continue very much the 
same as they have in the past. Individual message service 
by telegraph, which, a few years ago, constituted prac-
tically all telegraph traffic, now takes second place to 
leased circuits and automatic printer connections estab-
lished by dialing as is done with telephones. Data process-
ing and the connection of computers on networks such as 
are used by the airline reservation services are demanding 
more and more communication facilities of high quality. 
Astonishing performances have been attained in outer 
space communications for the control of vehicles and the 
transmission back from them of information such as 
pictures, over many millions of miles. Most of these pres-
ent-day accomplishments were not even dreams not so 
long ago. 
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A COMPOUND-SCAN ultrasonogram of a normal human eye taken at 15 MHz is shown at left; 
at right is an ultrasonogram of an eye containing a complete retinal detachment. 

Ultrasonics in medicine 
Ultrasonics— a kind of X-less X ray— has found applications in many 
diagnostic, therapeutic, and surgical situations. Highlighted here 
are some of the unique things ultrasonics can do in medicine 

Nilo Lindgren Technology Communication, Inc. 

This article describes how a device developed by engi-
neers for engineering applications — the ultrasonic 
transducer — was slowly converted to medical research 
and application. Like the X ray, ultrasonics can pene-
trate the living body, and can be used for studying 
inner structures, with the advantage that it avoids the 
hazards of X radiation. The development of appropriate 
ultrasonic systems, many of whose problems parallel 

those encountered in early radiology, has brought ultra-
sonics to the point where it can be used almost rou-

tinely in the study of conditions in the eye, brain, heart, 
and abdomen. 

Back in 1944, one of the first things that happened to 
the visitor to the laboratory of Dr. F. A. Firestone at the 
University of Michigan was to be invited to stick his foot 
into a bucket of water. "I will show you the bones," said 
the inventor of a device that was then used to detect flaws 

48 

in metals by the reflections of high-frequency sound 
waves. 2 Figure 1 shows how Firestone described the prin-
ciple of his "supersonic reflectoscope." 
Although Firestone's device was not immediately used 

in medical applications, and although details on the 
"supersonic reflectoscope" were restricted from publica-
tion during the war, its capabilities for penetrating the 
human body, and returning echoes from various tissue 
structures, without the accompanying hazards of X radia-
tion, soon attracted medical researchers. 

In 1942, the same year that Firestone invented his flaw 
detector, the first explorations of low-energy ultrasound 
as a diagnostic tool were being carried out by K. T. 
Dussik. 4 However, Dussik used the new tool like an 
X ray, passing sound through, the patient to get a kind of 
shadow picture on film. Moreover, he worked on the 
head, so the high absorption of the skull virtually de-
feated the transmission technique. It was the echo-loca-
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tion technique cf Ffrestcne that has gained widespread 
use in medicine. 
By about 1950 efforts at using the tool of "ultrasonics" 

to detect tumors in the brain had led to the demonstration 
that it is possible to get relatively strong echoes from cer-
tain structures about the midline of the brain'—structures 
that might shift through the pressure of a tumor growing 
in either hemisphere.6 Although the diagnostic possibili-
ties raised by this research were especially attractive to 
clinicians, in view of the inaccessibility of the brain to 
ordinary X rays, there were discouragements too. For in-
stance, a commission of scientists concluded in 1955 that 
there was no possibility of adapting ultrasonics "to de-
tecting intracranial lesions, for," as the commission wrote, 
"even if the skull did not have high absorption properties 
of its own, the distance involved would make the applica-
tion foolish."' Subsequent progress in such applications, 
however, although it has not yet produced a wholly re-
liable technique, has at least been dramatic enough to put 
one in mind of another commission of technical experts, 
which once decided that Edison's idea of putting a wire 
and a telephone into nearly every home was idiotic. 
Today, the application of ultrasonic radiation for the 

visualization of body internal structures is already an im-
portant adjunct of the clinician's armamentarium of diag-
nostic aids. In general, diagnosis relies on the use of rela-
tively weak, relatively unfocused, ultrasonic energy. 
High-energy, lower-frequency ultrasonic radiation was 
converted into a dentist's tool in 1952.8 Recently, care-
fully focused ultrasonic radiation has been applied sur-
gically to the brain, in the treatment of Parkinsonian 
tremors and for the relief of Ménière's disease. 

In short, ultrasonics has found significant applications 
in diagnostic, therapeutic, and surgical situations. Many 
of the same kinds of problems now being worked on in 
ultrasound were encountered in early radiology.9 How-
ever, a significant difference between the two is that radi-
ology, which was largely pushed forward by the medical 
profession, found little direct application in engineering 
fields, whereas ultrasonics has enjoyed an intensive devel-
opment and application in engineering, notably in mate-
rials testing.9 

The ultrasonic spectrum 

To envision the potential medical role of this tool, it is 
necessary to understand the character of ultrasonic vi-
brations. In contradistinction to electromagnetic waves, 
mechanical vibrations require a physical medium to sup-
port the wave propagation. In other respects, these two 
kinds of waves have much in common: they can be re-
flected and refracted at interfaces between different sub-
stances, they can be focused, they can be made to cast 
shadows, their energies are attenuated by the substances 
through which they travel, and so on. 

It is useful to consider the spectrum of mechanical vi-
bration. Figure 2 shows the ultrasound region that has 
proved useful in medical diagnosis, a range running 
roughly between 1 and 10 MHz, and a range of applica-
tions requiring small amounts of power of the order of 
milliwatts. Further down the spectrum is the region of 
power applications, a region roughly between 16 kHz and 
40 kHz. Around 25 kHz, one finds the ultrasonic tools 
used in dentistry. In this region, one has the advantages of 
using high power while keeping internal stresses in the vi-
brating transducers within the material capabilities, and 
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FIGURE 1. Firestone's "supersonic" reflectoscope, pat-
ented in 1942, and devised for detecting flaws nonde-
structively in the interior of solid materials, used ultra-
sonic waves radiated by quartz crystal. A short burst of 
high-frequency sound was sent into the solid part through 
a thin oil-film contact. If a flaw were present in the part, 
the group of waves reflected from the flaw arrived back 
at the crystal transducer before the reflection from the 
distant side. The returning waves generated a voltage in 
the crystal that could be observed on a cathode-ray 
oscilloscope. The arrival times of the reflections thus 
served to locate the positions of flaws. Not many years 
later, medical researchers began to realize that the prin-
ciple might be applied to a new kind of X-less X ray for 
studying the interior of the human body. 

of working above the audio range that would be painful 
for the tool operators.'" 

Basic transducer action 

In an ill t ra,onic system, there must be a means for pro-
ducing, receiving, and displaying ultrasonic signals. Two 
general types of transducers for interconversion of elec-

tric and mechanical energy are widely used—the magne-
tostrictive and the piezoelectric. 

Magnetostrictive transducers (typically made of nickel 
and nickel alloys) are rugged and capable of handling high 
power. Piezoelectric transducers (e.g., quartz) are small 
and more efficient. The application of a magnetic or elec-
tric field causes the transducer to vibrate at a frequency 
corresponding to the exciting frequency. When this trans-
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FIGURE 2. Chart of the entire spectrum of mechanical 

vibrations and types of applications developed. 

FIGURE 3. Typical ultrasonic two-dimensional visualiza-
tions or echograms taken in normal late pregnancy. The 

three cross sections display different features. 

ducer is matched properly to a mounting connecting it 
with the signal source, and is linked by a suitable trans-
mission medium to the subject (work part, person, etc.), it 
can both send out and receive ultrasonic energy. Through 
the display and study of the modifications that such en-
ergy undergoes as it is transmitted, refracted, or reflected, 
say, by different bodily tissues, it is possible to make some 
interpretations about the size, location, and character of 
interior structures. In this act of interpretation begins the 
art of ultrasonic diagnosis. 
One of the main problems is that various types of im-
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aging devices have had to be developed. However, the 
imaging systems that have been invented thus far are un-
satisfactory for many reasons, and the "reading" of them 
is still a matter of interpretive skill." 
There are 20 or more ultrasonic imaging detection sys-

tems, which can be gathered roughly into four categories: 
(1) photographic and chemical methods; (2) thermal 
effects; (3) optical and mechanical techniques; and (4) 
electronic methods. Of these methods, one especially 
should be noted. This is the one first described by the 
Russian, Sokoloff, in 1937—the ultrasonic image con-
verter—which has been extensively investigated for years. 
An excellent account of ultrasonic imaging appears in a 

recent review 12 by Dr. John E. Jacobs, director of the Bio-
medical Engineering Department at Northwestern Uni-
versity; it contains a bibliography encompassing nearly 
everything that could be found up to the mid-60s. 

The opacity of the art of opacity 

A review of the recent literature on ultrasonic diag-
nosis reveals, on the one hand, impressive gains in clinical 
situations, and on the other hand, just how much of an art 
it still is. Although for some forms of diagnosis, practi-
tioners can claim correctness in as many as 95 percent of 
the cases examined, the technique remains at the mercy of 
subjective factors—that is, if the operator of the ultra-
sonic equipment knows what evidence he is supposed to 
be looking for, he may often be able to find it in the am-
biguous displays he must necessarily rely upon. It takes 
an experienced physician to interpret correctly the ana-
tomical features called out in the two-dimensional ultra-
sonic visualization shown in Fig. 3. Such "obviously rec-
ognizable echograms," writes Dr. George Kossoff of the 
Commonwealth Acoustic Laboratory in Sydney, Aus-
tralia, "are useful for interpretive experience. For in-
stance," he goes on, "until clear spine echoes were ob-
tained, it was difficult to distinguish a fetal trunk from a 
fetal head, both of which gave a circular cross section. 
Once the spine echoes had been identified, the trunk and 
head could be recognized in less clear echograms. Sim-
ilarly, various other structures such as the placenta, the 
fetal heart, and fetal kidneys have now been recog-
nized." " 

Various kinds of displays of sonic echo information 
continue to be under development, but as yet none is 
wholly satisfactory. Nor are there consistent standards for 
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the kinds of equipment and measurements now being 
made. For instance, physicians do not know exactly how 
much energy is being coupled into body tissue; there is no 
clear way of checking the performance of any one trans-
ducer against others; definition of the ability to separate 
closely spaced structures is still rather vague"; the 
manner of applying the transducer to the patient appar-
ently varies from one situation to another. 

Nor, it is said, are there firm standards of safety in the 
use of ultrasonic energy. Although most investigators 
have assumed that the low power levels being used in 
diagnostics were well below levels dangerous to tissues, it 
is not yet known what the threshold is for damage to such 
tissue. One veteran physician reports, for instance, put-
ting his hands in front of the ultrasonic equipment every 
day for 17 years without, as he puts it, losing his "finger-
nails as the early radiologists did." '' But, as he implies, it 
is a pretty good test only for demonstrating obvious de-
structive damage. Definition of the threshold of damage 
thus awaits not only a scientific answer but a legal answer 
as well. " The question becomes more pressing among in-
vestigators who are starting to work with so-called B-scan 
techniques because, to get better ultrasonic pictures, 
there is a trend toward using focused transducers. In the 
focus of such transducers, says Dr. D. M. Makow of the 
National Research Council in Canada, "the power den-
sity is much higher than in the unfocused transducer at the 
same distance." 16 Makow then asks for the details of ac-
cumulated experience as to safe peak pulse power (es-
pecially as it applies to brain work), for the effect of 
ieliting at high average powers, and whether or not there 
are permanent changes in cells or in body molecules at ex-
cessive pulse peak powers." 

Dr. Ian Donald of the University of Glasgow puts the 
ultrasonic safety problem even more dramatically, re-
calling that it took the developers of the X-ray techniques 
40 years to discover the harmful results of ionizing radia-
tions. Now, he warns, ultrasonic investigators in medicine 
race a real condemnation by history if the safety question 
is not settled as quickly as possible. 

In any case, in the young art of ultrasonic diagnosis, 
there are problems in two directions. In one direction, not 
enough is known about the interaction of ultrasonic en-
ergy and body tissues. ,2 Such information is needed not 
only to resolve the question of hazards, but also to assist 
in the correct interpretation of echograms. In the other 
direction, there must be further refinements in equip-
ment. On top of technical problems, there are the inevi-
table language barriers between the manufacturers of 
ultrasonic diagnostic equipment and the physicians who 
must use them.' 4 

Scanning methods 

As one authority puts it, " the properties of tissues and 
the physics of sound waves conspire to limit the resolu-
tion and sensitivity capabilities of the basic ultrasonic 
echo-ranging system." 18 Thus, although one wishes to use 
equipment with the greatest sensitivity and high resolu-
tion, compromises must be made. For different ranges, or 
depths of penetration of ultrasonic energy, one must se-
lect a frequency in accord with the absorption and ve-
locity characteristics of the tissues (e.g., liquid-filled cavi-
ties have high transmission; bones have high absorption), 
and the frequency chosen sets a limit on the resolution. 
To minimize the effect of such limitations, various 

methods of scanning have been developed. Historically, 
all the methods employed in ultrasonic diagnostic work 
go back to the radar cathode-ray-oscilloscope displays 
that were developed during World War 11'5; and the 
methods of data presentation are defined according to the 
engineering classic Principles of Radar by the M.I.T. 
Radar School Staff (edited by Reintjes). According to Dr. 
D. H. Howry (who developed the "compound scanning" 
method for improving echo-ranging systems"), of the I 5 
different methods of CRT data presentation listed in the 
M.I.T. radar work, the two most commonly used now in 
medical work are the A-scan and B-scan. 
A-scan, the simplest type, plots intensity as ordinate 

and time (corresponding to range, which is distance) as 
abscissa. The intensity is not modulated. 

B-scan plots time (range, distance) as ordinate and 
azimuth as abscissa; the brightness of display indicates 
the intensity of echo. 

In medical applications, A-scan is used for work like 
encephalography, but because it presents only time am-
plitude information along the axis of a single beam, and 
since this information varies with the viewing angle and 
position of the transducer, the information, in most cases, 
is meaningful only to the operator of the equipment. 
Nevertheless, because A-scan equipment is simple, rela-
tively cheap, and portable, it is used almost routinely in 
many situations. In Japan, for instance, ambulances 
carry A-scan equipment so that rapid assessments can be 
made on internal head injuries and possible subdural 
hemorrhage suffered by accident victims. 2° B-scanning, 
which provides cross-sectional pictures (sometimes called 
tomograms), requires more complex and more expensive 
equipment; but it provides wider and more easily inter-
pretable views of whole internal structures. 

Actually, there is quite a confusion of terminology in 

ultrasonic scanning, although there has been some effort 
to adopt standards." Therefore, it will undoubtedly be 
useful for the reader to see a simplified visualization of 
some of these methods of scanning. Figure 4, which is 
drawn after the work of J. J. Denier van der Gon and his 
colleagues at the Department for Medical Physics, Mu-
nicipal Hospital " Dijkzigt," Rotterdam, provides a 
straightforward contrast. 22 It shows several scanning 
techniques applied to the visualization of the ventricular 
system (in this case a model) in the brain. 

In Fig. 4(A), linear contact scanning, one sees that the 
crystal transducer is pressed flat against the head. When 
the tranducer is held in one position, an ultrasonic pulse 
is sent into the head, and the detected echo is displayed on 
the vertical scale of the CRT according to its amplitude 
and its distance (based on transmission time). Only those 
echoes that come back in the direction of the receiver will 
be detected. Thus, the search with this method usually 
consists in moving the transducer around the head in order 
to find identifiable echoes. The box to the left in Fig. 4(A) 
shows how relatively little information can be picked up. 

Figure 4(B) shows sector scanning, in which the trans-
ducer is rocked back and forth in the plane in which a 
cross section of the head is to be viewed. 

A third method, called compound scan, combines the 
scanning movements of Figs. 4(A) and 4(B) to produce 
the result shown in Fig. 4(C). For different parts of the 

body, medical investigators have worked out many so-
phisticated variations on these basic techniques. The com-
pound scanning method is obviously the preferable one, 
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FIGURE 4. Several scanning 
techniques applied to a model 
of the ventricular system show 
the kind of reflected informa-
tion that can be obtained. A— 
Linear contact scanning. B— 
Sector scanning. C—Compound 
scanning. 
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but it still presents many technical difficulties. " 
Doppler equipment is also available for medical ap-

plications in the study of interior motions as, for instance, 
in the measurement of blood flow.",21 

Ultrasonic image converters 

Of the many different methods that have been devised 
for visualizing ultrasonic energy, the most sensitive thus 
far for detecting the variations of ultrasound energy over 
an extended area is the electronically scanned ultrasound 
image converter or ultrasonic camera. 25 All such systems, 
so far as is known, are versions of the method first pro-
posed by S. Sokoloff in 1937. 
The methods of composing ultrasonic images with the 

single-transducer scanning methods discussed in the fore-
going have the disadvantage that the transducers must be 
moved about as described and then have their motions 
correlated with the reflected signals the transducers pick 
up in the subject under examination. The image con-
verter, however, detects the reflected ultrasonic signals on 
an array of transducers or on a planar piezoelectric trans-
ducer, which is then scanned with an electron beam. 
Figure 5 shows the principle of the image converter. 2'-24 
One problem with these image converter or ultrasonic 

camera systems, however, and the reason they have not 
been used more widely, is that they have been limited in 
their detail-resolving power. Inasmuch as they display 
images in varying shades of gray, of which the eye recog-
nizes at most nine or ten, the actual commercially avail-
able systems usually show images in only about five dis-
tinct shades. But now a remarkable jump in the sensitiv-
ity, performance, and applicability of the ultrasonic 
camera has been achieved by Dr. J. E. Jacobs and his 
colleagues at the Biomedical Engineering Center, North-
western University, by the adaptation of the NTSC color-
processing system to the display of the images produced 
by the ultrasonic camera." Dr. Jacobs writes that the re-
sultant display is sensitive not only to the magnitude, but 
also to the phase of the received ultrasonic signal. The 

FIGURE 5. Principle of ultrasonic image converter or 
camera. In this tube, an electron beam scans the quartz 
piezoelectric faceplate on which the ultrasonic field re-
flected from the subject under study impinges, thus 
modulating the secondary-emission electrons produced 
by the scanning beam. The electron multiplier eliminates 
stray signal inputs. 
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improvement in sensitivity to acoustic impedance 
changes, through the use of commercially available tele-
vision equipment, is of the order of 20 to 40 times that ob-
tainable with the older gray-tone displays. 

Figure 6 shows schematically the arrangement of the 
ultrasonic imaging system that uses the color processing 
display. Technical details of the system are available in the 
Jacobs papers. 25, 2S 

It only needs to be added here that the color display 
techniques, of which one example is shown on this 
month's cover (image from soft-tissue tumor in the 
forearm), endow the ultrasonic camera with an important 
new potential not only in many biological applications---
particularly in pathological work—but also in industrial 
nondestructive testing. The full impact of this advance is 
perhaps yet to register on the scientific, technical, and 
medical communities to whom it should be most useful. 

Ultrasonics in medical diagnostics 

It was pointed out in pre‘ ious paragraphs that ultra-
sonics is now used in the study of conditions in the eye, 
brain, heart, and abdomen, and in the fields of obstetrics 
and gynecology. A review of some of the recent literature 
in these specialties presents something of a mixed picture. 
Although the general domain of diagnostics seem to have 
been roughly mapped out, the hard work now seems to be 
concentrated on the improving of equipments and tech-
niques, with some sense of the diminishing returns pro-
curable through refinements of a maturing art. No one 
doubts, however, that in diagnostics, ultrasonics can do 
things no other tools can do. Following are a few high-
lights of such applications. 
Eye research. The use of ultrasonics in ocular research 

is relatively recent." However, the eye is regarded as an 
ideal subject for study because its transmission qualities 
allow good, clean ultrasonograms that can be compared 
directly with the visible appearance of the eye. The intro-
ductory illustrations show, for instance, two specimens 
of clinical ophthalmic ultrasonograms prepared by Dr. 

FIGURE 6. Ultrasound image system using the conven-
tional NTSC color system, which is the standard for color 
television broadcasting in the U.S., produces ultrasonic 
images that are far superior to those produced by the 
traditional monochrome systems. 
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Gilbert Baum at Albert Einstein College of Medicine, 
Yeshiva University, New York. At the left is a compound-
scan ultrasonogram of a human eye. An ultrasonogram 
of an eye containing a complete retinal detachment is 
shown at right. 

In view of the ultrasonic studies of the anatomical struc-
ture and physiological behavior of the eye, Dr. Adnan 
Sokollu of the Western Reserve University School of 
Medicine summarizes the applications." These include 
studies of the eye length and its changes, studies of the 
thickness of the cornea and sclera and their changes under 
different influences, studies of the accommodation and 
thickness of the lens, and length and thickness measure-
ments versus intraocular pressure. Sokollu points out that 
although in eye research thus far the pulse-echo technique 
has been used almost exclusively, other interactions of 
sound with tissue could lead to useful information. 
One of the particularly dramatic uses of ultrasonics is 

in the location and removal of foreign bodies in the eye. 
The first report of the location of an intraocular foreign 
body dates from 1957; it is the work of two Finnish in-
vestigators, Dr. Arvo Oksala and A. Lehtinen of the 
Ophthalmic Department of the Turku University Hos-
pital." Oksala reports that although the application of 
ultrasonics for locating and measuring foreign bodies in 
the eyes is still rare, he feels that it could become at least 
as important as X-ray examination, and in the proper 
hands might even replace the X ray." 

Ultrasonics in brain examinations. A much more active 
field than ophthalmology is the use of ultrasound in 
brain diagnoses--echoencephalography. Interest is strong 
because, as was pointed out earlier, the brain is inac-
cessible to the usual visual, palpatory, or auscultatory 
methods of clinical practice." 
But workers in this field seem sharply split on the ques-

tion of the efficacy of present ultrasonic techniques. On 
the one hand, it is claimed that echoencephalography is 
now a standard technique for neurologic examination, 

FIGURE 7. Ultrasonic cross section of the head showing 
tumor mass ( glioblastoma multiforme). Arrow at right 
points to acoustic shadow opposite the tumor, M is the 
midline of the brain displaced by the tumor. A is the 
cranial wall under the transducer, and B is the back wall. 
This picture was prepared under the direction of Dr. C. 
C. Grossman, University of Pittsburgh School of Medicine. 

and that it can indicate the positions of a number of di-
viding planes in the brain. 22 And on the other hand, it is 
stated emphatically that since Prof. Lars Leksell of the 

University of Lund, Sweden, originally described the mea-
surement of the displacement of midline intracranial 
structures in 1955, echoencephalography has not estab-
lished itself as a tool for neurological investigation." 
Moreover, although there appears to be widespread agree-
ment (with exceptions, of course) that certain midbrain 
structures giving rise to the so-called midline or M-echo 
get shifted in cases of unilateral cerebral disease, there is 
no agreement as to what structures produce the M-line. 

Among the rich diversity of echoes that it is possible to 
receive from the brain, the midline echo has the most dis-
tinctive signature—it has a double peak from which it gets 
its name of M-line, it pulsates synchronously with the 

heart beat, and it usually has the highest amplitude de-
riving from the bitemporal region of the brain." 

No such triad of features exists for other echoes de-
tected from brain structures. Dr. C. C. Grossman points 
out that in the frontal section of the brain, which is un-
yielding to X-ray techniques, ultrasonic pulses produce 
such a richness of echoes from the reflecting surfaces of 
white and gray matter and spinal fluid that there is a 
problem of how to identify them intelligently." His com-
parison of the usefulness of ultrasound in brain diagnosis 
with other available methods is noteworthy for its con-
clusion. He states that in clinical brain work, the point is 
being reached where too many rather than too few diag-
nostic procedures are available. These include such 
methods as plain skull X rays, pneumoencephalograms, 
angiography (in which a radio-opaque substance is in-
jected in the bloodstream"), examination of spinal fluid, 
electroencephalography, radioisotope scanning, and, in 
certain cases, exploratory surgery and autopsy. All but a 
few of these methods are relatively new, however, and 
some are not simple or considered entirely safe. Consid-
ering this battery of possible procedures, he nonetheless 
affirms that ultrasonics has brought about a new diag-
nostic dimension in neurology." Figure 7 shows how 
a brain section looks on an ultrasonic visualization. 

A possibility beginning to receive more attention 
among ultrasonic medical investigators is the observation 
of dynamic rather than static qualities of the brain." 
One of the basic limitations of ultrasonic visualization 

is its dependence upon differences in acoustic impedance 
of adjoining tissues. Only from such interfaces is it nor-
mally possible to get reflections of acoustic energy. The 
problem is that there are tissues whose acoustic imped-
ances differ hardly at all, as in the case with the gray and 
white matter of the brain, so that the interfaces are vir-
tually invisible to ultrasonic radiation. 

An ingenious method that gets around this problem, 
developed by the Frys and their associates at the Univer-
sity of Illinois, relies on the fact that the acoustic absorp-
tion coefficients of different tissues differ more sharply 
than their acoustic impedances. The acoustic absorption 
of gray and white matter, for instance, differs by a factor 
of two. Thus, the Fry method is to alter the propagation 
characteristics of such brain regions by irradiating them 
with one relatively long pulsed beam of ultrasonic energy 
so as to cause transient temperature changes, and then 
with a second beam of shorter pulses to detect by normal 
reflection techniques the structural interfaces that emerge 
owing to the temperature differences (and thus impedance 
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differences) between tissues of differing absorptions." 
By restricting such temperature changes to a few degrees 
(which is sufficient to cause a detectable amount of energy 
reflection between certain tissues), these investigators as-
sert that no tissue damage will result. With this kind of 
"artificial" method, then, which can be selectively ap-
plied to chosen regions, there is the potential of consid-
erably enhancing the usefulness of ultrasonic visualiza-
tion of soft tissues. In fact, variations on such techniques 
are being pursued." 
Most recently, Fry demonstrated the great power of 

ultrasonic visualization of intracranial structures using a 
combination of the most advanced methods of scanning, 
echo data composition, and echogram presentation." Re-
cently developed instrumentation at the Interscience Re-
search Institute incorporates omnidirectional scanning, 
relief presentation, and computer control of transducer 
positioning, data handling, and display parameters. 

F. J. Fry, president of Interscience Research Institute, 
writes of the use of ultrasound: "As an investigative tool 
in both brain modification and visualization, there is no 
comparable method. We now have supportive evidence to 
show that ultrasonic lesions produced in brain can be di-
rectly viewed ultrasonically as they are produced."'" Inas-
much as the exact mechanism by which ultrasound de-
stroys tissue is not yet completely understood," these 
sophisticated methods hold considerable promise for re-
search. 

Ultrasound in cardiology. The use of ultrasound in 
studies of heart functioning, first investigated by Keidel 12 
in 1950, in recent years has come increasingly into clin-
ical use. Ultrasound cardiography has been used to 
detect pericardial effusions, tumors, or thrombosis in the 
left atrium, and, particularly, in determining the amount 
of hardening (stenosis) in mitral valve disease." 

Except for Keidel's work, which attempted to transmit 
continuous ultrasound through the chest in the manner of 
X rays, most ultrasound cardiographic studies have relied 
on reflection techniques," with recordings being made of 
the Doppler frequency shifts that result from the moving 
cardiac structures. A general diagnostic procedure that 
has evolved (pioneered by I. Edler and C. H. Hertz in 
1954") is to correlate ultrasound cardiographic record-
ings (UCG) with normal electrocardiographic recordings 
(ECG) and other information, in order to understand the 
causes of deviations in various forms of heart disease." 

.Abdominal diagnostics. Ultrasonics has already had 
considerable clinical use for the visualization and diagno-
sis of conditions in various organs and soft tissues of the 
abdomen. In fact, in the early work of Dr. J. D. Holmes, 
Dr. D. H. Howry, and others of the pioneering group at 
the University of Colorado Medical School, Denver, 
the liver served as an anatomical standard, because its 
homogeneous character allows it to transmit sound well." 
The presence of sound-reflecting tissue almost always in-
dicates a pathological condition. Kidneys have been 
studied for the presence of stones, and explorations of the 
spleen have been attempted." 

Obstetrics and gynecology. In this area, ultrasound is 
finding nearly unlimited applications." Among other 
things, it has been used to diagnose early pregnancy, 
multiple pregnancy, and tumors; also, it has served as a 
unique tool for the measurement of the biparietal di-
ameter of the fetal head." Extensive work in this field has 
been done, for instance, by Dr. G. Kossoff and his col-

leagues, 13.47." and by Dr. Ian Donald and his colleagues 
at the University of Glasgow." 

Therapeutic uses of ultrasonics 

In contrast to diagnosis, which uses low-energy ultra-
sound, and in which great care is taken not to expose the 
patient to high dosages, there are various therapeutic sit-
uations in which ultrasound is used precisely for its con-
trolled destructive effects. The two best-known applica-
tions of this technique appear in the treatment of Mén-
ière's disease and Parkinsonian tremor. 

Ménière's disease, which affects the inner ear and re-
sults in severe vertigo attacks, has been treated by irra-
diation of the lateral semicircular canal ever since Krejci 
first reported success of the method in 1952. Another 
early investigator of ultrasonics in this application was M. 
Arslan. 2° However, in the earlier treatments, patients 
have suffered the risk of hearing loss and facial paralysis. 
A new approach that avoids these dangers through the 
application of ultrasonic energy directly to the inner ear 
through the round window has been developed by Dr. G. 
Kossoff and his colleagues. 50 
Among the other types of applications of intense ultra-

sound is the modification and destruction of soft-tissue 
malignant tumors. ' 2 

Ultrasonics is also used, and in fact is well established, 
for therapeutic heating within the human body, as in the 
treatment of rheumatic and arthritic conditions, in the 
softening of hard tissues, and so on. In such applications, 
it is regarded as being superior to ultrashort-wave and 
microwave therapy. ' 2 

Ultrasonics and dentistry 

Probably the most direct transformation of ultrasonics 
as an industrial tool to a medical application was that 
which occurred in dentistry. It all began officially, it is re-
corded, in November 1952 when an ultrasonic impact 
grinder was tried out experimentally—and cautiously— 
to drill a tooth that had already been extracted." (Ac-
tually, the Cavitron Equipment Corporation, which pio-
neered the technique, was conscious of the dental appli-
cation possibilities as early as 1947, but the application of 
ultrasonics to industrial needs at that time still was at the 
foreground of the company's attention. 2) Working down 

in the range just above the frequencies of audible sound, 
the technique combines the vibrating tool with a fluid 
slurry that actually does the cutting of the tooth. In con-
trast to the other forms of ultrasonics applications, dental 
work can claim use most routinely. 

The future of medical ultrasonics 

What then is the likely future of this versatile tool? In 
some respects, the art is being pushed hard against the 
basic limitations of this form of radiation," and much 
work being done must be considered to be refinement of 
existing technique. 
The elucidation of tissue reactions with ultrasonic radia-

tion promises new knowledge: on the positive side, the 
clarification and quantification of such interactions 
should prove fruitful in strengthening and expanding ex-
isting techniques; on the negative side, here may be a 
definite need to restrict the present rather unlicensed use 
of ultrasound in medicine, as was made evident at U.S. 
Senate Hearings in May of 1968 on the question of the 
possible hazards of such nonionizing radiations as micro-
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waves, ultrasonic waves, and lasers. As Prof. Herman 
Schwan of the University of Pennsylvania testified at 

these Hearings: "It has been indicated in the very few 
studies published so far that sound levels of a few watts/ 
cm2 can cause cavitation in tissue and do harm. Of par-
ticular concern may be ultrasonic visualization techniques 

in gynecology since nothing is known about the sensitivity 
of embryos to ultrasonic energy."" 

Aside from these aspects, however, the place where 
ultrasonic applications might break out into new impor-
tant territory is in ultrasonic holography—that is, in the 

production of three-dimensional pictures of interior bio-
logical structures. The engineering development that 
brought life to this possibility was the laser with its co-

herent light. 
In ultrasonic holography, three separate remarkable 

engineering achievements—the laser of 1960 (Theodore 
Maiman), the holography of 1948 (Dennis Gabor), and 
the ultrasonics of 1942 (F. A. Firestone)—come together 
to offer medicine the possibility of a new spectacular. 

Acoustical holography 

With the holographic technique proposed by Dennis 
Gabor, and with the coherent light of a laser, it is possible 
to make a true three-dimensional photograph. Everyone, 

by this time, has seen examples of such photographs. 
In holography, an object to be photographed is illu-

minated with a laser beam, and a reference beam from the 
same laser is set up so as to interfere with the reflection of 

the illuminating beam; the resulting interference pattern 
(the interferogram) is recorded in the emulsion of the 
photographic plate. 55 The interference pattern contains 
both amplitude and phase information so that when the 
plate is illuminated from the back with a laser beam, the 

original image will be reconstructed. Looking through the 
plate, the viewer sees (if he is not astigmatic like James 
Thurber in that famous story of the microscope) the 
original three-dimensional object. Fine! Moreover, if the 

viewer shifts his angle, he sees parts that were hidden, just 
as in the real world. 

Recently, there has been interest in trying to pull off an 
analogous trick with ultrasound vibrations. By adding an 
acoustic reference beam to the sound field, and then using 
an acoustic image converter, a fringe pattern containing 
amplitude and phase information is obtained on the 
image-conversion device. This pattern is then photo-
graphed and the photograph is illuminated with a laser 
beam. If the image is scaled down and viewed with a 

microscope, a three-dimensional image of the original 
acoustically detected structure is obtained." 
Although this technique is in a developmental stage, 

and although there are some investigators who are pessi-
mistic about its being successful,* it may become valuable 
in medical diagnosis and in such things as material 
testing. With the technique, internal structures in the 
living body might be displayed visually in three dimen-
sions. One of the prominent investigators in this new art, 
F. L. Thurstone of the Biochemical and Electrical Engi-
neering Department at Duke University, says that pri-
marily the technique offers the possibility of recording 
and using more of the information in the coherent sound 
field than do conventional acoustical imaging sys-

tems. 57-52 Figure 8 shows the hologram of a sonic trans-
parency and the reconstructed real image that Thurstone 
obtained with his scanning system. 

This kind of research, which brings together principles 
and technologies from many fields (ultrasonics, lasers, 
photography, medicine, and electronics engineering), is 
intriguing. One of these days, a new Firestone may be 
greeting his guests thusly: "Here, step into this tank of 
water up to your neck. I'll show you a three-dimensional, 
real-time movie of your heart beating and your guts rum-

* Because acoustic holograms are recorded at sound wave-
lengths and reconstructed at light wavelengths, exact 3-D is not 
possible.56 

FIGURE 8. Hologram of a sonic transparency and the real image reconstructed on 

a system being developed by Dr. F. L. Thurstone, Duke University. 
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bling!" The technology for such movies is already being 

developed in a number of laboratories. 

The writer owes thanks for their kind assistance to all of these 
people: Peter Edmonds, Prof. Samuel Fine, David Geselowitz, 
H. Philip Hovnanian, Dr. John E. Jacobs, Dr. George Kossoff, 
Dr. Charles D. Ray, Dr. C. G. Riggle, Dr. R. J. Rockwell, Jr., 
Prof. Otto Schmitt, Dr. F. L. Thurstone. 
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Fluidics a new control tool 

The advantages of fluidic logic consist of more than just an 
operational substitute for electronic systems under extreme 
environmental conditions. In addition to their high reliability, 
these devices can be applied using existing design techniques 

Rolf E. Wagner 

Ten years have passed since a team of engineers at 
Harry Diamond Laboratories had the idea of using fluid-
flow phenomenons for control applications, starting a 
boom in fluidic technology. By creating the fluid ampli-
fier, which amplifies an air signal rather than an electric 
signal but with otherwise similar characteristics, they 
started an industry that today has a market volume of 
several million dollars and is still on the rise. The pur-
pose of this article is to describe the present state of 
the art and future prospects for fluidics. Without pre-
tending to be complete, an understanding is given of 
where fluidic elements are used, what their advantages 
and disadvantages are, and the requirements for build-
ing fluidic control systems. Fluid phenomenons that 
represent the basis for fluid amplifier operation are 
briefly described, and the characteristics of fluid am-
plifiers are discussed. Although fluid amplifiers are 

used for both analog and digital applications, this ar-
ticle will be limited to digital systems, concluding with 
some general remarks that apply to both. 

The basis for logical and sequential systems is the so-
called switching theory that was first introduced by Boole' 
and further developed by Caldwel1,2 McCluskey, 3 Maley, 4 
and others. Systems that are based on this theory operate 
in an identical manner, whether they depend upon a 
fluidic circuit, a hydraulic circuit, or an electrical circuit. 
Why is it necessary to develop circuitry using com-

pressed air when a wide range of electric and electronic 
control systems is already available? The answer, in 
short, is that fluid elements can operate reliably in 
environments where electronic circuits are prohibited 
(high nuclear radiation, extreme temperatures, etc.), and 
that, in certain fields, fluid logic circuits can perform con-
trol functions similar to electronic circuits, with a saving in 

cost and an increase in reliability. 
Fluid logic circuits are, in general, not intended to per-

form extremely complicated computations. Since many 

Mechanical Technology Inc. 

plant processes and automatic machines require only 
simple logic systems to control them, fluid logic can be 
used to advantage. Devices with no moving parts are 
virtually indestructible. Many moving-part elements, 

operating as they do at extremely low stress levels, have 
been found to have similar reliability. Switching lives of 
over 108 operations are usual. In addition, the cost of 
generating input signals for the control system is often 
considerably reduced, and amplifier valves, which drive 

devices controlling usable energy levels with the outputs 
of control systems, are again less expensive and more 
reliable than the conventional electric solenoid-operated 
valves. 

Because compressed air is used as the control medium, 
fluid logic circuits are inherently slower than electrical 
systems. It might be thought on first examining this prob-
lem that the relationship would be the ratio of the speed 

of light to the speed of sound, but in actual fact most com-
pressed-air circuits perform at speeds much slower than 
the speed of sound as the pressure variations in the cir-

cuit are considerably higher than the pressure variations 
involved in the transmission of sound through the atmo-

sphere. 
When considering a possible application for a fluid 

logic circuit, it should be remembered that distance in-
creases delay, as does logic circuit complexity. Individual 

logic devices are capable of switching in less than one mil-
lisecond, but delays associated with complete circuitry 

are more often in the range of 10 to 100 milliseconds. 
Bearing these facts in mind, fluid logic can be considered 
for applications falling into the following broad catego-
ries: 

1. Control systems employing simple logic with mod-
erate speed requirements. 

2. Complex logic circuits with low speed requirements. 

In addition to these categories, there are others where 
fluidic circuits present advantages due to their adapt-
ability and inherent environmental tolerance. Such 
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applications are typified by: 
3. Control systems where information is supplied in 

the form of punched tape or cards. 
4. Control systems for hazardous environments, where 

flame-proofing is required or where there is a high 
level of nuclear radiation. 

Owing to the functional similarity among logic ele-
ments of all media, the logic theory that has been ex-
tensively developed by electronic engineers is directly ap-
plicable to fluidic logic circuits. This is more true for 
digital elements than it is for analog elements, where 
linear range and types of existing nonlinearities, such as 
backlash, hysteresis, etc., play an important role. 
The design of a fluidic logic system follows steps similar 

FIGURE 1. Complete logic control circuit. Transducers to 
sense flow, temperature, pressure, and displacement are 
shown at the left. Each transducer is connected to a signal 
transformer that either adapts the signal to the correct 
level or converts it from an electric into a pneumatic 
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to the design of an electronic logic system. The conven-

tion for logic level "0" and " 1" has to be defined, and 
"fanout" (output impedance) and "fan-in" (input 
impedance) have to be studied for all types of elements 
that will be used. One must also pay attention to the 

compatibility of elements with each other, a condition 
that represents an actual problem, as will be seen. 

Composition of a fluidic logic system 

A logic or sequential system consists of three basic 
parts: 

I. The input sensors delivering signals that are either 
ON or OFF (manually operated switches for human op-
erator interfaces also fall into this category). 

signal. Signal converters are also shown on the right, 
supplied by output amplifiers; they are not required if the 
signal is already in proper form. For example, a pneumatic 
amplifier issuing 35 N/cm' of pressure can drive an air 
cylinder without passing through the signal converter. 
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FIGURE 2. Pneumatic toggle switch ( A) and push button 
(B). Basically, these are lever-operated "two-way" or 

"three-way" valves. The three-way valve provides a con-
nection between the output and atmosphere through the 
exhaust port when the valve is in the OFF position. With 
the push button, the exhaust port is located in the stem of 
the moving port. Three-way valves must be used if the 
downstream element is dead-ended (pneumatic dia-
phragm devices). Fluidic elements do not require the ex-
haust; hence, two-way valves can be used. 

2. The logic or sequential circuit, which realizes the 
desired interrelations and is composed of logic devices. 

3. The output elements that perform the functions as 
required, including amplifiers. 

Figure 1 shows the layout of a typical system. Various 
input devices are connected to the logic block through 
transformers that transform the signal into the required 
medium used in the logic block. The outputs of the logic 
block pass through amplifiers and converters that enable 
transformation from the control-unit medium into the 
medium used in the various actuating elements. 

It seems appropriate at this time to make the general 
statement that the overall reliability of a system will 
depend strongly on the number of interfaces required to 
change from one medium into another. Particularly 
crucial are the electric-pneumatic or electric-hydraulic 
interfaces. The smaller the number of such interfaces, the 
higher the reliability of the system will be. 

Interfaces can be avoided by adapting the logic block 
to the controlled medium. In general, if the actuating 
elements are electric motors or typical electric actuators, 
an electronic logic circuitry should be used; if they are air 
cylinders or hydraulically operated devices, a fluidic, 
pneumatic, or hydraulic logic circuitry should be used. 
The conversion from an air signal to a hydraulic signal is 

achieved through a piloted valve, which is a very reliable 
device. 

In the logic block, we distinguish between two basic 
elements, the "path" element—typified by the electro-
magnetic relay—and "level" elements such as AND and 
OR— which realize more complex functions than "path" 
elements. In a circuit built with "path" elements, we 
analyze the signal flow, whereas in a "level" system the 
levels of inputs and outputs of the various elements are 
analyzed. 

Manual switches and input sensors 

The input variables of a logic circuit are generated by 
either manual switches or by sensors. We can distinguish 
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FIGURE 3. Back-pressure sensor ( A) and its characteristic 
(B). Used in most conventional pneumatic controllers, 
this sensor is used here as an amplifier around which the 
various correcting networks are built. Operating range 

is generally between 25 and 75 

between two types of manual switches, the toggle switch 
and the push button. A typical pneumatic toggle switch 
and push button are shown in Fig. 2. 
A sensor is used when the state of a process variable is 

used to initiate certain operations of the control process. 
Some of the sensors are very similar to manual switches. 
If the sensed action is a motion, the push-button switch 
could be used without any modification. 

In many cases, it is desirable to sense a position without 
exercising any significant force on the approaching object. 
The sensor used in such a case is the flapper-nozzle ar-
rangement, the principle of which is shown in Fig. 3(A). 
A supply pressure signal passes through a first resistor to 
create a certain pressure drop. A second resistor is 
provided by the combination of the nozzle and the ap-
proaching object. If the object gets very close to the noz-
zle, the pressure between the two resistors starts to build 
up and finally reaches the value of the supply pressure 
when the nozzle is completely blocked. The condition for 
this statement is that the sensing output is dead-ended and 
does not require any flow. 

Figure 3(B) plots the characteristic of this "back-
pressure" sensor, which can be used as an analog sensing 
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Supply Output 

FIGURE 4. Industrial version of back- pressure sensor. 

FIGURE 5. A diverging-cone sensor. 
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FIGURE 6. A converging-cone sensor. 
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device as well as an ON—OFF device. The ranges chosen for 
ON—OFF operation are shown on the characteristic by the 
tinted regions. 
The inconvenience of the back-pressure sensor is that a 

variation in the pressure l'„„t can only be noticed if the 
object is very close to the nozzle. The distance between 
sensor nozzle and object is called "standoff" distance. 
For any considerable standoff distance ( > 0.5 mm), the 
logic state will always be "0." An industrial version of a 
back-pressure sensor is shown in Fig. 4. 

Figure 5 shows a sensor that has been developed by 
Raymond Auger. This sensor operates on less than 2 
newtons per square centimeter (3 lbf/in2) and produces an 
output of more than 0.07 N/cm2 (0.1 lbf/in2). Objects up 
to 3.3 cm away can be sensed with this sensor coupled to 
standard logic elements, and it is envisioned that it 

Pout 

FIGURE 7. The interruptible-jet sensor. 

FIGURE 8. Fluidic sound sensor ( A) and characteristic (B). 
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could operate up to distances of 25 cm. The principle of 
this "diverging-cone" sensor is that when no object is in 
front of the sensor, the air, after diverting over a certain 
distance, forms a cone with converging walls. The pressure 
inside this cone is very low because of the entrainment of 
air. As soon as an object passes in front of the sensor, the 
cone is destroyed and a pressure zone builds up in the 
central tube. 

Another sensor was developed by the Fluidonic Di-
vision of Imperial Eastman Corporation. Displayed in 
Fig. 6, it was specifically designed to detect the passage or 
proximity of plastic porous foam. The sensor has a detec-
table standoff distance of approximately 7 mon. It con-

sists of four jets of air, which are focused into a cone 
whose apex is a little more than 7 mm from the nozzle 
exit plane. If the cone is undisturbed, the pressure inside 
the cone remains atmospheric. As soon as any object 
moves into the sensing range, the apex is compressed, 
and a pressure buildup occurs inside the cone. 
To overcome the problem of proximity sensors with 

large standoff distances, the so-called interruptible-jet 
sensor (schematically shown in Fig. 7) was developed 
several years ago. The sensor consists of a laminar jet 
leaving the supply tube at point 1 and entering the output 
tube at point 2. The output pressure is only slightly 
smaller than the inlet pressure. With nothing between 
the tubes, a free jet travels from left to right and Pout con-
sists of the dynamic head of this jet. If an object is passed 
in between the two tubes, the output pressure (Pout) 
becomes equal to atmospheric pressure. The disadvantage 
of this sensor is that it can easily entrain dust particles 
into the receiver tube and contaminate the fluidic devices 
connected to the sensor. A modification of such a device 
includes an adapter consisting of a chamber that is con-
nected to the output of the interruptible-jet sensor. One 
wall of this chamber is a flexible membrane. The dis-
placement of the membrane is sensed with a flapper-nozzle 

Ps, 
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lected by the output tube. Now, if an input pressure signal 
is applied perpendicular to the jet in the area where the 
jet has left the supply tube, the jet will be disrupted and 
become turbulent [Fig. 12(B)]. The amount of flow col-
lected by the output now becomes very small. Removal 
of the input signal will reestablish the laminar jet, and 
cause an increase of the pressure in the output port. 
The input—output characteristic of the turbulence 

amplifier is plotted in Fig. 12(C). Several variations of 
the turbulence amplifier do exist. Some are a combination 
of turbulence-amplifier and jet-deflection devices. The 
principle of operation is more or less the same. 
The impact modulator. The principle of the impact 

modulator is depicted in Fig. 13. Very often the impact 
modulator is used for analog applications, but digital 
applications are possible as well. The device uses two 
axially opposed power jets SI and S2 to provide a planar 
"impact region." The input signal is applied at port 
C, and the amplifier output is at port O. When an input 
signal is applied, the impact region moves from the left 
to the right. This results in increased flow in out-
put port O. Removal of the input signal will move the 
impact region back to the left. The impact modulator 
can be used as a monostable device or as an analog 
device. Its outstanding feature is high gain, which can be 
as large as 200. 

Impact region 

Si. S2 = supply ports 
C = control port 
O = output port 

r S2 

FIGURE 13. The impact modulator. 

FIGURE 14. Fluidic logic components. A—Fluidic OR-NOR 
element with three inputs. B—Fluidic flip-flop element. 
C— Fluidic digital amplifier. (Courtesy of General Electric 
Company) 

Realization of logic functions with fluidic devices 

The three basic logic demands that must be realized 

are the AND, OR, and complementation functions. Whereas 
the complementation function can have only one input, 
the AND and the OR function must have two or more in-
puts. The AND element provides an output only if all the 
inputs are equal to one or, in terms of a fluidic device, 
if all the inputs are pressurized. If one or more inputs are 
at zero pressure level, the output is zero. The OR element 
requires only one of the inputs to be pressurized in order 
to generate a pressure signal at the output; only if all 
inputs are at zero will the output be zero. The complemen-
tation element complements the input. If the input is 
equal to one or pressurized, the output is zero, and vice 
versa. 

Although the complementation element is always an 
active element with an internal power supply, the AND 
and OR element can be built as either active or passive 
elements. Passive elements are fabricated from diodes or 
resistors, their disadvantage being that they degenerate 
the signal and malfunctions can occur if too many passive 
elements are connected in series. In most fluidic systems, 
only active elements are used. The discussion will, there-
fore, be limited to active fluidic elements. However, it 
must be clearly pointed out that fluidic diodes, resistors, 
and integrated passive fluidic AND and OR elements also 
exist. 

By combining the OR function and the complementation 
function, the so-called "NOR function" is created and, by 
combining the AND function and the complementation 
function, we obtain the "NAND function." The NOR and 
NAND functions are, for most logic designs, even more 
important than the basic functions OR, AND, and "com-
plement." They can be realized electronically and fluidi-
catty by one single element. 

In fluidics, only the NOR function is used because the 
convention for logic levels "0" and " 1" is in general 

no pressure 
1 presence of a pressure signal 

The definition of the NAND element is that all inputs 
have to be " 1" in order to obtain a "0" output. The 
fluidic realization of such an element would require the 
presence of a pressure signal on all unused inputs, which 
is uneconomical. The NOR function issues a "1" output 
if and only if all inputs are equal to "O." Using 
the NOR element, all possible logic combinations can be 
realized. The analysis of a circuit using only NOR elements 
is relatively simple compared to the analysis of a circuit 
using different functions such as AND and OR. 

Fluidic AND, OR, "complement," and NOR elements are 
built by a variety of companies using the different physical 
phenomenons described in the previous section. 

Figure 14 shows three fluidic logic components that 
were developed by the General Electric Company. Both 
the OR/NOR and the flip-flop element are wall-attachment 
elements, and the digital amplifier is a typical jet-deflec-
tion device. The OR/NOR element is slightly asymmetric, 
which will cause the jet to return from the right output 
leg to the left output leg if all input signals are removed. 
The left output leg, therefore, achieves a realization of 
the NOR function and the right output leg realizes the OR 
function. 

Fluidic logic components manufactured by Bendix 
Corporation and Corning Glass Works are shown in 
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FIGURE 15. Fluidic elements and their assembly tech. 
nique. A—Basic flip-flop layout. B—Basic OR-NOR lay. 
out. C—Combination of elements into an integrated sys-
tem. [Courtesy of Bendix Corporation ( right-side elements) and 
Corning Glass Works (left-side elements)] 

Fig. 15. Both the flip-flop elements and the OR/NOR ele-
ments are wall-attachment-type devices. 

Digital elements that are based on a change-of-flow 
regime (e.g., turbulence amplifiers) and the impact modu-
lator in general only realize the NOR function. This seems 
obvious if we recall the principles of both elements as 
discussed earlier. Each element only has one type of out-
put. The number of inputs is in general limited only by 
the available space; elements with up to eight inputs do 
exist. Elements that operate on a principle very similar to 
that of the turbulence amplifier are displayed in Fig. 16. 
The NOR elements have four inputs and a fanout capability 
of four, which means that the inputs of four NOR ele-
ments can be controlled in parallel by the ouptut of one 
NOR element. 
The components manufactured by Pitney-Bowes, Inc.. 

also demonstrate the tendency toward integration of 
fluidic components that is found among many manufac-
turers today. The supply to all eight NOR elements is com-
mon (A). The interconnections can be made externally by 
plastic tubing. By inserting a molded or engraved rubber 
gasket between the two outer layers of Fig. 16, internal 
interconnections are realized. This principle of intercon-
nections corresponds almost exactly to the printed-cir-
cuit technique in electronics. 

FIGURE 16. Fluidic NOR elements with four inputs and a 
common supply A. (Courtesy of Pitney-Bowes, Inc.) 

FIGURE 17. A plug-in fluidic NOR logic element based on 
the impact modulator principle ( A) and an example of its 
assembly technique ( B). ( Courtesy of Johnson Service Com-
pany) 

The industrial version of the impact modulator manu-
factured by The Johnson Service Company is shown in 
Fig. 17. The NOR element (A) has all of its connections 
on the top. The four white tubes coming out of the top of 
the element are the four inputs. The other six tubes are 
parallel outputs. The supply connections are made by 
simply inserting the element in the manifold. The impact 
modulator has a relatively fast response time (less than 1 
ms) and a large fanout capability. Up to 11 inputs can be 
connected in parallel to one output. 
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FIGURE 18. Memory function circuit and bistable am-
plifier. 

FIGURE 19. Circuit diagram for binary counter stage. 
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FIGURE 20. The Warren binary counter and principle of 
operation. The outputs of the device are P, and P., 
where P is the complement of P,; C, and C, are 
the set and reset signals. The supply flow to the element is 
provided through P . The basic amplifier is a bistable wall-
attachment type that can be controlled by signals C, and 
C_. The jet is stable when leaving through output leg P, or 
output leg P. If P, is the output leg ( B), a counterclock-
wise air circulation is created in the loop A-B, due to the 
pressure gradient established in the power jet. By apply-
ing a pulsed pressure signal at P. (C), the signal in the 
circulation loop A-B will be amplified, thus destroying the 
pressure gradient and causing the jet issued by P. to 
switch to P,, adhering to the upper wall. After the control 
signal P, has been removed, the pressure gradient in the 
power jet will cause a clockwise air circulation ( D) in the 
loop A-B that, when amplified by a further signal from P, 
cause another switching of the output jet. 
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FIGURE 21. A pneumatic amplifier. 

FIGURE 22. Fluidic—hydraulic interface valve. Developed 
by Norris Brothers, England, this moving device can be 
considered an ideal interface for hydraulic actuators. 
Of extremely high gain, it is possible to obtain an output 
as high as 1400 N/cm with a 0.35 Ni'cm • input signal. 
Through a mechanical linkage, the displacement of the 
bellows caused by the input pressure is transmitted to a 
spool valve that has very low friction between the spool 
and the cylindrical wall. The displacement of the spool, 
in turn, changes the output from a zero-pressure level to 
the high-pressure level. After removal of the input signal, 
the spool returns to its initial position and the output 
signal returns to zero. 

Various elaborate and common logic functions 

As an example of how to develop a logic function, we 
will use some common circuits, such as flip-flops, count-
ers, etc. The interesting part about these circuits is that 
they can be designed logically, but they can also be built 
as an integrated unit where the same function is obtained 
by an entirely different concept. Both concepts will be 
shown and discussed for different circuits. 
The memory element (flip-flop). The memory element or 

flip-flop serves a very important function in sequential 
circuits because of its ability to memorize previous 
sequences. The set—reset type of flip-flop can be realized 
with NOR elements as given in Fig. 18(A). The same out-
come can be achieved with one single element, as demon-
strated in Fig. 18(8). 
The jet delivery by the supply in Fig. 18(B) will be in a 

stable condition if it leaves through 01 or 02 even if all 
input signals are deleted. The input signals are again R 
and S as in Fig. 18(A). The single element is not devel-
oped on the basis of logic, but it performs the same func-
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FIGURE 23. Fluidic-to-electric interface. 
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tion. Its principle of operation is based on the previously 
discussed Coanda or wall-attachment effect. The jet is 
stable when attached to either wall, even after the inputs 
R or S are removed. 

Fluid binary counter. Another very common logic 
circuit is the binary counter stage or divider-by-two. 
Such a divider-by-two can be designed logically and 
implemented by using fluidic NOR elements as their 
symbols indicate in Fig. 19. The circuit is taken from 
Maley and Earle.' 
The counter stage uses six NOR elements that are con-

nected by combining different terms. The circuit is based 
on logic equations. As with the example of the fluidic 
flip-flop circuit, it is also possible to realize a fluidic 
counter circuit that is not based on a logic development. 
The concept of a counter based on aerodynamic proper-
ties has been developed by Raymond E. Warren of Harry 
Diamond Laboratories, and is shown in Fig. 20. 
Other examples could be given for shift registers, 

Schmidt triggers, and other circuits but, because their 
principles are well known and the basic concepts have 
already been given, these circuits will not be demon-
strated. 

Output devices and actuators for logic circuits 

The only elements that have not yet been discussed are 
the output and output-interface devices. Most of the 
output devices can be considered to be amplifiers with 
large gains. The comments made previously about ampli-
fiers are, therefore, entirely valid here; however, some 
additional remarks concerning output devices are ap-
propriate. A high-gain logic amplifier, which requires an 
input signal of the order of 10-15 cm of water and which 
has a response time of approximately 10 ms, is given in 
Fig. 21. 

It is important that such an amplifier have a very-high 
input impedance and a low output impedance. The load-
ing line of the output amplifier must be checked against 
the output impedance of the upstream logic element to tor assure reliable operation. A low output impedance of 
the amplifier is desirable in order to decrease the response 
time of the actuators (air cylinders, air motors, etc.). 
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FIGURE 24. Fluidic control of a ball counting and packag-

ing system. (Courtesy of Mechanical Technology, Inc.) 

This response is determined to a certain extent by the flow 
resistance of the output amplifier and the volume between 
amplifier and actuator. 
The output amplifier in Fig. 21 is not a pure fluidic 

device in the sense that its operation is purely determined 
by fluid-flow phenomenons since it contains a moving 
part. Output or power amplifiers based on the wall-at-
tachment or jet-deflection principle also have been devel-
oped by various companies. However, for most in-
dustrial applications, their power consumption is pro-
hibitive. All pure fluidic devices are flow-operated de-
vices, a change from the ON state to the OFF state, there-
fore, does not change considerably the consumption of 
the device. An output amplifier with moving parts is a 
pressure-operated device. If the element is in the OFF 
state, the orifice is closed and the air consumption is 
practically zero. If many power or output amplifiers are 
used in a system, the air consumption can become an 
important factor. A well-designed moving-part output 
device is, therefore, a decided advantage. 

An output-interface device that establishes the inter-
face between a low-pressure fluidic signal issued by a 
fluidic device and a high-pressure hydraulic signal is 
illustrated in Fig. 22. Fluidic-to-electric interfaces also 
exist in some variety. Most of these devices have a me-
chanical interface; the fluidic signal is transferred into 
a mechanical movement that in turn operates an electric 
microswitch. The mechanical displacement is obtained 
through a diaphragm arrangement, shown schematically 

in Fig. 23. 

Applications of fluidic logic devices 

In the past, many fluidic logic systems have been built 
without any thorough knowledge of the theory of switch-

ing circuits. The more complex the circuit becomes, the 
more a basic knowledge of logical design is required. 
As is true in much electronic logic design, more and more 
fluidic systems are being built using only one compo-
nent—the NOR element. 

Because the function that is realized with the fluidic 
element is identical to the function realized with the elec-
tronic element, the logical design of a fluidic circuit can 
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be done by any applications engineer who is familiar 
with switching theory, whether he has a mechanical or an 
electrical background. Fluidic logic components, com-

pared with electronic components, have one major dis-
advantage—their relatively slow response time. Also, 
compared with microelectronics, the size of fluidic com-
ponents is relatively large. The advantages of fluidic com-
ponents over their electronic counterparts include a large 
insensitivity to environmental conditions such as high 
temperatures and high nuclear radiation, and a large 

safety factor in explosion-hazardous areas. The cost of 
fluidic components is decreasing with an increasing 
volume of components and, in areas where electronic 
components have to be enclosed because of a danger of 
explosion, the cost of a fluidic system can well be less 

than that of an electronic system. 
In other applications where expensive explosion-proof 

equipment is not required, the choice between a fluidic 

or an electronic logic system should be determined by 
the number of interfaces that have to be incorporated. 
If, for example, sensors are used in the system that deliver 
a pneumatic output signal rather than an electric one and 
if the output devices are pneumatically operated cylinders 
or valves, a fluidic logic system is appropriate. On the 
other hand, if electric sensors are used and electric motors 
are the main output devices, it is preferable to use an 
electric or electronic logic system. 
A breadboard model of a system where the fluidic sys-

tems approach was of advantage is displayed in Fig. 24. 
The requirement was to load boxes that were carried by a 
pneumatically driven conveyor system with a certain 
number of balls delivered through a feeding mechanism. 
The number of balls to be loaded was programmed on a 
card fastened to the box. The programming was done by 
cutting out certain parts at the top of the card. A pneu-
matic card reader discerned the information correspond-
ing to the number of balls to be loaded and stopped the 
conveyor system. The card reader consisted of a number 
of sensors that operated similar to the sensor shown in 
Fig. 7. The jet was interrupted by the card itself. At the 
stop of the conveyor system, a pneumatic cylinder that 
closed the feeding system was retracted and the balls 
were fed into the box. A flapper-nozzle sensor (described 
in Fig. 3) sensed the passage of the balls and fed the 
information into a fluidic counter. When the number of 
the counted balls and the number that was programmed 
in through the card reader coincided, the feeding mech-
anism was stopped and the conveyor system started 
until the next box was in position. To breadboard the 
system, a fluidic logic simulator built by Mechanical 
Technology Inc. was used; the entire logic circuit was 
built with NOR elements. 

Because the input and output elements were pneumatic 
devices, the use of a fluidic logic system to achieve the 

desired operation was of advantage. Of course, the speed 
required of the system was not in excess of what a fluidic 

system is capable of achieving. After the breadboarding 
stage, the logic system was integrated into a small pack-
age with only a few tubing interconnections. 

Conclusion 

It is hoped that this article will generate a more realistic 
picture among electrical engineers of the potential of 

fluidic systems. It is also intended to create a larger in-

terest in fluidics among these engineers. Many of the 
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terms and representations used here are very familiar to 
electronics engineers but are far from being generally ac-
cepted in the fluidic field. 
The present introduction was limited to fluidic logic 

devices. There is an even greater number of fluidic analog 
components available. Within the last two years, fluidic 
operational amplifiers have been developed that give 
excellent performances compared with standard pneu-

matic devices, with gains of the order of 2000. Other 
available components consist of such devices as oscil-
lators, frequency-to-analog converters, rectifiers, phase 
discriminators, etc. It goes without saying that discussion 
of these devices would provide enough material for a 
separate article. 
There is a crying need for standardization of such 

parameters as operating pressures, representation of im-
pedances, etc., and it is the author's belief that only with 

the active participation of electrical and electronics engi-
neers can this problem be solved and fluidic technology be 
made an integral part of an industry-wide accepted con-
trol technology. 
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Logarithmic converters 
In many areas of signal processing, 
it very often is expedient to generate nonlinear functions. 
Bipolar-transistor networks can provide the key 

Robert C. Dobkin National Semiconductor Corporation 

Logarithmic converters have an important place in 
signal processing and the bipolar transistor can be an 
invaluable element for generating such functions. As 
with most any design, there are tradeoffs. With loga-
rithmic converters composed of bipolar transistors, re-

sponse time must be weighted against dynamic range. 
Several basic circuits for log and antilog generators, 

with differently weighted operating characteristics, are 

analyzed and applications are described. 

Log generators are useful in many areas of signal proc-
essing. For example, the dynamic range of most telem-
etry systems can be increased by compressing the input 
data with a log generator and expanding the output sig-
nal with an antilog generator. Then, too, the compressive 
action of a log converter allows signals with a 100-dB 
dynamic range to be displayed on a simple meter. Fi-
nally, log generators are conceptually versatile. They are 
shown as inverters in this article, but with minimal 
changes, can be converted to a noninverting mode. 
One of the most suitable nonlinear elements commonly 

available for logarithmic generation is the bipolar transis-
tor. The relationship between collector current and emit-
ter-base voltage is precisely logarithmic from currents 
below one picoampere up to currents of the order of 
one milliampere. Using a matched pair of transistors 
plus integrated-circuit operational amplifiers, it is rela-
tively easy to construct a linear-to-logarithmic converter 
with a dynamic range in excess of five decades. 
The circuit in Fig. 1 generates a logarithmic output 

voltage for a linear-input current. Transistor Q1 is used 
as the nonlinear-feedback element around an LM108 
operational amplifier. Negative feedback is applied to 
the emitter of Q1 through divider RI- I?? and the emitter - 
base junction of Q. This forces the collector current of 
Q1 to equal the current through the input resistor. 
Transistor Q is used as the feedback element of an 
LM WI A operational amplifier. Negative feedback forces 
the collector current of Q. to equal the current through 
1?:,. For the values shown, this current is 10 µA. 

Since the collector current of Q.! remains constant, 

the emitter- base voltage also remains constant. There-
fore. only V,,, of Q1 varies with a change of input cur-
rent. However, the output voltage is a function of the 
difference in emitter - base voltages of Q1 and Q2: 

I R? 
=  R (v — V10:,) 

R2 
(I) 

For matched transistors operating at different col-
lector currents 1r, the emitter-base differential is 

kT àV , BE = log, 
q Líe, 

(2) 

where k is Boltzmann's constant, T is temperature in 
degrees Kelvin, and q is the charge of an electron. 
Combining equations ( 1) and (2) and substituting equiv-
alent expressions for the collector currents give 

-kT rR,±,][. v,„R3i = loge -- (3) L R2 V „fRi„ 

for Vi„ > 0. This expression shows that the output is 
proportional to the logarithm of the input voltage. 
The coefficient of the log term in Eq. (3) is directly 

proportional to absolute temperature. Without com-
pensation, the scale factor will also vary directly with 
temperature. However, by making R2 directly propor-

tional to temperature, constant gain is obtained. The 
temperature compensation is typically one percent over a 
temperature range of - 25°C to 100°C for the resistor 
specified. For limited temperature-range applications, 
such as 0°C to 50°C, a 430-ohm sensistor in series with 
a 570-ohm resistor may be substituted for the 1412 
resistor, also with one percent accuracy. The divider 
R2-R, sets the gain while the current through R. sets 
the zero. With the values given, the scale factor is one 
volt per decade, and 

V"" [ vlog]. • + 5 1 
Ri„ 

' • 

where the absolute-valut_ sign indicates that the dimen-
sions of the quantity insic e are to be ignored. 

For any current between 10 nA and 1 mA, the log 
output is accurate to one percent—about 3 percent re-
ferred to the input. At currents over 500 µA, the transis-
tors used deviate from log characteristics due to resist-
ance in the emitter, whereas at low currents the offset 
current of the 1M108 is the major source of error. 
These errors occur at the ends of the dynamic range and, 
from 40 nA to 400 µA, the log converter is one percent 
accurate referred to the input. 

(4) 
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FIGURE 1. Log generator with a 100-dB dynamic range. Device T, shown here and in Figs. 2 and 
3, is a Tel Labs type 981 compensator. R. is an offset-voltage-adjust resistor. 

A3 

LM102 

1 

R7 
1 k 

—W\e— 

Offset 
adjust 

V+ 

\Ire( 15 V 

R5 
150 ka 

R3 
150 ku 
1% 

 I(  
Cl 
300 pF 

FIGURE 2. Fast log generator. 

R6 
1 ka 

FIGURE 3. Antilog generator. 

ok1 

LMIOIA 

150 pF 

1 

C2 
20 pF 

2N2920 

C6 
10 pF 

R4 
2 k 

LM10IA 
8 

-I( 1E-
C2 C3 
75 pF 1 pF 

Vout 

2N2920 

Vin 

R2 
1 kit 
1% 

C4 

T 15 PF 

A2 

LM 10,1A 

1 

R2 
1 kIl 

Vrej 15 V 

R3 
150 ka 
1% 

C5 
1% 150 pF 

2 k 

10 kn 
\   

R6 
10 ka 
1% 
 'OA  

3 

5 pF 

A2 

LMIOIA 

C3 
150 pF 

1 

R5 
150 ka 
WV-

Vout 

70 IEEE spectrum NOVEMBER 1969 



15 V 

R1 
100 kit 

Vm 

R8 
1.5 MI! 

15 V 

R7 
1.5 Mn 
1% 

A1 

LM108 
3  

HE 
C2 
300 pF 

Cl 
300 pF 

6 

2 

LMIOIA 

C5 
20 eF 

6 

RIO 
4.55 k 
1% 

R9 
1 kit 
1% 

3)  

R2 
15.7 kit 
1% 

2N2920 

C6 
150 pF 

FIGURE 4. Cubic-function generator. 

RI 
2 kit 

Both of the transistors in Fig. 1 are used with a 
grounded base connection, rather than a diode connec-
tion, to eliminate errors due to base current. Unfortu-
nately, the grounded base connection increases the loop 
gain. More frequency compensation is necessary to 
prevent oscillation, and the log converter is, necessarily, 
slow. It may take 1 to 5 ms for the output to settle to 
one percent of its final value. This condition is especially 
true for low currents. 

Insuring frequency stability of log generators is most 
easily done experimentally. Analysis is difficult because 
the loop gain, impedance levels, and bandwidth change 
with input level. One technique that encourages stability 
is to compensate the amplifiers for unity gain and pro-
vide a high-frequency feedback path through a lead ca-
pacitor from the output to the input. Also, an emitter 
degeneration resistor, 12.4 is included to limit the loop 
gain at high input levels. The stability may be checked 
by observing the pulse response for overshoot and ring-
ing at high and low levels. 

Range down, rate up 

The circuit shown in Fig. 2 is two orders of magnitude 
faster than the previous circuit and has a dynamic range 
of 80 dB. Operation is the same as the circuit in Fig. 1; 
however, the configuration optimizes speed rather than 
dynamic range. Transistor Q1 is diode-connected to 
allow the use of feed-forward (i.e., phase) compensa-
tion' on an LM 101 A operational amplifier. This com-
pensation extends the bandwidth beyond 3.5 MHz and 
increases the output-voltage-response rate. To prevent 

150 pF 

R12 
100 kit 
1% 

C7 
30 pF 

\lout 

errors due to the finite dc gain of Q1 and the bias current 
of the LMIOIA, an LM I 02 voltage follower buffers the 
base current and input current. Although the log circuit 
will operate without the LM 1 02, accuracy degrades at 
low input currents. Amplifier A3 is also compensated for 
maximum bandwidth. As with the previous log converter. 
RI and R2 control the sensitivity, and R3 controls the zero 
crossing of the transfer function. With the values shown, 
the scale factor is one volt per decade and 

— I 4 (5) 

from less than 100 nA to 1 mA. 
Antilog or exponential generation is simply a matter 

of rearranging circuitry. Figure 3 shows the circuitry of a 
log converter for generating an exponential output from 
a linear input. Amplifier AI, in conjunction with transistor 

Qi, drives the emitter of Q2 in proportion to the input 
voltage. The collector current of Q2 varies exponentially 
with the emitter-base voltage. This current is converted 
to a voltage by amplifier A2. With the values given, 

1,„„t = 10 - (6) 

Logging functions 

Many nonlinear functions such as X''', X'. X', I IX, 
X Y, and XII' are easily generated with the use of logs. 
Multiplication becomes addition, division becomes sub-

traction, and powers become gain coefficients of log terms. 
Figure 4 shows a circuit whose output is the cube of 
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FIGURE 5. Divider -multiplier network can be used as a reciprocal-function generator. 

the input. Actually, any power function is available from 
this circuit, by changing the values of R9 and Rio, in ac-
cordance with the expression: 

v out = v ,0 16.7R9/(Ro -I- Rio) 
(7) 

Note that when log and antilog circuits are used to per-
form an operation with a linear output, no tempera-
ture-compensating resistors are needed. If the log and 
antilog transistors are at the same temperature, changes 
in gain with temperature cancel. It is a good idea to use 
a heat sink that couples the two transistors to minimize 
thermal gradients. A 1°C temperature difference be-
tween the log and antilog transistors results in a 0.3 per-
cent error. Also, in the log converters, a 1°C difference 
between the log transistors and the compensating resistor 
results in a 0.3 percent error. 

Either of the circuits in Figs. 1 or 2 may be used as 
dividers or reciprocal generators. Equation (3) shows that 
the outputs of the log generators are the ratio of two 
currents: the input current and the current through R3. 
Used as a log generator, the current through R, was held 
constant by connecting R3 to a fixed voltage, making 
the output the log of the input. If R3 is driven by an input 
voltage, rather than a 15-volt reference, the output of 
the log generator is the log ratio of the input current to 
the current through R3. The antilog of this output voltage 
is the quotient of the currents through R3 and R. Of 
course, if the numerator is held constant, the output k the 
reciprocal of the input voltage. 
The complete one-quadrant multiplier/divider shown 

in Fig. 5 is basically a log generator ( Fig. 1) driving an 
antilog generator ( Fig. 3). The log generator output from 
A1 drives the base of Q3 with a voltage proportional to the 
log of VI/V2. Transistor Q3 adds a voltage proportional to 
log V, and drives the antilog transistor Q. The collector 
current of Q is converted to an output voltage by A4 and 

R 3 

100 ka 

VI V3 
Vow = 

for 
VI,V2,V3 

127— the scale factor being set by R7 at 1111/3/10112. One 
application of this circuit is measurement of transistor dc 
current gain. 
To achieve a wide dynamic range with high accuracy, 

the input operational amplifier necessarily must have 
low offset voltage, bias current, and offset current. The 
LM108 has a maximum bias current of 3 nA and offset 
current of 400 pA over a — 55°C to 125°C temperature 
range. By using equal source resistors, only the offset 
current of the LM108 causes an error. The offset cur-
rent of the LM108 is as low as in many FET amplifiers. 
Further, it has a low, constant temperature coefficient 
that does not double every 10°C as in FET amplifiers. 
This results in a greater accuracy over a broad tempera-
ture range than is achievable with FET amplifiers. The 
offset voltage may be zeroed, if necessary, to improve 
accuracy with low input voltages. 
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The future of 
cable TV 

Some 20 years ago, several innovative and enterprising men 
"wired up" some small towns — remote from VHF signals — for direct-

line television reception. Cable TV has since flourished, 

but its potential hardly has been tapped 

Archer S. Taylor Malarkey, Taylor and Associates 

The problem of polluting our skies extends beyond 
man's senses; our ether is becoming ensnarled with 
electromagnetic emanations. The situation has become 
critical and, if our technology is not to mire in a morass 
of radio signals, something will have to be done to quiet 
the confusion. Some systems by nature of their opera-
tion must pick their inputs from the airwaves. But there 
are a host of others that can do just as well — if not 
better — linked directly to a transmitter. Thus, many 
receivers now operating, and envisaged for future oper-
ation, will be phased to cable operation. 

In 1947, there were only seventeen television stations 
in the United States including the six that were in opera-
tion at the end of World War II, as shown in Fig. 1. 
In 1948, with fewer than 50 stations, imaginative ex-
perimenters in central Pennsylvania and northwestern 
Oregon, simultaneously and independently, sought to 
overcome the obstacles of terrain and distance that 
blocked reception of TV signals from Philadelphia and 
Seattle. They were able to extract a few microvolts of 
television carrier, using a variety of antenna struc-
tures: from stacked arrays of 32 Yagis to multiple ar-
rays of corner reflectors; from massive, 600-centimeter 
waveguide horns to 75-meter parabolics and 10-lambda 
rhombics. The receiving sites were strategically located, 
either on a mountaintop or in a "hot spot" caused by 
complex diffraction patterns developed over rough 
terrain. These isolated receiving antennas were con-

nected to homes in blacked-out valleys with many miles 
of transmission lines and frequent repeater amplifiers. 

The systems worked! Appliance dealers sold TV sets. 
Power companies relished the increased electrical con-
sumption. The public was excited by a new technology 
that could transmit pictures into their living rooms. 
Thus was born the cable television industry. It quickly 

became apparent that many would pay a reasonable 
monthly fee for a television receiving service not otherwise 

available: In 1950 there were only five known cable TV 
systems (Fig. 2); by 1953, there were almost 300—con-
centrated in the Appalachian Mountains and the Pacific 
Northwest. Virtually all of these systems were located in 
areas otherwise devoid of TV reception—a situation that 

was soon to change. 
By 1958, there were more than 700 cable TV systems— 

still concentrated in mountain country, but now also 
extending into the wide, sparsely settled plains areas of 
Texas. And at that time, a few cable systems had com-
menced operations—if somewhat timorously—in towns 

where a single TV station already existed. Perhaps not 
surprisingly, most of the people in these latter communi-
ties were willing to pay a fee for receiving a service that 
added program diversity. 
By 1963, there were well over 1000 cable TV systems 

encompassing most of the one-station, and quite a few 
two-station, markets. By 1968, the count exceeded 2000 
and included virtually all towns and cities served by less 
than three full-time network affiliates." 
Cable TV is now developing in major markets not 

ordinarily considered to be in the underserved category. 
However in such places as Manhattan (New York), 
Los Angeles, Seattle, and San Francisco—wherever there 
are reception problems from terrain or man-made ob-
structions—cable TV reception is also proving to be 
economically viable. 
Some communities, particularly in the mountainous 

West, were so far from television stations that microwave 
relays were required. Sometime about 1956, Mountain 
States Telephone and Telegraph Company—in a bell-

wether case—was authorized by the FCC to relay TV 
signals from a customer's receiving antenna outside 
Denver to a cable system in Casper, Wyo. Because the 
MST &T tariff appeared prohibitive to most other 
cable TV operators, a number of more or less inde-
pendent common carriers were formed to provide a low-
cost microwave relay service for cable TV. The FCC also 
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FIGURE 1. The greater part of the United States was devoid of TV in 1947 (color only). Condi-

tions were not too different one year later (total effect) when cable TV began. 

FIGURE 2. A new breed of television sprouted in 1948 and by 1950 five cable systems ( starred) 
were operational. These multiplied as indicated. ( Light color signifies 1953, dark color repre-
sents 1958, grey stands for 1963, and the black numbers show the number of cable TV stations 

in 1968.) 
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FIGURE 3. Riding high. The list of cable subscribers has 
been and will continue to grow at a high rate. The number 

of TV homes will keep pace with population explosion. 

authorized microwave facilities in the Business Service 
and later established the non-Common Carrier Com-
munity Antenna Relay Service known as CARS. 
Approximately 6 percent of all TV homes are now 

connected to a cable system. A substantial number of the 
nonconnected homes are in the major television markets. 
However, development of cable distribution facilities in 
most of these major markets has been severely restrained 
while the FCC, the U.S. Congress, and the courts seek 
to develop a public policy regarding the future of cable 
TV. 

In spite of this de facio freeze,' it seems likely that there 
will be at least 6 million cable subscribers within the 
next decade. If action in Congress or the courts or the 
FCC in the next year or so permits resumption of con-
struction in or near major cities, it seems probable that, 
in ten years, there could be 17 million or more subscribers 
(Fig. 3). Twenty-two percent of all TV homes would be 
connected to cable, generating a billion-dollar annual 
revenue. Many consider this estimate too conservative.* 
However, in view of the delays and interruptions already 
evident and the need for significant new developments in 
technology, it is doubtful that cable could realistically be 
expected to expand any faster. 

Except for a few controversial situations, most au-
thorities agree that, up to the present, the net impact of 
cable TV on broadcasting has, in general, been to provide 
a somewhat enhanced coverage area. Vigorous contro-
versy rages, however, over potential impact—not simply 

t on broadcasting, but on all aspects of communications. 

* A discussion of this point appears in "Forum" in this issue 
beginning on page 14. 
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FIGURE 4. The future U.S. population will lie somewhere 
between the two projected lines. Simply supplying the 
necessary new radio and TV facilities for this growth will 
tax spectrum capacity. New technologies can be expected 
to overburden available spectrum. (Source: Census 
Bureau) 

Aid to spectrum management 

Population growth is an important and inexorable cir-
cumstance in the development of public policy. Despite 
"the pill," demographic experts predict a population of 
250-285 million in 20 years and 310-430 million in 40 
years (see Fig. 4).5 6 
As of June 30,1968, the FCC had authorized more than 

13/4 million radio stations—only 7784 of which are 
broadcasting stations.7 The great majority operate 
below 1 GHz. More than a million stations are in the 
Citizen's Band and amateur radio services, suggesting 
the tremendous public interest in greater access to the 
electromagnetic spectrum (Table I). 

Population growth, no doubt, would tend to provide 

the economic support now lacking for some new TV 
stations. It also cannot help but escalate the demand for 
greatly expanded access to the radio spectrum for a var-

iety of new and larger mobile communication facilities. 
Aeronautical-safety improvements will create a spiral-

ing demand for spectrum. Law enforcement and crime 
detection can be expected to create an explosive demand 

for radio facilities, a demand far exceeding population 
growth. Use of private automobiles cannot continue to 
expand more rapidly than population without new radio 
facilities for traffic control, emergency repair, and 
ambulance service. Mobile-telephone services on air-

I. Authorized station count as of June 30, 19613' 

Aviation 
Marine 
Public safety 
Industrial 
Land transportation 
Common carrier 
Cable TV relay (CARS) 
Citizen's Band 
Amateur and disaster 
Television and broadcasting 
Radio (AM and FM) 
Broadcast related 
Research and development 
Total stations authorized 1 760 373 

140 799 
164 000 
63 160 
185 046 
20 016 
13 124 

60 
867 552 
282 525 
1 023 
6 761 

15 341 
966 
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planes, trains, busses, and automobiles should become 

universally available, requiring a very large spectrum— 
perhaps in conjunction with synchronous satellites. 

Increased efficiency of spectrum utilization and ex-
panded use of the electromagnetic spectrum above I 
GHz are two obvious ways to try to meet the demand. 

In recent years, equipment designers have split mobile 
channels repeatedly. They have devised ingenious 
channel-sharing and time-sharing schemes. They have 
also developed new equipment for shorter wavelengths 

FIGURE 5. Equipment like this provides continuous pro-
gramming of public service information (such as time, 
weather, and special news items). 

FIGURE 6. A typical service of cable TV picks up informa-
tion directly from teletypewriter or stock market quotation 
service. 
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to accommodate new services. But demands on the 
spectrum below 1 GHz continue to grow faster than 
utilization can be made more efficient. 
Roughly half of the spectrum below 1 GHz is reserved 

exclusively for broadcasting. There have been only a few 
significant advances in efficient use of this spectrum. The 
ingenious NTSC color TV system, introduced in 1950, 
added a substantial dimension of information without 
increased bandwidth; SCA and stereo information 
were added to FM radio without increased spectrum 
demand. 

Utilization of the AM-radio band has increased almost 
to the point of self-destruction. The All-Channel TV 
Receiver Law has added the prospect of increased TV 
assignments in the allocated UHF band, although as-
signments thus far have been scattered and unproved 
financially. Indeed, efficiency-of-use improvements within 
the large slice of spectrum allocated to broadcasting 
have been insignificant in comparison with the need. 

It is, therefore, becoming increasingly clear to many 
students of spectrum management that nonradiating 
coaxial cable could be used to a substantial degree for 
distributing aural and visual information, education, 
and entertainment to the public. It would appear almost 
axiomatic that mobile services must use radiated-signal 
carriers, and that fixed services should, therefore, use 

nonradiating wires, cable, or guides, wherever possible, 
but especially where closed-circuit capability has been 
shown to be technologically and economically feasible. 

Wired city 

One concept of the future has been labeled the "wired 
city."8 Advertising-supported programs would be pro-
duced by national networks and regional studios just 
as now, except that coaxial cable would replace electro-
magnetic radiation for distribution to home receivers. 
In addition, a wide variety of less-popular programming 

II. Present uses for multiple-address coaxial cable 

Community antenna television 
Continuous, automated time and weather 
Continuous, automated news and market quotations 

Public service events—live or tape 
Local film origination 
FM radio and tape-recorded music 
TV programming schedules 
Emergency alert 
Security- and fire- sensing alarms 
Classroom instructions 
Interschool exchange 
In-class teacher training 
Educational and instructional networks 

Ill. Future uses for multiple- address coaxial cable in next 
five to ten years 

Facsimile newspaper and shopper information 
Merchandise display for telephone shopping 
Library- information retrieval 
Opinion surveys 
ESSA satellite weather pictures 
Distribution of TV relayed by satellite 
Utility- meter reading 
Wholesale merchandise display to merchants 
Slow-scan video 
Centralized bookkeeping 
On-line computer network 
Commercial data- storage and retrieval network 
Instruction and training for professionals 
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might be distributed over cables by common carriers. 
The wired-city TV proposal is predicted on the avail-
ability of at least 20 standard TV channels into all but 
the most isolated rural homes. Satellites could he utilized 
for interconnection of program centers for national or 
regional networks. 

In addition to releasing electromagnetic spectrum for 
essential moble-communications services, the use of 
wire has certain technical advantages. The availability 

of abundant cable spectrum could permit higher tech-
nical quality at lower cost: (1) Wide dynamic-range AGC 
would not be necessary. (2) The complete lower sideband 
could be retained to avoid quadrature distortion and 
other vestigial sideband problems. (3) The aural sub-
carrier could be respaced to permit slow roll-off for im-
proved phase reproduction. There could even be high-
fidelity channels with 5- to 8-MHz resolution. Forms of 
modulation other than AM might be desirable. 
Cable television systems are uniquely able to provide 

a compatible transition from present TV standards to 
something better. Both the standard and the improved 
signals could be carried on the cable—simultaneously. 
The viewer would make the decision about when or 
whether to replace his standard receiver with a new model 
adapted to the special high-quality cable signals. 
Programming formats would almost certainly change 

as a result of an abundance of interference-free spectrum. 
Time would become less critical. Program repetition 
might be feasible. 
Cable TV operators have demonstrated the public 

interest in automated programming (Table H). Many 
systems carry signals from a simple, industrial vidicon 
camera constantly scanning, in sequence, a clock, 
barometer, thermometer, wind velocity and direction 
gauges, rainfall, humidity, and even a blank panel suit-
able for weather forecasts, community announcements, 
or advertisement (Fig. 5). The blank panel is sometimes 
replaced with a rear-projection screen for automated 
showing of slides or movies. 
A growing number of systems use a video character 

generator connected to the teletypewriter newswire, or 
the New York Stock Exchange quotation wire (Fig. 6). 

It would not be difficult to adapt a weather radar plan-
position indicator for continuous and automatic video 
presentation. With a little effort, the ESSA satellite 
weather photos could be continuously displayed. 
Automated crawls, or card drums, or flip charts 

could be used to display community bulletin board 
notices, TV program guides, and the like. 

Looking ahead 

1 he opportunities for visual programming opened by 

the availability of time and spectrum are great. But even 
greater is the potential of a wide-band, nonradiating 
cable for other communications services between a central 
office and multiple addresses (Table III). 

Switching facilities such as the elaborate matrices re-
quired for telephone services are not needed for cable 
TV. For this reason, cable TV is an entirely different kind 
of operation, well adapted to any communication ser-
vice, one-way or two-way, not requiring switching. 
A very large number of voice-frequency circuits could 

be provided in the coaxial-cable spectrum in addition to 
the video circuits. Tone coding, commonly used to provide 
limited privacy for multiple uses of various mobile radio 

Taylor—The future of cable TV 

services, could be adapted to cable channels for voice 
and slow-scan video for a simplified data retrieval ser-
vice. For example, a subscriber might order the micro-
film version of a particular book from the library. The 
librarian would put the film on an automated reader 
digitized to a voice channel, and send the tone code that 

opens the receiver at the particular subscriber's home. 
Private services, however, such as computerized bank-

ing, credit inquiries, and electronic-mail delivery, may 
be too sensitive for exposure to "party-line" communica-
tions, unless adequately secure coding can be designed. 
The inescapable conclusion is that coaxial cable is a 

better medium than electromagnetic radiation for de-
livering aural and visual information to private homes. 
It is capable of technically better performance because it 
is not necessarily forced into a limited bandwidth. It is 
capable of greater reliability because of its freedom from 
the vagaries of propagation. Because the entire spectrum 
on cable is available, new dimensions for programming 
beyond the mass audience are made feasible. Repetitive 
and automated programs become possible when time and 
spectrum are no longer scarce commodities. The develop-
ment of widespread multiple-address, nonswitched wide-
band communications to private homes will also make 
possible many new services only dreamed of today. 
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Applications of Walsh 

functions in communications 

It is—with our advanced technology—no longer 
necessary to design communications equipment around a concept of 

trigonometric-based functions. A possible sophistication 
now is neatly netted with Walsh functions 

Henning F. Harmuth University of Maryland 

Communication theory was founded on the system of 
sine-cosine functions. A more general theory has be-
come known more recently; it replaces the sine- cosine 
functions by other systems of orthogonal functions, and 
the concept of frequency by that of sequency. Of these 
systems, the Walsh functions are of great practical 
interest since they lead to equipment that is easily im-

plemented by semiconductor technology. Filters, multi-
plexing equipment, and a voice analyzer/synthesizer 

have been built successfully for Walsh functions. Some 
interesting applications of electromagnetic Walsh 
waves have been found theoretically. 

Traditionally, the theory of communication has been 
based on the complete, orthogonal* system of sine and - 
cosine functions. The concept of frequency is a con-
sequence of these functions, since frequency is defined 
as the parameter fin sin 2irli and cos 27r/r. The question 
arises whether there are other systems of functions on 
which theories of similar scope can be based, and that 
lead to equipment of practical interest. Since sine and 
cosine form a system of orthogonal functions, it is reason-
able to investigate other systems of orthogonal functions. 

Figure 1 shows three orthogonal systems: sine-
cosine functions, Walsh functions, and block pulses,  
for which the normalized time O = 1/T is the variable. 
The block pulses are representative of several pulse shapes 
used for time multiplexing. The notations sal (i, 0) and cal  
(i, 0) are used here for the Walsh functions. (The letters s 
and e allude to the sine and cosine functions which are 

closely related to Walsh functions; the letters al are de-
rived from the name Walsh.)" 

Block pulse s form an incomplete system; sine-cosine 
and Walsh functions form a complete system. Explicitly, 
the difference is that additional sine-cosine or Walsh 

" The two functions f(j, x) and f ( k, x) in Fig. I are orthogonal 
in the interval — 1/2 < x < 1/2 if the integral 

1/2 

J.-- I/2 f(j, x) x)dx 

is zero for j k. They are orthogonal and normal or orthonormal 
if the integral equals 1 for j = k. A system of functions {f(j, x)1, 
orthogonal in a certain interval, is called complete if any function 
F(x) quadratically integrable in that interval can be represented 
by a superposition of the functions f(j, x) with a vanishing mean-
square error. 

functions may be drawn in Fig. 1 for i = 5, 6, ... in the 
interval — 1/2 < O < 'A, but no other block pulses are 

orthogonal to the eight shown. Practically, the differ-
ence between complete and incomplete systems of func-
tions is shown by the existence of elaborate theories 
based on sine-cosine functions for antennas, wave-
guides, and filters; no such theories exist for block 
pulses although used in communications much longer. 
The Walsh functions in Fig. 1 assume the values + 1  

and — 1 only—a useful feature if circuits are to be con-
structed with binary digital components. The functions 
cal (i, 0) and -N/2 cos 21-0 are symmetric (even). The func-
tions sal (i, 0) and •‘/2 sin 2i71-0 are asymmetric. 

In Fig. 1, the parameter i in \ 2 sin 2i7r0 and -V2 cos 
2hrl) gives the number of oscillations in the interval 
— 1/2 < O < 1/2 (that is, the normalized frequency i = 

.17'). One may interpret i as "one half the number of 
zero crossings per unit time" rather than as "oscilla-
tions per unit time."  (The zero crossing at the left side, 
o = — 1/2 , but not the one at the right side, O = 1/2 , 
of the time interval is counted for sine functions.) 
The parameter i also equals one half the number of 

zero crossings in the interval — 1/2 < O < 'A for Walsh 
functions. In contrast to sine-cosine functions the sign 
changes are not equidistant.t If, unlike Fig. 1, i is not 
an integer, then it equals "one half the average number 
of zero crossings per unit time." The term "normalized 
sequency" has been introduced for  i, and se = i IT is 
called the nonnormalized sequency  

Sequency in zps = 1/2 (average number of zero crossings 
per second) 

The general form of a sine function V sin (277ft a) 
contains the parameters amplitude V, frequency f; and 
phase angle a. The general form of a Walsh function 
V sal (I', tIT t 0IT) contains the parameters am-
plitude V, sequency se, the delay to, and time base T. The 
normalized delay, to/T, corremonds to the phase angle. 
The time base T is an additional parameter and it causes 
a major part of the differences in the applications of sine-
cosine and Walsh functions. 

t The first five Walsh functions look like heavily amplitude. 
clipped sine or cosine functions and have equidistant sign changes. 
This does not in general hold for functions with i larger than 2. 
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FIGURE 1. Orthonormal systems of functions. 
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Another alternative 

So far, Walsh functions are the only known functions 
with desirable features comparable to sine-cosine func-
tions for use in communications.* Development of semi-
conductor technology has imparted practical interest in 
them at this time. As an example of how this develop-
ment has changed the approach to filter synthesis, con-
sider the role of the capacitor and coil, which until re-
cently were the most desirable components of filters. 
Such frequency-selective filters are linear, time-invariant, 
and thus a theory based on sine-cosine functions has 
indisputable advantages. But filters based on Walsh 
functions are linear and periodic time-variable. Generally 
speaking, the transition from sine-cosine functions 
to other complete systems of orthogonal functions means 
a transition from linear, time-invariant components and 
equipment to linear, time-variable components and equip-
ment, which, of course, constitute a much larger class. 

Figure 2 lists features of sine-cosine functions, Walsh 
functions, and block pulses. The mathematical theory of 
Walsh-Fourier analysis corresponds to the Fourier 
analysis used for sine-cosine functions. There is no 
theory of similar scope for block pulses, because they are 
incomplete. 

Walsh functions are closely related to Hadamard matrices. 
11/4 .11e These matrices are orthogonal, consisting of square arrays of 

plus and minus ones, and arc of the order 2". Other complete 
systems can be derived from Hadamard matrices of different rank. 

k = 2 

k _ / 

k = 8  rl 
 1 _1 

1 0 1 
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2 \ wal (0, 80-8 161 + 

Sine and cosine transforms of a function F(0) aret 

a,' (m) = f FOX/2 sin 2rµ0 d0 

a,' (µ) = f F(0) N/2 cos 27440 410 

The corresponding sal and cal transforms of Walsh-
Fourier analysis are defined by 

a. (t2) = f F(0) sal (µ, 0) d0 
- 

= f F(0) cal (µ, 0) d0 

(1) 

(2) 

F(0) = .Ia, (m) sal (µ, 0) + a, ( 2) cal (µ, 0)] dµ (3) 

where µ = ,-T and O = 

Walsh-function filters 

Figure 3 shows the block diagram, the time diagram, 
and a practical circuit of a sequency low-pass filter based 

t The functions of Fig. 1 are defined in a finite interval but may 
be continued periodically to infinity. The parameter i is an integer 
and assumes denumerably many values. These functions are used 
for Fourier and Walsh-Fourier series expansions. The functions 
used for the Fourier and Walsh-Fourier transforms in Eqs. ( I) 
and ( 2) are defined in the infinite interval. The parameter et may 
be any real number and assumes nondenumerably many values. 
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Sine Functions Walsh Functions Block Pulses 

Parameters Amplitude Amplitude Amplitude 
Frequency Sequency ... 

Phase angle Delay Pulse position 
Time base Pulse width 

Mathematical theory Fourier analysis Walsh-Fourier analysis ... 

Power spectrum Frequency spectrum Sequency spectrum ... 

Filters Time- invariable, linear Periodically time van- 
able, linear 

Time variable, linear 

Characterization Frequency response of Sequency response of Attenuation as func-
attenuation and phase 
shift 

attenuation and delay tion of time 

Multiplex Frequency division Sequency division Time division 

Modulation Amplitude, phase, Ire- Amplitude, time posi- Amplitude, pulse 
quency modulation tion, time base, code 

modulation 
position, pulse 
width modulation 

Radiable sin 2rft, cos 2rft t) cal (i t) sal ( i, " 
T  T 

... 

FIGURE 2. List of features and applications of sine-cosine 
functions, Walsh functions, and block pulses. 

FIGURE 3. Sequency low-pass filter. Top to bottom: practi-
cal circuit, block circuit, time diagrams. 

F(0) 
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F(e) = F(t/T) 
o  

F(J) 

S2 
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SP 

on Walsh functions. The input signal, F(0), is trans-
formed into a step function, Ft t(0), with steps of a 
certain width, by integrating F(0) during an interval equal 
to the step width (see line d). The amplitudes of the steps 
are chosen so that Ft t(0) yields a least-mean-square 
approximation of F(0). In addition, Ft t(0) is delayed 
with respect to F(0) by one step width. The voltage ob-

+ (0) tamed at the end of the interval is sampled by the switch 
s2 and stored in the holding circuit SP. Immediately 
after sampling, the integrator is reset by sl. If the width 
of the steps is 125 µs, Ft t(0) will have 8000 independent 
amplitudes per second. Ft t(0) may be considered to 
consist of a superposition of Walsh functions having 

—F ft(t/T) 0 to 8000 zero crossings per second or a sequency between 
0 and 4 kzps. The output signal of a frequency low-
pass filter with 4-kHz cutoff frequency also has 8000 
independent amplitudes per second. Hence, the sampling 
theorems of Fourier and Walsh-Fourier analysis permit 
the comparison of frequency and sequency filters. 

Consider the multiplication theorems of sine and cosine 
shown in Fig. 4. The product of these two functions always 
yields a sum of two functions with argument (k — i)0 
and (k Oa. Let cos i0 and sin if/ represent carriers and 
let cos k0 and sin k0 represent Fourier components of a 
signal. The terms on the right sides of the multiplication 
theorems of Fig. 4 represent "lower" and "upper com-

Fft ( e) ponents" produced by amplitude modulation. Lower 
11 ir and upper sidebands are obtained if a carrier is amplitude-

modulated by many rather than by one Fourier corn-
' i  ponent. Hence, double-sideband modulation is a result 

2 3 of the multiplication theorems of sine-cosine functions. 
e --> 

Figure 4 also shows multiplication theorems for Walsh 
o 125 250 375 functions. The symbol e indicates an addition modulo 

2: The numbers are written in binary form and added t LS-
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2 cos k 0 cos iE) = cos(k — i)0 -I- cos (k i)O 

2 sin lc° cos ie = sin (k — i)() cos (k + i)(1 

2 cos ke sin i0 = — sin (k — i)0 sin (k + 00 

2 sin 1(0 sin i0 = cos (k — i)0 — cos (k i)0 

cal (k,O) cal ( i, 0) = cal {k C) 

sal (k,O)cal ( i, e) =sal {[i C) (k — 1)] + 1,0} 

cal (k,O) sal ( l.0) = sal {[k C) — 1)]-1-1,0). 
sal (k.0) sal (l,0) = cal {(k — 1) 0 (i — 1),0} 
cal (0,0) = wal (0,0) 

FIGURE 4. Multiplication theorems of sine-cosine and 
Walsh functions. 

FIGURE 5. Sequency bandpass filter (A) and multiplier 
for Walsh functions ( B). 

according to the rules 1 C) O = OC) 1 = 1, 0 C) 
C) 1 = 0 (no carry). The point is, the product of two 

Walsh functions yields only one Walsh function and not 
two. Let cal (i, 0) and sal (i, 0) represent carriers and 
let cal (k, 0) and sal (k, 0) represent Walsh-Fourier com-
ponents of a signal. The amplitude modulation of a 
Walsh carrier yields only one component or only one 
(sequency) sideband. 
A typical application of the multiplication theorems 

of Walsh functions is in the design of sequency-bandpass 
filters. Figure 5 shows the operating principle of such a 

bandpass. The input signal F(0) is shifted in sequency 
by multiplication with a Walsh carrier, cal (I, 0) or sal 
(i, 0), and then passed through a sequency low-pass 
filter LP shown in Fig. 3. The filtered signal is subse-t., quently shifted to its original position in the sequency 
domain by multiplication with the same Walsh carrier 
used to shift the input signal. Figure 5 also shows a 
typical multiplier for Walsh functions. Note that a signal 
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FIGURE 6 ( left). Filtering of a sinusoidal voltage by various 
sequency filters; (A) is a sinusoidal function, frequency 
250 Hz. Time base T = 1 ms; horizontal scale 0.5 ms/div. 
The following functions pass through the filters: ( B) cal 

t/T), O < io< 1 kzps; (C) sal ( rT, t/T), O < e< 1 kzps; 
(D) cal (e, t/T), 1 kzps < 2 kzps; ( E) sal (,,T, t/T), 1 
kzps < ye< 2 kzps; ( F) sum of B and C; (G) sum of B, C, and 
D; ( H) sum of B, C, D, and F. (Courtesy Boeswetter and Klein) 

FIGURE 7 ( right). Amplitude spectra of sinsoidal voltages. 
Line (A) represents sinusoidal voltages, frequency 1 kHz, 
various phases; horizontal scale 0.1 ms/div. Lines ( B) and 
(C) are amplitude spectra a,(„rT) and a.(-T); time base T =--
1.6 ms; horizontal scale 625 zps/div. (Courtesy Boeswetter 
and Klein) 

F(0) is multiplied by only + 1 or — 1. Multiplication by 
+1 leaves the signal unchanged; — 1 reverses amplitude. 
Sequency filters based on Walsh functions have been 

built by Boeswetter (Technische Hochschule, Darm-
stadt, W. Germany) for a voice analyzer and synthesizer, 
and also by Lucke and Maile (AEG-Telefunken, Re-
search Department, Ulm, W. Germany) for a telephony 
multiplex system. In the latter application, a minimum 
crosstalk attenuation of about — 60 dB was achieved in 
the stop bands. Such high-quality filters differ, of course, 
from the circuits shown in Figs. 3 and 5. Vandivere 
(Telcom Inc., McLean, Va.) has developed sequency 
filters for a signal analyzer. 

Decomposition of voice signals by Walsh functions 
first seems to have been investigated theoretically by 
Sandy9 in 1962. Another early investigator of sequency 
power spectra was Ohnsorg (Honeywell Inc., St. Paul, 
Minn.) whose work has not yet been published. Klein 
(Technische Hochschule, Darmstadt, W. Germany) has 
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FIGURE 8. Block diagram of a sequency-multiplex system for 1024 telephony channels. 
Designations are: MT, sequency low-pass filter; M, multipliers; S, adder; FG, function 
generator; TG, clock pulse generator; SG, timing generator for the filter. 

shown experimentally for some simple cases that voice 
signals have sequency formants just as they have fre-
quency formants. Work on voice signals was also re-
cently started by Elsner (Technische Hochschule, Braun-
schweig, W. Germany) and Strum (Mitre Corp., McLean, 
Va.). C. Brown (Systems Research Labs., Dayton, Ohio) 
is investigating signal processing techniques using se-
quency spectra for the purpose of detection and recogni-
tion of signals in noise, signal sorting, and signal parameter 
identification. 

Figure 6 shows oscillograms of a sinusoidal voltage 
(A) and the voltages it produces at the output of various 
sequency low-pass filters (B, F, G, H) and sequency 
bandpass filters (C, D, E). Figure 7 shows sinusoidal 
voltages of fixed frequency and their sequency amplitude 
spectra a, (µ) = a, (,rT) and a, (µ) = a, (eT). 

Signal multiplexing 

The multiplication theorems of the Walsh functions 
make signal multiplexing an attractive application. 
Figure 8 shows the principle of a sequency-multiplex 
system for 1028 telephony channels. Analog or digital 
signals are fed through sequency low-pass filters MT to 
multipliers M. For voice signals the bandwidth of these 
low-pass filters is ilyr = 4 kzps. Thirty-two carriers. T1 to 
T32, consisting of Walsh functions cal (i, 0) and sal (i, 0) 
are fed to the multipliers.* The time base of these func-

tions equals zl‘p/2 = 125 µs. Each of the output voltages 
of the 32 multipliers is summed by the adders S1 to Se. 

Rules for the selection of carriers that avoid crosstalk and 
waste of sequency bandwidth can be derived from the multiplica-
tion theorems of the Walsh functions.''' 

These summed voltages may further be multiplied by 
another set of multipliers with other Walsh carriers, 
denoted T33 to T64 in Fig. 8. A sequency-multiplex sys-
tem permits repeated sequency shifting just as a frequency 
multiplex system permits repeated frequency shifting. 
The signals are separated at the receiver by multi-

plication with the same synchronized Walsh carriers 
used in the transmitter. The block diagram of Fig. 8 
differs from that of a frequency-multiplex system only 
by the missing single-sideband filters. The circuitry in-
side the blocks is, of course, very different. 
A sequency-multiplex system according to Fig. 8 

has been developed by Lueke and Maile. The system is 
designed for 256 voice channels, of which three are fully 
completed. t More channels are presently being added by 
Huebner" of the West German Post Office Department 
in preparation for tests on post office lines. One of the 
tests will be the transmission of PCM voice signals via 
a scatter link, since, compared with time-division PCM, 
a gain of some 3 dB is predicted for this application. A 
Walsh-function tracking filter is used in the equipment of 
Lucke and Maile to establish synchronization between 
transmitter and receiver. The synchronization is good 
enough to yield a crosstalk attenuation of — 57 dB, or 

better, in back-to-back operation. Crosstalk due to all 

t Development of sequency-multiplex equipment was also 
started at ETH Zurich (Swiss Federal Institute of Technology, 
Institute for Advanced Electrical Engineering) and at the Research 
Institute of the West German Post Office Department in Darm-
stadt. Considerable theoretical work on PCM transmission by 
Walsh functions was done by Taki and Hatori" of Tokyo Uni-
versity, Japan. Experimental work has also been reported by Cox 
of the M.I.T. Instrument Laboratory, Cambridge, Mass. 
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FIGURE 9. Digital sequency filter. 

causes is — 53 dB or better in back-to-back operation. 
Using a compandor (compressor plus expander), the 
apparent crosstalk attenuation could be made some — 75 

dB. These figures are, of course, in excess of that required 
for good PCM transmission. 

Sequency-multiplex systems do not need single-side-
band filters. The low-pass and bandpass filters required 
do not cause attenuation or delay distortions. These 

features are highly important for data transmission. 
All filters can be implemented by integrated circuit tech-
niques. No individual tuning of the filters is required. 
The bandwidth of the filters is determined by the timing 
of the pulses that drive the switches si and s2 in Fig. 3; 
correct timing of the pulses replaces the tuning of filters; 
no temperature compensation is needed. The Walsh 
carriers can be produced by means of binary counters 
and gates. The only part in a sequency-multiplex system 
that requires tuning and temperature compensation is 
the clock pulse-generator. 
Time-multiplex systems do not need single-sideband 

filters either, and they are also well suited for imple-
mentation by semiconductor technology. The advantage 
of a sequency-multiplex system here rests with reduced 
sensitivity to disturbances—brought about by two causes: 

1. Only a fraction of all channels is active in a multiplex 
system at any one time. For instance, the activity factor 
of a telephone system does not exceed one quarter even 
during peak traffic.* Hence, the power amplifiers are not 
used three quarters of the time and the average useful 
signal power is reduced correspondingly in a time-multi-
plex system. Sequency-multiplex systems yield a higher 
average signal power for equal peak power. Particularly 
advantageous is that the average power can be maintained 
approximately constant by means of automatic gain-con-

The activity factor gives the number of channels actually 
%„...frearrying signals. It is smaller than one during peak traffic because 

one party must listen while the other one talks, because there are 
idle periods in conversations, because a channel becoming avail-
able is not immediately used, etc. 

trol amplifiers when the activity factor drops during low-
traffic hours. It is also noteworthy that the sequency 
bandwidth of a sequency-multiplex signal is not changed 
by a nonlinear compressor or expander characteristic; 
hence, sequency-multiplex signals can readily be passed 
through instantaneous compandors. 

2. Digital signal errors during transmission through 
telephone lines are mainly caused by pulse-type distur-

bances. Time division is more susceptible to these dis-
turbances than frequency or sequency division since a 
particular block pulse may be changed appreciably by a 
disturbing pulse, although the preceding and the following 
pulses are not changed at all. In the case of frequency or 
sequency multiplexing, many sine-cosine or Walsh 
pulses are transmitted simultaneously. The energy of a 
disturbing pulse is thus spread over many signal pulses. 
Only considerable energy can disturb signal pulses that 
are quantized. Measurements with binary sine-cosine 
pulses have yielded—and theoretically Walsh pulses 
should yield—error rates 100 times smaller than for block 
pulses having the same average power. 
There are several additional—although not so im-

portant—differences between time- and sequency-multi-
plex systems. For example, equipment for time division 
is often less expensive; sequency multiplexing is more 
adaptable to the problems of communication networks 
and makes it easier to mix voice and data signals with 
different average power. 

Digital filtering and multiplexing 

One of the most promising aspects of Walsh functions 
is the ease with which filters and multiplex equipment 
can be implemented as digital circuits. The reason is 
that numerical Walsh-Fourier transformation and nu-
merical sequency shifting of signals require summations 
and subtractions only. In the case of sine-cosine func-
tions, the corresponding operations require multiplica-
tions with irrational numbers. The simplification of 
numerical computations by the use of Walsh functions 
has been recognized by many scientists."- '7 

Figure 9 shows the block diagram of a digital filter 
based on Walsh functions. The input signal passes first 
through a sequency low-pass filter LP that transforms it 
into a step function. This step function is sampled and 
the samples are transformed into numbers by an analog/ 
digital converter. A series of these numbers is stored in a 
digital storage ST. A Walsh-Fourier transform of this 
series is obtained by performing certain additions and 
subtractions in the arithmetic unit AU. Some or all of 
the obtained coefficients, that represent sequency com-
ponents, may he suppressed or altered—in effect, a filter-
ing process. An inverse Walsh-Fourier transform ields 
the filtered signal as a series of numbers. These numbers 
are stored in a second digital storage ST and transformed 
into an analog signal by digital analog converter DA. 
Since there is a fast Walsh-Fourier transform just as there 
is a fast Fourier transform, the arithmetic operations in a 
digital sequency filter are not only simpler than in a 
digital frequency filter but can be performed faster. IS. IS " 

Voice signals are functions of the one variable, time. 
A black-and-white photograph is a function of two space 
variables, and a black-and-white television picture is a 
function of two space variables and time. Digital filters 
may be applied to signals that are functions of two or 
three variables by using a two- or three-dimensional 
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FIGURE 10. Electric and magnetic field strengths in the near and wave zones due to a 
current q(t) fed into a Hertzian dipole. The functions on the right show the time vari-

ations caused by a Walsh-shaped current q(t). 

Walsh -Fourier transform.* This has been done by 
Pratt, Kane, and Andrews's for functions of two vari-
ables. Roth and Lueg (Technische Hochschule, Aachen, 
W. Germany) as well as Held (Technische Hochschule, 
Darmstadt, W. Germany) and Klein have also re-
cently started to develop digital sequency filters. A very 
general method for digital signal filtering—not restricted 
to Walsh functions—was devised by Andrews:" and 
Caspari (International Telephone and Telegraph Corpo-
ration, Electro-Physics Laboratories, Hyattsville, Md.). 

Digital multiplexing is a straightforward extension of 
digital filtering. Rather than multiplying signals and 
Walsh carriers represented by voltages, one multiplies 
signals and Walsh carriers represented by series of num-
bers. Multiplexed signals are again represented by a series 
of numbers that may be transmitted by any digital com-
munication equipment. The promising feature of such 
a digital-sequency-multiplex system is that it has essen-
tially the sanie immunity to disturbances as the pre-
viously discussed analog-sequency-multiplex equipment, 
but is compatible with existing transmission equipment. 

Electromagnetic Walsh waves 

At the present time, sinusoidal electromagnetic waves 
exclusively are used for radio communication. Such 

* Analog filters based on sine-cosine functions can be im-
plemented for functions of two space variables by optical means. 
Analog filters based on Walsh functions can be implemented \\ ith 
relative ease for functions of two space variables by resistors and 
operational amplifiers; their implementation for functions of two 
space variables and time, or three space variables u ith and ss ith-
out the time variable, is possible but expensive. 

waves are characterized by a sinusoidal variation with 
time of the electric and magnetic field strengths E(r, 
and H(r, I). These field strengths are produced by feeding 

a sinusoidal current into the antenna. 
Figure 10 shows the time variation of electric and 

magnetic field strengths for a Walsh-shaped current ti(t) 
fed into a Hertzian dipole. A typical current is shown 
in the first line. E(ro, t) and H(ro, t) are the field strengths 
in the near zone, E(r . , 1) and Ier ., t) the field strengths in 
the wave zone. Zo (377 ohms) is the wave impedance of free 
space, c the velocity of light, r the distance between dipole 
and observation point, r the vector from dipole to the ob-
servation point, and s the dipole vector. The spatial 

variation of E and H depends on the vectors s and r; 
it is the same for sine, Walsh, and other waves. The time 
variation depends solely on the current q(1) fed into the 
Hertzian dipole. This time variation is plotted in Fig. 10 
on the left for the near zone and the wave zone of E and 
H. In the wave zone, one obtains Dirac delta functions for 
E and H that are located at the jumps of q(t — r e). 
The time variation of 1-1 in the near zone equals ti(/ — 
r c); the time variation of E equals — re) di. 
The wave zone of E and H is the region in which the 

distance r between dipole and observation point satis-
fies the conditions shown in the bottom line of Fig. 

10. In the near zone, the "much larger" signs in the 
inequalities are replaced by "much smaller" signs. These 

conditions have the more familiar form r > > X or 
r << X for sinusoidal currents ii(r) = / sin 27111 = I sin - 
(27rct X). 

A receiver always receives the sum of the field strengths 
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FIGURE 12. Beam width of an antenna for Walsh waves. 
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from the near and wave zones. E(r , t) and H(r t) 

decrease proportionally with 1/r, whereas E(ro, t) and 
H(ro, t) decrease proportionally with 1/r3 and 1/r2. Hence, 
a comparison of the field strengths of the near and the 
wave zones allows the distance of the transmitter to be 
determined. This determination of course, requires the 
time variation of the near- and the wave-zone components 
to be different in order to distinguish between them. 
A sinusoidal current q(t) produces sinusoidal near-zone 
and wave-zone components since the differential as well 
as the integral of a sine function is simply a time-shifted 
sine function. 
A Hertzian dipole radiates vanishingly little power. 

Many such dipoles may be used simultaneously to radiate 
more power. Figure 11(A) shows several Hertzian dipoles, 

+ î each fed by one generator. In the case of sinusoidal waves, 
one may feed many Hertzian dipoles by a single high-
power generator using standing waves in a half-wave or 
similar dipole [Fig. 11(B)]. This is also possible but not 
economical for Walsh waves. Since a generator for 
Walsh-shaped currents consists of switches that feed 
positive or negative currents into the dipole, it is better 
to feed many Hertzlan dipoles through many switches 
as shown in Fig. 11(C). These switches must feed constant 
currents and not constant voltages to the dipoles. Cur-
rent feed is automatic if the switches are semiconductors. 
The Hertzian dipoles DI in Fig. 11(C) are circular areas 

of conducting material. They do not have to be arranged 
along a line as in Fig. 11(C), but may be arranged in 
two dimensions. Such a two-dimensional arrangement, 
however, cannot be used for antennas that use the 
standing-wave principle such as the one in Fig. 11(B). 
The deviations of the antenna current q(t) from the 

ideal shape shown in Fig. 10 must be taken into account 
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FIGURE 13. Principle of the separation of two Walsh waves in mobile radio communication. 

if the directional characteristic of an antenna, consisting 
of many Hertzian dipoles, is to be determined. For ex-
ample the idealized current, I cal (3, t) shown on the 

first line of Fig. 12 is not achievable since it is not pos-
sible to switch back and forth between +I and — I in 
zero time. The current g(t) with finite switching times 
Ai is more realistic. The time differential dq/dt of the 
current (Xi) is shown in the third line. Narrow, rectangular 
pulses with finite amplitude—not delta pulses—result. 
A row of Hertzian dipoles is shown at the bottom of 

Fig. 12. The length of this row is D; each dipole is short 
compared to cit. Let a current q(t), as shown in the second 
line of Fig. 12, be fed into each dipole. A radiation dia-
gram P(a) gives the average radiated power in the 
wave zone as function of the angle a. A typical radiation 
diagram is shown in Fig. 12 by the solid line above the 
row of dipoles. The dashed line is the envelope of the 

main lobe and the sidelobes. This dashed line is a func-
tion of cat! D, where c denotes the velocity of light and 
At the switching time of the current q(t). A reduction of 
Ai makes the dashed line approach zero for angles a 0, 
and the antenna radiates into a very narrow angle for 
small hlt. 
The location of the zeros of the solid curve in Fig. 12 

depends on the ratio X/D and the normalized sequency 
i of the Walsh waves. (X is the average wavelength.) 

The following definitions apply to cal (i, 

cal (i, ¡IT) = cal (pT, t, T) = cal (cT2IX, tIT) 

where X = che = = average wavelength, çe = = 
sequency, and i = 1, 2, • • • = normalized sequency. 
The directivity of an antenna is determined by the 

ratio X/D for sine waves. In the case of Walsh waves it is 

iL 

determined by the ratios X/D and c‘li I D, and by the 
normalized sequency I. The important point is that 
a reduction of Ai yields a significantly better direc-
tivity without a need to decrease X or increase D. These 
results not only hold true for a row of dipoles in Fig. 
12, but also for other antenna shapes, particularly para-
bolic reflectors. (D represents the reflector diameter.) 

Maintaining orthogonality after time shifting 

It is known that orthogonal functions—for example, 
voltages or field strengths varying with time—can be 
separated. It is not necessary that this separation be by 
frequency or time division; the more general orthogonal 
division is sufficient.'° Hence, a point-to-point trans-
mission is perfectly possible with Walsh waves. Mobile 
communication is more difficult, since waves radiated 
from various transmitters show various time shifts at the 
receiver due to the propagation times of the waves. 
These unknown time shifts generally destroy the orthog-
onality of the received functions. Up to now, the only 
known exception has been sine waves. A time shift 
destroys only the orthogonality between sine and cosine 

functions of the same—not different frequency.* 
Walsh waves in the wave zone are a second exceptiont 

and may also be separated regardless of any time shift. 

• The relation sin (wt + -,) = sin -y cos cot -I- cos sin cut 
shows that a time-shifted sine function consists of not-shifted 
sine and cosine functions with the same frequency. Any function 
orthogonal to sin cut and cos WI is thus orthogonal to sin (wr + 

t These waves have the shape of differentiated Walsh functions 
according to Fig. 10 rather than the shape of the Walsh functions. 
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Figure 13, line one, shows the function cal (3, 0) = cal 
(3, 1'T); line two shows its differential, which represents 

the time variation of the electric and magnetic field 
strength in the wave zone—Dirac pulses at the jumps of 
cal (3, 0). (The deviation from this theoretical shape is 
neglected here, just as it is usual to neglect other than 

idealized, infinitely long sine functions.) 
Line three shows another Walsh function, cal (5, 0 — 

1/40), time-shifted relative to cal (3, 0); line four shows 
its differential; line five shows the sum of lines two and 
four. This sum is received if one transmitter radiates the 
wave cal (3, 0) and another the wave cal (5, 0). The voltage 
produced in the receiving antenna also varies with time 
according to line five. As shown by line six, a gate per-
mits those pulses to pass that arrive at the proper time; 
the pulses of line seven are thus derived from those of 
line five. These are the same pulses as those of line two. 
Hence, the desired signal is separated from the non-

desired one.* Integration of the pulses of line seven yields 
the function cal ( 3, 0) and a superimposed dc component 
in line eight. The dc component is of no consequence. 

Lines nine to 16 in Fig. 13 show what happens if cal 
(3, 0) and cal (5, 0) are not time-shifted relative to each 
other. This case cannot occur if the Dirac pulses in lines 
two and four as well as the gating intervals in line six 
are infinitely short, but it is important for the practical 
pulses of finite duration. (More precisely, the probability 
of this case to occur is zero.) Lines nine to 13 correspond 
to one to five except for the time shift. The gate, however, 
opens 16 times according to line 14. Integration of the 
pulses passed (line 15) yields the sum, cal (3, 0) + cal 
(5, 0) dc component wal (0, 0) [equals cal (0, 8)] in line 

16. Correlation of this sum with a sample function cal 
(3, 0) suppresses the components cal (5, 0) and wal (0, 0). 
The general rule for the opening times of the gate is as 
follows: 

Let an arbitrary number of transmitters radiate Walsh 
waves cal (II, tIT), cal (i,, t1T), • • •, and let the normalized 
sequencies I,, i2, • • • assume values from 1 to 2k only 
(k = integer). The gate must open periodically 2 X 2k 
times during the time T and allow pulses to pass. Ex-
ample: equals 3 and i, equals 5 in Fig. 13, line nine. 
These numbers are between 1 and 8 = 23 •-= r. Hence, 
the gate of line 14 must open periodically 2 X 8 -- 16 
times during the time T (the interval — T/2 < t < d- T'2 
corresponds to the interval — 1/2 < O = 11T < + 1/2 ). 
The time interval during which the gate stays open should 
be about as wide as the received pulses. 

• The problem of separation is essentially the saine as for syn-
chronous reception of sinusoidal waves. Walsh waves of different 
sequency can be distinguished and thus separated like sine waves 
of different frequency. On the other hand, two waves caused by 
antenna currents I sal (i, 0) and / cal (1,0) cannot be distinguished 
without a synchronization signal just as two waves caused by 
antenna currents I sin cor and / cos for cannot be distinguished 
without a synchronization signal. 
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New product applications 

Digital instrument displays in real time 
cross-correlation and autocorrelation functions 

The new Model 3721A Correlator 

is an all- digital, dc- to- 250- kHz signal 

analyzer that computes and displays 

in real time the correlation between 

two input signals—or between one 

input signal and itself—as a function 

of the time delay between the signals. 
The display is a series of 100 simul-

taneous dots on a built-in cathode-

ray tube with each dot representing 

the value of the correlation function 

(vertical axis) for a particular value 

of the delay parameter (horizontal 

axis). 

In addition to computing correla-

tion functions, the instrument can 

also recover repetitive signals buried 
in noise using the technique of signal 

averaging, or display probability dis-
tributions (histograms). Recovered 

signals and probability are displayed 

on the cathode-ray tube as 100- point 

functions of time, amplitude, or time 

interval. 

A specific application example of 
correlation is for system identifica-

tion. Given a system, network, or 

other device that produces an output 

in response to an input, how can you 

predict its response to any input? 

For systems operating linearly, the 

output can be predicted if either the 

transfer function or the impulse re-

sponse of the system is known. 

Identification of complex systems 

tends to be difficult because the 

results of the analysis are often ob-

scured by background noise unless a 

large-amplitude test signal is used. 

But such a large signal might have a 

disturbing effect on normal function-

ing of the system. If a low-level test 

signal is used, however, an approxi-

mation to the impulse response of a 

linear system can be obtained by 

cross-correlating the noise signal 

v.ith the system output signal. 
Correlation can isolate sources of 

noise in structures such as buildings 

and automobiles. When the objection-

able noise is cross- correlated with the 

sounds or vibrations coming from 

various sources, the peaks in the 

resulting cross- correlation functions 

show how much each source is con-

tributing to the total noise, how many 

transmission paths there are, and how 

long each path is. 

Contactless measurement of speed 

is another possible application. It is 
particularly applicable to the speed 

control of a hot rolling mill for steel 

strip or sheet as shown in Fig. 1. 

With suitable transducers, correla-

tion can be employed to measure 

flow in almost any application. 

Correlation techniques are appli-
cable in many diverse fields—mea-

suring torsion in power transmission 

shafts; investigating the acoustic 
properties of broadcasting studios, 

concert halls, etc.; speech research; 

checking acoustic properties of un-

finished structures; measuring acous-
tic absorption coefficients; under-

ground and underwater direction find-

ing; pipeline leak detection; brain 

surgery; analysis of electromyographs; 

and radio astronomy. 

Signal recovery, or signal averag-

ing, is a method of extracting repeti-

tive signals from noise. It is used for 
such applications as study of nervous 

disease, high- resolution spectroscopy, 

recovering brain waves, and vibration 

analysis. 
The probability density function is 

a statistic of a signal that gives wave-

shape information and is independent 

of the spectrum. It tells what propor-

tion of time, on the average, is spent 

by the signal at various amplitudes. 

Probably the most familiar probability 

density function is the bell- shaped 
Gaussian curve that is characteristic 

of many naturally occurring random 

disturbances. Probability density func-
tions are used for theoretical studies 

and systems design and for detecting 

distortion. 

More information is available from 

Hewlett-Packard, 1501 Page Mill 

Road, Palo Alto, Calif. 94304. 
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FIGURE 1. Surface irregularities in strip or sheet steel will provide signals to two 
photocells with time delay determined by velocity of emergent metal. This delay, 

is displayed directly on the instrument by cross-correlation. 
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