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What Is Nuclear EngineeringP*

— - —

ALVIN M. WEINBERGT

This paper is published wilh Lhe approval of the IRE Professional Group on Nuclear Science. and has been secured
through the co-operation of that Group.—7The Editor.

F I WERE to answer the question, “what

is radio engineering,” or “what is electri-

cal engineering,” or “what is chemical
engineering,” I could with good point say,
“radio enginecring is what radio engineers
do,” or “clectrical engincering is what electri-
cal engineers do,” or “chemical engineering
is what chemical engineers do.” Should I try
toanswer the question, “what is nuclear engi-
neering,” by saying “nuclear engineering is
what nuclear engineers do,” I should hardly
be giving an intelligible answer—not only
because what nuclear engineers do is sup-
posed to be sccret, but, perhaps more im-
portant, because what nuclear engineers are
supposed to do is, in a sense, not very well
defined. This is partly a symptom of transi-
tion of nuclear technology from an applied
science 10 an engineering art, a transition
during which the job of the engineer and the
scientist overlap—but it is also a reflection
of the inherent difficulties which exist in
establishing valid objectives for nuclear
energy development.

I shall therefore try, in answering the
question, “what is nuclear engineering,” to
give first what I think are valid and worth-
while objectives for the nuclear energy effort
in the United States.

The wretched international situation at
first sight makes it superfluous to seek ob-
jectives for nuclear-energy development be-
yond the needs dictated by military neces-
sity. These needs include weapon develop-
ment, production of fissionable materials for
weapons, either in reactors or in diffusion
plants, and development of high tempera-
ture, mobile nuclear reactors for propulsion
of military vehicles such as ships or aircraft,
And indeed, it is probable th#t nuclear-
energy development will in the foresecable
future strongly resemble aireraft develop-
ment in that both are curiously mixed mili-
tary and nonmilitary technologies which re-
flect, in microcosm, our larger mixed mili-
tary-nonmilitary civilization.

Yet there are at least two reasons why
nuclear-encrgy development must seek ob-
jectives beyond the strictly military. The
first is that, from a very long-range view-
point, it is probable that nuclear prime
movers will have to tide our civilization over
from its current dependence on stored photo-
synthetic energy (i.e., coal and oil) to an
ultimate dependence on currently produced
photosynthetic energy (burning of green
plants, and the like). Our civilization can
survive without supersonic aircraft; it can-
not survive without an alternate large-scale

* Decimal classification: 539. Original manuscript
received by the Institute, April 30, 1951,

An address presented, 1951 IRE National Con-
venlion. New York. N. Y., March 22, 1951.

t Oak Ridge National Laboratory, Oak Ridge,
Tenn.

energy source, such as uranium fission, to
take over when coal and oil give vut. Thus,
in an ultimate sense, nuclear energy ought
to enter into the fabric of our civilization ina
manner somehow more important—and
more intimate—than that of aircraft pro-
pulsion. From this viewpoint, nuclear
energy is too important to our civilization
for its future to be tied to military nceds
alone.

The second reason for nuclear-energy de-
velopment sccking some of its objectives
beyond the military is that the course of
development  of nuclear-powered  prime
movers for military needs lies only partly
along the same road as the development of
nuclear prime movers for divilian needs.

There. are two main objectivesof military
reactor development: production of fission-
able material and propulsion of military
vehicles. The basic requirement for propul-
sive machinery is that it be'small and light;
the basic requirement for a fissionable ma-
terial producer is that it produce cheaply.
On the other hand, the basic requirement for
a civilian reactor is, on the whole, that it
produce useful energy cheaply, regardiess of
its size or weight. Thus the objectives of
civilian nuclear energy—cheap power— are
not quite the same as the objectives of mili-
tary nuclear energy—compact power and

fissionable material—and, in general, the-

paths which are appropriate to further mili-
tary nuclear energy are only partly the paths
which would further civilian nuclear energy.
It is only in a reactor which produces both
fissionable material and cheap clectrical
power that there is an objective of the clear-
est validity since it would combine the long-
term civilian objective (power) with a con-
tinuing military objective (fissionable ma-
terial).

In spite of my belief that nuclear energy
does ultimately represent an extraordinarily
important part of our civilization's energy
resources—and therefore its ultimate objec-
tives must be found rather independently of
the military—1I concede that as a practical
matter the present military impetus has
given great point to the reactor-development
program. For the next generation it is prob-
able that this military-nonmilitary duality
will characterize nuclear-energy develop-
ment.

A neutron chain reactor is unique among
sources of thermal energy in that the rate of
energy release in a reactor is independent of
the temperature at which the energy is gen-
erated. This, of course, results from the fact
that the Arrhenius factor strongly enters
into the rate of reaction in the chemical
binding energy range where the reaction
energy is of the order of K'T; but it enters
not at all in a nuclear reaction where the

energies are many orders of magnitude
greater than KT. This basic independence of
nuclear-encrgy release from temperature has
allowed the development of reactors to
proceed along two parallel threads which are
characterized by temperature and purpose.
There is a low-temperature thread which is
exemplified by the large-scale plutonium
producers at lanford, and there is a high-
temperature thread exemplified by the pro-
jected naval or aircraft reactors. For a given
total energy release, the required heat-trans-
fer surface is smaller the higher the tempera-
ture drops. This in substance means that a
compact  reactor which  produces useful
power must be a high-temperature one, and,
quite apart frum questions of thermal cth

cieney, this is the reason why the military
mobile reactors belong to the high-tempera-
ture genus.

On the other hand, where reactor size is
unimportant there is incentive to run at low
temperature—Dboth because, at low tempera-
ture, materials are generally more adequate
and because the very best mederator, heavy
water, is inherently a low-temperature ma-
terial. In a conventional steam power station
where the prime motivation is fuel economy,
advantages in material performance which
accrue from low pressure and temperature
are more than balanced by the thermody-
namic or fuel-efficiency advantage of high
temperature. Ina nuclear power plant where
fuel ethciency is secondary to plant efhi-
ciency, the incentive to run at high tempera-
ture is much smualler. In fact, it is my own
belief that the dominant kind of nuclear
power plant will be a rather low-tempera-
ture, low-thermal cfficiency system which
will combine the long-term objectives of
fissionable material and power production,
and in which all compromises will be made in
the interest of over-all low cost. The fission-
able material produced from such low-
temperature power reactors will presumably
be available for weapon or for high-tempera-
ture, high-efficiency mobile systems; but
since the uses for the highly compact high-
temperature systems will be specialized, it is
my guess that in the foreseeable future it
will be these rather low-temperature fission-
able material power producers which will
represent the main stream of nuclear-energy
development.

Such combination Pu or U?* and power
producers would supply increasingly large
amounts of the country’s power. It is my
belief that the development of networks of
such dual-purpose plants is the main job of
nuclear engineering since it is by successful
operation of such networks—more than by
the successful propulsion of military vehi-
cles—that the long-term importance of
nuclear energy can be demonstrated.
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There is the rather practical question in
deciding on a power producer of whether it
should be a breeder or a converter, i.e.,
should it convert newly dug U*$into Pu®® or
U8, or should it increase the total supply of
U or Pu®?? That breeding is the ultimate
choice is clear since eventually we will run
out of U5 But the cost of breeding, per
atom of newly bred material, should be
higher than the cost of conversion, and,
therefore, a balance must be struck between
the cost of digging less enriched ores against
the cost of producing expensive bred ma-
terial. The question of whether it pays to
invest one's money in a breeder or an addi-
tional ore processing plant is by no means
casy to answer. At some price for a pound of
uranium ore it makes more sense to breed,
rather than to convert. \What that price is,
I do not know.

Granted that some kind of nuclear re-
actors which will produce power and fission-
able material are of long-term significance,
what about the other large-scale engineering
systems—the isotope separators; will they
occupy any long-term important position in
nuclear-encrgy development? \While it is too
early to say, I think there is a fair chance
that isotope separators will be important
even in the long run for the following reason:
a chain reactor using natural uranium stops
when a rather small amount of its U8 is
burned up. The problem then is whether it
pays to dig new uranium out of the ground
or whether it pays to ship the depleted
uranium back to the diffusion plant to re-
enrich it. Just as in the choice of breeders
versus converters, so here the answer to the
question does it pay to re-enrich depends on
the ore cost. Since, as high-grade ores are
worked out, raw U will almost certainly in-
crease in price, it is possible that re-enriching
will prove of long-term importance, i.e., iso-
tope separation will possibly retain its sig-
nificance. Thus, a nuclear power-plant sys-
tem might include an ore plant which sup-
plies normally enriched U to a large central
power plant which, after burning part of the
U8, returns its waste product to a diffusion
plant for re-enriching. The economic engi-
neering of such a complex will clearly depend
on an integrated analysis of the whole re-
actor-diffusion plant complex which takes
account, say, of the fact that part of the
power from the reactor must be fed back
into the diffusion plant.

But at this stage, when not one single
kilowatt of electrical energy has yet been
extracted from nuclear fission, it is a little
far-fetched to try tomake blueprints for huge
reactor-isotope separation plants. It is
enough to examine the overriding reactor
problems.

Although a nuclear chain reactor is a
nuclear system, the fission process, after all,
involves neutrons and splitting uranium
nuclei; the practical development of nuclear
energy is primarily a nonnuclear, a chemical,
question. In this respect it is no different
from other thermodynamic technologics
which depend for their success on the in-
tegrity of materials at clevated tempera-
tures.

The investigation of materials, and of
their properties at elevated temperatures
and high levels of radiation, thus becomcs
perhaps the overriding problem in the de-

.
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velopment of high-performance nuclear re-
actors. Because of nuclear considerations,
the spectrum of atomic species which is al-
lowable in a chain reactor is rather different
from that ordinarily encountered in engi-
neering practice; such materials as Zr, Be,
and even Hf, which were almost chemical
rarities in prenuclear energy days, are com-
monplace now.

That the center of effort in nuclear
energy should pass from the study of nuclear
phenomena to the study of chemical phe-
nomena is inherent in the nature of the fis-
sion process. No less than 35 different chemi-
cal elements are produced by uranium
fission. But, as I have already mentioned,
the technology has become heavily chemical
(and metallurgical) particularly because it
must rely, for its engineering realization, on
a spectrum of atomic species different than
that required for any other technology, and
therefore little explored, and it must rely on
them under conditions of heat and radiation
unlike those encountered elsewhere. For
example, the curious changes in metals
which result from heavy particle bombard-
ment turn out more and more to color the
design choices available to reactor designers.

I think the understanding that nuclear
technology is primarily a chemical technol-
ogy has been a very happy and important
turn of events which has been held back no
little by the historically dominant role of
physicists in nuclear energy. It is particu-
larly important because, if nuclear energy's
long-term objective of cheap fissionable ma-
terial and power is to be attained, it will be
necessary to treat the reactor and its as-
sociated chemical plants as a unit and to
make design choices and design compromises
not on the basis of what is needed to opti-
mize the reactor alone or the chemical plant
alone but what is required to optimize the
whole system. The chemical properties of
the reactor materials will certainly be in-
volved in any such balance.

While chemical (and metallurgical) prob-
lems seem to be overriding now, largely be-
cause nuclear energy must seek its ends at
temperatures which allow useful power (but
even at their lowest make chemical reactions
go fast), there are countless second-order
problems in practically all the fields of sci-
ence. For example, the embarrassing fact
that the biological organism has no effective
sensory apparatus for nuclear radiation
makes it necessary to devise artificial
sensory instruments, such as ionization
chambers, either for radiation protection or
for reactor control. Again, to choose at ran-
dom a field of interest to clectronic engineers,
the developinent of servo systems for control
of nuclear reactors, while unimportant as
long as the reactors were incapable of rapid
response—as in the case with large unen-
riched machines—becomes important as the
power-density demand on the reactor in-
creases. In general, the scientific synthesis
which seems to be required for the effective
prosccution of nuclear energy is perhaps
broader in scope and in scale than that re-
quired for any other large-scale technology.
The scope comes about mainly because in-
tense penetrating radiation, being a phe-
nomenon essentially unknown on our planet,
must be investigated almost from scratch.
The scale comes from military pressure,
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which makes it important to push these in-
vestigations with greatest speed. This combi-
nation gives rise to the large atomic-energy
laboratories with their staffs of mathema-
ticians, biologists, theoretical, nuclear, and
solid physicists, metallurgists, and engineers.

The job of the nuclear engineer in all this
will be to help in the precise formulation of
objectives, to understand the essentials of
the scientific synthesis which is basic to
nuclear reactor development, and to reduce
this synthesis to engineering practice. That
the scientific synthesis, covering as it does
mathematics, nuclear and solid-state phys-
ics, chemistry, metallurgy, and biology, is
enormously broad, is only part of the diffi-
culty which besets the nuclear engineer.
After all, aeronautical engineering or radio
engineering also require a considerable scien-
tific synthesis. But I think the real difficulty
in nuclear engineering is that reactors are so
expensive, and, until our objectives are
made thoroughly valid, the incentive to
build them is relatively so weak that not
enough reactors are built and running to
establish a true nuclear-engineering tradi-
tion. The engineer is a builder: his art is the
sum of separate experience gained in trying
to make things work. An engineering science
has great difficulty progressing vigorously if
it almost never builds anything.

The dilemma in which nuclear engineer-
ing finds itself is, I believe, unique to it. |
know of no other technology of comparable
scale in which the number of different units
produced is so small, and therefore the rate
at which practical engineering data are ac-
cumulated is, relative to the effort spent, so
low.?

As I have said, the paucity of reactors
stems first from their expense, and sec-
ond from the weakness of their motivation.
Our motivation, because of the military
situation, has recently become much better
established than I would judge was the case
at the time the Atomic Energy Act was
first framed. There is still the question of ex-
pense. To evercome this block, to make re-
actor development a true experimental sci-
ence, it has become customary to do what
are called reactor experiments, i.e., small
rather cheap, but complete, reactors which
demonstrate the feasibility of certain kinds
of reactor configuration. Of these, the Ex-
perimental Breeder and the Homogeneous
Reactor Experiment are examples.

The United States is a rich country, and
it has been possible for us to make engineer-
ing progress by building and by profiting
from our mistakes. But in nuclear-energy de-
velopment, even with the extensive use of
reactor experiments, it is hardly likely that
we shall ever have the experimental flexi-
bility which is possible in an engineering art
whose units are smaller and less expensive.

It will therefore be necessary for the nu-
clear engineer to subject his notions to ex-
tensive analysis before he commits them to
hardware; and this analysis will, in many
cases, be surprisingly like theoretical phys-
ics.

Nuclear engineering in its broadest sense
is thus not very different from nuclear sci-
ence; this overlap stems primarily from the

! Eugene Wigne: has polnted out that the Mercury
boller development shares in this respect the same
difficultics as reactor development.
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newness of the field, from the fact that only
five years separated the first-observed fission
from the first high-powered chain reactor.
As the technology progresses, the nuclear
engineer must more and more encroach on
the scientist's prerogatives; this encroach-
ment 1 think the scientist must encourage.
In this, the nuclear scientists—perhaps par-
ticularly the nuclear physicists—have often
shirked their duty. It was they who devised
the first chain reactors and who worked out
the theory of the chain reactor. 1t is up to
them either to codify their work in a
straightforward and consistent manner so
that the nuclear engineer can take overor to
become nuclear engineers themselves. That
to too great an extent they have done
neither is a serious criticism which can
hardly be excused by the fact that day-to-
day pressure has been unrelenting since the
war.

[ have talked so far about nuclear engi-
neering in its broadest terms as the concep-
tion, design, and synthesis of complete

PROCEEDINGS OF THE I.R.E.

workable reactor systems, which by their
success add to the motivation for atomic
energy development. This, while being the
central aspect of nuclear engineering, is of
course the activity in which fewest nuclear
engincers will participate. Most nuclear
engineers will be component developers:
they will develop heat exchangers, they will
design liquid-metal pumps, they will com-
pute critical masses, and they will build jon
chambers. 1 suppose in this respect nuclear
engineers will be much like other engineers.
Yet even for the component developers
there will be a necessity for acquiring knowl-
edge on a broad scale precisely because, as
yet, the knowledge which is required for spe-
cific tasks is nowhere systematized, and
precisely because the engineering and the
science are coming of age simultaneously.
That nuclear engincering, whether on
component scale or systems scale, makes de-
mands on the engincer possibly more strin-
gent than any other technology seems clear.
In a sense, nuclear-energy development puts
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our whole system of engineering education
to test, and it is by no means certain that
our engincering education system will meet
this test adequately. For we nuclear engi-
neers, like the original Manhattan Project
scientists, have our necks way out. While
we have demonstrated the validity of our
occuption as far as production of nuclear
explosives is concerned, we have not yet
demonstrated its validity as far as long-
term atoniic power is concerned. Weare
gambling several hundred miltion dollars,
not to speak of very large human effort, on
the notion that nuclear energy will pay off
that it will really enter as a significant part
of our life—that the promise in nuclear
energy envisaged by the framers of the
Atomic Energy Act can be fulfilled. It is
certainly too carly to insure success in this
gamble; yet the stakes are enorimous, and we
nuclear engineers take as a primary article
of faith that it is only lack of human in-
genuity, not nature, which could possibly
prevent us from achieving final success

The JETEC Approach to the Tube-

Summary—The need for reliability in electron-
tube operation has increased several fold during the
past few years and has far outdi d correspondi
quality-evaluation methods. Not only has this been
evid d by requir ts in civilian applications,
but also, and even more important, in military fields
where several thousand tubes may be needed in a
single piece of equipment. In an attempt to overcome
the deficiency in present evaluation methods an en-
tirely new approach is offered—that of analyzing and
specifying tube-population mortality rates and tube-
population chaiacteristic depreciation rates. This con-
cept shifts the emphasis from the individual to the
group, and is more susceptible to scientific treatment
and evaluation.

OR THE PAST several years the sub-

ject of reliable tubes, and that of reli-

able components of other kinds as well
(such as, resistors, condensers, and the like)
have received considerable attention. There
have been numerous meetings, conferences,
seminars, and even conventions devoted en-
tirely to the problem of tube and component
reliability in various classes of equipment,
such as industrial and military as opposed
to those intended for use in the home-enter-
tainment field.

Although a great deal of progress has
been made, much remains to be done; con-
sequently, JETEC undertook a review of
the situation. It is true that several manu-
facturers have been working for some time
on various lines of “reliable” or “premium”
tubes for military and commercial applica-
tions. What appears essential, however, is a

* Decimal classification: R331.5. Original manu-
script received by the Institute, February 21, 1951;
revised manuscript received, April 24, 1951. Presented
at the AIEE-IRE Conference on Electron Tubes for
Computers (in collaboration with the panel on elec-
tron tubes of the Research and Development Board) at
Atlantic City, N. J., on December 11, 1950,

t Director of Quality Control, Sylvania Electric
Products inc., 1740 Broadway. New York, N. Y.

Reliability Problem”

JEROME R. STEENT, FELLOW, IRE

more unified method of approach which, it
is hoped, can be realized through more com-
plete industry participation.

It might be noted here that while the
subject of this paper is “The JETEC Ap-
proach to the Tube-Reliability Problem”
the following discussion is the author’s own
interpretation of what has transpired in
JETEC committee meetings and in discus-
sions with JETEC committee personnel. Al-
though JETEC discussions are still in the
carly stages, the way in which the tube-
reliability problem may be examined has
been pointed out.

It might be well to describe the organiza-
tion and functioning of JETEC. The letters
“JETEC” refer to the Joint Electron-Tube
Engineering Council. JETEC is sponsored
both by the National Electrical Manufac-
turers Association and the Radio-Television
Manufacturers Association, and gets its pol-
icy guidance from two directors, one of
whom is appointed by each organization. In
addition, there are six council members,
three of whom are appointed by NEMA and
three by RTMA. These six elect a chairman
from their group and operate as an autono-
mous body.

As JETEC standards material is formu-
lated, the proposals are submitted to the
parent organizations for approval, that is,
they become subject to the routine stand-
ardization procedures either of NEMA or
RTMA, or of both. Upon approval by either
or both of the parent organizations this
JETEC standards material becomes the
official standards of such approving organ-
izations. Formulation of these standards
takes place either in line committees, of
which there are seven, or in staff committees,
of which there are four.

The Committee on Sampling Procedure
is a staff committee since it operates across
all activites, while, for example, the Com-
mittee on Receiving Tubes is a line commit-
tee since it is concerned directly with the
standardization activities of a particular
classification of tubes. Chairmen of the line
and staff committees are staff members of

‘JETEC. These cleven staff members, o

gether with six council members, meet
periodically to carry on the standardization
activities of the tube-manufacturing indus
try.

In returning to the subject at hand I
should like to say that the JETEC approach
to this problem is a positive oune in that the
preparation of some specific recommenda
tions is intended. A great deal of effort has
been expended in some instances, and tubes
with improved reliability have appeared on
the market. Usually, however, the produc-
tion is low and the cost high, and in many
cases the user cannot afford to pay the price
Therefore, it is important that the JETEC
approach be both positive and constructive

According to \Webster the word “reli-
able” is amplified as follows: “That may be
relied upon; worthy of conhdence: trust-
worthy.” An example given was, “We can
speak of a railroad train as reliable when it
can be depended upon to arrive on time.”

From the above, therefore, it appears
that the concept of reliability may take one
of several different forms. For example, a
tube may be considered reliable if it operates
for a long time in a simple noncritical circuit
without giving trouble; if it operates for a
long period of time with little or no change
in essential characteristics; if large quantities
operate for a certain lesser period with prac-
tically no early failures; or if it operates un-
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der conditions of extreme vibration and/or
shock without failure.

From the above, therefore, it can be seen
that the word “reliable” covers so many
different facets of tube operation that before
any conclusion can be drawn as to whether
a tube is reliable it must be determined on
just what basis reliability is to be evalu-
ated. Reliability for use in flip-flop circuits,
for example, would be based on an entirely
different premise than reliability resulting
from a low vital-defect failure rate in a trans-
oceanic cable installation or from a very
high stability of some electrical character-
istic essential for use in a piece of accurate
measuring equipment or in maintaining an
industrial control process.

Therefore, the JETEC approach to the
tube-reliability problem is first to develop
objective and realistic tube ratings based
upon the application for which the tube is
intended. These ratings will relate to one of
the categories mentioned previously or to
some new category not yet fully recognized.
In most instances there will be a well-defined
starting point based upon previous experi-
ence with the same or with a similar type of
application. Occasionally, however, a brand-
new application will appear, and in this case
it may be necessary to go back to funda-
mentals.

After a tube type has been conceived
objectively and rated realistically for the
application in mind, the next step is the de-
velopment of adequate specifications, both
product and acceptance, by which the qual-
ity of the product may be determined and
maintained. These adequate specifications
must be based on actual tests and on life
tests performed under conditions approx-
imating as closely as possible the range of
application requirements.

After adequate specifications have been
developed for defining and evaluating, they
should be supplemented and extended for-
ward into production and assembly proc-
esses as well as into the realm of incoming
parts and materials; they may extend even
into vendors' plants, These systematic
manufacturing processes should be estab-
lished and maintained in such a manner that
a maximum of information hecomes avail-
able as supporting evidence of tube quality.
In that event, acceptance specifications may
be written with a mimum of complexity and
in such a manner that when considered to-
gether with systematic product controls and
realistic tube ratings they will give a very
complete picture of tube quality.

Up o this time our comments have dealt
almost entirely with generalities. To be use-
ful, however, in connection with computers
and other specialized applications it is im-
portant not only to discuss the background,
the reasons, and the advantages of such a
course of action bat also to present, in a
somewhat orderly manner, recommenda-
tions for carrying out such a program.

First, let us take the case of an applica-
tion where something is known concerning
the operating requirements. In this instance
an existing tube type may be sclected; if
nothing quite suitable is available, appropri-
ate design madifications can bhe made. Tt will
e necessary in the very beginning to start
keeping data systematically on all important
characteristics as well as on those which may
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assume importance later. The important
thing, however, is to make certain that any
data which are kept are capable of being
integrated into the over-all picture with a
maximum of efficiency and a minimum of
confusion. Let us consider now some of the
general classes of characteristics for which
information (adequate information) is re-
quired.

Perhaps the largest and most important
group of items to be considered includes the
electrical characteristics, such as plate cur-
rent, transconductance, and the like, whose
distributions are essentially normal. In these
applications, where reliability is dependent
upon uniformity and dispersion of electrical
characteristics, reliability becomes a matter
of maintaining and controlling these char-
acteristics within a reasonable limit. This
can be done most effectively by considering
the tube type as a whole and by maintain-
ing adequate controls during production,
both upon the dispersion of the character-
istics and upon their process averages.

As soon as data, indicating the process
capabilities as defined in terms of product
standard deviation (dispersion) and product
process average shift, are available, it then
becomes possible to correlate the relation-
ship between equipment requirement on
one hand and process capability on the
other. As the development proceeds, changes
may be made in one or the other, depending
upon the many economic considerations in-
volved.

The process standard deviation men-
tioned before is that which indicates the
within-group variability of a characteristic.
One of the best methods for determining this
is by means of the simple control chart. The
analysis of a considerable amount of data on
commercial tube types indicates that limits
of plus- and minus-one standard deviation
(sigma) of the characteristic in (uestion can
be used as a starting point for limits of
process average shift.

l.et us assume, for example, that stand-
ard deviations of 300 micromhos and 0.5
milliamperes are representative of normal
within-group manufacturing variations for
type WXYZ, having bogey ratings of 5,000
micromhos and 7.5 milliamperes, respec-
tively. If these were the two important elec-
trical characteristics to be considered, the
tube rating sheet might include the follow-
ing:

Rated product aver-

age (bogey) 5,000 mhos 7.5ma
Maximum  product

standard deviation 300 mhos  0.5ma
Maximum  product

average shift 300 mhos  0.5ma.

Now let us turn to the matter of vital de-
fects, always an important item whenever
reliability of operation is paramount. Ilere,
also, it is preferable to evaluate and to rate
the tube type in terms of the product and
process rather than in terms of the individ-
ual. In other words, the equipment designer
should be more interested in over-all product
mortality than in failure of an individual
since definite design consideration can be
given to the former. With this in mind, it
secems logical to specify life in terms of
maximum allowable failure rate, which
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might appear graphically, as shown in Fig. 1,
or on the specification sheet as follows:

Maximum failure rate to 100 hours—1.0
per cent/100 hrs
Maximum failure rate 100 to 1000 hours
—0.5 per cent/100 hrs
Maximum failure rate 1000 to 10,000
hours—0.25 per cent/100 hrs.

Once the life function has been evaluated
on an engineering basis so that its expect-
ancy may be specified with a reasonable de-
gree of assurance, it should be possible to re-
move tube making from the status of an art
to that of the reaim of a science. Only when
this has been accomplished will the equip-
ment people be able to realize the full bene-
fits from any particular design. For example,
a recent military design specification states
that in government equipment maximum
operating conditions should not exceed 80
per cent of commercial ratings for normal
government use and 50 per cent of commer-
cial ratings for critical government use,

In addition to controlling inoperatives
during life, it is often necessary to maintain
control of essential electrical characteristics,
also. These controls would include limits,
both for depreciation or change of the aver-
age as well as for uniformity about the aver-
age determined in much the same manner as
before. Here again an examination has been
made of available data, and it has been
noted, in many instances, that variations
remain practically constant even up to sev-
eral thousand hours. It is suggested, there-
fore, that initial standard deviation ratings
be continued throughout life, or at least un-
til additional data indicates the need for a
revision,

As regards the depreciation of transcon-
ductance, it appears this follows some form
of the exponential law. Therefore, it seems
logical to specify the same in terms of the
maximum allowable failure rate. This failure
rate can be determined on the basis of known
history or known equipment requirements,
and might be indicated on the tube rating
sheet graphically, as shown on Fig. 2, or in
the following manner:

Maximum transconductance deprecia-
tion rate —0.5 per cent/100 hrs.

In addition to the above, it may be nec-
essary to rate and control other character-
istics for various kinds of reliable operation.
Such characteristics could include shock,
vibration, gas, grid emission, heater cathode
leakage, capacitances, and the like. In addi-
tion, it may be necessary also to rate and
countrol some of these characteristics during
life.

In order to accomplish these objectives,
a great many production controls will be
required. These must be correlated with
typical operating conditions and with the
results of tests covering all kinds of opera-
tions concerned. 1t will bhe necessary to set up
different types of tests for disclosing differ-
ent kinds of defects. In certain instances,
large quantitics of tubes will be requirer to
determine probabilities when low failure
rates are specified. Special requirements will
be imposed also by such items as high-volt-
age operation, intermittent operation, high-
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Fig. 1—Maximum tube mortality with life.

temperature operation, and many others too
numerous to mention,

In reviewing briefly, therefore, we have
saidd that while much attention has been
given the matter of tube reliability a great
deal more work will be necessary in order to
achieve the degree of reliability demanded.
In order te accomplish this the situation
should be improved by a more thorough
analysis of process capabilities and end-
product requirements, by much closer co-
operation between the producer and the
consumer, and by a better understanding,
particularly by the user, of the relationship
between a sample and the universe from
which it came. The matter of tube-develop-
ment cost also plays an important part since
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an outlay of $50,000 to $100,000 does not go
far in the development of a new and reliable
tube type.

Now that the economics of the situation
have been modified to some extent in view
of the needs of the military, the matter of
providing more reliable tube types is re-
ceiving corsiderable attention. The JETEC
Committee on Sampling Procedure has
been asked by the Armed Services Com-
mittee on Sampling to co-operate in estab-
lishing acceptance specifications for certain
reliable tube types. As explained previously,
this work is going forward. Although many
of these comments are the author’s, they
were prompted by association with members
of the Sampling Committee, the JETEC
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Council, and the ASETC Sampling Com-
mittee.

Although it is my feeling that responsi-
bility for more satisfactory tubes rests hoth
with the equipment designer and with the
tube maker, I believe that the latter should
take the initiative. For who should be better
equipped with know-how, facilities, per-
sonnel, and the like than the tube manu-
facturer himself? As the program progresses,
therefore, it means that the tube manufac-
turer is assuming his full responsibility for
co-operating with the equipment designer,
for teaching and educating him, if necessary,
for preparing realistic and objective tube
ratings, and for miking certain that ade-
quate specifications are asse mbled and used
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Summary—This paper is written for the engineer
or student who has some general knowledge of feed-
back and who wishes to acquaint himself with the
basic problem underlying the design of feedback am-
plifiers. The concept of complex frequency is intro-
duced as a necessary background for the discussion
of the stability problem. The criterion for stability is
formulated in terms of fundmental restrictions on
amplifier behavior at complex frequencies. From this
a simplified criterion placing equivalent restrictions
on the behavior at real frequencies leads directly to
Nyquist's criterion. The role played by the theory of
functions of a complex variable is indicated, but a
knowledge of the theory is not required. A survey of
certain important relations between gain and phase-
ghift in minimum phase-shift networks provides
the preparation needed for the concluding discussion
of the principles by which stability is effected.

* Decimal classification: R363.23. Original manu-
script received by the Institute, June 14, 1951,
t Polytechnic Institute of Brooklyn. Brooklyn,

[. INTRODUCTION

BENEFITS in improved ampli-
fier performance gained through the
use of negative feedback are suffi-

ciently well known to make it unnecessary

to enumerate them here.! In order to exploit
the full potentialities of feedback, however,
one must be prepared to employ it to what-
ever extent the application demands. This
difficulty is usually experienced, except
in a few unimportant instances, because
when feedback is applied to it, an amplifier
tends at some frequency to satisfy the con-

HE

1 See Harold S. Black, “Stabilized feedback ampli-
fiers,” Bell Sys. Tech. Jour., vol. 13, pp. 1-18; _lml:u.
ary. 1934. Also. U. S. Patent No. 2,102, 671. For text-
book references, see F. E. Terman, “Radio Engineer’s
Handbook,” McGraw-Hill Book Co., Inc., New York,
N. Y.; 1943, and H. J. Reich, “Theory and Applica-
tions of Electron Tubes,” McGraw-Hill Book Co..
inc., New York. N. Y.; 1944,

ditions that permit it to operate as a phase-
shift oscillator. This tendency toward in-
stability becomes more pronounced and
more difficult to control as the feedback re-
quirement is raised and as one attempts to
extend feedback over more and more compli-
cated structures.

Generally speaking, no simple expedient
for the solution of the stability problem
exists. It becomes necessary, therefore, to
apply systematic design methods of a some-
what comprehensive nature that may, in
certain problems, reflect upon the design
choice of virtually every component. This
overburden of design is one of the hidden
costs of feedback.

Clearly an amplifier that is not reliably
stable, as distinct from barely stable, is use-
less as such. Hence, the problem of assuring
satisfactory stable operation is one of major
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design importance. Without a working
knowledge of the stability problem and of
the design limitations it imposes, one is left
to deal with a limited group of inherently
stable structures, or be forced to resort to
trial-and-error methods and the occasional
fortuitous solutions arising therefrom.

Itis the purpose of this paper to acquaint
the reader with the stability problem and, in
simple terms, to present the necessary theo-
retical background for the appreciation of its
solution. The solution is offered only in prin-
ciple, but with the principle understood, a
variety of ways of implementing it can be
found.

11. A FUNDAMENTAL VIEW OF
AMPLIFIER BEHAVIOR

In the formulation of the stability prob-
lem and its solution, we shall be concerned
first with the analysis of amplifier behavior
and, later, with methods leading to the syn-
thesis of amplifiers to meet certain pre-
scribed requirements. Accordingly, we might
set out by discussing a viewpoint which we
shall take in dealing with amplifiers.

It is customary to specify the perform-
ance of an amplifier in terms of its steady-
state response to a constant-amplitude
sinusoidal driving force, or alternatively, in
terms of its transient response to a general-
ized disturbance. Unless the amplifier con-
figuration is fairly simple, it is an easy mat-
ter to become so involved in the difficulties
of computing the responses as to lose contact
with the physical concepts of the problem.
Morcover, having at hand, let us say, the
steady-state responses expressed by the gain
and phase-shift characteristics in the fre-
quency domain, it is not at all an easy mat-
ter to judge from them the performance to
be expected in the time domain and vice
versa. As a consequence, one is led to ask,
“Is there not some more fundamental way
of characterizing an amplifier so as to avoid
dealing with the responses per se?” The
answer is to be found in the generalization
of certain well-known concepts associated
with the behavior of pure reactance net-
works.

A network of pure reactances, when ex-
cited by a sinusoidal driving force, exhibitsa
familiar succession of resonances and anti-
resonances as frequency is varied. At the
resonance points the reactance vanishes
whereas at the anti-resonance points it goes
to infinity. These points along the frequency
axis are called, respectively, zeros and poles.
The reactance function is expressed mathe-
matically as a quotient of two polynomials
in frequency; a form known as a rational
function. Each of the polynomials is factor-
able in terms of its roots, the zeros and poles
of the function occurring respectively at the
root values of the numerator and denomi-
nator polynomials. Inasmuch as a poly-
nomial is determined uniquely, except for a
constant factor, by its roots, it follows thata
reactance function is specified uniquely by
its finite zeros and poles together with a
constant multiplier in the form of a scale
factor.

The foregoing concept may be extended
to the general case of networks that are
dissipative. The voltage-transfer ratio, (i.c.,
the complex ratio of output to input volt-
age), of a linear lumped-constant amplifier
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network is similarly expressible in the form
of a rational function. If we now substitute a
new variable s for jw and then factor the
polynomials with respect to their roots in s,
the resulting mathematical form is entirely
analogous to that obtained for a reactance
function. Examination of the function re-
veals that it vanishes for values of s corre-
sponding to the roots of the numerator and
grows infinite at the roots of the denomi-
nator. Hence, in the general case, we have
zeros and poles in terms of s rather than fre-
quency. )

Before investigating the nature and sig-
nificance of these general zeros and poles, let
us turn our attention to the new variable s.
We note that although it is analogous to
frequency, it is found in general to be a com-
plex number. It appears that if we are to
avail ourselves of this promising analytical
tool we must broaden our concept of fre-
quency to include generalized values as well
as the positive real values to which we have
long been accustomed. The broader concept
yields two far-reaching advantages; it af-
fords notably greater frecdom of analysis
and, after facility with the notion has been
acquired, it affords a penetrating insight into
network behavior.

\We need not regard this concept as a
theoretical artifice; in fact it may be instruc-
tive to develop the viewpoint that complex
frequencies have physical existence. Thus
we may view them as being represented
typically by sinusoids, the amplitudes of
which either decay or grow with time. Then
constant-amplitude sinusoids are seen as a
subclass. It is also useful to think of complex
frequency in terms of its quadrature com-
ponents. The real component is descriptive
of the damping which controls the rate of
growth or decay, and the imaginary compo-
nent corresponds to real frequency. Thus, if
we write s as o+jw, the two components,
which together are descriptive of growing or
decaying oscillations, combine to give us a
single concept of generalized frequency, just
as resistance and reactance are combined in
a more familiar concept of impedance.

1t follows that values of s can be plotted
on a complex plane with ¢ measured along
the real axis and w measured along the im-
aginary axis.? \We now have a frame of ref-
erence for depicting amplifier behavior in
fundamental quantities—the zeros and
poles. These can be arrayed on the s plane
using small circles to mark the locations of
the zeros and crosses to mark the poles. The
laws governing physical network behavior
limit the occurrence of poles and zcros to
cither one of two possible forms: they must
be real or they must occur in conjugate com-
plex pairs. Accordingly, any zero or pole ly-
ing 10 one side of the real axis must have a
paired conjugate. \Whereas the zeros and
poles of the transfer ratio taken collectively
specify the exact time response of an ampli-
fier, the poles have special significance be-
cause their locations in the complex plane are
associated with certain well-defined types of
response, For example, conjugate imaginary
poles represent a sinusoidal response of con-
stant amplitude and poles on the real axis
represent the limiting condition of responses

1 The itive half of the imaginary axis of the
3 plane will also be referred to as the real-frequency
axis.
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that are aperiodic, i.e., they exhibit growth
or decay, as the case may be, without oscilla-
tion.? Between these extremes are to be
found the conjugate complex poles generally
representative of exponentially modulated
sinusoids.

It is important to distinguish carefully
between the right and left halves of the
s plane because of the significance attached
to the locations of poles in the two half-
planes. Poles in the right-hand half-plane
give rise to responses that increase indefi-
nitely with time. Because there is no ex-
pedient in linear network theory to check
this kind of growth the structures so repre-
sented are said to be unstable or without
physical realizability. Because of this, our
interest will be focused principally upon the
problem of seeing to it that the poles are
located in the left-hand half-plane, the do-
main of stable structures.

An example or two will help to fix some
of the ideas that have been developed re-
garding the representation of amplifier be-
havior by complex-plane patterns. A simple
RC coupled amplifier is represented at high
frequencies by an equivalent circuit consist-
ing of the parallel combination of the load
resistance K and the lumped equivalent
shunt capacitance C. Writing the transfer
ratio, we have

1
R——"
1 + jwRC
Equation (1) has been formulated using con-
ventional steady-state analysis with fre-

quency taken as /2. If we substitute s for
Jjw, (1) becomes

A = gnm (1)

gm 1
C s+ 1/RC

We note that (2) is defined everywhere in the
s plane except at the point s = —1/RC where
it exhibits a simple pole, which together with
the scale factor, gn/C, uniquely character-
izes the amplifier. If we choose to combine
the scale factor with the left-hand side of
(2), the pole may be said to characterize an
entire family of RC coupled amplifiers. We
should note in passing that the contributions
of zeros and poles from the component stages
of a multistage amplifier are superposed to
form the complex-plane pattern of the com-
posite structure.

Let us take another example. Modifying
the simple RC amplifier by adding an in-
ductance in series with the load resistance,
converts it to a form of video amplifier.
Writing the transfer ratio directly in s, we
have at high frequencies

gm s+ R/L
C (s* 4 sR/L + t/1.C)

This function clearly shows a zero at
s=—R/L and the quadratic form of the de-
nominator implies that there are two poles.
Depending upon the damping, these may be
real or conjugate complex.* The complex-
plane pattern is most readily visualized if
we imagine a physically artificial situation
wherein L and C remain constant and K is
varied. This has the advantage that when

A (S) = (2)

A(s) = 3

t A pole at the origin represents a constant re-
sponee or pure dc.
«See M. F. Gardner and J. L. Barnes, “Tranaients

in Linear Systems,” Chapt. VI.2 John Wiley und
.3 1942,

Sons, Inc., New York, N.
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conjugate poles exist they are restrained to a
semicircular locus of radius (1/LC)M? in the
left half-plane. Beginning with the conjugate
condition, as R is increased, the poles move
along a circular path, finally coalescing into
a double real pole as R takes the value
2(L/C)M?,  known as critical damping.
Further increase in R causes the two poles 1o
move apart on the negative real axis,

We have had a brief glimpse of the rela-
tion that exists between the pattern of zeros
and poles in the complex plane and the re-
sponses in the time domain. We proceed to
show that there exists a simple relation be-
tween the comiplex-plane pattern and the
steady-state frequency responses. To illus-
trate it, let us make further use of the pre-
ceding example, that of the video amplifier.
The transfer ratio may be rewritten, for our
present purpose, in factored form, whence

A=t oW
C (s—s1)(s — 52)

where sois the zero and s, and s; are the poles
of (3). Each of the factors of (4) represents a
vector drawn from the zero or the pole,
whichever it may be, to an arbitrary point s
in the plane. The magnitude of each factor is
given by the length of its vector.

The steady-state gain function IA(jw)[ is
found by permitting the arbitrary point to
range over only the positive imaginary axis.
At each real frequency thereof, the magni-
tudes of the separate factors are the meas-
ured distances from the zeros and poles to
the moving point s=jw as it travels along
the axis. The gain is evaluated by muttiply-
ing the scale factor into the ratio of the zero
distance to the product of the two pole dis-
tances at cach real frequency, as shown in
Fig. 1. In general

)

11 Zero distances

AQGw)| = M (5)

11 Pole distances
where M is the scale factor.

The steady-state phase function is found
by combining the phase contributions of the
separate factors. Each is the measured angle
of inclination taken with reference to the
real axis, as shown in Fig. 1. In general

0(jw) = X Zero angles — X Pole angles. (6)

When the locations of the zeros and poles
of an amplifier transfer function are known,
they can be plotted on graph paper and the
steady-state frequency responses evaluated
with the aid of a pair of dividers and a pro-
tractor. This method represents a consider-
able economy of effort compared with a
straightforward analytical approach, par-
ticularly when the complex-plane pattern is
complicated. Moreover, one can soon learn
to judge by inspection the effect of the loca-
tions of the pattern elements upon the re-
sponses. For example, as the moving point
s=jw passes a closely adjacent pole in its
journey along the real frequency axis, the
gain can be expected to rise sharply and the
phase angle to undergo a rapid change.

I11. NyQuist’s CRITERION FOR STABILITY

The concept of generalized frequency can
be put to immediate use in the formulation
of a criterion for stability. In preparation for
this it may be helpful to define somewhat
more formally what we mean by stability,
An amplifier is said to be stable if its re-
sponse ultimately decays to zero after it has
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Fig. 1—A typical s-plane pattern consisting
of a real zero and a pair of conjugate
complex poles. At the point s=ju,
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been subjected to a small impressed dis-
turbance which iself dies out. Conversely,
if the response increases until limited by
nonlinearity, the amplifier is said to be un-
stable.

The foregoing statements can be in-
terpreted more specifically in terms of the
possible transient responses of the amplifier.
These have been shown previously to be
characterized by the locations of the poles
of the transfer ratio. If all poles lie within the
left-hand half-plane, then all the'free modes
of response are positively damped and so
vanish with time. The presence of a pole in
the right-hand half-plane is indicative of a
negatively-damped or runaway response.®

We can summarize these observations in
the form of a theorem:

The necessary and sufficient condition
that a linear amplifier be stable is that
its transfer ratio shall have no poles in
the right-hand half of the s-plane.

Although the theorem affords a funda-
mental criterion for stability essential to the
background of the problem, its utility is
quite limited from a practical standpoint
Before it can be applied, all the poles of the
transfer function under test must be located.
This is likely to involve a long and difficult
computation probably requiring that nu-
merical values be assigned to all the ampli-
fier constants. After the poles have been
located, if it turns out that some lie in the
right-half of the plane, the criterion offers
virtually no guidance as to how to modify
the structure so as to stabilize it.

What is needed is a simple test to decide
at once the question of whether or not there
are any poles in the right half-plane. Pref-
erably, its utility should not rest solety upon
a numerical process, and, additionally, it
should provide a basis for establishing the
trend to be taken in modifying the structure
in the event instability is indicated.

¢ The reader may question the fact that we have
failed to take into account the possibilily that poles
may occur exactly on Lhe boundary between the half-
planes. The question is academic. for it requires a
physically artificial precision of adjustment or a postu.
late of zero losses.
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If the test is indeed to be simple, it would
appear that it must be capable of being ap-
plied at real rather than complex frequen-
cies, Our quest then narrows down to finding
a means by which, at real frequencies, we
can examine a transfer function for possible
poles lying within the right-half of the com-
plex plane. The solution is to be found in the
theory of functions of a complex variable.®
I'he integral theory of Cauchy relates the
behavior of certain functions of a complex
variable, among which are rational func-
tions, in the interior of a closed region to
their behavior on the boundary of the region.
For our purposes, we identify the right-hand
half of the complex plane with the region
under scrutiny, and the imaginary axis of
the plane with the boundary.”

The details of the application of Cauchy’s
theory will be clarified if the procedure is
outlined stepwise.

1. The function f(s) to be examined is
evaluated along the entire imaginary axis
from s= —jo to s=4j=, giving us f(jw).

2. On its own complex plane, the imagi-
nary part of f(jw) is plotted against the real
part. The resulting contour in the f(s) plane,
which we shall refer to as the transfer locus,
is a polar plot of f(jw). It is instructive to
think of this step as the mapping of the
imaginary axis of the s plane onto the f(s)
plane.

3. The transfer locus is inspected for en-
circlements of the origin. By encirclement
we mean a complete revolution of a radius
vector drawn from the origin to a moving
point describing the curve.

4. The encirclements are interpreted as
follows: As a points moves upward along the
imaginary axis of the s plane, a correspond-
ing point on the transfer locus revolves
about the origin once in a clockwise direc-
tion for each zero and once in a counter-
clockwise direction for each pole found in
the right-hand half of the s plane, the zcros
and poles being counted as many times as is
indicated by their order.

By way of illustration, let us apply the
theory to a known complex-plane pattern
Let us choose the simple configuration of
Fig. 2(a), consisting of a first-order rcal zero
in the right half, and a first-order real pole
in the left half of the s plane, the two ele-
ments being equally spaced from the origin.
Since the zero and pole distances are equal
at all points along the imaginary axis, the
magnitude of the function at real frequencies
is unity. After evaluating the phase function
0(jw), using the method outlined in the
preceding section, the transfer locus is found
to take the form of a circle of unit radius
concentric with the origin. As the point s
moves upward along the imaginary axis of
the s plane, the corresponding point on the

f(s) plane travels once around the unit circle
in a clockwise direction starting at =0, a~

¢ For textbooks on the theory of functions of a
complex vana’blg, see E. J. Townsend, “Functions of
a Complex’ Variable.” Henry Holl and Co., New
\ork. N. Y, 1915; and J. Pierpont, “Functions of a
Complex Variable.” Ginn and Co.. Bosion, Muss,;
1914, particularly the chapters dealing wilh ralional
funsustzns. includ

. as to include the enlire finite region of the
right-hand half of the s plane, the boundary contour
extends along the imaginary axs from ~jw to +jw.
and is closed by a semicircle of infinite radius Iying
to the right of the axis. The transfer ratio of physical
amplifiers vanishes when |s| becomes infinite so Lhat
the only values of the transfer ratio on the boundary
which differ from zero are those corresponding to the
finite portion of the imaginary axis.

—————
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Fig. 2—An elementary s-plane pattern and its
corresponding transfer locus.

shown in Fig. 2(b). The reader can readily
verify that the converse is true when zero
and pole are interchanged.

There is one remaining difficulty to be
resolved before we can formulate the simple
test that we have been seeking. The stability
of an amplifier structure depends upon the
locations of only the poles of the transfer
function. Therefore, counting encirclements
of the origin gives us ambiguous information
unless either we know that there are no
zeros in the right half-plane, or we know
precisely how many there are.

\We can profitably explore this aspect of
the problem by considering the general
expression for the transfer ratio of a single-
loop feedback amplifier. With the feedback
applied, the transfer ratio takes the well-
known form? .

GO =118’ )
where 4 is the transfer ratio of an ordinary
nonfeedback amplifier and B is the transfer
ratio of the feedback path by which a por-
tion of the output of the A circuit is re-
turned to the input. The sign in the denomi-
nator of (7) is a matter of convention. The
feedback is negative, by definition, when
| 1 —ABl >1and positive when | 1 —ABI <l1.

In examining the zeros and poles of N,
it is helpful to regard each of the quantities
G, A, and 8 as being symbolic of a fractional
rational function. From this viewpoint it is
readily seen that the poles of G(s) corre-
spond to the poles of 4(s) or to the zeros of
the function (1—A48), which, for conven-
ience, we shall designate as F(s). It is as-
sumed that the A4 circuit by itself is known
to be stable. Therefore none of its poles can
appear in the right half-plane. Accordingly,
the only poles of G(s) which can possibly be
found in the right half-plane are those cor-
responding to the zeros of F(s).

Inasmuch as the function A(s) con-
tributes nothing to the stability criterion,
we may dispense with it and focus our at-
tention exclusively upon F(s), employing it
as the critical function. In so doing, we are
proposing to test the ultimate stability of
G(s) by examining F(s) for possible zeros
in the right half-plane.? First, however, we

8 See Terman, footnote reference 1.

¢ The reader should note that in dropping the
function A(s) we have avoided the ambiguity which

might have arisen had there been any zeros of A(s)
in the right half-plane. It will become apparent later,
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Fig.

3—The complex plane pattern of a
three-stage

feedback amplifier. The un-

primed elements indicate a definitely un-
stable condition and the primed elements
show the amplifier on the threshold of
stability.

must verify the fact that there are no poles
of F(s) which could lead to ambiguity. This
presents no difficulty since the poles of F(s)
are the points at which A(s) or B(s) becomes
infinite. If the B8 circuit is a passive network,
as is usually the case, it is unquestionably
stable. If it is an active network, we must
assume, as in the case of the A4 circuit, that
it is known to be stable when considered by
itself. We conclude then that for single-
loop amplifiers, the only elements of the
complex-plane pattern characterizing the
function F(s) that can possibly be found
in the right half-plane, are zeros.

We are riow prepared to formulate the
criterion for stability for the single-loop
case. Having constructed the transfer locus
for the function (1—ApB), we observe the
radius vector drawn from the origin to a
point moving along the polar diagram. If the
net angle swept out by the vector as it
traverses the entire transfer locus is zero,
the amplifier is stable; otherwise it is not.
This is known as Nyquist's criterion, and the
transfer locus is usually called the Nyguist
diagram.\

An illustrative example will be helpful in
crystallizing this concept. In Fig. 3, the
unprimed elements in the complex-plane
pattern characterize the function (1 —AB) of
an unstable three-stage feedback amplifier.
Let us form the Nyquist diagram by evaluat-
ing the gain and the phase shift along the
imaginary axis. This process is simplified if
we make the evaluation at positive fre-
quencies only, thus obtaining one half of
the diagram. The other half, contributed by
the negative frequencies, is found by re-
flecting the first half in the real axis of the
transfer plane.!! The total result, shown by
Curve | of Fig. 4, encircles the origin twice
in a clockwise direction, confirming the

after minimum phase-shift networks have been dis-
cussed, that this would have been an unlikely cir-
cumstance.

1 H. Nyquist, *Regeneration theory.” Bell Sys.
Tech. Jour., vol. 11, pp. 126-147; January, 1932. Also
E. Peterson, J. G. Kreerand L. A, Ware, “Regenera-
tion theory and experiment,” Bell Sys. Tech. Jour..
vol. 13, pp. 680-700; October, 1934; and F. E. Both-
well, “Nyquist diagrams and the Routh-Hurwitz sta-
bility criterion,” Proc. I.R.E., vol. 38, pp. 1345-1348;
November, 1950,

' We may do this because the gain of a physical
amplifier is an even function and the phase shift is an
odd function of frequency, i.e.. [P(ju) | = | P(—jw)| and
8(jw) = —=8( —jw). We have chosen to depict an ampli-
fier capable of transmission at zero freq y 80 as to
show the details of the Nyquist diagram more clearly.
It is much more common, of course, for the transmis-
sion of an amplifier to vanish at zero frequency.

known presence in the right half-plane of
two zeros of F(s).

Let us now reduce the amount of feed-
back so that the maximum value is brought
down from 29 decibels, as indicated for
Curve I, to 19 decibels, as shown for Curve
11. This shrinks the entire Nyquist diagram
proportionatety so that now instead of en-
circling it the locus twice passes through
the origin. Evidently, this new diagram of
Curve 11 corresponds to a different s-plane
pattern, as shown by the primed elements of
Fig. 3, the essential feature of which is the
pair of conjugate imaginary zeros. This
situation, to which we alluded earlier, has
no physical significance of any importance,
but it does have considerable theoretical
utility since we may think of it as represent-
ing the threshold of stability. We gain from
this notion a useful measure of the theoreti-
cal limit of feedback from which we must
withdraw to insure a margin of safety
against instability. The nominal value of the
function |1—AB| in the useful frequency
band which just places an amplifier on the
threshold of stability, we shall call the
threshold feedback.

Reducing the feedback safely below the
threshold level, shrinks the Nyquist dia-
gram stilt more. Now there is no longer any
possibility of the origin being encircled and
the indication is that the zeros of (1—A4p8)
have crossed well into the left-hand half-
plane and that the amplifier is now stable by
a definite margin.

It may appear to the reader, from the
way we have chosen to develop the Nyquist
criterion, that we have failed to make a good
case for it. It may still appear to hinge upon
the complex-plane pattern, which is the
very dependence we have sought to avoid. A
trivial alteration in the manner of plotting
the transfer locus, however, provides the key
to transforming the criterion into a power-
ful tool capable of being applied with great
simplicity. Translating the origin one unit
to the right converts the diagram from a
plot of (1—A4B) to one of (—AB). Revolving
the entire plane through 180 degrees con-
verts it to a plot of AB. This is a measurable
quantity representing the transfer ratio of
the A circuit and the 8 circuit arranged in
cascade. Hence the quantity Ap represents
the transmission once around the open (but
properly terminated) feedback loop.
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In principle then, we may obtain by
measurement or calculation, the open-loop
transfer ratio Ap(jw), draw the polar dia-
gram, revolve the plane 180 degrees, and,
finally, translate the origin back one unit 1o
the left. The result is the Nyquist diagram
for (1—-Ap) obtained without prior knowl-
edge of the location of the zeros and poles in
the s plane. And so through a relatively
simple measurement or computation made
on a nonfeedback amplifier network, we are
able to predict with certainty the stability
status that will obtain upon closing the feed-
back loop. Actually, of course, we do not
have to retrace the various steps indicated
above for we may deal directly with the
polar plot of A8. The chief difference is that
we count revolutions of a radius vector
about the point (1, 0) instead of the origin.
It is customary to refer to the particular
point about which encirclements are counted
as the critical point. It is (1,0) for the AB
plane, (—1,0) for the (—AB) plane, and, of
course, the origin for the F plane.

IV. CONCERNING RELATIONS BETWEEN
GAIN AND PiASE SHIFT

It is not essential to display the Nyquist
diagram exclusively in polar form. As a
matter of fact it is generally more desirable,
for design purposes, to plot the gain and
phase shift as separate functions of fre-
quency instcad of combining them in a
single curve. In drawing the separate re-
sponse curves, distinct advantages result
from plotting gain and frequency on
logarithmic scales. This enables us to com-
bine gain as well as phase-shift contributions
by simple addition. Furthermore, a number
of symmetries that otherwise would not
exist appear when a logarithmic frequency
scale is used,

In modifying the manner of plotting the
Nyquist diagram, the stability criterion
feature is retained and, in addition, we are
in a somewhat better position to visualize
whatever modifications may be needed to
improve the stability situation. In terms of
the separate frequency responses, the critical
point (1,0) of the A8 plane is represented by
the zero-decibel level of loop gain, and by
the locus of 180 degrees of loop phase shift.1?
The frequencies at which these loci are
crossed by the response curve are commonly
called the gain crossover and the phase
crossover. Threshold feedback is indicated
when the gain and phase crossovers coincide.

Inasmuch as we shall be concerned in the
design problem with the steady-state fre-
quency responses, we shall need some tools
with which to facilitate handling them. In
particular, we need a means of obtaining the
gain and phase-shift responses directly from
given networks, and we need a method of
constructing onc response if the other is
given. A re-examination of the method out-
lined earlier for obtaining the steady-state
responses from the complex-plane pattern
reveals that there is a second alternative.
Instead of dealing with the entire pattern of
zeros and poles, it may be more convenient

12 The loop phase shift is regarded here as the phase
shift resulting from the interstage networks and the
8 circuit. It does not include the phase reversals
normally occurring in the vacuum tubes of the ampli-
fier. If the feedback is nomninally negative, it is implied
that there is one net phase reversal around the feed-
back loop in the center of the band of useful frequen-
cies.
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to find the componental responses arising
from individual zeros and poles. A composite
response may then be found by adding com-
ponent responses. It is frequently possible
in simple networks to obtain the location of
the zeros and poles without too much diffi-
culty. This is particularly true when we are
dealing with the low-frequency circuits of
amplifiers. Accordingly, as an example of
the principle, let us investigate the com-
ponental responses associated with in-
dividual real zeros and poles.

Let us begin with a negative real pole
and use the equivalent circuit of an RC
amplifier at high frequencies as a familiar
example of this. Expressing the gain func-
tion in normalized form and in decibel units
we have

At

= — 10 logye [1 + (wRC)?).
gmR  lav

For the corresponding phase shift, we have
6(jw) = — tan™! (wRC).

These functions are shown as Curves I of
Fig. 5. They are plotted against log (w/w)),
where wy=1/RG is the characleristic fre-
quency. The curves are universal in that they
may be applied at low frequencies merely by
inverting the normalized frequency variable.
It should be noted in passing that this in-
version changes the sign of the phase angle.

The reader will observe that the gain
response is characterized by two asymp-
totes, one having zcro slope and the other a
slope of 6 decibels per octave.” The asymp-
totes intersect at wy and the gain curve lies 3

Y An octave is an interval in which frequency
changes in the ratio of two-to-one. On a logarithmic
scale it represents a constant linear increment. A
slope of 6 decibel:é)er octave or 20 decibels per decade
is frequently called unit slope.

decibels below the intersection. At an octave
above and below wi, the curve lies one
decibel below its asymptote. Thus, three
points define fairly well the transition from
one asymptote to the cther and this is ob-
served to occupy about 4 octaves. The
phase transition, on the other hand, is much
broader, occupying roughly two decades
(almost 7 octaves).

\When the complex-plane eclement is a
zero instead of a pole, Curves I of Fig. §
still apply provided the decibel scale is read
as loss instead of gain, and the signs of the
phase response are interchanged. In physical
amplifiers, real zeros of the transfer ratio
are always accompanied by one or more real
poles. Since real zeros and poles characterize
networks combining resistance and one kind
of reactance, we shall refer to the factors of
the transfer ratio of such networks as RX
Jactors and to the corresponding gain re-
sponses as RX slopes.

RX factors can often be combined ad-
vantageously to form a quotient which is a
lincar rational function. This form has con-
siderable theoretical utility and we shall
name it a doublet 1o denote that it is com-
posed of a negative real zero-pole pair. Ob-
vnous.ly there are two kinds of doublets, de-
pending upon whether it is the zero or pole
that lies necarer the origin.

. The responses of a doublet are deter-
mined largely by the spacing of the charac-
teristic frequencies of the component RX
slopes._The spacing, expressed in octave
units (i.e., logs fi/f2), we shall call the span
of the doublet. Fig. 7 (see page 1006) shows
lhe‘gain and phase responses for doublets of
various spans. The reader will observe that
the responses are symmetrical about the
geometric mean of the characteristic fre-
quencies or, in other words, the mid-point
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Fig. 5—The frequency characteristics of a simple RX factor are
shown by Curves i. Curves [I are described in a later section of

the text.

of the span. The change in the gain measured
at the extremes of frequency is 6 decibels
per octave of span. The sign of the phase
angle and the direction of the change in gain
characterize the doublet. To identify the
two kinds we shall refer to them as leading or
lagging doublets; a leading angle being as-
sociated with a zero-frequency gain level
lying below the high-frequency level, and
vice versa.

Occasionally, two simple doublets from
different stages of an amplifier exactly co-
incide. When they are identical they produce
zeros and poles of second order, whercas
when they are of opposite kinds they annul
one another. In higher order doublets both
the change in the level of gain and the phase
shift are multiplied by the order of the
doublet as a scale factor. Instead of finding
the phase response by taking the difference
of the phase responscs of the component RX
factors, it can be computed dircctly from
the formula

p
| 9, = mtan ‘[2’.(2 - v :l.
2».2°) 4+ 1

where h refers to an increment in octave
units taken above and below the character-
istic frequencies, and where m is the order
and p the span of the doublet. Both h and p
may be fractional as well as integral and h
may be positive or negative. The phase shift
at each characteristic frequency is found by
placing k=0, and the maximum phase shift,
occurring at mid-span, is found by placing
h=—p/2.

The problem of finding, let us say, the
phase response from a given gain response
is casily solved when the gain response is
known to be related to a network character-
ized by negative real zeros and poles. How-
ever, when the given gain response is arbi-
trarily postulated or is possibly a measured
response, it may be impossible to ascertain
the actual phase response because any num-
ber of phase characteristics can correspond
to a given gain response. Bode! has shown,

W H, W. Bode, *Network Analysis and Feedback

Amplifier Design.” D. Van Nost ;0. -
York, N. Y.; 15:5. an Nostrand Co., fne. New

however, that a definite relation does exist
between the gain and phase responses in a
restricted class of four-terminal networks
known as minimum phase-shift networks.
These networks, the properties of which are
especially well suited to feedback amplifier
applications, will be discussed in advance of
defining the minimum phase-shift condition.

The determination of the minimum
phase-shift response from a given gain re-
sponse is accomplished conveniently using
a method devised by Bode. In this method,
the gain response curve is approximated by a
series of straight-line segments which follow
the major trends of the responsc. The
straight-line approximation has the ad-
vantage of reducing the gain function to the
sum of elementary straight-line character-
istics similar to the RX slope. In fact, these
elementary characteristics, which Bode calls
semi-infinite slopes, are the same as the
asymptotes of the RX slope, except that the
inclined portion can be assigned any steep-
ness whatever.

Once having resolved the given gain
response into a series of semi-infinite slopes,
the minimum phase shift is found for each
component slope, and these arc summed to
obtain the composite response. The phase-
shift response corresponding to a semi-
infinite unit slope has been computed and
tabulated.!’® For a semi-infinite slope of any
other steepness, say one of k units of 0
decibels per octave, the phase response of
the unit slope is simply multiplicd by k.
Curves I1 of Fig. 5§ show the gain and phase-
shift responses of a semi-infinite unit slope,
and allow the reader to make a broad com-
parison between these and the RX responses.

A logical extension of the doublet con-
cept leads to an analogous device consisting
of two semi-infinite slopes of opposite kinds
but of the same order of steepness, k. This
device Bode calls a finite linc segment.'® Its
gain response is that of the asymptotic
framework of the doublet. Hence the slope

1 D, E. Thomas, *Tables of phase associated with
a semi-infinite unit slope of altenuation,” Bell Sys.
Tech, Jour., vol. 26, pp. 870-899; October, 1947. See

also p&eldé. 347 of footnote reference 14.
1. Chapt. 15 of footnote reference 14.

Wop W0  2Wo

Fig. 6—The frequency responses of the constant-

phase cutoff.

is zero everywhere except between the
characteristic frequencies where it is con-
stant. The phase response of the finite line
segment is similar in form to that of the
doublet and, as in the case of the doublet,
it is influenced by the span and by the
amount of the change in the level of gain. It
rises symmetrically to a maximum at mid-
span, and for a given span and change of
gain level, the maximum is higher and the
rise steeper than that of a doublet. In the
limit, if the gain of the finite line segment
changes discontinuously, that is, if the span
approaches zero and the steepness ap-
proaches infinity, the corresponding phase-
shift response approaches an infinite peak.

The reader will observe that whercas the
RX slope and the doublet are physically
realizable in terms of very elementary net-
works, the semi-infinite slope and the finite
line segment are not. The latter devices are
therefore restricted largely to use in analysis,
whereas the former, although limited in ap-
plication, are valuable tools in both analysis
and synthesis problems.

Up 1o this point, we have specified a gain
response throughout the entire spectrum
and we have outlined methods whereby the
minimum phase-shift response could be de-
termined from it. It is not necessary to be
this restrictive. If we choose, we may specify
the gain function within selected regions of
the spectrum and the phase-shift function in
the remainder of the spectrum. This notion
leads to a valuable relation of which we shall
maké future use. We may specify the gain to
be constant from zero to a frequency we, and
from woe to infinity we may specify the
phase shift to be constant. The gain and
phase responses so postulated are shown in
Fig. 6. The reader will observe that the gain
function bears a resemblance to a semi-
infinite slope, except that the flat portion ex-
tends one octave higher in frequency. This
device, which is utilized in the design of the
cutoff of the feedback loop, may be specified
in terms of either the gain slope or the con-
stant phase value—a slope of 6k decibels per
octave corresponding to a constant phase
shift of kw/2 radians. For want of a better
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name, we shall refer to it as a constant-phase
culoff.

Returning now to the minimum phase-
shift condition, the most concise definition is
one given in terms of the complex-plane
pattern. The necessary and sufficient condi-
tion that a network be a minimum phase-
shift structure is that its transfer ratio shall
have zeros and poles only in the left-hand
half-plane. Replacing a real zero or a pair of
conjugate complex zeros of the transfer ratio
by their negatives moves them from their
original positions to image positions in the
opposite half-plane without affecting the
stability status of the structure. In particu-
lar, if we suppose them to be transferred
from the left to the right half-plane, the
change is equivalent to increasing the trans-
fer ratio by the phase shift of an all-pass
section.!” For concreteness, let us suppose
that a particular complex-plane pattern in-
cludes, among other elements, a negative
real zero. Let us add a real zero in the right
half-plane which is its negative. l.et us also
add a real pole which exactly coincides with
and neutralizes the original zero. Thus we
have effectively moved the original zero to
an image position in the opposite half-plane.
Since the distance from the zero to the real
frequency axis is the same as before, this
modifcation is assumed to leave the gain
unchanged. This is indeed the case, for the
elements we have added, namely the pole
and zero in image relationship in the two

17 See Chapt, 11, pp. 236 and following, of foot-
note reference 14.

Fig. 8—Showing the effect of applying a simple five-octave cor-
rection doublet to the basic three-stage amplifier. Curves |
show the frequency responses before correction and Curves

IT after correction.

hatves of the plane, characterize an all-pass
section which augments the phase shift
without altering the gain.'®

Ladder networks are always minimum
phase-shift structures, but bridge configura-
tions may be nonminimum phase. We shall
summarize by saying that a network which
does not include an all-pass section or a
transmission line, in concealed or explicit
form, will have the least phase shift that can
possibly be realized physically from a given
gain function.

V. StaBiLizATION PRINCIPLES

It is obvious that an unstable amplifier
can be stabilized by utilizing any expedient
that will, in effect, alter the course of the
Nyquist diagram and so avoid enclosure of
the critical point. In the earlier discussion of
Nyquist’s criterion, it was shown that
stabilization was cffected by reducing the
feedback, thereby changing the scale of the
diagram, This is, of course, a trivial solutjon,
It turns out that it is necessary to alter only
that part of the curve which lies near the
critical point. What is needed, then, is not a
change of scale but a change in the actual
shape of the transfer locus. Further studv
of the problem leads to the conclusion that
relocation can be confined 1o the frequencies
lying generally outside the uscful band
of the amplifier. Hence the mechanics of
stabilization has to do with the shaping
of the cutoff transitions beginning immedi-
ately above and below the useful band,

18 See Fig. 2

Steering the transfer locus involves
changing both the gain and the phase shift
in the region where the detour is to be ar-
ranged. I'tis somewhat easier to see what has
to be done if we think in terms of the steady-
stage frequency functions. As a matter of
fact, because of the gain-phase relations
existing for minimum phase-shift structures,
we can formulate the cutoff-shaping prob-
lem with respect to whichever one of the
steady-state responses best suits our con-
venience,

In this concluding scction, some of the

basic principles of stabilization are demon-
strated by way of illustrative examples, So
as to provide the reader with a reasonable
basis for comparison, several cutoff shaping
designs are applied to the same basic ampli-
fier. We have chosen for this purpose a
cascade of three identical RCamplifier stages
and a feedback circuit such that 8 can be re-
garded as a scalar constant. Although the
examples relate directly 1o the high-fre-
quency cutoff, the principles apply at low
frequencies as well,
_ The prototype amplifier we have selected
1s assumed to tend at sufficiently high fre-
quencies to a final asymptote which i< a
third-order RYX slope. Because the final
asymptote is controlled (at high frequencies)
by the parasitic shunt capacitances, we as-
sume that it is beyond design control.

In preparation for the examples to fol
low, let us familiarize ourselves with the
frequency functions of the uncorrected am-
y)!ilicr. These are shown as Curves | in Fig. 8
The phase crossover occurs about 0.8 octave
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above the characteristic frequency w (i.e., at
+/3w), and referring to the gain function, it
is seen that 18 decibels of midband loop gain
places the amplifier on the threshold of sta-
bility. In practice, the loop gain would have
to be reduced to something like 10 decibels
to assure a satisfactory margin against insta-
bility.

The feasibility of increasing the amount
of threshold feedback is seen to hinge upon
finding a way of reducing the gain in advance
of the phase crossover without, at the same
time, lowering the crossover frequency ma-
terially. We can draw upon the discussion of
gain-phase relations for a simple device to
serve this purpose—the doublet. Introduc-
ing a lagging-angle doublet in the region
below w, reduces the gain by an amount de-
pendent upon the span and order. If stra-
tegically placed and properly proportioned
its phase contribution largely subsides be-
fore the original phase crossover is reached.
Except for the bandwidth it takes up, the
doublet is well suited to the purpose, con-
tributing as it does a permanent gain change
and a temporary phase change, viewed
frequency-wise.

The reader may agree that the doublet
offers an attractive solution, but he may
raise the question, “Where is the doublet to
come from?” It is true that serious con-
sideration must be given this practical ques-
tion. Stabilization problems are solved by
making advantageous use of the inherent
response contributions of the various parts
of a given amplifier plus those of auxiliary
corrective networks added to enrich the
assortment where necessary. It is beyond the
scope of this paper to consider corrective
circuitry,'? and so it is assumed that, within
reason, circuitry can be improvised to ap-
proximate the various cutoff transitions that
are proposed.

So as to lead to a simple conclusion in our
first example, let us choose, somewhat ar-
bitrarily, a lagging doublet of frst order
having, say, a five-octave span. And let us
locate it by stating that its zero shall coin-
cide with the triple pole of the amplifier at
s=—1/RC and that its pole shall lic at
s=—1/32RC. Curves 11 of Fig. 8 show the
result, and we note that we have partially
achieved our goal. Although the phase cross-
over hasbeen translated downward so that it
now lies just above w;, the midband loop
gain can now be raised to some 37 decibels
before the amplifier is placed on the thresh-
old. The improvement in stability has been
bought at the expense of loop bandwidth
for it is observed that the loop gain is 3
decibels down some four octaves earlier than
before.

Closer examination of the example re-
veals that the zero of the doublet annuls one
of the poles of the amplificr, leaving cffec-
tively only a double pole at s=—1/RC. We
may rightly conclude that the remaining
pattern differs in no way from that of an
amplifier made up of two stages of the origi-
nal bandwidth and one stage of a bandwidth
five octaves narrower. In this example, we

1 See C. R. Burrows and A. Decino. “Ultra-
short-wave multiplex,” Proc. [.R.E.. vol, 33, pp, 84~
94; February, 1945; for an excellent discussion of cut-

-shaping problems. See also, V. Learned, “Correc-
tive nClWOIEl for feedback circuits,” Proc. LLR.E.,
vol. 32, pp, 403-408; July, 1944,
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have effectively introduced a correction
doublet without having employed any addi-
tional circuitry, except possibly a shunt
capacitor.

A similar result is obtained if we substi-
tute for the simple doublet of the previous
example, one of second order. Using the
same argument, this case corresponds to
specifying two narrow bandwidth stages and
one stage of the original bandwidth. The
amount of threshold feedback is the same
regardless of which of these arrangements is
used, but there are differences in loop band-
width and in the external characteristics.?®
1n this version, the loop gain is reduced at a
more rapid rate than in the first example.
This desirable feature is exactly offset, how-
ever, by the fact that the phase crossover
occurs earlier. Of the two alternatives, the
first is usually to be preferred.

In principle, any amount of feedback
can be stabilized using the simple expedient
just described. The narrow bandwidth stages
presumably correspond to the useful band-
width of the amplifier, it being generally
desirable, except in special circumstances, to
maintain the feedback constant throughout
the useful band. The amount of feedback re-
quired then determines how far above the
useful band the characteristic frequency of
the broader bandwidth stages must lie. To
go beyond the amount chosen in the exam-
ples costs about one octave for each addi-
tional 6 decibels. The reader can devise ex-
amples which will underline the high cost in
excess bandwidth of this naive solution to
the stability problem. We wish to emphasize
this point because the efficiency of a cutoff
transition design is measured largely with
respect to how economical it is of excess
bandwidth.

In reviewing the foregoing examples, it
becomes apparent that we have not hit upon
the most effective use of the doublet. Ex-
amination of the phase response shows that
if the phase of the correction doublet could
be given a more steeply rising characteristic,
the stability could be improved and perhaps
the excess bandwidih reduced as well. A
study of doublet phase characteristics re-
veals that optimum sharpness of phase rise
exists when the span is two octaves or less.
Let us experiment with this idea, trying a
two-octave second-order doublet centered as
before. It is found that this arrangement
saves almost an octave of loop bandwidth
and lowers the threshold loop gain only
about 2 decibels as compared with the first
example.

Inasmuch as this line of attack looks
promising, let us pursue it further. Changing
only the order of the correction doublet from
second- to third-order, we obtain the results
shown in Fig. 9, where the reader will ob-
serve that the threshold loop gain is now
about 44 decibels and the —3 decibel point
is only 3% octaves below where it originally
resided. This is about as far as we can go
without centering the doublet at a lower fre-
quency and incurring an attendant loss in
loop bandwidth.

It begins to be apparent that we are
going to be severely limited in our cutoff de-

2 See L. B. Arguimbau, *Vacuum Tube Circuits.”
John A. Wiley and Sons, Inc. New York, N. Y.; 1948
po. 384 and following.
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signs as long as we restrict ourselves to cor-
rection networks characterized by real poles
and zeros. 1t is not possible with such net-
works to simulate the rapid changes in gain
necessary for the production of sharply ris-
ing phase responses. The semi-infinite slope
and the finite line segment offer much
greater versatility in this direction, but at
the expense of the handicap that relatively
complicated correction networks are then
required.?

This is a good place to pause and take
stock of the situation as we see it. There is
evidently more to a good cutoff design than
merely effecting stability. A more sophisti-
cated view of the problem takes account of
several additional design aims. Among these
are provision for (1) including definite mar-
gins in gain and phase which are at the de-
signer’s disposal, (2) maintaining constant
loop gain throughout the useful band, and
(3) minimizing the excess bandwidth.

A cutoff transition design due to Bode?
which cleverly satisfies these requirements,
makes use of two elementary devices: the
constant-phase cutoff and the semi-infinite
slope. The constant-phase cutoff is the
foundation of the design, furnishing a flat
phase base above the useful band, the level
of which can be set a prescribed amount
below 180 degrees, thus providing a definite
and constant phase margin. The flat portion
of the gain response, extending one octave
above that of a semi-infinite slope, assures
constant loop gain clear to the edge of the
useful band and the additional octave ap-
preciably shortens the transition bandwidth,
If it were possible to realize it physically, the
constant-phase cutoff without modification
would afford an ideal cutoff transition. Un-
fortunately, it is not possible to produce a
cutoff slope which is less steep than the final
asymptote, except in the range of frequencies
below where the parasitic circuit elements
take over control from the designer. For this
reason, the design of the constant-phase
cutoff can be carried only to the point where
it intersects the final asymptote of the
amplifier.

If the constant-phase cutoff is assumed
to merge with the final asymptote at the
point where the two loci intersect, the effect
is the same as postulating a semi-infinite
slope equal to the difference in slope of the
two loci and beginning at the intersection
frequency. From our knowledge of gain-
phase relations, we can foresce the result of
this modification. Added to the constant-
phase base, we now have the phase contribu-
tion of a semi-infinite slope which destroys
the constant-phase feature. The effect is
indicated by the dashed curve of Fig. 10.

The solution which suggests itself intui-
tively is to employ a finite line segment for
the purpose of introducing a phase contribu-
tion capable of cancelling the unwanted
phase response at least within a limited fre-
quency range. This is essentially the way
Bode met the problem. What we have pro-
posed amounts to designing a minor transi-
tion for joining the intersecting slopes. With
proper care given to the design of this match-
ing transition between the constant-phase
cutoff slope and the final asymptote itself,

3 See footnote reference 19.
12 Sce Chapt. 18, tootnote reference 14,
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Fig 9-—Showing the improvement effected by using a two-
octave third-order correction doublet.

the resultant phase response can be made to
rise 1o the desired flit-base level and remain
there at least until the loop gain has been
reduced to zero or below. In terms of the
gain functon, this minor transition takes
the form of a horizontal +tep interposed be-
tween the intersecting slopes and propor-
tioned in length to their steepness ratio.

Instead of viewing the step transition on
the gain diagram as arising from the inclu-
sion of a finite line segment, as first sug-
gested, a more accurate description can be
given in terms of two semi-infinite slopes,
one of which is located at each of the termi-
nal frequencies of the step. The one placed
at the beginning of the step contiibutes a
rising gain characteristic which just cancels
the downward trend of the constant-phase
cutoff slope. The second, introduced at the
end, terminates the step and introduces the
slope of the final asymptote. Thus the two
semi-infinite slopes are not of the same
steepness, in general. The phase response of
a semi-infinite slope is closely linear at low
frequencies on an arithmetic scale. Therefore
the length of the step transition is so pro-
portioned that the linear regions of the two
phase characteristics cancel precisely within
a range of frequencies just above the useful
band, leaving the desired constant phase
characteristic unchanged.

As an illustration of the Bode step-
transition cutoff design, let us suppose that
we have for instance, 45 decibels of open-
loop gain incorporated in our basic three-
stage amplifier. \We shall omit gain and phase

margins initially so as 1o place this exampie
on a comparable basis with preceding ones,
This amounts to designing the cutoff tran-
sition so as to place the amplifier virtually on
the threshold of stability. The gain and
phase responses are shown as Curves [ in
Fig. 10, and the reader will note that the
bandwidth given over to the transition is
much less than in previous examples in
which a comparable amount of feedback was
involved.

The details of the transition are of somne
interest. The reader will observe that the
phase response rises sharply to 180 degrees
at the top of the useful band, w,, and remains
at that level until the gain begins o ap-
proach zero level. The phase then recedes so
that the Nyquist diagram just barely avoids
enclosure of the critical point. The corre-
sponding gain response tends above w, to a
slope of 12 decibels per octave, a limiting
steepness corresponding to the limiting
phase-shift, both of which are characteristic
of threshold conditions. The flat portion of
the phase response just above w, is the result
of the phase cancellation previously de-
scribed.

Gain and phase margins are casily in-
corporated into the design. To provide a
phase margin of yr radian, the constant-
phase base is drawn at a level of =(1—y)
radians instead of = radians. The inclusion of
the phase margin affects the slope of the
gain response above w, reducing it from 12 1o
12(1 —y) decibels per octave. The gain
margin is adjusted independently by locat-
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ing the horizontal step transition x decibels
below zero gain. Curves I of Fig. 10 show
the changes involved in providing margins
of 7,6 radian and 10 decibels. As the figure
shows, the inclusion of gain and phase mar-
gins reduces the amount of usable feedback
considerably below the theoretical maximum
obtainable  under  threshold conditions.
Therefore in providing margins 1o allow for
component  tolerances and design  uncer-
taintics, we must insure as a primary re-
quirement that the amplifier configuration
is capable of an amount of threshold feedback
sufficient 1o satisfy the Fequirement of usable
feedback plus the amount needed 1o be given
over 1o providing margins.

In conclusion, we should like to point out
the final simplicity of Bode's solution to the
stability problem. It has been formulated in
terms of a prescribed gain response so that
in making design calculations or in making
measurements there is no need to consider
thc: phase response at all, as long as we re-
strict ourselves 1o minimum  phase-shift
structures. The correction or shaping net-
works required to make the gain response
conform with the prescribed cutoff design,
may be incorporated in the 4 circuit or the
B circuit, and may take any physically
realizable form that the ingenuity of the de-
signer can improvise. And if the minimum
phase-shift condition is not violated, we are
assured that the phase response will auto.

matically conform also to the required pat-
tern,
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Analysis and Design of Self-Saturable
Magnetic Amplifiers”

SIDNEY B. COHENY, ASSOCIATE, IRE

Summary—A self-saturable magnetic amplifier circuit element
consisting of a reactor winding in series with a dry-disc rectifier, a
resistive load and an ac voltage source is described and analyzed
with respect to its operation and design. The results are in the form
of curves from which optimum values of power and load resistance
can be obtained as a function of the magnetic properties of the core
material and the characteristics of the rectifier elements. These
curves are used to obtain the best practical design values for com-
plete amplifiers.

Several magnetic amplifiers made up of a combination of the
basic circuit elements are described in this paper with respect to
their use as multistage amplifiers in servomechanisms and other
applications.

INTRODUCTION

\ /{ AGNETIC amplifiers have been known for a

M relatively long time,! but only during recent

years have great advances been made in their

design and application. The development of new mag-

netic materials and dry-disc rectifiers in Sweden and

Germany during World War 11 led to a renewed inter-
est in this type of amplifier.
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Fig. 1—A saturable-reactor control circuit.

The recent designs of magnetic amplifiers are an out-
growth of the simple typc of saturable-reactor control
in which a reactor is placed in series with a load across
a voltage source (Fig. 1(a)). By controlling the degree
of saturation of the reactor by means of a signal into an
auxiliary winding, more or less voltage is applied to the
load. Balanced and push-pull arrangements can be de-

* Decial clagsification: 538 X R363.23. Original manuscript re-
ceived by the Institute, August 25, 1950; revised manuscript received,
January 25, 1951. Presented, 1950 IREE National Convention, March
8, 1950, New York, N. Y.

¥ Sperry Gyroscope Company, Great Neck, L. I, N. Y.
. B. Rex, “Bibliography on transductors, magnetic ampli-
fiers, etc.,” Instruments, vol. XXI, pp. 332, 352-362; April, 1948.

vised to produce an amplifier which is capable of sup-
plying power to motors and other devices.*”*

These amplifiers are generally called saturable trans-
formers. In order to obtain more gain, additional wind-
ings may be wound on the reactor, through which the
output current flows after suitable rectification and
phasing, as shown in Fig. 1(b). This essentially applies
positive feedback and results in higher gains. In all
cases, the amplification is accompanied by a time delay
due to the fact that the signal current is applied to a
control winding which is inductive.

Other combinations of components have led to circuits
with different methods of applying feedback. One of
these combinations is the self-saturating type of mag-
netic amplifier circuit which employs dry-disc rectifiers.
Here the feedback is applied to obtain more gain, but
without a proportional increase in the time constant.
The performance of the self-saturating type of amplifier
is superior to the saturable-transformer type, and many
circuit combinations are possible by using the self-
saturating principle.

‘THEORY OF OPERATION

The basic circuit element in the magnetic amplifier is
analagous to the vacuum tube in an electronic amplifier.
The clement shown in Fig. 2 consists of a reactor the
power winding of which is in series with a rectifier, a
resistive load, and an ac voltage source. The analysis of
the basic element will proceed in the following manner.

Y Sy + Rexe
: = ; MW CONTROL
' s H [ 4in n
1 I SIGNAL
1 :
| 1
)
' Rc |  RECTIFIER
] ]
e=Epsinet Ry

Fig. 2—Self-saturable control element.

*A. S. Fitzgerald, “Magnetic amplifier circuits—neutral type,”
Jour. Frank. Inst., vol. CCXLIV, pp. 249-265; October, 1947.

1A, S. Fitzgerald, “Some notes on the design of magnetic ampli-
ﬁc;s," Jour. Frank. Inst., vol. CCXLIV, pp. 323-362; November,
1947.

¢A. S. Fitzgerald, “Magnetic amplifier characteristics—neutral
lyge," Jour. Frank. Inst., vol. C(IXY‘IV, pp. 415-439; December
1947.

8 S. Hedstroem and L. F. Borg, “Transductor fundamentals,”
Electronics, vol. XXI, pp. 89-93; September, 1948.

¢ [J. Lamm, “The ’Frans«luctor," Stockholm, Sweden: Esselte
Akticholag; 1943.

1 “Magnetic Amplifiers,” Vickers, Inc., Bul. No. VT-2000; 1948
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In PPart 1 below, the circuit is analyzed assuming a
reactor with constant inductance or permeability, i.c.,,
it does not saturate, This introduces the concept of the
extinction angle. Analyses are made for two cases: one
in which the rectifiers are assumed to have a con-
stant resistance, and the other in which they are as-
sumed to have a constant voltage drop.

In Part 11, the core is assumed to have a realistic
characteristic in that the saturation of the core occurs
at some value of the field intensity. This introduces the
concept of a firing angle.

In Part 111, the core is assumed to have the realistic
characteristic as described in PPart Tl. The extinction
angle is determined as a function of the firing angle.
Once this is accomplished, the current and power caleu-
lations can be made. All calculations are made for the
two cases of the assumed rectifier characteristics.

[. EXTINCTION ANGLE

The following assumptions are made in the initial an-
alysis.

a. ‘The reactor has a constant value of inductance L,
i.e., the B-II curve is a straight line.

b. The hysteresis loops of the reactor are narrow.
Therefore, the B-11 curve can be considered as single-
valued,

¢. The sinusoidal supply voltage, e=F,, sin w!, has
negligible harmonics.

d. The control winding is electrically isolated from
the power winding and merely utilized to apply ampere-
turns to the core.

e. The rectifier has a high enough back-resistance to
be considered as infinite in this circuit. Forward char-
acteristics may be assumed to be either one of two ap-
proximations:

Case I—Forward resistance a constant value, R,.

Case 2—Forward voltage drop across the rectifier a
constant, ég.

These assumptions obviously neglect many practical
properties of the magnetic amplifier. However, the fol-
lowing analysis aids in the understanding of the actual
conditions to be described later.

Case 1—Rectifier forward characteristic is considered
a constant resistance.

Considering the circuit of Fig. 2, the differential equa-
tion of this circuit is

di
L i + Rt = E,, sin w! (1)

[¢

where

Rr=R.+R.+R,

R =load resistance
R.=power-winding resistance
R, =assumed rectifier resistance.

The solution to this equation is

i(t) = In[sin (wt — 8) + (sin @) Krrebio],

or e LR September

forv € wt <0,
for0, € wt < 2r

where

#, = extinction angle
wl.
f tan !
v
e
ll’l o
\ l\'/" + (wl.)
. wl.
sin ) '
VR 4 (wfl)?
R,
cos 8

VR (Wl

The current 2(2) is zero at wt =0 and at wt =40,, theretore,
wl.

wl.
£in (lun . - II,> sin <lun . )e (riwl)b,
RI R/

This equation is solved for 0, the extinction angle as a
function of wl/Rq.

Where imductance 1 the circuit, at
wl/Ry=0, the extinction angle is 180 degrees. \s
wl. /Ry increases, the extinetion angle increases and many
become 360 degrees. I9e. 37 s a plot of the current (4
for various values of wlL /R p. The effect of increasing the
extinction angle can bhe seen on the over-all current
wave form.

there 1s no
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Fig, 3—Current wave forms as a fundction of wl 'Ry.

Case 2—Rectitier forward characteristic considered
as a constant voltage drop, an approximation which is
very nearly true for gas rectifiers.

Considering this approximation and the circuit of
Fig. 2, the differential cquation of the circuit is now

di
L u + Rei 4 e = E,, sin wt. (3)

. ® From “Applied Electronics,” edited by the Llectrical Engincer-
ing bmgf, )lqssaclmsclls Institute of Technology; The Technology
I"rcsg, Cambridge, Mass., and John Wiley and Sons, Inc., New York
N. Y, eighth printing; 1946, ' ' '
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The solution is

g
i(t) = I'm [sin @ — «t) +
cos @
[
— (sin [] + )6 '(RT/wL)ut:I (4)
cos @

where

€r

g = —-
E.,

6., in this case, solved as a function of wL/R7 and g, is
plotted in Fig. 4. If ¢ =0 and Rz includes the rectifier
resistance, R,, the values of 6; reduce to those which
were obtained in Case 1. For other values of o, the ex-
tinction angle varies from values less than 180 up to
360 degrees.

‘ = |
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Py v
-‘ o — T
g 300 ’o' 5/ B
3 -
z /,::,a:.o\ L —11T1
% 260 et ]
o =
Zalll
£ 220 =
w
180 il
o1 2 4 710 2 4 710 20 40 70100
ol
Ry

Fig. 4—Plot of the extinction angle versus wL/Rr
with ¢ as a parameter.

If L in the preceding analysis is the value at which
the core becomes saturated, then the degree of satura-
tion, i.e., the value of L at saturation, determines the
extinction angle. In the higher-permeability materials,
such as MuMetal, and 4750 Nickel-Iron, saturation is
reached faster per unit change in control current, and
wl. is very small. Since wlL/Rz is small, the extinc-
tion angle is almost 180 degrees. However, in Silicon-
Iron saturation is not sharp, and in many cases the ex-
tinction angle may be as large as 240 to 290 degrees.

For the following analysis, an approximation is made
to the actual B-/I curve. This approximation is two
straight lines. The first line¢ approximates the initial or
unsaturated part of the curve which has a slope or
permeability of uo. The second line is the saturated part
of the curve which has a permeability of g, In many ma-
terials u, is very much smaller than .

I1. Firing AN

Consider the circuit of IFig. 2 operating with a two-
line B-II curve. The solution for the current would be
the same as equation (2) for L. = Ly, where Ly is the value
of the reactor inductance over that part of the B-II

Cohen: Design of Magnetic Amplifiers
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curve where u=puo. However, when the current i(¢)
reaches the value of 4, the current at which saturation
occurs (Fig. 5), it would begin to change rapidly, since
now L =1L, is much smaller than L,. Because Li<KL,,
the current #(¢) when L=L, is much larger than the
current i(¢) when L=Lo The current waveform is
shown in Fig. 5. The current is seen to start out in a

it)

/7

—-I 0 fo—— s,'————J

e (8,-8,) —\———+

Fig. 5 —Current waveforms as a function of the firing angle.

similar manner to the waveform shown in Fig. 3, but
is very small in magnitude. At the point 6y, where the
current is equal to 4o, the magnitude of the current in-
creases and continues until 8; is reached.

It can be seen that the calculation of 8;, in Part I,
was made through that part of the curve where L =L,.
This is the case because once the point 6y is reached, the
iron operates in the region of u;. The contribution to the
total current and power from the region L= Lo can be
neglected in most cases.

The point 6, is called the firing angle and the region
(6:—8,) is called the “conduction period.” It can be seen
this action is analogous to that of thyratron operation.

To calculate the firing angle, refer to Fig. 2. As a first
approximation, either Case I or 2 may be assumed for
the rectifiers eithout introducing any appreciable error.
In either case, the current during the initial period in the
region I, = Lo is very small, and the effective voltage
drop of the rectifier and load is also small at these low
values of the current.

Assuming Case 2,

di
I (1; + Ryt = Enmsin ol — ali,,. (5)

Neglecting the term (Rri+dEn) since i(t) and ¢ are
very small during the period 0 to 8y,

. m .
di = sin widl.

0
T'he solution to this equation, obtained by integrating

between the time limits of 0 and ¢, is

En
i()) — iy, = — (1 — cos w!).
wlo
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To obtain 8,: when

wt = 8,
i(t) = 1o,
and since
I, = Em a~ £m~, when Ry L wly,

(J)Lo

vV Rr—’ + (wlo)?

to — i = In(1 — cos b))
fo — 1,
Cos 0/ =1- ( ’ ) ’ ‘
/s
where

to=current at which B-H curve “breaks”
1; =initial current in the core due to the signal in the
control winding and

I. E, Bom
— —— O ——
1o Eo Bo

and Eo has the same relationship to By as I, has to B,..
Eq and 1 are the co-ordinates of the break point in the
B-H curve. Since I, is proportional to I, and usually,
in the design of magnetic amplifiers, E./Eq, is made
cqual to a constant 3,

1 5
cosf, =1 — -B<l = )
1o

Fig. 6 is a plot of 6, versus 4,/4y for different value of 3,
where 7;/%, is the control-current-to-7 ratio. From this
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Fig. 6—Plot of firing angle versus control current
with E...fEn as a parameter,

family of curves, §; can be scen to increase as the control
current goes negative. This means that the reactor fires
later, and thus the conduction period (6;—8,) is smaller.
When the control current equals the value 1o, the firing
angle is zero degrees and the reactor begins to conduct
as soon as the supply voltage goes positive. Once the
reactor fires, the control current loses control and the
circuit constants then predominate.
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The choice of E./Ee depends upon two factors:

a. A value of En to be the largest possible so as to
obtain more voltage and power across the Joad.

b. The firing angle 6, to vary from 0 to 180 degreces
with respeet to control current so that the amphfier
can be cut off.

FFrom Fig. 0, it is obvious that cut-off can be reached
with the smallest negative control signal at a value of
E./le=0.5; the L. occurs at
Fon/ 120 = 2. However, for the most practical compromise,
En/ o Nies between the values of 0.8 and 1, permitting
a variation of 8, from 0 to 180 degrees, and also giving
a reasonably high value of 7,

maximum  voltage

360 —+ - v~ - T R e
340
gszo
< 300

o1

Fig. 7—Extinction angle as a funcuion of wL/Rr
with 6; as a parameter.

1. CALCULATION OF CURRENT AND POWER

The calculation of the dc and power from the basic
circuit for various values of control current follows from
the previous scetion with the inclusion of an additional
assumption: that at every value of wt=46;, the current
1(¢) 1s zero. This assumption is quite reasonable from
the previous discussion.

With this assumption all current and power calcula-
tions are made during the period (8;—6,). The circuit
equation becomes:

di
/5 i + Rii = E,.sin («t F 0)). (7)
¢

Here the assumption of Case I is used for the rectifier.
The solution of equation (7) is
Ry >
sin 0,
I

wl.

ity = I, {sill e (”T/“'")""(cns 0; —

+ sin |wt — (0 — (f,)l:' )

I 6,=0, the solution reduces to the one obtained in
equation (2).

To solve for 0;, the extinction angle, as a function of
wL/Rr and 6, set £(t) = 0 as before. The resulting equa-
tion is solved for 6* as a function of wl./Rr and 6,
where 6,* =0;—0,, the conduction period,

The results are shown in Fig. 7. Note that the values
of 6; plotted are referred to the zero-voltage point of the
applied voltage, E,, sin wt. For small values of wlL/Rr,
the valuc of 8, is not changed much by variations of 6,.
However, the change becomes appreciable when con-
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sidering the large values of wL/Rr used in some ap-
plications. Note that the maximum value of 8; is dif-
ferent for each value of 6,.

The dc through the circuit as a function of wL/Rr and 6,

m

)

[cos 8; — cos 6]

Ipc =
#Rr

The family of transfer curves obtained from this equa-
tion by plotting 2r/pc Rr/Es as a function of /4,
with B8 as a parameter and wL/Rr =0, is shown in Fig. 8.
A similar family of transfer curves for wL/Rr=2.4 is
also shown in Fig. 8. Note the reduction in sensitivity
for this latter set of curves.

30

TRANSFER CURVES i |
SOLID LINES - 25 <0 ]
25 RT, . o S =
f
DASHED LINES - ;—L «2.4 |
T ) E—

1
T:.,' CONTROL CURRENT RATIO

Fig. 8—A plot of the dc output voltage across the load of a basic
circuit element versus control current with E, as a parameter.
The solid lines are plotted for wL/Rr=0 and dashed linesf or
wL/Rr=24.

The dc power into the load resistance is
Em2 RL

- () ()
4x?wl Rr

B (4?2,22) 42

where
0= (o) (Gr) tcostr = cosor
={—){——) (cos 6; — cos 8;)2
Rr) \Rr !

£ is called the “power coefficient.”
The series of graphs, Figs. 9, 10, and 11 show the rela-
tionship between £ and the parameters wL/Rr, \, and ;.
\ is defined as follows:

wL
(~ «)-(cos 8, — cos §;)?

Rr

(10)

(10a)

R,

A=

Rorr

where Ropr is that value of Ry at which maximum
power is delivered.

If X is equal to zero, i.e., the rectifier assumed to have
no power loss, then the expression for £ is

wL
tE= (—E—)(cos 6, — cos 0)2%

T

(10b)
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Fig. 9—Power coefficient versus wL/Rr with 6;
as a parameter and A=0.

Fig. 9 is a plot of ¢ versus wL/Rr for equation (10b),
with 6, as the parameter and A =0. (Note that Fig. 7 is
used to obtain #; as a function of wL/Rr and 6,.) The
value at which £ is a maximum for maximum power de-
livered to Ry is wL/Ropr.

The interesting point in this set of curves is the fact
that for lower control signals, which means higher values
of 8, the optimum value of wL/Rr decreases. Since all
of the curves have been drawn from some finite value of

[

P22 )6 . -
S o —a °—‘""T0|—~\V—
I (:'; :—:)(l-cosei)' Emsinwt Ry R,
a4l N Ry 0'..0 | : p—l—.ﬁi
(37 wl
Y
20 40 70100

Fig. 10—Power coefficient versus wL/Rr with A
as a parameter and 6,=0.

wL, Ropr then increases as ; increases. The optimum
load varies at different signal levels. This variation is
further increased by the fact that the rectifier resistance
in the forward direction is not really constant but in-
creases with a reduction in current through it.

RGED P
T € (2 2L (conty - con 'j Emsinet  R1 %
("v “v)( ¢ ) |

| 111
el
|
!
|

o " A 4 b
(2] 2 - T 0 2 4 7 0 20 40 70 00

Fig. 11—Power coefficient versus wL/Rr with A
a® a parameter and 0y =30°,
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To obtain the power coefhicient curves for finite values
of A, i.c., when the rectifier is assumed to have finite
power losses, let y=Ryp/Ropr. Since Rr=R, 4R,

R, A
—=<1—--). (11)
RT y
For a value of 8,=0, Ropr=wl/2.4 (Fig. 9), then
wl 2.4 (12
= . _)
RT y

In order to complete the family of curves of wl/Ry
versus £ for different values of X, equation (12) can he
used to obtain the values of y for the different vahies
of wL/Rr and then substituted in equation (11) to
obtain Rp/Ryr. The value of £ can then be obtained as a
function of wL/Ry with different parametric values of A
by using equation (10a). This has been done in Fig. 10.

The same procedure outlined above can be used to ob-
tain a different set of curves for any value of 6. Fig. 11
is plotted for a value of ;=30 degrees.

R._sRe FOR OPTIMUM POWER
Ropt Ropt

LN
R .
8-0° (RECTIFIER RESISTANCE *R,)

o

2 -4
1 —4— — -
/’/ {
o | [ 1
0 =
L} 2 3 4 S 6
Ry
— —
Ropl

Fig. 12—A relationship hetween Ry and R, is obtained by a plot of
Rr/Roprr versus Kr/Ropr for optimum power into Ky with ¢ =0
and 6, =0,

Examination of Fig. 10 reveals several interesting
features:

a. The maximum power for wl./Rr=2.4 is obtained
at A=0 when 6,=0. The maximum power point de-
creases as A is increased.

b. Even for small values of A, i.c., for small vilues of
R., the reduction in power becomes appreciable. Tt is,
then, advantageous to have low power-loss rectifiers.

c¢. wl at saturation should be small in order to ob-
tain good power transfer. The graphs for other vahies of
0y are similar in nature and show the relative decrease in
power with increasing firing angle.

As wl. hbecomes smaller, approaching an idcal type of
magnetic material, the problem of matching becomes
one of standard circuit analvsis in which the internal
impedance of the source is the sum of the rectifier im-
pedance and the winding resistance, while the external
impedance is the load impedance. Thus as wl. becomes
small, K, should approach R, for optimum power-
transfer. However, if wl is not negligible, the relation-
ship between R and R, is more complex. From Fig. 10,
a relationship can be obtained between R, and R,.
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This relationship is shown in Fig. 12. Here R./Ropr is
plotted as a function of R,/Ropr. As R./Ropr becomes
large, then the circuit analysis mentioned above, in
which R, =R, for optimum power, is valid. However,
if R./Ropr is small, then the relationship between Ry,
and R, is not linear.

The instantaneous current as a function of wl./Rr and
0, for the assumption that the rectifier is an equivalent
constan! voltage is

a
i(1) J/,,. sin (4 — ;) + :|t (Rrlwlywt
' cos i

+ sin (wf — 0 + //,)( .(13)

cos

Note that wf is measured as shown in Fig. 5. 1f 0, =0,
then the same result is obtained as in equation (4).

A sct of power-cocflicient curves is obtained similar
to that for Fig. 7, except for the fact that the parameter
o would replace Ao Both ¢ and N are power-loss coeffi-
cients of the rectifier, but based on different assump
tions. The curves for 0; versus wlL /Ry with ¢ as the pu-
rameter and 8, =0, arc shown in Fig. 9. IFor other values
of 87, a new set of data and curves must be obtained,

The de power into Ky is expressed by

I /R, wl
P, - ) < )(1 — cos f, — af,)*
4wl \ Ry R,

,(:m’)
= (¢ 14
$7iwl ¥) (1)
where
R; wy,
&= )( ) (1 — cos 0; — af,)2.
Ry Ry

&' is a second “power cocfficient,”
Fig. 13 includes the curves and data obtained from
equation (14). Note that for =0 and A=0 in Figs. 10

60"' T T T T 77777 T T o 1
[ B R AL TS
L | Claatul
sol+—HH €ar L °R""“:)L .
‘ T 1 £ .(R_')(R—'-)(l-cosei-crei)
a0k b L | ] 810 R, -TOTAL RESISTANCE |

=== A

‘I ' L o

Lt 11 1 1311

[+X 4 710 2 4 7100 20 40 70100
wt .
R'

Kig. 13—Power cocticient versus wl. /Ry with o
as a parameter and 6, =1,

and 13 respectively, the curves are the same. In Iig. 13,
the optimum load does not seem to vary much with o.
However, even for small values of o, as was the case
with small values of N, the power available at the load
decreases rapidly.,

|
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These curves introduced in Parts I, II, and IIl do
not, by any means, represent analytic expressions for
output versus input power, as would be the ideal goal.
The curves were obtained by solving differential equa-
tions cmpirically, and, as such, represent “end-point”
design values, and serve to give a qualitative picture
of the operation and performance of the amplifiers.

IV. Gain AxD TiMeE REspoNsE CONSIDERATIONS

The gain of a magnetic amplifier can be expressed in
various ways. For the purposes of many applications,
the gain expressed as a power ratio is, therefore, the
desirable method.

Since 4 = I and 8, =f(4,), it can be seen that the out-
put of the amplifier is a function of the ampere-turns
in the control winding. The gain of a particular amplifier
depends basically upon the permeability of the core, in
that the greatest change in B, the flux density (u = B/H),
is desired for the smallest change in the control ampere-
turns. With high values of g, 0, is reached faster per
unit change in control current.

It is possible to obtain tremendous gains in an ampli-
ficr by putting a large number of turns to low resistance
in the control winding in order to obtain large values of
ampere-turns input without increasing the power dis-
sipation.

‘The gain can be increased without a theoretical limit
except for the fact that time response considerations must
be taken into account. It is also limited by practical
considerations of the core dimensions. The time constant
of a magnetic amplifier has many definitions. The most
commonly used one is that which defines the time con-
stant as the time for the output to reach 63 per cent of
the final value when a unit step voltage is applied to
the input.

Referring to the basic circuit, there are two sources for
time delay which affect the over-all time constant of the
amplifier. One source is the control winding. Since the
control winding is inductive, there will be the time
delay normally associated with such an R-L circuit.

If, as postulated previously, the number of turns of
the control winding were increased to obtain more
ampere-turns, the time constant would also increase
proportionally. If the total time delay in the amplifier
were produced by the control winding, then the figure
of merit A (also called performance factor, A =gain/time
constant) would be a constant. It is evident also that
by adding external resistance to the control winding, the
time response is improved, but the gain is decreased,
thus keeping the figure of merit a constant.

The second source of time delay is in the core and
main circuit itself.*1? The time delays due to the out-
put circuit of the magnetic amplifier have not been

% [). W. Ver Planck, I.. A. Finzi, and D. C. Beaumariage, “Anal-
ysis of transients in magnetic amplifiers,” December 1949 AIEE
Technical Pager 50-76.

1 HLF, Storm, “Some fundamentals of D-C controlled reactors
with resistive loads,” Trans. AIEE,, vol. LXVIIIL; 1949 (AIEE
I'echnical Paper 49-55).
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studied here in great detail but have been measured
experimentally and found to be a function of the various
parameters already discussed—the capacitance across
the load, E.., 1:/1s, and the type of circuit used.

These time delays have been measured to be approxi-
mately 0.001 to 0.0035 second (with a 400-cycle carrier),
depending upon the conditions of operation. Thus, if for
a particular amplifier, a curve of A as a function of the
gain or time constant was plotted by varying the con-
trol-circuit resistance, a curve as shown in Fig. 14

30 T T
BEL
2.5 — — —1 T4+t
- 1 T
z | i
.4
20— SOLID GORE
z 10 x A
[=3
© |
g
: I
<
4 |
F Lo—+ b=
o |
. l |
8fF— T‘ 7
| |

001 : o 3
TIME CONSTANT - SECONOS

Fig. 14—Performance factor 4 versus time constant for a gapless
core, and an equivalent El-type core, both of which were used
in a 400-cycle double-bridge circuit amplifier capable of 20-watts
output power.

would be obtained. At values of the time constant
greater than 0.01 second (4 cycles in 400 cycles), the
curve for a gapless-core amplifier is fairly flat, since the
input control-winding contributes most of the time
delay. At the lower values of the time constant, the
curve decreases due to the fact that the time delay in
the control winding approaches the output time con-
stant and the addition of resistance in the control wind-
ing does not affect the output time-delay. It is ini-
portant to consider the output time-delay when the
total time constant in this illustration approaches ap-
proximately 0.01 second.

If two stages are cascaded, the total input time-
constant is not the sum of the two, but slightly larger.
The difference between the sum of the time constants,
and the actual time constant is greatest when they are
equal. When three or more stages are cascaded, the
error in assuming additive time constants does not pro-
duce an error greater than the accuracy of the present
means of measurement.

If the figure of merit is assumed constant, there is a
distinct advantage in cascading stages of magnetic
amplifiers. The fact that the gains of cach stage are
multiplied and the time constants are approximately
added, provides the means for improving the over-all
figure of merit of a cascaded amplifier. Consider, for
example, amplifier stage 1 having time constant 11,
gain K, and figure of merit A,=K,/T,; and stage 2
having time constant 7%, gain K, and figure of merit

A;=K3/Ta
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The over-all figure of merit is
KK,
I+ Te
If Ty and 7y are equal, and K, and K, are cqual, the re-
sultant figure of merit is

Ay =

1\’12 Kl 1\’1 Kl
pp o KRR
2T, T\ 2 2

Thus, the figure of merit of the total amplifier is
greater than that of cach stage by a factor of K,/2.
However, an interesting point is evident when one con-
siders the cascading of many stages of amplification.
Since each stage has a minimum time delay (=1} cveles
out of 400) which is difficult to control, the cascading of
stages increases this total minimum time-delay, and
as a result may limit the practicability of cascading too
many stages.

There is much to be said about improving the time
response of amplifiers through the use of feedback.!
The experimental results indicate that for some types
of feedback through shaping networks, an improvement
in the figure of merit can be obtained.

V. Laymym Circuit ror DC ConTROL

The Lamm circuit shown in Fig. 15 is employed to
obtain full-wave operation and is a combination of two
basic circuits (Figs. 15(a) and 15(b) are different
schematic representations of the samc circuit.) Cores
1 and 2 operate on alternate hall cycles of a sinusoidal
supply voltage to produce a full-wave de voltage output
in a load, and the control windings are so arranged, as to
cause identical action in both cores. Qualitatively, the
circuit can be thought of as a full-wave bridge rectifier
with the cores in the two upper arms (IFig. 15(b). Since

' A. O. Black, “Effect of core material on magnetic amplifier de-
sign,” Proc. Nat. Elect Conf., vol. IV, pp 427-435; November, 1948.
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the action of the reactors is such as to fire during dif-
ferent portions of the applied line voltage, the cores can
be considered as variable switches controlled by a sig-
nal in the control winding. The output de voltage in the
load is a function of the conduction period of the cores.

In most applications, it is desirable to have balanced
amplifiers wherein the net output is zero for zero input
signal. Fig. 16(b) shows two scctions of a Lamm circuit
so arranged that the currents in both loads act in an
opposite sense when a control signal is applied, i.c.,
while cach half of the balanced eircuit is structurally
identical, the control winding is arranged to affect
cores 3 and 4 in an opposite sense to that of cores 1
and 2. A control signal which Hlows through the control
winding will cause an effective, positive control signal

in cores 1 and 2, and an effective, negative control
(a) CONTROL WINDING

+9 |

— <20
-2b

<40
~4b

CORE 3 CORE 4

_ CORE 2

e ——8

- - -

LOAD CURRENT
CONTROL WINDING

LOAD CURRENT *| _l

Fig. 16—Lamm circuit with dc control.

(b)

!

CONTROL
WINDING

Fig. 15—Single-ended Lamm circuit.
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signal in cores 3 and 4. At zero control current, each
load current is equal. This type of balanced amplifier
is useful in those devices which operate on net ampere
turns, such as relays, magnetic amplifier stages, and
dc motors with split fields.

Fig. 16(a) is a sketch of a balanced Lamm circuit with
a double-core construction using three-legged lamina-
tions. The control winding can be seen to encompass
both three-legged cores. The direction of the flux for
each half-cycle is shown by the arrows: single arrows
correspond to operation during the positive part of the
cvele and double arrows to operation during the nega-
tive cycle. Legs numbered 1 and 2 are equivalent to
cores numbered 1 and 2 in Fig. 16(b).

Considering the flux produced by the power windings
on the outside legs of the cores with no control signal
applied, that flux in the center leg due to the power
windings in the upper core is similar in form to a full-
wave rectified sinusoidal voltage. This flux does not con-
tain the fundamental frequency, but is rich in second
harmonics. In the lower core, the windings are so placed
that the direction of the flux in the center leg is oppositc
to that in the upper core. Since the control winding en-
compasses both center legs, the net voltage induced in
the control winding is zero.

The complete cancellations of the even and odd har-
monics in the control winding depends upon the uni-
formity of the cores and windings. With a control signal,
it is possible to have even harmonics in the control
winding due to the unequal currents flowing in the
power windings of the upper and lower cores. When a
control signal is applied, as shown in Fig. 16 the mm{
due to this signal aids the power flux in the upper core
which is equivalent to cores 1 and 2, and opposes the
power flux in the lower core which is equivalent to
cores 3 and 4. This action is reversed if the sense of the
de control signal is reversed.

Note: The windings on the core structure and diagram
are numbered Lo enable the tracing of the flux paths as
indicaled.

VI. Lamm Circult For AC CoNTROL

In the amplifier previously discussed, the control
signal was a dc signal which produced a dc mmf in the
core. By rearranging the coils of the Lamm circuit, the
same core structure can be made to operate with an
ac control signal. The arrangement of the coils for ac
control operation is shown in Fig. 17 where coils 1 and
4, and coils 2 and 3 act in the same manner respectively.
The flux directions due to the power coils are shown as
before, the single arrows representing the flux due
to the positive half-cycle of the line supply, and the
double arrows representing the flux due to the negative
half-cycle.

The mmf due to the positive half-cycle of the control
signal aids the flux in coil 2 and opposes the flux in coil
4. It has no effect in coils 1 and 3 since the coils are not
conducting during the positive half-cycle. During the
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Fig. 17—Lamm circuit with ac control.

negative half-cycle, the control aids coil 3 and opposes
coil 1. Coils 2 and 4 are not affected since they are not
conducting. Thus coils 1 and 4 respond to the same
direction of signal current while 2 and 3 respond to the
opposite direction. The pairs of coils are connected as
shown in the schematic of the circuit (Fig. 17).
The control signal should be at the correct phase for
proper operation. If the control signal were 90 degrees
out of the correct phase, the amplifier would not respond
to any control voltage. The circuit arrangement can be
used to advantage in applications where the control
signal has the same frequency as the line voltage.

VII. DouBLE-BRIDGE CIRCUIT

In many applications, it is desirable to have the cur-
rent in the load in ac form. The amplifier required for
this application, therefore, must of necessity be a bal-
anced ac output type.

|

[ CONTROL

WINDING
CORE |
| —_— -
]
12
i mrm—
j??? CORE 2

Fig. 18 —AC full-wave single-ended circuit.
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Consider first the combination shown in Fig. 18.
The current in each reactor core is that obtained from




1018

the basic circuit, as shown in Fig. 5. Although dc flows
in cores 1 and 2, the current in Ry can be considered to
be ac although rich in harmonic content. It is to be
noted that at zero control current there is a current
through R;. It is evident that although the output of
the circuit of Fig. 18 varies with input signal, there is
no reversal of output, either in phase or magnitude, as
the input goes through zero.

CORE |

ow—2EmSINwt —-.T
EmSINwt |EmSINw?

Fig. 19—AC bridge circuit.

In order to obtain a balanced amplier, the circuit of
Fig. 19 is used. Each half of Fig. 19 is the same as Fig.
18 except for the fact that the supply voltage is derived
from one-half of a center-tapped choke or transformer.
The current through R from each half of the circuit
is ac. However, due to the fact that the voltage sup-
plies to circuits A4 and B are derived from a center-
tapped choke, the voltages in circuits A and B are 180
degrees out of phase. The currents in circuits 4 and B,
are also 180 degrees out of phase. The net voltage
across Ry is therefore zero when the control current is
zero, and thus 8, and 6, for all the cores are identical.

If now the control windings of cores 1 and 2, and
cores 3 and 4 are so arranged that, for the same control

(a)
CONTROL WINDING
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signal, 6, in cores 1 and 2 is increased and 6, in cores 3
and 4 is decreased, a net current will flow in R.. If the
signal is reversed, 8, in cores 1 and 2 is decreased and 6,
in cores 3 and 4 is increased, and the output current in
R is reversed in phase.

It is necessary to use a center-tapped choke or trans-
former in this circuit to obtain the above operation. If
now the choke is replaced by another set of reactors
as shown in Fig. 20(b), the double-bridge circuit is oh-
tained. The additional reactor windings together with
the previous windings form a full-bridge circuit. The
control signal now acts to vary 8, in cores 1 and 2, in
the same sense, and 6, in cores 3 and 4 in the opposite
sense. Thus opposite arms of the bridge are influenced
in the same manner by the control signal. It is also
possible and practical to wind the additional winding
3(c) on the same leg as 3 and 4(c) on the same leg as 4,
since they respond to a control signal in a similar
manner. This is also true of windings 1(c) and 2(c) and
1 and 2 respectively. Thus no additional cores are
necded besides those shown in the circuit of Fig. 19.

Asin the case of the LLamm circuit, the double-bridge
circuit can be used with the double-core construction
shown in Fig. 20. Each outside leg of the cores has two
windings. The flux paths in the cores are shown as single
and double arrows. The dc¢ control signal, as before,
aids the power flux in the upper core and opposes the
flux in the lower core. The windings are arranged so as
to unbalance the bridge when a control signal is ap-
plied. The fundamental and harmonic voltage in the
control winding are also cancelled as in the case of the
[.amm circuit.

VI ArprLicATIONS TO SERVO SYSTEMS

Any servo system consists of an error detecting de-
vice, an amplifier, and a motor or prime driver of some
sort. In designing an amplifier for a particular svstem,

(b)

Pl

Fig. 20—AC double-bridge circuit with core construction.
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the detailed characteristics of each of the components
must be known. Since the magnetic amplifier is an im-
pendace-sensitive device, the impedance of the motor
must be known in detail. In addition, since the amplifier
responds to ampere turns into the control winding, it
is necessary to know the detailed characteristics of the
error measuring device.

Error Measuring Device

The error measuring device, such as a synchro, mag-
netic or air-core pickoff, or potentiometer can usually be
considered as a generator in series with some internal
impedance. As discussed previously, the general idea is
to match the input winding impedance of the amplifier
to this internal impedance to obtain maximum power
transfer, provided a swamping resistor is not used,

In the case of potentiometers, it is most advantageous
to use a dc type input amplifier. This requires dc volt-
ages on the potentiometer, but eliminates a demodu-
lator. It is also conceivable that in some applications, it
mav be desirable to use ac excitation on the potentio-
meters in combination with either a demodulator and
dc control amplifier or with just an ac control amplifier.
In any case, the choice of a particular combination will
usually depend upon (a) the performance or efficiency
of the demodulator in conjunction with the signal de-
vice, (b) the performance factor or figure of merit 4
of the dc control amplifier and the ac control amplifier,
and (c¢) system considerations. ‘

Output Matching to Load

In designing the amplifier output stage, it is neces-
sary to make certain that the stage is stable over the
range of impedance variation of the load which is
usually a motor in servo applications. In addition to
stability, it is also necessary to properly match the load
to the amplifier output stage with a matching trans-
former if the impedances are not originally matched,
The point at which it is desirable to make the im-
pedance match, for power considerations, depends upon
the servo requirements. It is sometimes desirable to
obtain maximum sensitivity about the null in position-
ing-type servos, whereas in certain tracking servos, it
may be desirable to obtain maximum power at some
point away from the null.

It is of interest to note that a motor with a fairly con-
stant impedance versus applied-voltage relationship is
desirable in these applications.

The Amplifier

As in the case of electronic servo amplifiers, the gain
requirement is determined by the system constants.
However, the additional problem of time delay in the
magnetic amplifier increases the design problems. The
gain requirement is determined by the available signal
power in the error-measuring device and the power
necessary to properly drive the motor. The procedure
can be more easily explained by an example.
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Consider a servo loop consisting of a motor driving a
miniature synchro through a gear train. The control
field of the motor must receive 20 watts from the ampli-
fier for one degree of rotation of the miniature synchro.
By measurement, the signal power available for one
degree movement of the synchro is approximately 100
microwatts of ac power. If a demodulator is used, the
efficiency of conversion of ac to dc power is about 25
per cent. The power gain required is, therefore,

20
G = = 0.8 X 108,
25 X 108

The time response requirement is also a function of
the system. The largest time constant permissible is ap-
proximately 0.025 second or 10 cycles out of a 400-cycle
supply. The required performance factor is, therefore,

G 0.8 X 108
- = 3.2 X 107 sec”!.
T 0.025

=y

Since a good amplifier stage using a gapless core has a
value of A which is approximately 10® second™!, it is
evident that at least two stages must be used in even
this borderline case.

If the time responses are distributed equally in a two-
stage amplifier, and if the values of 4 for EI-type cores
obtainable for Lamm and double-bridge circuits are
used, then

A (Lamm circuit) =5X10* sec™

A (Bridge circuit) =10° sec ™!

Required 1 for total amplifier =0.025 second

Required T for preamplifier = 0.0125 second

Required T for output stage =0.0125 second

Gain of preamplifier = (0.0125)(5 X10%) = 0.0625 X 10*
=625

Gain of output stage = (0.0125)(10°) =1250

Total gain of amplifier =Gr= (626)(1250) = 7.8 X 10°

Total value of A =Ar=Gr/T=7.8X10°/0.025=3.12
X107 sec™!.

I'hus, the resultant value of the performance factor
obtainable from this two-stage amplifier is just about
the value required for the amplifier under discussion. In
addition, the fact that Ar is not actually constant was
not taken into account. Also, perfect matching was as-
sumed between the preamplifier and output stage.
IFaced with this preanalysis, the designer would cither
use a three-stage amplifier or else use a gapless-core type
of preamplifier. Using the gapless-core type would in-
crease the gain by a factor of 10 in each stage and there-
forec meet the requirements with a reasonable safety
factor. If EI-type cores were desired, then a third stage
would almost be necessary for a proper design. In all,
the safety factor necessary for a complete amplifier may
e as large as 5 or 10. In cases where negative feedback
is used, a larger safety factor must be considered.

Once the required amplifier is obtained, it is necessary
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to consider means of stabilizing the servo system. Many
of the methods used in electronic servos do not lend
themselves to use in this application because low-im-
pedance circuits are prevalent in magnetic amplifiers.
The several methods which can be used for stabilization
of the magnetic amplifier servo system are:

a. Use of velocity or acceleration dampers on the motor.
With this type of stabilizer, no additional circuitry is
necessary in the amplifier. To use an acceleration
damper which has no velocity error, the servo amplifier
should have no greater time delay than 10 cycles out of
400. When using a velocity damper, the amplifier time
delay may be as high as 15 to 20 cycles out of 400. Use
of the velocity damper decreases the maximum speed of
the motor.

b. Use of a generator or tachometer feedback. The use of
a velocity signal is very similar to the use of a velocity
damper except that the maximum speed of the motor is
not decreased, and a regular motor can be used. The de-
lay of the amplifier can be as large as 12 to 15 cycles.

c. Use of a velocity generator, but with the output dif-
ferentiated. This is equivalent to the use of the accelera-
tion damper. The delay of the amplifier can only be as
high as 8 cycles out of 400.

d. Use of rate circuits on error signal. This type of
stabilization is similar to that used in electronic servos
in which networks are employed to obtain control func-
tions. For this type of stabilization, the amplifier should
have no greater time delay than 4 or 5 cycles out of 400.

PROCEEDINGS OF TIIE I.R.E.
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Also, a loss in gain through the control network of about
10 should be expected.

e. Use of feedback in conjunction with networks. This
type of stabilization is possible and has been made to
work. However, it is difficult to control the feedback for
a uniformity of response. At the present time, this type
of stabilization is under development.

f. Usc of any combination of the above five methods.
By combining two or more of the above, a realization of
the time response and gain requirement may be possible.
This method depends a great deal upon experimental
technique.

CONCLUSION

The magnetic amplifier in its present stage of develop-
ment can by no means be said directly to replace the
electronic amplifier. There are advantages and disad-
vantages associated with each application of a magnetic
amplifier The determining factor in the choice of elec-
tronic or magnetic amplification will depend upon the
over-all performance and operation requirements of the
entire project. Table I is a qualitative comparison of
magnetic and clectronic amplifiers as applied to a low-
level (maximum of 50 watts) servo system.
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TABLE |
Qualitative comparison of magnetic and electronic amplifiers as applied to a low-level (muximum of 50 walls) servo system.

Magnetic Amplifier

Electronic Amplifier Magnetic Amplifier

1. 1t is possible to obtain as
high a gain as necessary without
an appreciable delay.

2. The amplifier can be made
as stable as desired by appro-
priate feedback networks. Any
loss in gain can easily be made
up by the addition of a stage of
amplification without any time
delay.

3. Components and vacuum
tubes can be obtained to with-
in published tolerances.

4. The electronic amplifier al-
ways has a better figure of
merit, i.e., gain/time constant.

5. Thesize of an amplifier can
be made quite small.

1. The gain-per-unit-time re-
sponse is fixed. The time re-
sponse is not negligible and it
increases or decreases as the gain
is increased or decreased.

2. Stability is a serious prob-
lem. Since the gain/time con-
stant is fixed, any type feed-
back used reduces. the gain. The
loss in gain can be made up by
an additional stage but with an
increase in the minimum delay.

3. The rectifiers and magnetic
cores have so far been unob-
tainable to within standard
small tolerances. Differences of
1 100 per cent in magnetic core
properties are not uncommon.

4. The magnetic amplifier al-
ways has an inferior figure of
merit as compared to the elec-
tronic amplifier.

5. The size of an equivalent
magnetic amplifier is generally
greater than the electronic am-

|
|

|
|
|

6. The weight of clectronic
amplifiers can be comparatively
small,

7. Thelife of the amplifier de-
pends upon the life of the vac-
uum tubes. The standard life is
about 3,000 hours.

8. The electronic amplifier is
sensitive to shock because of
vacuum tubes.

9. The electronic amplifier is
very versatile in its application.

10. The warm-up time is usu-
ally several minutes.

11. Stand-by power is almost
as much as full-load power. The
heating effect is constant.

6. The weight of equivalent
magnetic amplifiers is generally
greater than the electronic am-
plitiers.

1. 'The life of a magnetic am-
plifier system depends upon the
rectifier and reactor components.
Fhe reactor has the same life as
a transformer, while the recti-
fiers should have a life of about
20,000 hours.

8. The . magnetic amplifier
should be insensitive to shock.

. 9. The magnetic amplifier is
limited in its versatility, but has
the one advantage of being able
to add multiple signals easily,

10. Operation is instantane-
ous, 1.¢., within several cycles of
the carrier frequency.

11. The stand-by power is low
compared to the full-load power.,
There is no filament and power-
supply power. The heating
effect is proportional to the duty
cycle of the servo system.
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Amplitude and Phase Measurements
on Loudspeaker Cones”
MURLAN S. CORRINGTONY, SENIOR MEMBER, IRE, AND MARSHALL C. KIDDf,

[ This paper is published with the approval of the IRE Professional Group on Audio, and has
Deen secured through the co-operation of that Group.—The Editor.

Summary—Amplitude and phase measurements have been made
of the mechanical motion of different points on the cone diaphragm
for various critical frequencies. From these the cause of various peaks
and dips in the sound-pressure curve can be determined. Such in-
formation is helpful when making changes to improve the cone de-
sign.

INTRODUCTION

OUDSI’PEAKER cones are usually designed by
L means of experimental processes. When a new
speaker is to be developed for producing a particu-
lar frequency response, it is customary to start with a
cone of approximately the desired properties and to mod-
ify the shape and paper stock systematically until the re-
sponse is as close as possible to the desired curve. After
this is done, it often happens that there is still some-
thing undesirable about the frequency response which is
very ditficult to correct. We have found that if careful
measurements are made of the amplitude and phase of
the various parts of the vibrating cone, it becomes pos-
sible to visualize the actual mode of vibration leading to
the undesired peak or dip in the sound pressure output.
This paper will describe some laboratory equipment that
can be used to make these measurements, and will show
how the results can be used to improve the design of
the cone.

A FairLy ComMoN ERROR

Many acoustical engineers believe that if a small
microphone probe is placed close to a vibrating mem-
brane, the sound-pressure variations which are picked
up at the tip of the probe will correspond to the actual
vibration of the membrane at the point. The theory is
as shown by Fig. 1. Let the small area dS on the inner
surface of the cone vibrate sinusoidally with a normal
velocity uo. Then the radiation pressure at a point P
separated from dS by a distance k is as shown by (1)
in the caption to Fig. 1. It should be noted that the
quantity k occurs in the denominator. It has been
argued in the literature that if & is very small the con-
tribution to the total pressure due to dS will be much
greater than that due to the rest of the cone; and there-

* Decimal classification: R265.2. Original manuscript reccived
by the Institute, April 5, 1951. Presented, 1951 IRE National Con-
vention, March 22, 1951, New York, N. Y.

t RCA Victor Division, Radio Corporation of America, Camden,

N. J.

— S = — A

fore, the output of the microphone should be a measure
of the motion of dS.

In actual practice, when working inside a loudspeaker
cone, this relation does not hold. Even though the dis-
tance k for dS is very small, the area of the rest of the

P

Fig. 1—Radiation pressure at point P due to element of area dS
dp= —i(ovuodS/h)e+*ev
o =density of air
v=frequency
uo=velocity of dS
c=velocity of sound
k=2mv/c.

cone is large in comparison to dS that even though
i becomes much greater the contribution to the result-
ant sound pressure due to the larger area, is much
greater than that from the element of area dS.

The curves of Fig. 2 show the phase shift between the
current in the voice coil and the sound pressure near
the apex of the cone, as measured with a small micro-
phone probe. The cone was 4 inches in diameter with

DEGREES OF LAG

g+ il 14
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CYCLES PER SECOND
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Fig. 2—Phase shift between current in voice coil and
sound pressure at center of cone.

an included angle of 118 degrees. At low frequencies,
around 100 cps, the sound pressure causes the force on
the voice coil to lag by approximately 180 degrees, as
shown. At 500 cps the lag is one complete cycle. At 1,900
cps the sound pressure at the apex is 2 cycles behind, at
3,800 cps it is 3 cycles behind, and at 7,400 cps it is
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5 cycles behind. Since the voice coil form is only about
# inch long and since the speaker response drops off
rapidly when the voice coil form becomes a quarter-
wave transmission line, it is obvious that this curve of
degrees of lag has no relation whatever to the actual
motion of the cone near the apex. For this reason, the
study with the microphone probe was abandoned in
favor of the system shown by Fig. 3.

Coax1aL
CABLE FROM
PROBE \

AKER
LOUDSE AnE FREQUENC v ELECTRONIC
==l MODULATED Y PHASE
0SCILLATOR e METER

po iy
~SMALL RESISTOR I

Fig. 3—Capacitor probe circuit.

MEASUREMENT OF AMPLITUDE AND PPHasik or THE CoN

The inner surface of the loudspcaker cone is coated
with a thin layer of flexible conducting paint. The paint
film is made so thin that there is no noticeable change in
the sound-pressure response. A capacitor probe is placed
near the cone surface so that the cone motion causes
capacitance variations across the probe. A coaxial cable
connects the probe to an oscillator tank circuit. As the
capacitance varies, the oscillator is frequency modu-
lated in step with the cone motion. The oscillator out-
put is fed into a frequency discriminator to produce a
demodulated wave, which represents the cone motion at
the probe. This wave is fed into one terminal of the
electronic phase meter.,

In order to provide a constant and reliable reference
for the phase mcasurements, the voice-coil current is
used for comparison. A small resistor is placed in series
with the coil, and thus the voltage drop corresponds to
the current through the coil and, likewise, to the force on
the coil due to the magnetic field, To find the relative
phase between two parts of the cone, it is merely nece-
essary to measure the motion of each one with respect
to the voice coil and to subtract the two results. This
method also corrects for phase shifts in the discrimi-
nator and amplitiers.

- COAxiaL  CABLE

CAPACITOR PROBE

B LOUOSPEAKER CONE
WITH THIN COATING
OF CONDUCTING PAINT

Fig. 4—Capacitor probe details.

The details of the probe are shown by Fig. 4. The
diameter of the cable is | inch, and the two plates cover
an area about 3/16 inch square. The motion of the coat-
ing on the cone surface causes capacitance variations in
proportion to the motion.

The amplitude measurements are calibrated by oper-
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ating the loudspeaker at a low frequency so that the
cone is moving as a piston at a fixed level. The probe is
adjusted to be near the paper, and the gain of the fol-
lowing amplifier is adjusted to give the required output
voltage. The actual motion at another frequeney is thus
referred to the calibration point. It is not necessary to
set the levels tor the phase measurements since the
limiters in the phase meter eliminate variations due to

changing amphtudes.
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Fig. 5—Frequency respouse of loud speaker RIZ1050-9

APPLICATION To AN 8-INCH LLoubsriaAKER

One of our speakers that had heen developed experi-
mentally had the frequeney response shown by Iig. 5.
It was desired to eliminate the peak near 920 cveles and
the hole just past 1,000 cveles. The probe was used to
measure the amplitude and phase of the apex of the
cone when constint voltage was applied to the voice
coil. The results are shown by Fig. 6. Because the voice-
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Fig. o— Amplitude and phase of apex of 8-inch cone.

coil voltage is proportional to the velocity of motion
of the coil in the magnetic hiceld, it is cvi(lc'nt that con-
stant voltage tends to give a constant velocity to the
cone, and the amplitude will, therefore, fall off at 6
decibels per octave with increasing frequency. Although
there is a hole in the response on either side of 950 cps,
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it is evident that the apex amplitude is not above nor-
mal. The phase variations are just what might be ex-
pected; as the system falls off at 6 decibels per octave,
the phase angle lags approximately 90 degrees through-
out the range. Each peak of amplitude corresponds to a
rapid increase in phase, as is expected from the well-
known relations between the amplitude and phase of
such a system.

Since the cause of the trouble was not near the apex,
the cone rim was examined next. The amplitude and
phase curves for the cone rim are as shown by Fig. 7.
This corrugation is oscillating violently at 950 cps, with
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Fig. 7—Cone-rim amplitude and phase, 8-inch cone.

an amplitude at least 14 decibels higher than for fre-
quencies slightly higher or lower. Since the cone rim
has a fairly large area and a large amplitude, it causes
considerable sound-pressure output near 950 cycles.
The motion of the entire cone was examined at 950
cps to sce whether the violent rim resonance produced
the peak in response. As shown by the curves of Fig. 8,
the amplitude and phase of the cone motion change

considerably along a radius. The apex amplitude was
270 o
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Fig. 8 - Amplitude and phase curves along a radius

fairty small, but the central portion of the cone had a
large amplitude. There was a node near the cone diam-
eter, and the rim amplitude was large and 180 degrees
out of phase, with respect to the central part of the cone.
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The sound output from the rim canceled part of the
sound output from the rest of the cone; however, be-
cause the area of the cone was so large, the net result
was a peak in output.

When the frequency was increased to 1,100 cycles per
second, the rim and cone body were somewhat off
resonance, as proved by Figs. 6 and 7. As a result, both
amplitudes were reduced, as shown by Fig. 8. The two
oscillations were still approximately 180 degrees out of
phase over most of the cone, and there was some evi-
dence of two radial nodes at this frequency. Conse-
quently, the sound pressure developed by the rim can-
celed a considerable part of that developed by the cone,
resulting in a hole, about 8 decibels deep, in the sound-
pressure curve, as seen in Fig. 5.

These relations are not so simple as they may appear
at first glance. The sound pressure at a point in front
of the cone is proportional to the integral of the sound
pressure generated by each element of the cone, cor-
rected for the phase shift along the cone and for the
time required for the sound to be transmitted from the
clemental area to the point, in accord with (1).

Since a felted paper cone is not homogeneous and
may not be completely symmetrical, the curves of Fig. 8
will be somewhat different along other radii. At certain
frequencies, radial modes will also modify tke ampli-
tudes considerably. Additional information can be ob-
tained by using lycopodium powder on the cone to
produce dust patterns.

DESIGN OF THE RiM

Examination of the cone rim, shown by Fig. 9, shows
that the edge of the cone has a large radius (0.156 inch).
As the cone moves along its axis, the paper tends to roll
around this curve, and this excites the following 0.094-
inch corrugation into violent oscillation at its resonant

o RIM THICKNESS + 010 IN
32 o
o 156/
t | }osg® (| »
‘.
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o63f(z) I 7780
67780
= 73430
Fig. 9—Rim of 8-inch speaker.

frequency. It is evident that the cone rim and corruga-
tion should bec much narrower to reduce the radiating
arca, and the radius of the cone rim should be much less.

It is sometimes difficult to decide which part of the
irregularity in the sound-pressure curve is due to this
rim and cone resonance. In most speakers used in com-
mercial radio and television equipment, the effect occurs
hetween 900 and 1,500 cps and usually consists of a
peak followed by a hole. In heavy 15-inch woofers the
effect may occur as low as 500 cps. If a sine wave 1s
applied to the speaker at this frequency, the violent
oscillation can be observed by touching the rim of the
cone with the tip of a lead pencil. A sharp buzz will be
heard at the resonant frequency.
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If the space between the cone rim and the cone hous-
ing is packed full of cotton, this oscillation will be
damped greatly, as shown by Fig. 10. The peak and
hole are much reduced. Because the rim is stiffer than
before, the low-frequency resonance occurs at a slightly
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Fig. 10—Effect of cotton backing on sound pressure and impedance.

higher frequency, as shown. It should be noted that rim
resonance always causes a small peak in the impedance
curve, and this will help identify the effect as it is the
first irregularity after the low-frequency resonance. The
addition of cotton is not intended to cure the trouble,
but it is merely a test to show what the improvement
will be if the rim is properly designed.

When the cone rim is narrow and has small radii, the
radiating area is reduced and the amplitude of oscilla-
tion does not build up to large values. The disadvantage
is that the rim may become nonlinear at low frequencies,
and the rim may crack at the corrugations when used
at high levels, These difficulties can be overcome by
felting the rim with a soft paper stock and by adding
certain compounds to produce a tough paper having
internal friction between the paper fibers. This friction
will help to damp out the resonances.
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Fig. 11—Cone-rim details,

One of our early models of a 15-inch loudspeaker had
a rim and roll, as shown by the upper part of Fig. 11.
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at 2,150 cps and is followed by
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The rim had an unusually large radius (0.500 inch}, and
the rim effect caused a peak in response followed by a
wide hole. When the rim was redesigned in accord with
the lower part of Fig. 11, the response was considerably
improved, as shown by Fig. 12. There is still a small can-
cellation at 720 cycles, but the curve is much smoother

than before.

IN DECIBELS
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Fig. 12—Vuriation of sound-pressure response with rim design.

If a rim is miade of a very soft, nonresonant material,
such as goat-skin, the rim resonance is nearly elimin-
ated. Fig. 13 shows the frequency response of a 10-inch
loudspeaker with a leather edge. The curve is quite
smooth throughout the range which is usually irregular,
due to rim effects.
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Fig. 13 Sound-pressure and impedance curves for
10-inch leather-edge speaker.

Hicner-Ornieg REsoNANCES

Examination of Fig. 5 shows that the next peak occurs
a hole at 2,800 cps. A
small peak in the impedance curve occurs at each of
these frequencies, indicating that the sound-pressure
variations are caused by resonances in the cone. Fig. 14
shows the radial amplitude and phase curves at 2,150

cps. The phase shift from the apex to the cone diameter

is 180 degrees, and a circular node occurs at a radial dis-
tance of 1.4 as well as at the cone diameter. The portion
of the cone near the apex is in phase with the cone

rim, but the part of the cone from 1.4 to 2.7 is out of
phase with the rest. Because of the large amplitude of
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the cone motion, the result is a peak in the sound-pres-
sure curve.
The next resonance occurs at 2,800 cps, and the ampli-
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Fig. 14—Amplitude and phase curves along a radius.

tude and phase curves are shown by Fig. 15. There are
circular nodes at radial distances of 1.0, 2.0, and 2.8.
The phase shift along the radius is somewhat irregular
near the apex, but alternate sections of the cone come
in and out of phase. The radiation from the alternate
regions tends to cancel out in the resulting sound pres-
sure, and the result is a hole in the response. Each higher
peak and hole in the sound-pressure curve corresponds
to a similar type of resonance, but, however, with more
circular nodes.
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Fig. 15—Amplitude and phase curves along a radius.

AVERAGE VELOCITY IN THE CONE

If the average radial velocity of transverse wave
propagation in a cone is defined as the distance between
the apex and the cone diameter divided by the number
of wavelengths in that distance, multiplied by the fre-
quency in cycles per second, the measured results are
as shown by Fig. 16. For low frequencies the cone be-
haves as a piston with all parts in phase so that the
average transverse velocity can be considered in-
finite. At higher frequencies the average velocity
varies, as shown. It decreases uniformly beyond 1,800
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cps and approaches a limiting velocity, which is the
same as for a flat sheet of the same material. The phase
shift across the cone increases uniformly with frequency.
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Fig. 17—Phase shift along radius.

The total phase shift along the cone increases fairly
uniformly with the distance from the apex, as shown
by Fig. 17. There are a few irregularities at certain fre-
quencies, but in general the phase shift increases uni-
formly with frequency.
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Fig. 18—Sound pressure and distortion curves.

If the methods described are carried further by
analyzing other higher modes, the major peaks and dips
in the curve can be interpreted, as shown by Fig. 18,
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This drawing also shows the variation of distortion with
frequency for the same cone. At an applied frequency of
one-half the rim resonance, the rim is excited and pro-
duces a peak in the distortion curve. Likewise, when
the frequency is one-half of the next resonance (2,150
cps), a second peak occurs. There is a peak in distortion
corresponding to each resonance in the cone, except that
the one for the resonance at 1\ is apparently missing.
The large amplitudes of motion of the cone, at a
resonant frequency, lead to nonlinear effects and result-
ing increases in distortion.

APPLICATIONS TO OTHER 1.OUDSPEAKERS

The curves of Fig. 19 show that the performance of
this 4-inch loud-speaker is very similar to that of the
8-inch cone already described. The irregularities in
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Fig. 19—Frequency response of 4-inch loudspeaker.
the two curves occur at higher frequencies than for an

8-inch cone but are similar otherwise. Each peak in
sound pressure coincides with a smal peak in the voice-

coil impedance.
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When a heavy 15-inch woofer was analyzed, the re-
sults were as shown by Fig. 20. The peaks and dipsin
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sound pressure follow the same pattern as before. It s
thus evident that the irregularities in the impedance
curve are very uscful tools for identifying the various
resonant modes. These variations in impedance can be
made much larger by using a Wheatstone bridge circuit
and a duplicate voice coil to balance out the rising
clectrical impedance. The unbalance then is a measure
of the electrical equivalent of the motional impedance.

CONCI.USIONS

The illustrations shown are merely a few examples of
how this equipment can be used to improve the design
of loudspeakers. It has also been used to locate causes of
distortion at certain frequencies. Sometimes it is pos-
sible to isolate small areas of the cone that put out al-
most pure sccond harmonic because of “oilcan” action.
In other cases it has been found that the cone rocks
back and forth because of an eccentric pole piece or be-
cause of dissymmetries in the cone itself. The equipment
is a very useful tool for testing the various parts of the
cone. Once the physical picture of the motion is ob-
tained, it is usually possible to correct the difficulty.
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Radio Relay Design Data 60 to 600 MC”

RICHARD GUENTHER{, MEMBER, IRE

Summary—This paper presents general design data for a com-
plete radio relay transmission system. All parameters are shown in
graphs either as gain or attenuation figures (decibels). From these
figures, either a level diagram may be plotted or the final signal-to-
noise ratio may be obtained by simple addition or subtraction of the
respective parameters.

In order to get realistic figures for various modulation systems, a
new parameter has been defined which accounts for the deficiency
of the demodulator. Numerical examples are presented to show the
convenience in practical use.

I. INTRODUCTION
RM)[O RELAY circuits today represent an in-

dispensable link in electrical communication net-

works. The requirements are generally the same
as for wire and cable systems within the same network.
It is, therefore, desirable to adapt the design data to
the common standards in communication circuits. This
paper will present all parameters involved in such a
manner that communication engineers are enabled to
determine the transmission characteristics of each voice
channel without specific experience in ratio techniques.
For this purpose a level diagram is used to show the
signal and noise level in different portions of the system,
a procedure commonly used in communication circuits
(Fig. 1). By this mecans, the necessary levels for in-

Fig. 1 Level diagram of a multichannel radio circuit.

tegration with wire systems may be read directly from
the level diagram. Transmitter power and receiver
noise will be given as ratios above 1 milliwatt. The
transmission characteristics of the radio circuit in-
cluding the antennas, radio path, transmission cables,
and wide-band gain of different modulation systems,
will be expressed in terms of attenuation or gain, which-
cver applies. By this mcans the design procedure is re-
duced to the addition and subtraction of the appropriate

* Decimal classification: R480. Original manuscript received
by the Institute, October 8, 1950; revised manuscript received,
March 19, 1951, P’resented, 1950 National IRE Convention, March
7, 1950, New York, N. Y

t Signal Corps Engineering Laboratories, Fort Monmouth, N. J.

parameters. The above-mentioned parameters are
shown in graphs over a wide range of the respective
variables to cover all practical needs. For multichannel
systems a correction factor is given to convert the figures
for the broad-band output into those for the single
voice channel.

In wide-band systems it is often overlooked that the
practical wide-band gain might be lower than the theo-
retical. This is caused by a reduced efficiency of the
demodulator due to a more or less inefficient detection
of the modulated signal. Therefore, a parameter is in-
troduced which represents the deficiency of the demodu-
lator. In connection with the theoretical wide-band gain
it vields the practical achieved af signal-to-noise.

II. TRANSMITTER

The output power of the transmitter expressed in
dbh above 1 mw is the starting point, as far as the signal
is concerned. After subtracting the attenuation of the
transmission line, the antenna gain is then added. The
resulting power physically represents the equivalent
power which, if applied to the reference dipole, produces
the same field strength in the main direction as the
transmitter power applied to the actual antenna.

III. PROPAGATION

In some cases, the free-space attenuation can be
used for a rough guess. For more realistic figures, the
propagation over a spherical earth of finite conductivity
has to be considered. Such calculations were carried out
by van der Pol and Bremmer!? assuming the earth as
a perfect sphere with uniform ground constants, sur-
rounded by a homogeneous atmosphere. Due to the
decrease in barometric pressure with increasing eleva-
tion, the coefficient of refraction generally decreases

according to
( 1108 78.5( n 48()()8) )
n—1) = -
T 2 /i

where

n=index of refraction

P =barometric pressure in millibars

T =absolute temperature

e =partial pressure of water vapor in millibars.

Under average atmospheric conditions (standard at-
mosphere) the gradient of the index of refraction be-
comes

' B, van der I'ol and H. Bremmer “The diffraction of electro-
magnetic waves from an electric point source round a finitely con-
ducting sphere, with applications to radio telegraphy and the theory
of the rainbow,” Phil. Mag., vol. 24, p. 141, Part I, July, 1937; also
p. 825, Part 11, November, 1937.

1 [, Bremmer, “Terrestrial Radio Waves,” Elsevier Publishing
Co., New York; 1949,
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In the case of constant average gradient of refractive
index it has been shown by several authors®® that the
problem of refraction may be reduced to a problem of
diffraction of waves around the earth with an effective
radius 4/3 times the actual earth’s radius, surrounded
by a homogenecous atmosphere. For numerical calcula-
tions Norton® has published a summary of all the theo-
retical work done in this direction, giving very useful
auxiliary charts to simplify the calculation of field
strength. A fairly complete set of graphs from 1.5 to
600 mc was presented by Pfister.” For the design of radio
relay circuits it is more practical to present the propaga-
tion characteristics as attenuation between two half-
wave dipoles, because the antenna gain is usually re-
ferred to a half-wave dipole. Figs. 2, 3, and 4 show the
attenuation for vertically polarized half-wave dipoles
over grazing path, and paths 20 and 40 per cent beyond
the horizon. For comparison, the free-space attenuation
is plotted in dashed lines. The abscissa represents the
distance or the corresponding antenna height. Assuming
a smooth earth surface, the height for a grazing path

3J. C. Schellcng, C. R. Burrows, and F. B, Ferrell, “Ultrashort
wave propagation,” Proc. LR.E., vol. 21, p. 427; March, 1933,

¢ T. L. Eckersley, “Ultra-short wave refraction and diffraction,”
Jour. IEE (London), vol. 80, p. 286; March, 1937,

b J. E. Freehafer, “The effect of atmospheric refraction on short
radio waves,” Radiation Laboratory Report 447; 1943,

¢ K. A. Norton “The calculation of ground-wave field intensity
over a finitely conducting spherical earth,” Proc. I.R.E., vol. 29, p.
623; December, 1941. .

7 \W. Pfister “Propagation charts for the entire frequency range,”
Deutsche Luftfahrtforschung ZWB Research Report 1517; 1941,
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determines the distance, and vice versa. The same ap-
plies to a fixed percentage beyond the horizon: the cor-
responding curves are shown in Fig. 5. From these
curves and the available height for the antenna installa-
tion, the distance (Fig. 5) for a particular type of path,
c.g., grazing path, may be determined. This path dis-
tance and the operating frequency are then used in
conjunction with the propagation curves (Figs. 2, 3,
or 4) to determine the attenuation between the input
terminals of the transmitting dipole and the output
terminals of the recciving dipole. The gain of the re-
ceiving antenna increases the signal level and, there-
fore, must be added to obtain the signal level at the
input to the receiver.
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Fig. 5—Relation between antenna heigh. aad distance.

It should be recalled that al] theoretical propagation
figures are derived for average conditions of the atmos-
phere and assume a uniform smooth earth. They, there-
fore, represent average values which will deviate more
or less from the actual conditions, The deviation from a
smooth earth may be taken in account by figuring the
elevation of the antennas from the average level of the
terrain, instead of using the sea leve] as a reference.
This will give a fairly good approximation to the average
signal, but it still does not consider the variation of the
atmospheric conditions.

The lower atniosphere, the so-called troposphere, is
by no means homogeneous and it varies considerably,
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and with it the refraction properties causing variations
in the propagation attenuation. Also, multipath propa-
gation, due to tropospheric anomalies, may affect the
propagation attenuation. Although many investiga-
tions have been carried out in recent years, the physical
effects causing anomalies of tropospheric propagation
are not vet fully recognized and correlated to the prac-
tical observed variations in field strength.

For realistic design data, it is advisable to use experi-
mental results. Due to the lack of satisfactory cor-
relation of present propagation data with meteoro-
logical factors, the former have to be evaluated sta-
tistically. Based on experience, the following statistics
should prove to be satisfactory. The observed normal
signal in fading-free periods agrees fairly well with
the calculated signal. Due to more or less deep fad-
ings, the signal drops below the normal signal for a
certain percentage of time. Evaluating the percentage of
time (probability) within which the signal drops below
a certain limit, e.g., 10 or 20 db below the normal level,
one can find the depth of fading corresponding to a
required reliability.

Fig. 6 summarizes in the described manner some of

PROBABILITY OF FADING
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Fig. 6—Percentage of time during which signal fell below indicated
amount below normal.
O average of 1943 for 180-km line-of-sight path
+ average of 1947 for 67-km line-of-sight path from Fig. 12 of
Millar and Byam, Proc. LR.E., vol. 38, p. 619; June, 1950,

the results of extensive propagation tests.® The tests
were performed over a period of two years and more,
on different paths and at frequencies between 60 and

S W. Lehfeldt “Die ausbreitung von kurzwellen,” Arch, Elektr.
(}bertmgung, Vol. 3, p. 137, July 1949, p. 183, August 1949, p. 221
September 1949, p. 265, October 1949, p. 305, November 1949 p'
339, December 1949; (see abstract 982, I'roc. LRI, Vol. 38, p 580
May, 1950, o '
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400 mc. Fig. 6 shows the probability for fadings of
different depths versus frequency observed on a 110-
mile line-of-sight path over a period of one year (1943).
The tests were conducted under moderate climatic
conditions in Germany along the Rhine River Val-
ley.® Below 100 mc the probability drops rapidly to
very low figures, making it highly desirable to use fre-
quencies below this cutoff point. These frequencies
permit, to a certain extent, operation beyond line-of-
sight. Due to the limited rf bandwidth available in this
range, however, only a limited number of rf channels are
usable within a certain area. It would be wise to restrict
operation in this frequency range to circuits where non-
line-of-sight operation is unavoidable. The results
shown in Fig. 7 seem to support the assumption that
the fadings are primarily due to multipath propagation.
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The discontinuity of the index of refraction in the
troposphere due to temperature inversion layers, causes
a reflection and the reflected ray meets with the direct
ray at the receiving antenna. The latter will be deter-
mined by diffraction around the carth and average re-
fractive conditions of the atmosphere below the inver-
sion layer. The superposition of both rays might yield
a full addition or subtraction of the amplitude depend-
ing upon the difference of path length. Generally, it
will vary between both extremes due to variations of the
determining parameters. Under fixed topographical
conditions, represented by distance and antenna height,
and constant refractive index below the inversion layer,
only the average clevation of the latter determines the
differenee in path length. Below a certain frequency,
this difference of path length does not produce sufficient
phase shift to cause a noticeable fading, which explains

A recent publication by J. Z. Millar and L. A. Byam “A micro-
wave propagation test,” Proc. I.R.E,, vol. 38, p. 619; June, 1950,
deals with propagation under similar conditions at frequencics above
2,000 mc. Statistical values for 18-db fadings taken from Fig. 12 of
the paper are marked in FFig. 6 of this paper, and show a remarkable
correlation.
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the observed drop in probability of fadings. Diversity
recordings performed over the same radio path at the
same time proved the existence of multipath propaga-
tion supporting the above-described explanation of
fadings.

In a recent study by Booker and Gordon!® it has
been shown that these propagation effects might also
be caused by scattering due to atmospheric turbulence.
It will result essentially in the same effect on the
radio signal as reflection from inversion layers. Because
of the lower energy due to scattering this effect prob-
ably will be more serious at larger distances. FFrom the
above reasoning it is to be expected that the cutoff
frequency of fadings will depend on the distance and
antenna heights (topographic constants) as well as the
clevation of the reflecting portion of the troposphere
(meteorological conditions). In practical application
these parameters might vary, but from comparison of
results obtained from different radio paths, the graphs
shown in Fig. 6 were chosen because they represented
the worst case due to the long range and large antenna
height.

IV. RECEIVER

The signal level obtained from the transmitter power,
transmitting antenna gain, and propagation data re-
presents the maximum available power from the ter-
minals of a half-wave receiving dipole. After adding the
gain of the receiving antenna, the actual signal power
at the receiver input is obtained. At this point in the
circuit the noise enters into consideration. Physically,
the thermal noise is generated in different stages and
components of the receiver. For greater convenience,
however, the total noise usually is represented by a
single noise source at the input terminals of a noisecless
receiver. This leads to the common definition of the
noise figure!'? of a receiver.

Si/N
 Su/N,

4

(2)

where S, =input signal power
Ni=K-Tg- B, =input noisc power
Sz=IF signal output power
V2= 1F noise output power.
Since the total gain G=35/8S1=Ns/N. of the receiver
holds for the signal as well as for the noise the equiva-
lent noise power N, at the input terminals of the re-
ceiver becomes

Ne=F-K-Tp B, (3)
where

1 H. G. Booker and W. E. Gordon, “Theory of radio scattering in
the troposphere,” I’roc. I.R.E., vol. 38, p. 401; April, 1950,

"D, O. North, “The absoiute sensitivity of radio receivers,”
RCA Rev., vol. 6, p. 332; January, 1942,

2 E. W. Herold and L. Malter, “Some aspects of radio reception
at ultra-high frequency,” Proc. I.R.E,, vol. 31, p. 423, August, 1943,
p. 501, September, 1943; and p. 567, October, 1943,

K=1.238Xx10*%

September

waltt scc. s
Boltzmann's constant

° abs.

4
By = l'l 2f 1'2(f)df = integrated bandwidth of the

receiver
F'(f) = selectivity curve (in voliage)

of the receiver.

In the level diagram (see Fig. 1) we may now mark

the noise level determined by N.. The difference be-
tween signal input Jevel and the noise level N, is the
signal-to-noise ratio at the input of the receiver. This
ratio will remain constant throughout the lincar portion
of the receiver (G=const.). For this reason, the noise
figure measurement of the receiver must be restricted .
to the lincar portion of the 117 amplifier. Otherwise the
noise figure F and the equivalent input noise power N,
would depend on the amplitude at which the measure-
ment is performed. In discussing the noise N, repre-
sented by (3) itis important to note that it depends on
the receiver bandwidth. The noise figure Fis independ-
ent of bandwidth, since it is determined by the circuit
and tube characteristics only. This means that any in-
crease of bandwidth, while the signal input remains
constant, increases the receiver noise input power, and
by the same rate decreases the signal-to-noise ratio.
If in an FM system the frequency deviation is increased
with no change in transmitter power, the receiver
bandwidth must be increased, and as a result the signal-
to-noise ratio at the receiver input deereases.

V. DeEsobULATOR

As pointed out before, the measurement of noise

figure is restricted to operation in the linear portion of
the IF system. It is logical, therefore, to include con-
sideration of the nonlincar portion af the 11 system with
the demodulator. By this definition the demodulator
starts in AM systems with the sccond detector, in IF)M
systems with the limiter and in pulse modulation sys-
tems with the seccond detector ahead of the video ampli-
fier. The output of the demodulator is the af output;
in frequency-division multiplexing systems  (conven-
tional carrier svstems) it means the broad-band output
of the receiver, since the multiplexing svstem is con-
sidered separately. This is reasonable, since the mult-
plexing svstem can be also used in connection with
other transmission systems, ¢.£., wire systems. In time-
division multiplexing systems, however, the demodu-
lator is combined with the multiplexing unit and the
demodulator output will be the af output of the individ-
ual voice channel,

Regardless of the modulation svstem, the problem is

to find the relation between signal-to-noise at the out-
put and input of the demodulator, L.et the ratio of both
be defined as the wide-band gaiu Gy p.
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N (5/7N)AF
(S/Nhr

where S denotes always the signal power and N the
noise power.

This definition is justified because the signal-to-noise
ratio improvement due to the wide-band modulation
system becomes effective in the demodulator. At the
input to the demodulator, the signal depends only on
the average transmitter power and the transmission
characteristics of the radio path, including the antennas,
irrespective of the modulation characteristics. The af
output of the demodulator, however, is determined by
the modulation characteristics as well as the rf carrier.
Using the definition of the wide-band gain according to
(4), the result depends on the modulation characteristics
onlyv. Table I shows the theoretical wide-band gain for
some typical modulation systems.

) €))

WB

TABLE 1
Wipe-Baxp Gaiy Gws

B, .
] no wide-band gain
2.
Af‘m! . . .
w1 g By \? m= deviation ratio (moduia-
PMor FM ( iy )=m2 )
ex
| Boy=42Fan ion in
( 23T max e
m= Tm =modulation index
A7 max=maximum pulse shift due
to modulation
1 m? s B, 4
PTM " ( ! ) Tp,= =pulse duration
64 o’ \ 2f, Bry
1
| f'=T = repetition frequency.
r
a= —
5

where f, means the maximum signal frequency of the
carrier system when frequency division is applied for
multiplexing. Using time division f,=#-fu where n is the
number of voice channels and f,; the maximum signal
frequency of the individual voice channel. If a marker
pulse of the same duration is used, it should be

fo=(n+ 1) fu

PM and FM may be treated with the same relations
if the maximum deviation AF,.., is used and the maxi-
mum signal frequency is substituted for f,. The result
represents then the condition for the highest voice
channel in both cases of FM and PM. (For a single
modulation frequency, M and PM are identical.)
Lower voice channels in an FM system will differ but
the highest voice channel represents the worst case, as
far as signal-to-noise is concernced. The same applies
to PTM systems where I'M or FM of the pulse repeti-
tion frequency in conjunction with frequency division
may be used. The PTM f{ormula is based on the sta-

Guenther: Radio Relay Design

1031

tistical evaluation of the effect of random noise at the
demodulator input on the position of the pulse edge
used for the demodulation (see Appendix I).

The rf bandwidth requirements of the FM system are
based on the distortion requirement for multichannel
operation. For a maximum frequency deviation of AF
maximum the rf bandwidth B, has to be approximately
four times AF maximum, in order to minimize inter-
channel crosstalk. This is about twice the minimum re-
quirement for single-channel operation. In PTM the
minimum required bandwidth is determined by the
rise time and decay time of the narrowest pulse. As-
suming both equal, and tolerating reasonably rounded
edges, the rf bandwidth has to be about four times Tp.
These figures are reasonable compromises derived from
experience and represent a good average for design
purposes, although the actual bandwidth might deviate
somewhat. As far as the pulse width is concerned, the
calculations are based on the assumption that the pulse
duration is not larger than required by the rise and de-
cay time. In the first approximation, such a pulse can
be represented by a triangular shape with a width at
the half voltage point equal to the rise time T'p. Any
larger pulse width would result in wasted power, be-
cause the duty cycle T,/T, determines the peak power
for a given average transmitter power.

Under these assumptions the formulas in Table I
are derived, and Fig. 7 shows the wide-band gain versus
B.;/2f. for both modulation systems. The modulation
index m<1 for PTM will be limited to about 0.65 or
less for practical reasons (linearity of modulation) in
the case of frequency division. In time division it
changes to m=n(2AT/T,); however, its numerical
value will be practically the same. Once the ratio of rf
bandwidth to signal frequency is chosen, Fig. 7 illus-
trates the corresponding factor by which the af signal-
to-noise is increased in comparison to the IF signal-to-
noise ratio.

These are the theoretical aspects, while practically
speaking there is a deviation from the theoretical fig-
ures. Due to the deficiency of conversion of the modu-
lated wave into the intelligence, in comparison to the
random noise, the actual wide-band gain will be smaller
than the theorectical. In FM demodulators such an
effect might be produced by insufficient limiting action;
in P'T'M demodulators, by inevitable tolerances in de-
termining the instantaneous position of the pulse in
the presence of noise. The cause, in any case, will be
determined by the characteristics of the demodulator
used and cannot be expressed in general terms. From
experience, however, it is known that in I"I'M systems
for example, an increase of the number of successive
clippings and the like increases the efficiency (i.e., the
af signal-to-noise) as shown by Moskowitz and Grieg.??
In some practical sets a difference of 10 to 20 db be-

. "S. Maskowitz and D). D). Grieg “Noise-suppression character-
lsg;'i"cs of pulse-time-modulation,” ’roc. I,R.£., vol. 36, p. 446; April,
1948.
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tween the theoretical and practical wide-band gain has
been observed. Such discrepancies evidently cannot be
neglected. Thus, in all modulation systems under simi-
lar conditions, the measured wide-band gain must be
used instead of the calculated.

The ratio of theoretical and actual gain shall now be
defined as demodulator deficiency.

theoretical wide-band gain

D= &)

practical wide-band gain
This factor represents a loss and must be subtracted
from the calculated signal-to-noise ratio at the af out-
put, unless the practical wide-band gain directly is used
for the calculation. The above-defined deficiency is also
a very practical figure for the demodulator design which
helps the designer to check how close his demodulator
approaches the theoretical limit. It provides an absolute
figure similar to the noise figure of the rf receiver for
comparing different types of demodulators.

Like the noise figure, the practical wide-band gain
has to be determined experimentally. The measurement,
however, is somewhat more complicated because the
rf carrier has to be present in order to get correct results.
Besides, a minimum amplitude of the carrier with re-
spect to the noise is required, because the wide-hand
gain becomes effective only above this limit, the so-
called threshold. The noise level is determined by the
receiver noise figure: thus the threshold level is depend-
ent upon it. According to (3a) this threshold becomes:

PM or FM threshold = F-K-Tg- B, (0)
PBM threshold = 100a-F-K- Ty fs.

In PM and FM the threshold is equal to the noise level
of the receiver. The PT M threshold is based on a noise
peak voltage which equals one-half of the pulse peak, the
usual clipper limit. The peak voltage of the random
noise in this case is defined as 2.5 times the rms value
which corresponds to a peak expectation of about §X
1073, FFig, 8 shows a graph of the threshold power versus
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Fig. 8—Receiver noise and threshold power.

rf bandwidth in both modulation systems for 0-db
noise figure. For any given noise figure the value (in db)
has to be added to the figures on the graph. The two
systems behave quite differently, in so far as the PT'M
threshold is independent of rf bandwidth (B,) at a
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given signal frequency fi. Thus, the wide-band gain
can be increased without increasing the threshold. In
I'M svstems, however, the threshold goes up propor-
tion:nliy with the rf bandwidth. In the PTM system
this is due to the increase of pulse peak by the same
rate as the pulse width is decreased for constant average
transmitter power. The [I'M svstem, therefore, becomes
superior 1o IFM for greater wide-band gain (sce Fig. 8).
In PTM systems with time-division multiplexing
equipment f,=n-f,; as has been assumed for the wide-
band gain calculation.

For design purposes the threshold is important be-
cause it determines the minimum permissible signal.
In order to obtain a high degree of reliability, the prob-
ability that a signal will fade below the threshold should
be as low as possible. IYig. 6 provides the information
from which the fade margin at different radio frequen-
cies may be estimated. By this means it is possible to
anticipate the reliability of the transmission at a given
frequency, or to find the proper operating frequency for
a required rehiability, after the signal-to-noise ratio at
the receiver input has been determined.

V'L Auplo SysTiEM

With the information available from the preceding
section, the signal-to-noise ratio at the audio output of
the system can he determined. In single-channel trans-
mission it is identical with the signal-to-noise ratio of
the voice channel output; in multichannel systems us-
ing conventionel carrier multiplexing equipment (fre-
quency division multiplexing), it represents the signal-
to-noise ratio of the broad-band output. The broad-
band terminal gutput combines the signals of all trathi
voice channels. If speech is transmitted over any arbi-
trary number n of voice channels, the envelope of the
common output voltage of the multiplex equipment
consists of the lincar sum of the instantancous voltages
of the individual channels. Due to the statistical dis-
tribution of peaks in the speech voltage of each talker,
the peaks of the linecar sum are also distributed statis-
tically. The modulation capabilities of the radio trans-
mitter are designed according to the peak expectation
at the broad-band terminal. Knowing the ratio of the
peaks 17 of n channels to the peak 17, of one channel
the reduction of modulation per channel with respect
to full modulation can be established. The problem of
determining this ratio 17,/1; has heen treated by differ-
ent authors theoretically, as well as experimentally. An
excellent and simple theoretical method developed by
Jacoby and Spenke™ has been used to compute the ratio
of V./ V. The result is in very good agreement with ex-
perimental results obtained in an extensive investiga-
tion of the problem by Holbrook and Dixon.'s

W, jacoby and F. Spenke, “Ein ncuer Beitrag zur Ermittlung
;(Icr grf\qr([cfl;lxchlqllh Leistung  von Triigerfrequenz-Vielfachverstir-

ern, ) a. d. Gebie chri ik, v
" 135' Ng(r)o ]r;-nll()gco‘ungen 1. d. Gebiet d. Nachrichtentechnik, vol. 9,
5 B. D. Holbrook and J. T. Dixon, “Load rating theory for multi-

(l‘l(;ggnel amplifiers,” Bell. Sys., Tech. Jour., vol. 18, p. 624; October,

P——




1951

Besides the reduction in modulation, the noise level
per channel is reduced by the ratio of total bandwidth
at the broad-band output to single voice channel band-
width. The former is usually very close to the maximum
signal frequency f,. Assuming a full utilization of the
broad-band, the ratio is equal to n, the number of voice
channels. Thus the signal-to-noise per channel may be
obtained from the broad-band signal-to-noise ratio by
using the following correction factor:

SNR per channel (Vy)?
SNR broad-band  (V,)?

n

- (N
where

n =number of voice channels
V =peak voltage of # channels
V, =peak voltage of one channel.

The ratio Vi/ V. has been computed and the cor-
rection factor is shown in Fig. 9 expressed in db. De-
pending on the sign of the correction factor it has to be
added (plus sign) or subtracted (minus sign) from the
broad-band signal-to-noise in order to obtain the per
channel signal-to-noise ratio.

It should be recalled that in time-division systems
this correction factor is unnecessary; the graph in Fig.
7 vields directly the wide-band gain for the per channel
signal-to-noise ratio when nf, is substituted for f,.

VII. CONCLUSIONS

Two typical examples will demonstrate the use of the
presented material and how the result may be readily
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used to derive conclusions as to the choice of appro-
priate system parameters. In the first section of Table
11 the given system parameters are listed; in the second,
the calculation of the per channel signal-to-noise is
carried out. Second column shows which of the graphs
is used to obtain value listed in the same line.

b
eor—

-5

0 |
00
. Z 5 ” ”—e

Fig. 9—Correction of broadband S/N for single channel S/N in
frequency division multiplex systems.
n=number of voice channels
Vi =peak voltage of one channel
V.=peak voltage of # channels
Traffic factor=Q.5.
Peak limiter of the individual channel at 1.5 volts at Odbm.

Although the high rf (600 mc) transmission using
PTM vields a fairly good af signal-to-noise ratio at
average propagation conditions it fails completely in
0.1 per cent of the time, due to the relatively high
threshold (—87 db). Using FM instead of PTM, ap-
proximately the same af signal-to-noise could be ob-
tained at average conditions. In 0.1 per cent of the
time the signal-to-noise ratio will still be 7 db and a

TABLE [

(a) SysTEM CHARACTERISTICS
20 Pgr CENT BEYOND HORIZON

h=060'r =27.5 miles

Transmitter power

$0 watts or +47 dbm
Antenna gain 6 db

RF frequency 60 mc

Receiver noise figure 10 db

Maximum signal frequency fs 20 k¢

Modulation system FM

Frequency deviation 40 kc

Pulse width Tp ]
RF bandwidth B,y 4AF =160 kc

Number of voice channels 4
Voice channel band 4 kc |

50 watts or +47 dbm
15 db

(b) TRANSMISSION PARAMETERS, ACCORDING TO THE PRESENTED GRAPHS

Fig. No. FM
Transmitter Power +47 dbm
Transmitter antenna gain +6 db
Power radiated | l +53 dbm
Average propagation attenuation | 3 | 133 db
Receiver antenna gain 1 + 6db

|
Margin for fadings 0.1 per cent of 6 ‘ 10 db

time Average Lowest

Receiver input signal I 74 dbm —84 dbm
Receiver input noise 8 =112 dbm
Threshold 112 dbta
S/Ntp | 38db 28 db
Theoretical wide-band gain 7 + odb
S/Nar | 44 db 34 db
Correction per channel 9 — 4db
S/N per channel 40 db 30 db

600 mc
15 db
60 ke
PTM FM
—_ 120 kc
0.5 us =3
4/Tp =8 mc 4AF =480 kc
12
4 ke
[ PTM FM
| +47 dbm
| +15 db
‘ +62 dbm
| —140 db
+ 15 db
—-35db —~5db
Average Lowest Average Lowest
—63 dbm —98 dbm —03 dbm 98 db.m
—90 «dbm 102 dbm
—87 dbm 102 dbm
| 27 db 39 db 4 dn
‘ +21db 4+ 6db
43 db Failure in 45 db
0.4 fcr cent
of time
- 3db -~ 3db
45 db Signal 42 db 7 db
below
threshold
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complete failure will occur only in about 0.05 per cent
of the time. This result shows the advantage of FM in
this particular case. Besides this the required rf band-
width is much smaller (0.48 mc) than for PTM (8 mc).
The table shows also how the conditions are improved
if one of the parameters is changed in order to find out
which one will be the most efficient. Usually the trans-
mitter power and receiver noise figure are fixed by the
equipment characteristics determined primarily by the
practical limits of the respective tubes. Doubling the
antenna size for both transmitter and receiver will give
a total increase of +6 db. Approximately the same
result can be achieved by raising both antennas from
60 to 90 feet. Another possibility would be an increase
of the wide-band gain, e.g., by increasing the frequency
deviation from +120 to +180 kc. Due to increasing
the rf bandwidth to B, =720 ke, the over-all improve-
ment in this case is only 1 db, but the ratio of rf signal
input to threshold is reduced by 2 db. This means a
reduction in reliability unless the signal input is in-
creased by changing the antenna gain or height at the
same time. These figures show that an increase of wide-
band gain in FM systems necessarily reduces the margin
for fadings. For design purposes it therefore would be
advisable to start with the margin which can be tol-
erated (reliability), and then to calculate the cor-
responding frequency deviation. If the rf signal input
is varied, the frequency deviation can be changed cor-
respondingly. By this means a graph of AF versus rf
input for different reliability (fade margin) figures can
be drawn to help the designer to find the most practical
compromise in his specitic case. All necessary figures
can be obtained from the presented graphs.

The low-frequency example (60 mc) shows a lower
average signal because of the small antenna gain, but
the reliability is much superior. In 0.1 per cent of the
time the signal will drop only 10 db; it practically will
never fall below the threshold.

APIENDIX |
The derivation of the "T'M signal-to-noise formula
used for the wide-band gain computation of Table 1 is
outlined below:
Provided that the bandwidth is essentially deter-
mined by the rise time of the pulse, the slope of the
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pulse and noise curve at the intersection with the clipper

limit is
Ys'(t) + ¥¥'(0) (8)
V's'(t) = lst derivative of signal (pulse) Ys(1)
Yy'(1) = st derivative of noise 1" x(f)

and the shift of the pulse-plus-noise curve against the
pulse edge without noise
Fa)
= S (9)
Vs'(h) + Ya'(n)

The symbol 7 represents the instantaneous af noise
amplitude. From the probability density funcuon of

random noise

- . d}"\ —
P(} .\)1“ N = . P VN2V (10)
N 27I' l N
Y~ = noise amplitude at random time
1"y = rms noise voltage,

the probability density p(7)dr may be obtained. which
vields the mean square

“+ 1 LI
o 2p(r)dr = Fatp(Fa)dY s
T fx Tep(r)dr [}_S’(’)]:J ) Nplly) N
%
RETODVSIE 11
s SE

The term Yy'(4) does not contribute to the noise be-
cause the slope of the random noise function is dis-
tributed at random from negative to positive values.
thus, giving zero for the mean slope.

Equation (11) represents the mean square of the
pulse deviation due to the presence of noise at the de-
modulator (clipper) input. If the modulation amplitude
deviates the pulse by A7 maximum the rms af voltage

signal-to-noise becomes

S AT, 1 AT, .« T 1 1, AT,

- = : L= =T - (12)
A AP & N & 'y \2 'y T, o

where
A, =pulse peak amplitude
7', =pulse width =rise time
Ys'(t) = A, /T, =slope of pulse edge.

CNEEET O
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A Spatial Harmonic Traveling-Wave Amplifier
for Six Millimeters Wavelength®

S. MILLMANT, SENIOR MEMBER, IRE

Summary—This paper describes a traveling-wave amplifier in
which the electron beam interacts with a spatial harmonic of an
electromagnetic wave propagating along an array of resonator slots.
The result is a considerable reduction in operating beam voltage
for a given physical separation of the circuit elements. This type of
amplifier operating at about 1,200 volts has yielded net power gains
of about 18 db in the 6-mm wavelength region. A magnetic field of
about 1,600 gauss is sufficient for proper beam focusing. Aside from
small variations of gain with frequency caused by internal reflections,
the bandwidth is of the order of 3 per cent.

I. INTRODUCTION

7T VHE TRAVELING-WAVE principle for wide-band
/;[ amplification has first been applied successfully in
the 3,000 to 4,000 mc region by Kompfner! and by
Pierce and Field,? using a helix for the electromagnetic
circuit. More recently Field® has extended the applica-
tion of the helix-type tube to 10,000 mc and has ob-
tained second harmonic output in the 20,000-mc region.
Other forms have also been employed by Field® for the
10,000-mc region. A 3-db gain has been reported for a
helix tube at 6 mm by Little.* The extension of these
techniques to the millimeter range is made difficult by
the necessity of building tiny structures for the circuit
elements, particularly for moderately low voltages.

In this paper we shall describe the principle of opera-
tion and present preliminary results obtained with a
traveling-wave amplifier in which the clectrons move
much slower than the electromagnetic wave in the
circuit. Synchronism is maintained between the elec-
tron velocity and a spatial harmonic of the wave. This
type of amplifier is particularly suited for the operation
at wavelengths less than one centimeter. Results ob-
tained with a tube designed for amplifying 6-mm radi-
ation will be described.

11. PrixcipLE oF OPERATION

Consider a filter type repetitive structure such as the
array of resonator slots shown in Fig. 1. Suppose there
is sct up in the circuit a traveling electromagnetic wave
moving in the z direction with a phase velocity v. Let 6
be the phase displacement hetween the centers of ad-
jacent slots separated by a distance d, so that

* Decimal classification: R339.2. Original manuscript received
by the Institute, November 22, 1950; revised manuscript received,
Aprilt 13, 1951,

t Bell Telephone Laboratories, Inc., Murray Hill, N, J.

' R. Kompfner, “The traveling-wave tube as an amplifier at
microwaves,” Proc. [.R.E., vol. 35, pp. 124-127; February, 1947,

2], R. Pierce and L. M. Ficld, “Traveling-wave tubes,” Proc.
LR.E., vol. 35, pp. 108-111; February, 1947

3. M. Ficld, “Some slow-wave structures for traveling-wave
tubes,” Proc. LLR.E, vol. 37, pp. 34 40; Jannary, 1949

g Pam:y La_rcsenled at IRE Conference on Electron Devices at Ann
Arbor, Michigan, June, 1950,

0= — (1)
where A, is the wavelength in this structure. The time

taken for the wave to move a distance d is (8/2m)T,
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Fig. 1—Schematic diagram of spatial harmonic traveling-wave tube.

where T is the period of oscillation. We have then

d wd
v=2r - = ‘ (2)

01 0
If we were to have a traveling-wave tube in which the
electrons are to interact with this wave the electron
velocity would have to be approximately equal to v as

Fig. 2 —Portion of interaction region indicating relative speeds of
electrons and clectromagnetic wave in a spatial harmonic ampli-
fier.

given by (2), and the time taken for an electron to move
from one slot to the adjacent slot would be 6/w.




1036

Suppose, however, that the clectron speed is con-
siderably slower than this wave velocity and that the
clectron traverses a distance d in a time (0/w)+17; it will
find the same phase of the electromagnetic wave at I,
as at Py, as shown in Iig. 2. If such a phase represents
an optimum condition for interaction between the elec-
trons and the wave, such as would be the case when the
pcaks shown in IMig. 2 represent the maximum retarding
force on a bunched electron beam, synchronism is main-
tained by having a peak of the electromagnetic wave at
a slot whenever the bunched clectrons pass the slot.
The electron speed required for this synchronism is

d wd
Ve = = (3)
i 0 2r + 0
I+

w

instead of wd/8 as for the case when the electrons are
in svnchronism with the fundamental to the wave.
Adverse interaction between the bunched electrons and
the wave, during the part of the cyele for which the
phase is exactly wrong, is minimized by having the
clectrons at that part of the cycle close to the metal
walls where the axial component of the clectric field
vanishes.

This tvpe of synchronism between the celectron and
electromagnetic wave is similar to that present in some
carly forms of microwave magnetron oscillators having
non-r-mode operation. These magnetrons were operat-
ing in a lartree harmonic® of one of the modes of the
resonant system, in which the synchronism was be-
tween the electron bunches having an angular velocity
in the opposite direction to that of the clectromagnetic
wave.

An equivalent analytical expression of the above
may be obtained by representing the axial component
of the electric field of the traveling wave by the relation

E, = F()eit 4

where

n s

/"(Z) . Z 1,e T EXNIT (5)

n =0

We assume that the amplitude of /¢, is constant at the
mouth of the slots and denote it by Ey. I'rom (5)

o v
f e (eni ety
d Wwoe

2k,
2mn + 6

Ay =

W
i 2 [ 6
sin [( ™+ ) Zd] (6)

where W is the width of the slot.
Combining (4), (5) and (6) gives

8 Microwave Magnetron, MIT Radiation Laboratory Series, p.

32, McGraw Hill Book Co., New York, N. Y., 1948.
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=0

Eo= 12

n =0

{

Iy
2 sin [(Zmz 4 M ’I]
- c][wl—('.’ruQO)tltll‘ (7)

2en + 0

Thus f2, is represented as a Fourer sum of traveling
waves with different phase velocities. The component

wave corresponding to n =1 1s given by

I
2 si 2 (]
sin [( T+ 6) 2(/]
2r + 0

L = F gilet-@rronid)  (g)

This represents a wave moving in the direction of in-
creasing s with a phase velocity wd /(2m+6), which is the
same as that given m (3).

Thus for the type of travehing-wave tube considered
in this paper the electrons may be said (o interact with
the first Fourier spatial harmonic of the electromag-
netic wave. Inoperating the amplitier in this harmoni
rather than in the fundamental the electron speed is
reduced by the factor (274-60)/8, and the beam voltage
by the square of this factor. For higher order spatial
harmonics the reduction factor in the electron speed is
given by 2mn+0)/0. lowever, there is little or no prac-
tical advantage in extending the principle of spatial
harmonic operation beyond n=1, since this would not
lead to wider resonator slots for any given heam voltage.

I11.

A schematic representation of the essential parts of
the 6-mm spatial harmonic traveling-wave tube s
shown in Fig. 1. There are 100 transverse slots of ap-
proximately § of a quarter-wavelength in depth, spaced
0.021 inch between slot centers. The ratio of stot width
to the distance between centers, (I1/d), is 0.3 and is
based on maximizing the electron interaction with the
first spatial harmonic of the clectromagnetic wave.$
Three axial slots, 0.010 inch wide, are cut through alt
of the copper fins to about half the depth of the trans-
verse slots in order to increase the interaction space in
which there is an appreciable axial component of the
clectric field.

The rfinput and output to the tube consist of tapered
waveguides extending in a direction perpendicular to
the tube axis. The narrow ends of the guides open into
the wall facing the mouths of the resonators. The ap-
propriate terminating impedance for the resonator
structure can be calculated approximately from the
equivalent circuit representation given below. The ac-
tual dimensions of the narrow end of the waveguide as
well as the location of the guide with reference to the last
resonator slot have, however, been determined experi-

DESIGN AND CONSTRUCTION

® See Eq. (46) in the Appendix.

¢ J. R Pierce, *Theory of the beam-type traveling-wave tube,”
Proc. LR.E., vol. 35, pp. 111-123; February, 1947, e
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mentally, since the simple calculations do not include
end-effects near the input and output. An enlarged view
of the output end of the tube is shown in Fig. 3. The
reflecting properties of this termination are shown in
Fig. 4 where the reflection coefficient is plotted as a
function of wavelength for one termination when lossy
material is introduced in the resonators to eliminate re-

—
i1

1

STCTION A-A A -
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e

Fig. 3—Sectional views of output end of the amplifier.

flection effects of the other end. The data have been ob-
tained with a scaled model at 3.3-cm wavelength re-
gion. The appropriate 6-mm wavelengths are also indi-
cated for convenience. The glass output windows are of
the same type as used in 1.25-cm magnetrons and
klystrons, except that the metal cup used is made of
molybdenum instead of kovar. This iron alloy has also
been eliminated from all other metal-to-glass seals to
facilitate the application of a uniform magnetic field
parallel to the axis of the tube. A field strength of about
1,600 gauss is required for the operation of the tube.
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Fig. 4—Reflection introduced by one termination to the
circuit shown in Fig. 3.

The requirement that the electrons move in long
narrow slots makes it necessary to design the electron
gun so that a minimum of transverse motion is im-
parted to the electrons. Both the control grid and the
accelerating grid are wound with closely spaced tungsten
wire on molybdenum frames. In the accelerating grid
the wires are 0.0008 inch in diameter and 0.004 inch
between centers. In the control grid the wires are
0.0004 inch in diameter and the spacing is 0.0033 inch.
The two grids are about 0.105 inch apart and the
distance between control grid and the planar cathode
surface is about 0.020 inch. When the control grid is

Millman: Traveling Wave Amplifier

1037

kept at about +100 volts the electric field is approxi-
mately the same on both sides of the grid for the cathode
emission densities used (about 1.0 amp/cm?). This con-
dition reduces the average transverse velocity imparted
to the electrons by the control grid.

The cathode is made of oxide-coated nickel and its
active area is a rectangle of dimensions large enough to
flood the interaction region. No attempt has been made
to shape the active area to correspond to the desired
cross section of the electron stream. With this arrange-
ment about one half of the electrons leaving the control
grid are intercepted by the accelerating grid and the
first copper fin. In the operation of the tube about 60
per cent of the electrons entering the interaction space
reach the collector plate. The collector is kept at about
50 volts positive with respect to the body of the tube in
order to prevent secondary electrons from leaving the
collector and thus giving an inaccurate measure of the
fraction of electrons that reach it. Photographs of the
circuit parts of the amplifier are shown in Fig. 5.

I

/NCHVES z

Fig. 5—Photographs of circuit parts of the 6-mm amplifier. The
lower photograph shows the array of 100 transverse resonator
slots. The upper photograph shows an end view of the assembled
circuit, including the 3 longitudinal slots. The four narrow slots
shown at the bottom of the waveguide are there for the purpose of
inserting copper strips to effect an rf short between the outer wall
of the waveguide and the appropriate place of the resonator struc-
ture, as shown in Fig. 3.

IV. EQUIVALENT CIRCUIT REPRESENTATION

The design of the spatial harmonic amplifier is con-
siderably facilitated by setting up an approximate
lumped-constants equivalent of the electromagnetic
circuit. This is shown in Fig. 6, where the circuit con-
stants associated with each of the slots are denoted by
L, and C,, the corresponding constants for the shunt
impedances by L, and C,, and losses have been neg-
lected.
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With the aid of this equivalent circuit we can easily
calculate the following quantities:

1. 8, the phase displacement per section, from which
we determine the operating voltage and its fre-
quency dependence,

2, Zy, the required terminating impedance for this
filter type structure,

3. | Z2| /Zs, a quantity which enters in the calcula-
tion of the expected gain of the amplifier.

]

Ly L L Ly
< l IS VX
L ]-c, LD Ty %1.
d|

<y 1
L2 T
J
1

L.umped constants representation of amplifier circuit.

Fig. 6

The phase displacement per section is obtained from
the relations

cosf =1+
27,
A P ©)
S Cw,(1 — r?)
r
Zy, = J- 2
Wp
C,,w.(~ , ,z)
Wy
where
1
w'=— wlt=—> and r=—- (10)
L.C, ey W,
Combining ¢qgs. (9) we have
o
C w,?
cosf=1— > — (11)
2, 1—7r°

A plot of 8 as function of r is shown in Fig. 7 for the
values C,/C,=0.8 and w,/w,=0.25. These parameters
correspond very closely to those used in the amplifier
here described,

In order to have the operating voltage of the ampli-
fier independent of {requency, at lcast to a first order,
the frequency of the midband should be chosen at a
point where the tangent to the curve shown in Fig. 7
intercepts the € axis at a value § = — 2. Since the phase
velocity for the first spatial harmonic is given by
wd/0+ 2w, a fractional change in the phase constant at
this point is compensated by an equal fractional change
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in frequency, i.e.,

&0 or )
. (12)
0+ 2 r f
leaving the phase velocity unchanged.
From (12) and (1) we have
y wd
v (13)

Since

is the expression for the group velocity of a wave we
see from (13, and (3) that, for the indicated region of
operation of the amplifier here described, the phase
velocity of the Fourier component wave with which the
clectrons are interacting is the same as the group ve-
locity of the wave.

m N N J

Fig. 7—Phase shift between adjacent resonators as a function of fre-
quency in units of f,, the resonant frequency of the slots.

I'he characteristic impedance Z, of this filter, when
considered as an arrav of T sections is given hy

I
o= A ZZp+ —
A Ty
1 r 11— 1
=(j l:*; /C‘ N - o (14)
W, r ,,<,2 B “”’f) 4
C w,?
The quantity IZ.2|/ZO is given by
lg.f[_ 1 r 1 — 2 172
Zo Cuw, 1 — 52 (€ wp? B _‘: - (15)
(=)
C'n wlz
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Plots of the quantities ZoCiw, and (| Z.2| /Zo) Cuws as
functions of r are shown in Figs. 8 and 9 for the same
values of the circuit parameters as used in Fig. 7.

B ==T"%
3k }
3 A e
r4)

Fig. 8 — Characteristic impedance of the circuit, in units of w,C, as
a function of frequency.

i)

Fig. 9—Plot of the quantity (|Z2|/Zo)w.Cs as a
function of frequency.

V. PERFORMANCE OF SPATIAL HARMONIC AMPLIFIERS

lhe general performance of the spatial harmonic
traveling-wave amplifier is in good agreement with the
prediction of the theory. The operating voltage for the
tube and the variation of voltage with wavelength, in-
cluding the voltage maximum at midband, is very
closely that predicted by the simple theory given in
Section 11 and by the equivalent circuit calculations. A
plot of observed operating voltage at low currents
versus wavelength is exhibited in Fig. 10.

1230
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Fig. 10—Operating voltage of amplifier for optimum gain at low
currents as a function of wavelength.

The observed net power gain of the amplifier as a
function of wavelength is shown in Fig. 11 for several
values of the collector current. Although the ripples in
the curves are not predicted by the theoretical calcula-
tions given in the Appendix, the average values of the
observed gain agree very well with those predicted by
the theory, particularly when one considers the various
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approximations involved in the calculations. The rapid
variations of gain with wavelength are undoubtedly
due to internal reflections arising partly from mis-
matches at the ends of the circuit and partly from small
departures from uniformity of the resonator slots. The
reflection coefficient resulting from a small departure
AZ, from the average impedance of the slot Z, is given
by

lAZ,

[az.| _ |
= A

2Zo

| Z]

2 (16)

p

Using (9), (14) and (16) we find for example that, in the
region of operation of the amplifier, a change in slot
depths by one per cent introduces a reflection coefficient
of about 0.07. A change in slot thickness by one per
cent gives rise to a reflection cocfficient of only 0.01.
On the other hand, the percentage fluctuation in slot
width is apt to be considerably greater than in slot
depth,

NET GAIN IN db

|
(1) T e2s es0
» (em)

Fig. 11—Net gain of the 6-mm amplifier as a function of wavelength.

‘The gain curves shown in Fig. 11 have been obtained
by adjusting the voltage in each case to obtain the
maximum gain for a given wavelength and current. In
the wavelength region 0.61 to 0.63 cm, the gain curves
are not appreciably affected when the beam voltage 1s
kept constant. Thus, aside from the fluctuations in the
gain frequency curves arising from reflections the band-
width is about 3 per cent.

‘The power output of the 6 mm amplifier has not been
measured. Measurements made on a 1.25-cm scaled
version of this amplifier, using a thermistor bridge, gave
a maximum output power of about 40 milliwatts for a
collector current of 7 ma. From general traveling-wave
theory we would expect the output power to be in-
dependent of frequency and to depend principally on
the current (~I¢#?). For a current of 4 ma it should be
of the order of 20 milliwatts.

VI. OSCILLATIONS

In the helix-type traveling-wave amplifier it is cus-
tomary to introduce losses in the circuit in order to pre-
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vent the tube from oscillating, since it is extremely dif-
ficult to effect a good termination of the helix for all
trequencies at which it is capable of producing appreci-
able gain with a given applicd beam voltage. In the
case of the circuit used for the spatial harmonic tube
the amplifher operates with a constant voltage in only a
relatively narrow band of frequencies. It was therefore
felt that if one can design an output to match the cir-
cuit over a bandwidth of about 10 to 15 per cent, one
could ignore the termination characteristics at fre-
quencies outside this range, since those would require
appreciably different beam voltage for amplification.
Actually it was found in the early models of the 1.25-cm
version of this amplifier that oscillations in lower fre-
quencies did limit the operation of the tube. Measure-
ment of oscillating frequencies and corresponding beam
voltages indicated an amplification in a propagating
mode corresponding to a phase displacement per section
of 8-2m. This corresponds to a wave propagating in the
dircetion opposite to the electron motion. In Table 1
we list the long wavelength oscillations, and the cor-
responding beam voltages observed with one of the
1.25-cm amplifiers.

TABLE 1
3cam Potential
A (cm) (Volts)
1.991 920
1.904 1,020
1.838 1,110
1.780 1,190
1.730 1,270
1.070 1,300

For the same tube the values that correspond to the
midband of the amplifying region of interest were 1,24
cm and 1,220 volts, respectively. It is obvious that while
it was of interest to measure all of the oscillating fre-
guencies and their corresponding voltages for the pur-
pose of identifying the mode of amplification, only
those oscillations that occur at voltages very close to
those used in the region of interest need be of any
concern. Thus the 1.78-cm oscillation at 1,190 volts was
too close for comfort and, indeed, limited the useful
operating current to less than 3 ma. It was not sur-
prising to find that the output was very poorly matched
to the circuit in that wavelength region. A change in
the tapered guide design from one tapered in both di-
mensions of the guide cross section to one having a
taper only in the narrow dimension improved the
termination at the 1.78 cm region considerably, without
impairing the termination in the amplification region
of interest. The dimensions indicated in Fig. 3 cor-
respond to the tube with revised output geometry.
With this tube, collector currents as high as 7 ma ap-
peared quite feasible for the 1.25-cm amplifier. There
are no losses, other than inherent ohmic losses in the
circuit, introduced in the spatial harmonic amplifier. At
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midband the insertion loss is about 11 db for the 6-mm

tube.
VIl CONCLUSIONS

The preliminary results reported here point to the
teasibility of the spatial harmonic travehng-wave prin-
ciple for amplification of microwaves up to 50,000
megacycles per second. More gain should be obtainable
from this type of amplifier by increasing the length of
the tube or by the use of higher density beams. With
the development of improved fabricating techniques it
should be possible to improve the gain-frequency curve
of the 6-mm amplifier and to extend this method to
amplifiers of stll higher frequencies.
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VIIL Arrexpix
Gain Calculations

We first establish an equivalence between a thick
clection beam, as used in the amplifier, and a heam
concentrated in a thin sheet. Referring to Fig, 12 we
shall require that at x =5, the edge of the thick heam,
the admittance and its derivative with respeet to |
be the same for the thick beam as the corresponding

et
A cmnent sy

A

Fig. 12--Cross section of one of the three longitudinal slots showing
effective limits of thick beam and equivalent current sheets.

quantities for a current sheet located at x =k, The two
resulting expressions will locate the position of the
current sheet and give the proper current ratio. This is
the same as the method followed by Fletcher? for the
cylindrical case.

7 R. C. Fletcher, “Helix

. rameters used in traveling-wave tube
theory,” Proc. 1.R K., vol. X

8, pp. +13417; April, 1950.
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For a thick beam the expression for H,, corresponding
to the axial rf current in the'circuit, is given by

II, = A sinh o’xe . 17)
From Maxwell's equation
al, all,
weE, +J,=——
ady dx
we have for J;=0and H,=0
E.=— A sinh o’xe "™ (18)
Jwe
Similarly, from the equation
o oH, o,
iweE, + j. = — — ——
ax oy
we have
jwek, + J. = Ao’ cosh o’ xe™*
and since
oJ
Jomjo Py
2Vo(jBe — T')?
E,=A —— cosh a’xe”"" (19)
Jwe
where
JoBe ’
e'=6[|+ . ] (20)
2ewl0(jB, — T)?

When the expression for 17, E; and E, as given in
(17), (18) and (19) are substituted in the Maxwell
equation

ok, OE, .
Jz - dx R
we obtain
a't = (—wiue — 17?) Z = a? 2 (21)

where « refers to the free space case.
The admittance at the edge of the beam x=b, is
given by the expression

i, . we'
I . o

.we‘/e’ h( /€ b)
= t .
% AP\ A

Instead of computing d¥/dTI" we shall, for the pur-
pose of simplifying the algebra, take derivatives with
respect to a quantity proportional to 8./(jB.—I')?, since
it is this quantity rather than I' that varies rapidly in
the region of interest. Let

¢ Jo B

u = - 1=
€ 2ewVy (jB — I')?

YV = tanh o’b

(22)

from (20).  (23)
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With this substitution we have at x =8, for the case of
the thick beam

_]'_a-}'= Vvu 4+ 1 tanh (\/u+1ab) (24)
we
Lo dV tanh (vV# + 1 ab)
we du 2vu+1
at
(25)

¥ ) cosh? (Vi + Lab)

For the equivalent current sheet we assume that the
sheet is located at x = k. For the region 0 <x <k we have

H, = B sinh axe ™ (26)

a
E, = — B cosh axe ™. (27)

Jue

For the region h <x <b we may write
Ilv = ((‘e+at + De az)e r; (28)
and N
a .

E, = — (Cet=s — De~=<)e "™ (29)

Jwe

At x=h we require that E, be continuous and that
11, be discontinuous. We have

Ce™ — De " = B cosh ak (30)

and

(Ce™ + De-e» — B sinh ah)e™™ = I, 31)

where I, is the rf current per unit width of the sheet,
and is given by

I G

0 B E
2V (jB—1)?
Teo B. a

= > cosh axe: (32)
2V (jB — I')? we

making use of (27). Here I, is the d¢ current per unit
width. We now let

To = tJob (33)

where ¢ is the ratio of the total current in the sheet to
that in the thick beam required to produce equivalent
gain. From (31), (32), (33) and (23)

Ce™ 4 De <+ = Blsinh ah 4 thau cosh ak]. (34)
Combining (30) with (34) gives
C tanh ah + tb 1
= e 2ah B + g + . (35)
D tanh ah + thanw — 1

From (28), (29) and (35) we have at x=0» for the
case of the current sheet

ca L Kulete®™ 4 1] + 2t — 1)
] we Kuleﬁa(b h) — 1] 4 2(e?e 4 1)

(30)




1042 PROCEEDINGS

and

o dY 4Kerb|e=2h 4 1]
-] S (37)
we du  |[Kule2=®m — 1] 4 2(e2*> 4 1)
where
K = tha(e?®® + 1). (38)

Equating now the expressions for admittance and its
derivative for the thick beam to the corresponding ex-
pressions for the current sheet, we obtain

Va4 1 tanh (Vi + 1 ab)
I\’ule'.’a(b m 4 ]] + 2(etet — 1)

OF THIE LR, September
per cent of the electrons entering the interaction region
reach the collector. When this value of 26 1s used in
(41) and (42) we obtain

ah = 0.70, = ().88.

We next caleulate the expression I/L‘,. 2/B320 at the
position of the current sheet. At the mouth of the
. ] . .
resonator, x =b', | I, % is given, from (8), by

1
sin? | (2 0
sin [( T+ 0) 2(1]

| Eo |t = 45,2
e ’ (2r + 0)?

!

- (39) To a sufficient approximation the value of | o] * at
Kule=®m — 1] 4 2(e2e® 4 1) x=h,is given by
W h
sin? [(21r + 0) :| cosh? (27 + 6)
2d d Ty
| B |2 = 482 y cos (43)
(2m + 6)% cosh? (27 + ) ;
tanh (v £ 1 ab) g and from the equivalent circuit considerations
pt N
24T 2 cosh (Ve + 1 ab) Bl Ve 2027 (41)
1Ke?b(e=%h 4 1) e s
e a e— a
= . - (40)  since Vyrefers to the peak voltage.
g 2a(b—Ah) __ a
[Kule Y= 1]+ 2ert + 1)] Combining (43) with (44) we obtain
4si 2[(2 +o)”'] ht (2r + )
sin cosh?
'E;|2 2 122 T % osh? (27 )d e
sl . . ’ cos? 2. 15
gr w7z, (27 + 0)? Y (33)

Following the procedure used by Fletcher? for the
cylindrical case we solve these equations for ¢ =0, or
w= —1. It turns out that the results are not very sensi-
tive to the value of u used. For assumed values of —}
and —1 for « the results for h and ¢ do not differ from

those to be given for = —1 by more than a few per
cent.
For u=—1, (39) and (40) yield
e 4 2ab — 1
CRacal= _ - (41)
e — 2ab — 1
and
2 e’ — |
=— — (42)
ab (e 4 1)[62‘.(1;—:») + 1]
where
2r + 6)b 0.003
p= Lm0, s, = 1.12.
d 0.021

This is based on the assumed value of 5=0.60" to
correspond to the observed fact that approximately 60

7 Sce footnote, page 1040.

cosh? (27 + 6) 71

The optimum value for 117/d is obtained by maximiz-
ing the expression

W
sin® [(Zr + 0) ’l:l

i4

]
(2r +0) -
2d
since | 22| /Zy s proportional to W. This vields

W

(2 4+ 0) =1.165 (40)
2d

or

"
= 0.297 for
«

™
0= —.
2

We may now obtain numerical values for the various

factors in (45)
1N
4 sin? [<z,r+ ) ]
2d

= (.055
Q2 4+ 6):

(47)
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h
cosh? (2 ) —
(2r + ) d cosh? 0.76

- = =0.15¢4 (48)
b cosh? 1,87
cosh? (27 + 9) ]
2 fm 2 ™Y 4y = 0.82 (49)
COS* — s
1 Jo 2] ’

where the limits of integration extend over the depth
of the longitudinal slots, or half the depth of the resona-
tors.

2 Z2 1 1 | Z.2]
_ =2 - w,C, = 130 (30)
g Z, gIC W wW Z
where
(2.57)*
gC, W = - Aeg = 1.7 X 107°

2

- ~ w,Cs = 6.8 from curwe in Fig. 7.
Zy

w, W = 5.5 X 107,

Substituting the numerical values given in (47)-(50)
in (45) gives

| En|?
gep

= 0.90.

(51)

We now evaluate the space charge parameter @ as
used by Piecrce® and given by '

0= b [I E,llf]-l
wC| ﬁZI)
where C, is essentially a capacity per unit length associ-
ated with the rf charge in the current sheet and the
voltage difference between the position of the current
sheet, x=h, and the metal circuit, x =¥".
For the current sheet at x =4 we may write for the
region h <x<b’

V, = A sinh a(d’ — %)

(52)

(53)

in order to satisfy the boundary condition V;=0 at

x=h'.
For the region 0 <x <h we have for symmetry reasons

Vs = B cosh ax. (54)
At x=h we must have
Vi=1V,
and
av av —0
(r’)x),z (:’)x)zx € .
From (53) and (54)
A sinh a(b) — h) = B cosh ah (55)

8 J. R. Pierce, “Traveling-Wave Tubcs, Chapts. VII-1X, D. Van
Nostrand Co., Inc. ., New York, N. Y.: 1950.
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— e cosh a(b'—k) ~ B sinh ok = — ;

€9

(56)

The difference in potential between x=#h and x =¥’
is given by
V = A sinh a(d) ~ k)
which when combined with (55) and (56) yields
¢ sinh a(d’ — h) cosh ah

— 57
2e cosh 2b’ (1)
and since
aoc
(71 =
V
where a is the width of the current sheet.
1 B. B:P sinh a(b’ — k) cosh ah
= e — — (7 - ) 2% (58)
aweo a | En|? cosh ab’
In this expression we may set
m
B=B.=a=(2.5)—" (59)

d

In the tube described here aweo=1.6 X102 and with
the aid of quantities previously calculated we have

Q = 30.
The gain parameter C is given by the expression
C = | Ea|? 1 I,
g*P 8 Vo

where T, is the effective current in the sheet, which will
be assumed to be 0.88 times the collector current, and
Vois 1,220 volts.

The power gain in db is given by expression

=A+ BCN — oL

where A4 is the initial loss in setting up the increasing
wave. BCN is the gain of the increasing wave, with N
the number of wavelengths. L is the cold loss for the
circuit and a is the fraction of cold loss which should be
subtracted from the gain. For QC=0 and L=0,

= —9.5 and B=47.3. Using the curves published by
Pierce® one can obtain approximate values for 4, B
and a for values of QC and L other than zero. In
Table 11 below these values, as well as those for power
gain at midband, are listed for various values of col-
lector current. For cach case we will assume L =11 db,
N =125 wavelengths and Q= 30.

TABLE 11
Col-  Effec-
lector  tive c oc B A [()91‘2’?
Current I (db) « (db) (“:‘Ih)

(ma) (ima)

1.0 0.88 0.0043 0.13 40 0.43 8 9
2.0 1.76 0.0055 0.16 39 0.44 8 14
3.0 2.64 0.0062 0.19 38 0.44 8 17
4.0 3.52 0.0069 0.21 37 0.45 8 19
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Traveling-Wave Ampliﬁcation by Means of

Coupled Transmission L.ines”
W. E. MATHEWSTY, ASSOCIATE, IRE

Summary—The theory. of interaction between coupled transmis-
sion lines moving relative to each other is developed, and conditions
yielding waves increasing exponentially with distance (amplifica-
tion) are found. The case of lossless lines, one moving and one
stationary, is analyzed in considerable detail, and the results are
shown to be applicable to the helix traveling-wave tube. The theory
also suggests the possibility of traveling-wave amplification in sys-
tems other than electrical, and a mechanical traveling-wave oscillator
has been built.

I. INTRODUCTION

V\[IE CONVENTIONAL traveling-wave tube!:?
V:ﬂ: may be regarded as a system comprising two

coupled wave-propagating media, an eclectron
beam and a passive circuit, each of which has two natu-
ral propagation constants.*~® The resulting system,
theretore, has four propagation constants, at least two of
which, under certain conditions, may be complex, im-
plying amplification or attenuation of the respective
associated waves with distance. Obviously analogous
from this point of view is the double-stream or electron-
wave amplifier,®” wherein the passive circuit of the
traveling-wave tube is replaced by a second electron
beam. We note, however, that the magnetron, induction
generator, and many other related devices also involve
the same fundamental elements, namely, two continu-
ously coupled media capable of propagating approxi-
mately synchronous waves.

Just as a passive waveguide supporting a number of
propagating modes may be represented by an equal
number of distinct dominant-mode transmission lines,
we might expect these active traveling-wave devices
also to show equivalence to coupled dominant-mode

* Decimal classification: R142. Original manuscript received
by the Institute, August 28, 1950; revised manuscript received,
March 9, 1951. Presented, 1949 IRE Conference on Electron Devices,
Princeton, N. J., June 20, 1949.

t Formerly, Bell Telephone Laboratories, Inc., Murray Hill,
N. J.; now, California Institute of Technology, Pasadena, Calif.

1 Rudolf Kompfner, “The traveling-wave tube as amplifier at
microwaves,” Proc. I.R.E., vol. 35, pp. 124-128; February, 1947.

3], R. Pierce and L. M. Field, “Traveling-wave tubes,” Proc.
I.R.E., vol. 35, pp. 108-111; February, 1947.

3 J. R. Pierce, “Theory of the beam-type traveling-wave tube,”
Proc. I.R.E., vol. 35, pp. 111-123; February, 1947.

¢ W. C. Hahn, “Small signal theory of velocity-modulated elec-
tron beams,” Gen. Elec. Rev., vol. 42, pp. 258-270; June, 1939.

8S. Ramo, “The electron-wave theory of velocity-modulated
tubes,” Proc. I.R.E., vol. 27, pp. 757-763; December, 1939.

¢ J. R. Pierce and W. B. Hebenstreit, “A new type of high-fre-
quency amplifier,” Bell Sys. Tech. Jour., vol. 28, pp. 33-51; January,
1949.

7 A. V. Haeff, “The clectron-wave tube,” Proc. I.R.E., vol. 37,
pp. 4-10; January, 1949.

lines. Now Hahn and Ramo have shown that the space-
charge waves which may exist in a cylindrical electron
beam occur in pairs, one wave of each pair traveling
slightly faster and the other the same amount slower
than the average beam velocity.*® A transmission-line
model of the traveling-wave tube must therefore involve
relative motion between the two coupled equivalent
lines,® and of course this must be equally true of any
active traveling-wave amplifying device since without
this relative motion there would be no source of energy
for an increasing wave.

In this paper, we examine the behavior of a pair of
loosely coupled lossless lines, one assumed stationary
and the other moving parallel to the direction of propa-
gation with uniform velocity. The most fundamental
qualitative finding is that traveling-wave amplification
results from interaction between the forward wave on the
stationary line and the backward wave on the moving
line, that is, when the translational velocity of the mov-
ing line is sufficiently greater than the natural propaga-
tion velocity of that line, the backward wave is actually
made to move forward in approximate synchronism
with the forward wave on the stationary line.

Gain is found to exist over a small but finite range of
the translational velocity, maximum gain being ob-
tained when the significant waves are very nearly in
perfect synchronism. When the coupling is purely ca-
pacitive or purely inductive and the natural propagation
velocity of the moving line is not too small, the maxi-
mum possible fractional deviation from synchronism
without complete loss of gain is equal approximately to
m\/uas, where p measures the degree of coupling between
the two lines and o, is the ratio of the natural propaga-
tion velocity of the moving line to that of the stationary
line. The maximum gain obtainable is equal approxi-
mately to m\ wo2 nepers per wavelength.

The results of this new theoretical approach are found
to be in agreement with much of the published traveling-
wave tube theory and with experimental data on actual
tubes. In particular, it is found that under relatively
high space-charge conditions ierce’s parameters € and
Q** are related to g and g3 by the simple expressions

t ‘}’_\’. E. Mathews, “'l";ansmi;sion-line equivalent of electronic
raveling-wave systems,” Jour. . Phys., vol. 22 R -316;
March, 1951. e LS B

® J. R. Pierce, “Effect of passive modes in traveling-wave tubes,”
Proc. I.LR.E., vol. 36, pp. 993-997; August, 1948, g e
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C?*= 7;4022
0 1
= >

The theory also suggests the possibility of traveling-
wave amplification in systems other than clectrical, and
a mechanical traveling-wave oscillator has been built.!®

[I. CoUPLED-LINE [LQUATIONS

Using the subscripts 1 and 2 to refer to the stationary
and moving lines, respectively, we assume instantaneous
line currents and voltages of the form

i] = l‘olej”l"l‘ (I)
iy = iggeiert="2m, (2)
where z is measured with respect to a fixed origin while
2, is measured in a reference frame moving with line 2.

Assuming line 2 to be moving with a uniform velocity v
in the positive (forward) z direction,

z = 2o+ vl. 3)

Substituting (3) into (1), we obtain
i = l‘mc()'W-"v)l—-"n. (4)
Now the currents 4, and 4, corresponding to any one

mode must have the same time and space variation in
any one frame of reference. Therefore, from (2) and (4),

=1 (5)
(6)

Representing cach transmission line by the parame-
ters that would be measured by an observer stationary
with respect to that line, and making use of (5), the be-

havior of the coupled system at any transverse plane
may be described by the equations

jws = jw — TI'n,

Znin + Ziniez = Fen, (71
Vien + Viwewz = rion (8)
Zalor + Zamioy = l'€o, (9)
Vos€02 + Vameor == ioz, (10)

where the Z's and ¥'s represent series impedances and
shunt admittances, respectively, per unit length of line,
distributed either uniformly or in discrete sections short
compared to a wavelength, and the subscripts m denote
mutual (coupling) elements. Solving (7) through (10)
simultaneously, we obtain
' — I2(ZyVi + Z0V o+ ZimVim + Z2mbim)

+ (ZnZor — ZinZam) (Y 1V o2 — VimVem) = 0. (11)

In the case of conventional lossless series-L shunt-C
lines, we may write
10 ‘f'his mechanical traveling-wave oscillator was demonstrated at

Il}‘;;‘)l RE Conference on Electron Devices, Princeton, N. J., June,
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Zy = jWLn Yu= j“’Ch
Z2 = jw.L V=37 ,
22 ].wz 2 22 ]‘wzcz (12)
Z]m = ij,,. Ylm = ].uC,,.,
Z2m = jszm y2m — j“’ZCmv
whereupon (11) becomes
' 4+ I'2(02L\Cy + w2?L2Cr + 20wl mCm)
+ wzwzz(Lle - Lmz)(CICZ - sz) = 0 (13)
Introducing the coupling coefficients
Lm2 sz
ML=  BC = T w=p.+u (14)
L LiL, ¢ CC I c
and the uncoupled propagation velocities
2 1 2 1 (IS)
? = 4 = ) .
YTLG T L
we may rewrite (13) in the form
I'vy \* 02 oy \? fv2? wsy? wy V2
<’>’+< )( 4 k2 \/m,m->
w / v’ w 1,? w? w 1
(AJ22
+— (1= w)(1 = pe) =0, (16)
w

where the \ piuc term is to be taken positive when y .
and C,, are of the same sign, and negative when L,, and
C., arc of opposite signs. Normalizing the velocities with
respect to o

v Vo2

gz = ’
0y n

(17)

and the propagation constant I' with respect to the

propagation constant which line 1 would have if un-
coupled

1'1)1

= ==

Jw

and making use of (6) to eliminate the moving frame of
reference, we obtain finally

M4(022_02)
+ M20(1 + 021/ L bc)
— M2(14a2?+ 200V pinc—a?[1—ur] [1—nc))
—~M2e(1--ur)(1—pe)
+(1 —’#I,)(I —ue)
=),

(18)

(19)

Neglecting higher-order mixed coupling terms, this may
be written in the form

F(M) + uG(M) = 0, (20)

where

FM) = (M?* = 1)([1 = M |? = a:°M?)

(21)
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Ve ) (L — oM).

pe

GM)=(1 —aM)* %
ML

(22)

The four roots of (19) or (20) characterize the four
possible transmission modes of the coupled system. 1f
the coupling coeflicients are sct equal to zero, these four
modes are casily recognized as the forward and back-
ward waves on the two independent lines

M= 1, (23)
My=—1, (24)
M : (25)
M; = -, 5
! o+ oy
1
a — 02

As coupling is introduced the propacation constants be-
come modified slightly, but for small coupling each of
the possible modes remains identifiable with one of the
uncoupled modes. if the relative velocity is within a cer-
tain range, however, onc of the coupled modes may
exhibit gain (Re I' opposite in sign to Im I'), and it is
this phenomenon with which the present paper is pri-
marily concerned. A detailed analysis of the character-
istic equation (20) is presented in the Appendix; the
more important results of this analysis are summarized’
in the following two sections.

111. BEnAvior UNDER CoxDITIONS NOT
YI1ELDING GAIN

It is shown in the Appendix that gain may be achieved
only when AM,=M,, ic.. when there is approximate
synchronism between the forward wave on the station-
ary line and the backward wave on the moving line.
Under all other conditions, the effect of small coupling
hetween the lines is merely to perturb the propagation
velocities somewhat, without introducing any gain or
loss. If the coupling is purely inductive or purely ca-
pacitive and if all of the uncoupled wave velocities are
well separated, then the perturbations are given by
(62A) through (65). If the uncoupled velocities of the
two forward or two backward waves are nearly equal,
then the perturbed velocities of the near-synchronous
pair fall outside the interval between the unperturbed
velocities, as has been found by Albersheim, ! and the
average velocity of the pair is reduced by an amount
proportional to u.

If the coupling is partly inductive and partly capaci-
tive, instead of wholly one or the other, uG (M) is modi-
fied by the cross-coupling term =+ wrpie 20:M2(1 —a M)
and (62) through (65) become inaccurate. The analysis
of no-gain conditions has not been carried out in detail
for this case, but no fundamentally different qualitative
behavior would seem to be expected.

1 W, J. Albersheim, “Propagation of TEq waves in curved wave
guides,” Bell Sys. Tech. Jour., vol. 28, pp. 1-32; January, 1940
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IV, Britavior UNDER CONDITIONS YIELDING (IAIN

The fundamental condition for gain to be possible is
approximate synchronism between the forward wave on
the stationary tine and the backward wave on the mov
ing line (A7, = M), This requires in turn that the trans
ational velocity of the moving line must be greater than
the natural wave-propagation velocity of either line
(0>ay; 0> 1), Unless g2 15 very small, the perturbations
of M, and M, are given by (84) and (85) when the
coupling is purely inductive or purely capacitive, by (94)
when the coupling is equally mixed and L, and C.. arc of
like sign, and by (95) when Lo, and C, are of opposite
sign. My, and My, are given by (63) and (64), respec-
tively. When g is small, however, the forward wave on
the stationary line is also nearly in synchronism with the
forward wave on the moving line (M= Al3), and the
modifving eficet of the latter may have to be taken into
account. In this case, the perturbations of the three
nearly synchronous waves may be found as the solutions
of the cubic equations (101) for pure coupling or (105)
for oppositely polarized equally mixed coupling.'* In
general (84), (85), (94), and (95) are reasonably ac
curate when ga>4pu.

IFrom (84) and (85) we see that in this case, in con-
trast with the behavior deseribed in the preceding see-
tion, the perturbed velocities fall inside the interval be-
tween the unperturbed velocities, and the average
velocity of the pair is fucreased by an amount propor-
tional to u. If the two lines are considered initially to be
uncoupled but with the requisite waves approximately
in step, the gradual introduction of coupling serves first
to modify the wave velocities so that they approach
cach other. After- the waves have been pulled into per-
feet synchronism, further increase in coupling vields
gain in once and conjugate loss in the other. The wave
exhibiting gain is the one associated with the slower un-
perturbed wave, regardless of which line originally
carried it. In the gain-loss region the wave velocity is a
hinear function both of u and €, where € is the fractional
deviation from synchronism of the unperturbed waves,

(27)

It is shown in the Appendix that maximum gain is
obtained when

€= (6 — ;) — 1.

€ = pu ’ (28)
2
i.c., when the unperturbed resultant velocity of the
backward wave on the moving line is greater than the
natural propagation velocity of the stationary line by
such an amount that Re(,,) = ), The gain-loss re-
gon 1s symmetrical about this optimum value of € and
1s given by
a
€lim. = u-—— +
2

\noy + dplel (29)

2 Equally mixed coupling of like polaritics cannot vield gain when

o<1, See (106).
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For small u and 03> 4u, this becomes very nearly

g —
€lim. = B + Vo, (30)
When the maximum-gain condition (28) is satisfied, the
gain per wavelength is seen from (89) to be approxi-
mately

(31)

Complete solutions of the cubic equations (101) and
(105) have not been worked out. It may be shown, how-
ever, that the range of € over which gain and loss is ob-
tained, and the maximum amount of gain or loss ob-
tainable, decrease monotonically with o3 [t alsois found
that small values of o; may give rise to a double-peaked
curve of gain versus €.

Gy = T\ uog nepers = 27.3+/ua, decibels.

V. APPLICATION TO TRAVELING-WaAVE TUBE

\Without going into detailed mathematics, we can
gain immediately from the coupled-line theory an in-
creased understanding of some well-known character-
istics of the traveling-wave tube. For example, we know
that four possible waves can exist in the tube, an in-
creasing wave and a decreasing wave of identical ve-
locity, a slightly faster unattenuated wave, and a back-
ward unattenuated wave. We now recognize these re-
spectively as the two significant interacting waves, the
relatively unperturbed forward or fast wave of the elec-
tron stream, and the even less perturbed backward wave
of the helix. Also, we know that increased beam current
requires increascd beam voltage for maximum gain. One
tube that operated at 1,600 volts with a milliampere or
less of beam current, required 1,750 volts for maximum
gain with 20 milliamperes of beam current. This in-
crease in optimum beam velocity was found to be very
nearly equal to the calculated increase in space-charge
wave velocity, as would be expected from the present
theory.

To apply the theory quantitatively to any particular
system, we must first evaluate the parameters o, and u
for that system. In the traveling-wave tube, the moving
transmission line takes the form of an electron beam, for
which Ramo finds®

. o 1/ —7npo
g b2 (w? + 1%,

where 7 is the ratio of electronic charge to mass, b is the
beam radius, 7" is a function of beam radius, beam ve-
locity, frequency, and shield radius,' and Heaviside-

(32)

1 Since we assume small coupling between beam and helix, we
may to a first approximation assume the shield radius to he infinite.
In this case Ramo’s equation (25), from which the value of 7" may be

determined, becomes
. w
K, [
To

w(54)

T2 /u? is plotted as a function of wb/vyin Fig. 1.

T fw
b - b
T8 ) (u., ')
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Lorentz units are used. This may be written in the form

a2 1.645 X 10° I/

Téi/OZ IIT ’
(4 T
w

where I, is the beam current in amperes, V, the beam
voltage in volts, f the frequency in cycles per second,
and b the beam radius in centimeters. For the electron
beams commonly used in low-power traveling-wave
tubes, we may expect o2 to be of the order of a few
hundredths.

To evaluate u for the traveling-wave tube, we observe
first that the coupling between helix and beam is by
means of clectric fields, and thus is essentially capaci-
tive. Substituting (12) into (8) and (10), we obtain

jwC1e01 + jwCmesz = I'iny
jwaCaeoz + jwrCmeor = Tdoz.

(33)

(34)
(35)

Now for small coupling C,.<KC, so (34) becomes ap-
proximately

ij1601 = Fio]. (36)
Considering iy to consist of two components
i02 = i22 + 1.21, (37)

where iq9 is the “sclf-current” of line 2 and 45 is the cur-
rent induced by changing e, we see from (35) that

jU)Z(/‘meOl = I'iy. (38)

Thus, from (14),
sz (/‘lw2i2|2
u = o —3 . — .
CiC,y Cawa?i?

(39)

The values of Cy and Cy may be determined from the
well-known relations

1 1
C= Co=—— (40)
VAT ! 127202
which vield immediately
i Zoa
=0 (41)
C Zor

where Zo and Zg are the characteristic impedances of
the two transmission lines.

In calculating Zo, for the clectron beam, we must note
carefully the meaning of this parameter. It is not simply
the de/di which would be measured by a stationary ob-
server, and which is equal to 2V,/I,, but rather is the
de/di which would be measured by an observer moving
with the beam, and thus with the assumed equivalent
wire transmission line. Now this observer sces only the

velocity-modulation component of the ac beam current:
i2 = pole, (4’2)

where v, is the alternating component of the electron
velocity. The equation of motion for an electron gives
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dv, de; (43)
d’z 7 (121
7l
v, = — — €. (44)
Jwz
Thus
e 2V
Zoy = ',2' = - -]_w_z_ = e 45)
12 ﬂpo[‘ g Io

To determine the value of 73, we assume sufficient
space-charge density that g2 is large compared with the
maximum perturbation of the normalized propagation
constant M;. Then under conditions yielding gain, the
energy in cach line is traveling at very nearly the natural
propagation velocity of that line, the energy in line 2
traveling backward, of course. Thus, the induced cur-
rent 4y is related to the potential ey by very nearly the
negative of the characteristic impedance Zgz, and

i2| = (4())

where E s the longitudinal component of helix electric
field at the position of the beam.
Substituting (41), (45), and (46) into (39), and noting
that ¢ =1, we obtain
(A)2 lo E2
=— . (47)
w22 2V0 ]‘250122(11
We see from (89) that I' is very nearly purely imaginary,
even under conditions yielding maximum gain. Thus
E/in is also very nearly purely imaginary. Let

I' = jB. (48)
Then
E? EE* E,?

B = N e el (49)
1'%,2Z01  B%0Zoy  2B°P

where Fy=| E| and P is the power transmitted by the
forward helix mode for a peak longitudinal field £, at the
position of the electron beam. Now at the near syn-
chronism required for gain, we have from (80), (6), and

a7
g — 09 = 1 (50)

~1— 0= — 0, (51)
Thus (47) yields finally
1 /E T
#=‘a< e B (52)
022 Zﬂzp 2Vo
The expression in brackets, which is equal to twice

Pierce's C*" may be recognized as the ratio of the im-

1 See footnote 3, equation (19).
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pedance of the active helix mode, as measured at the
position of the heam, to the ac nnpedance of the ¢lectron
Lheam as measnred by a stationary observer.,

20 — T T
| |
|
_1 | ' ‘
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Fig. 1—Curve for approximate determination of the quantity

Tn2/u?, appearing in the equation for the wave-propagation
velocity of an electron beam. b is the beam radius, vo the average
beam velocity, and w the signal radian frequency

It should be noted that this particular caleulation of
the coupling parameter gois valid only under relatively
high space-charge conditions since for low-current
beams, such that ¢,<<4u, the approximation (40) is not
justified. When (52) applies, however, we may combine
it with Picree’s expression for the unperturbed space-
charge wave propagation!s

oy = 2\/QC? (53)
to obtain the simple relations
0 1 1
= Bo=
2u 2Q)
. 1 o
C3 = .2 noyt gy = 2\/0(-3‘ (54)
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APPENDIX
ANALYSIS OF CHARACTERISTIC EQUATION AND
ConNDITIONS YIELDING CoMPLEX ROOTS
FOR COUPLED lLossLESs LINES
1. Perturbation Method

In the absence of coupling, the characteristic equation
(20) may be written in factored form

1 See footnote 9, equation (13).
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F(M)=A(M—M)(M—~M:)(M—M)(M—M)=0 (55)
(56)
the roots of which are given by (23) through (26). A
small amount of coupling can produce at most a small
perturbation in these roots, suggesting that we proceed
by first expanding (20) in a Taylor series about each of
its unperturbed roots. Suppose we leta,b,c,d=1,2,3,4,
not necessarily respectively, and expand about the
root M,

F(J[u + m) = mAbasdacdad
+ m’A (aabaac+aabaad+aacaad)
+ maA(aab + aac + aad) + m4Ay (57)

— 2 g2
A=a2—0a;?,

where
5,'1; e ﬁ[, - A[k. (58)
Now for small m, unless G(M,) =0,
G(M,+ m) =G(M.). (59)

Thus, for small coupling, (20) becomes
mAaubaacaad + m2A (6abaac + aabaad + 6:::604)
+ m3A(3ap + buc + 842) + m*A + uG(M,) = 0. (60)

The four roots of (55), as given by (23) through (26),
may be seen to be real, implying no gain or attenuation.
Thus, the conditions yielding gain are precisely the con-
ditions yielding a complex perturbation term m.

2. Case I. Unperturbed Roots Well Separated

In this case none of the §’s are small, and the higher
order terms in m may be neglected to yield

WG(Ma)
Aaabbacaad

m = — (61)
In most cases of practical interest uG(M,)/A is of the
order of u, implying by (61) that m is also of this order
and thus that the neglecting of higher powers of m is
justified. Since none of the factors of the fraction on the
right are complex, m must be real, implying only a
slight perturbation of the mode velocities. Making use
of (23) through (26), and assuming that the coupling is
either purely inductive or purely capacitive (uc=0 or
ur=0), we find that

p (¢ = 1)2
A‘Ilp = ,1/[ 1 —_ - — -1,
'( 2@—1V—w) (62)
n (e +1)?
My, = Mo 1 —
2p 2( 2 o+ )= az’>’ (63)
M, = Mz(l TNk ) (64)
21— (¢4 02)?
p oo — a2)
My, = M1 — . . -
v ‘( 21— (o— az)7>’ (63)

where M., represents the perturbed value of the root
M..
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3. Case II. Two Unperturbed Roots Nearly Equal

In this case one of the 8's, say 8a, is small, so that the
linear term of (60) is of the second order of smallness.
Neglecting third- and higher-order infinitesimals, we
are left with

uG(M,)
8a =0 66
m(m 4+ 8as) + Toodue (66)
T 4uG(M,)
- aub i /‘/6062 - M( l
Aaacaad
m s —— ) — 67

Thus the necessary and sufficient condition for complex
roots, when one 8 is considerably smaller than either of
the other two, is

4uG(M )

> 8407,
Abacaad

(68)

where 8, is the smallest 8. Note that (66) corresponds
to (60) with ‘only the two nearly-equal roots retained.
The conjugate nature of the two solutions (67) implies
that when the perturbation of one of these roots indi-
cates attenuation, the other perturbed root must ex-
hibit gain.

a. Inductive or Capacitive Coupling. We have shown
that gain is possible when two of the unperturbed modes
have nearly equal velocities. The next step is to deter-
mine which pairs of modes in synchronism may yield
gain and which may not. Assume first that the coupling
is either purely inductive or purely capacitive. From
(22)

G(M,) = (1 —oeM,)?>0. (69)

Thus in order for (68) to be satisfied, it is necessary at
least that

Abgdaa > 0. (70)

Note that
812 = — 6n = 2, (71)
Abgy = — Abiz = — 20. <0, (72)
bz = — 8oz > 1 (73)

so that

3630 < 0 (74)
821823 > 0. (75)

Obviously, 812 and §;3 cannot be small, and by (74),
small 8,3 cannot yield complex roots. Small 85 implies
that ¢2>0 so that 4 <0 and by (75) complex roots are
again impossible. If |6|4| &1, 8,2>0 and A64:043>0 so
that complex roots may be possible. The remaining con-
dition to be examined is |6u| &1, in which case (68) re-
quires that
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du(e — a2)’G(M ) 4a,* 40.°
= . (7())
1 — (6 — 03)? o — 0,° o?
Now
Gorg = 7% (77)
(. = D {
‘ (0 — au)?
Thus, for gain,
.’wz
> 1. (78)
1 — (6 — 02)?

IFor simall g, this can be satisfied only when g —o:= 1, in
which case d4 again is small and the quadratic approxi-
mation no longer is vahd,

For a more complete analysis of the near-synchronous
cases, we may solve the sccond-order approximate
Taylor expansions without making the approximation
(59). When | 8| <1, which we have seen to be necessary
for gain, (66) becomes

(;(.114 + m) 0

(79)
1042043

m* 4+ mby + u

We define a parameter e proportional to the difference
between the nearly equal unperturbed velocities:

e= (0 —a:) — 1 |e|<<l. (80)
Then (79) becomes
a9 + 200.m + o*m?
m? — me+ u =0 (81
402
2(]-}— 02> ( 0>+ 0 (82
m [T —mle — u m = )
do 2 4
Solving for m
ag
€ — u + Ve — euo — po
m = ) (83)
ot
2(] + u >
403
Neglecting the g term in the denominator, we find that
Moy =1 — e 84
Moy = 2—#4+2\e—e#0—u02( )
€ o 1 ' ~
My, =1 2—#4— 2\62—6;10—;40_.. (83)

where a, b=1, 4 il ¢> 0 and vice versa if € <0. Obviously

A, exhibits amplification and A, attenuation when

€2 —euo —pa2 <0. Thus the limiting valies of € for gain

arc given by

o ' a? ’
= + g & 86

€)im, #2 —1 #2+# 4 ( )

For maximum gain

2 — po =0 (87)
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(88)
¢ m 5
Substituting (88) into (84),
. ag ) ] /’ 02
(Mo, 1 M ) + ) ‘/ uoy + u? 1 (8Y)

b, Mixed Coupling. PPurcly inductive coupling and
purcely capacitive coupling have heen seen to yield
identical expressions for G(M). With a combination of
the two, however, the form of G(AZ) is modified by the
cross-coupling term involving \ grpe. The effect of this
term is greatest when gy and gooare equal, whereupon
we have from (22)

GM) = (1 — o) + a.M2(1 — aM). (0n)
Now

(1 — aM)? >0, (1)
.‘,'_’2(] - UA‘,Q) = (l + 0) > (), (()2)

M1 — oMy s (93

. - - a. = o N
3 3 (0 + a2)° )
Therefore, when the 4+ sign in (90) applies, G(MW2) >0
and G ;) >0, preserving the validity of the argument

of Section 3(a) that a small 8,3 or 6.4 cannot vield com-
plex roots. When the — sign applies, however, G(3) =0
when |62 K1 and GV 3) =0 when | 813 K1 so that (59)
becomes unjustihed and (68) cannot be used to test
these cases. Fxamination of the appropriate complete
sccond-order Tavlor expansions reveals that |8, <1 is
required  for gain Resolving  (79)  with
G(M s+ m) modihed in accordance with (90) and noting
that My=1—¢€ we find that

as  before.,

€ ] — 09
(«”l,a)po = 1 — M
2 8
1 1+ o2 ( - (72)"7
+ S 2
R
3 + 50_!
(M), =1 — M
2 8
I I+ 500
+ b ‘ € — e , — Qua.. (V5)

The limiting values of € for gain (complex m) in these
cases are

1 + g 1 , =
e * , VK (96)
3 + 50: N , i 3,_“7,._
¢ M SHO . 97
1 ! ""( o ) (97)

4. Case I11. Three Unperturbed Roots Nearly liqual

In this case fwo of the §'s of (60), say 8 and b, are
small, so that the lincar and quadratic terms of (60) are
of the third order of smallness. In the physical svstem
under consideration, this can occur only when 02<<l and
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o~1 so that M., M3, and M, are approximately equal.
Taking a =4 and neglecting fourth-order infinitesimals,
we have left '

#GU[A + m) .

m? 4 7"2(541 + 543) + mb418a3 + —
A4

mi — m¥e — 2a3) — me2ay + —‘2‘ GOMy 4+ m) =0, (99)

0 (98)

where € is defined by (80).
If the coupling is purely inductive or purely capaci-
tive,

G(M¢+ m) = a2? + 200m + m?* (100)
" "
m® — m? (e — 202 — ~> — m2o, (e - —>
2 2
622
+ u '—2— = 0. (101)

If the coupling is equally mixed so that (90) applics,

Gi(My+ m) = a2’ + aym + m* (102)
G_(M¢+ m) = 20,2 + 30.m + m”. (103)
Substituting (102) and (103) into (99), we obtain
myd — my? (e — 200, — ;) — my20; (e - -Z—)
ga’e
tus = 0 (104)
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3
m_% — m_? (6 — 262 - —“—') - m...2¢72<6 - —‘—")
2 4

4+ po? = 0. (105)

Now we observe that the fourth term of (104) is an
order of magnitude smaller than the other terms. Neg-
lecting this term and solving the remaining quadratic,
we obtain

m
— — — gy

€
2 4

my =

1 X
+ ?/‘/ez + 6(462 b M) + 4622 + —}) (106)

The discriminant of the expression under the radical sign
is —8ug, <0, implying that the expression cannot be-
come negative and thus that m, cannot become com-
plex. Gain is possible, however, under the conditions to
which (101) or (105) apply. By comparing the dis-
criminants of these equations with those of the quad-
ratic equations (82) and (95), respectively, it may be
shown that the quadratic approximations are reason-
ably accurate when o,>4u. It also is found that small
values of g, may give rise to a double-peaked curve
of gain versus e.

A Digital Computer Timing Unit”

R. M. GOODMANTY, ASSOCIATE, IRE

Summary—In some modern high-speed electronic computers the
reference is time. This paper is concerned with the time-reference
equipment designed for the EDVAC. The application of electronic
matrices to time-pulse production is discussed.

I. INTRODUCTION

IS EDVAC! is a serially operated machine with

| built-in dynamic memories in the form of electri-

~ cal and acoustic delay lines. The proper operation

of these components requires the availability of accurate

time information based on the computing cycle. This
requirement is one peculiar to a serial machine.

In the course of designing a serial digital computer the
logician, the mathematician, and the computer-circuit
engineer may tacitly assume the existence of timing
marks to initiate circuits or logical arrangements. How-
cever, the production of this time information represents

* Decimal classification: 621.375.2 % 621.375.618. Original manu-
script received by the Institute, May 22, 1950; revised manuscript
received, November 8, 1950,

t Moore School of FElectrical Engincering, University of Pennsyl-
vania, Philadelphia, Pa.

! Electronic Iiscrete Va_riahlc Computer, designed and built at
the Moore School of Electrical Engincering, University of Pennsyl-

vania under contract W30-034-ORD-7593 for the Ordinance De-
partment of the Army.

a design problem in its own right and must be attacked
with the same logical and engineering methods required
for the actual computer circuits.

11. Tue DESIGN I’ROBLEM

Since time represents the reference system for the
machine, it follows that time, or at least certain times
relative to a nominal initial time, must be known to a
high order of accuracy. The use of quartz-crystal con-
trolled circuits will supply the necessary time precision,
but there remains the problem of transforming this
readily available accuracy to the particular form re-
quired for the successful operation of the EDVAC:

Since the EDVAC is a pulse-operated device, certain
pulses must be produced at specific times. The desired
characteristics of the pulse are known and are illustrated
in Fig. 1. These characteristics are based on the require-
ments of general EDVAC circuits. All the pulses to be
described must conform to them within the specified
limits. In addition, cach pulse generator must be capable
of driving eighteen coaxial cables, cach of which is ter-
minated with its characteristic impedance of 93 ohms, or
a total load of about 5 ohms.
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Fig. 1 —Characteristic EDVAC timer pulse.

Forty-nine prime pulse sources on a 1-mc time base
are required. One of the forty-nine pulse sources must
produce an output at a frequency of 1 mc. These pulses,
designated “clock pulses,” represent the fundamental
time marks of the machine. While the machine is in
operation, they are produced continuously. Reference to
Fig. 2, part A, will illustrate their occurrence.

11 CLOCK- PULSES e
_ 48 U SEC, —————1
WINOR_CYCLE T
1 S
TIMING-PULSE P)
| S
A ipsec  TMING-PULSE Pz
] ..
. TIMING-PULSE P TIME
l— 2 1\ SEC. c 3

Fig. 2—-EDVAC timing pulses.

The fundamental operational time period for the
machine is designated the “minor cycle” and is forty-
eight microseconds long (see Fig. 2, part B).

The other forty-eight prime pulse sources produce
outputs called “timing pulses.” They are illustrated in
Fig. 2, part C. These pulses are periodic on a 48-micro-
second base. Each timing pulse generator is phased with
respect to all others such that one timing pulse occurs
each microsecond. If the source of timing pulse, say
P, att=1,2, 3, - -, is observed, the appearance of a
pulse at t=n, t=n+48, t=n+2(48), and so on will be
observed. A similar observation at the source of P,y
will indicate pulses at t=n+1, t=n+1448, and so
forth.

ITI. CLock-PULSE GENERATOR

Fig. 3 is a simplified illustration of a clock-pulse
generator. A sine wave at a 1-mc frequency is pro-
duced by a crystal-controlled oscillator. This signal is
fed to a tapped delay line terminated in its character-
istic impedance and picked off at points 4 and B. The
signals existing at these points differ in phase so that
their combination in a diode coincidence gate will result
in a signal whose maximum duration (3 microsecond)
occurs when the taps coincide and diminishes as the
tapes arc moved apart. BBy changing the relative loca-
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tions of tap-points 4 and B, the width of the output
pulse and also the phase of its occurrence relative to
the 1-mc oscillator can be adjusted. The output of the
coinciderce circuit is clipped and fed to a power stage

T
COINCIDENCE CLAF;ZER cP
CIRCUIT * ORIVER e

CRYSTAL

|

1MC./S
0scC.

DRIVER

Rk

LT TTT

Clock-pulse generator.

Fig. 3

which utilizes a transformer T¢p for impedance trans-
formation. The output pulse thus obtained is of desired
time and voltage characteristics. The circuit described
above involves about ten tube envelopes. Two such
circuits supply clock pulses for the EDVAC memory
circuits and general machine use. Use of cathode-fol-
lower output circuits in place of the pulse-transformer-
coupled system would have resulted in marginal opera-
tion and much greater power consumption,

IV, TiminG-IPrrsiE GENERATOR

A simplitied logical diagram illustrated in Fig. 4,
shows the method of generating the time pulses by
means of a matrix.

The operation of the timing-pulse matrix is as follows:
The pulses energizing the entire matrix are designated
CPE (clock-pulse early). These pulses are produced in
the same manner as the clock pulses described in the
preceding section of this paper and differ from them
only in that the tap points fed to the CIE coincidence
circuit occur at an earlier point on the delay line. This
is necessary to correct for delays inherent in the matrix
circuits and to allow the output timing pulses to occur
in precise synchronization with the clock pulses. Thus
the CPE pulses may be considered to be in time with
the clock pulses except for a fixed and known time dif-
ference.

Six sources of pulses at a frequency of one-sixth of a
mc are needed. Each of these is taken from a 6-micro-
second delay line (C1F8 and C1G8 of IFig. 4) at 1-micro-
second intervals. Fach source has its pulse staggered
in time by 1 microsecond from adjacent sources.
When the inhibiting gate 1113 has all Inputs posi-
tive, a CPL will pass into the delav line. However,
as this pulse traverses the length of the line it produces
five inhibiting pulses, namely those which can be traced
as outputs from 1G3, 1H3, and so forth to 1HS, re-
spectively, which find their way back to gate 1H3.
These pulses prevent the entrance of another CPL into
the 6-microsecond delay line for tive pulse periods. Of a
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Fig. 4—Timing-pulse source matrix.

continuous series of pulses attempting passage through
gate 1H3, only one in every six will be successful. This
operation is repetitive and it is seen that six pulse out-
puts, each stepped in time by 1 microsecond and each
occurring at one-sixth mc per second, are produced.
The one-sixth mc pulse is common for any row, the dc
gating signal for any column, and CPE for all rows and
columns. In addition, since the input circuit of any
matrix element is an “and” gate, a triple coincidence of
positive voltages in time must occur at this gate input
if any output from the element is to be realized. The
arrangement shown will prevent any matrix element
from being energized more or less often than once in a
48-microsecond period.

Assume that all dc gating signals are negative except
those of the first column; that is, the outputs of 2C13
and the like to 4A13 are negative, and the output of
1k13 is positive. In the EDVAC this condition is created
by the introduction of a single reset-pulse signal. Thus,
the carliest of the one-sixth mc pulses produces an out-
put at the matrix element common to row 1, column 1
because a triple coincidence exists at the input of the
“and” gate for this element. This output is a pulse
designated P,. The next one-sixth mc pulse (1 micro-
sccond later) generates P; by producing a triple coin-
cidence at the element common to row 2, column 1,
and so forth, until Pg is produced.

P, in addition to being distributed for use where
necessary throughout the machine, is also fed to 1K13
and 2C13 (flip-flops). This pulse causes the “and” in-
put gates of column 1 to be inhibited and those of

column 2 to be susceptible to the coincidence effect of
one-sixth mc pulses occurring row-wise. This is ac-
complished by the reversal of output voltages from
1K13 and 2C13. With the advent of the first one-sixth
mc pulse (approximately 1 microsecond following Ps),
P; is produced at the eclement common to row 1,
column 2, and Py and P; are separated in time by 6
microseconds.

This process continues until Pss is produced. Py is
the last of the timing pulses and will cause matrix
column 8 to be closed and matrix column 1 to be opened
to coincidence operation by resetting flip-flops 4A13
and 1K13 simultanecously. This sequence of pulse out-
puts will continue indefinitely in the order described
repeating cvery 48 microseconds.

Fig. 5

Timing-pulse generator.

I'ig. 5 illustrates the schematic of a particular timing
pulse source. It comprises a three-stage amplifier driven
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by an “and” gate whose inputs are CI’E, one of the six
outputs of the one-sixth me pulse sources, and a de gate
signal generated by a flip-flop circuit, This matrix ele-
ment is represented in Fig, 4 by the boxes marked /£
and their associated “and” gates. The input is the “and”
gate previously described which is followed by three
stages of amplification, shaping, and impedance trans-
fer. The output stage consists of a paralleled 6Y6's
feeding a specially designed pulse transformer Trg.
The vital statistics of the complete timer unit follow:

1. T'wo clock-pulse sources, each with a peak-power
output of about 245-320 watts and a duty cvcle of
about 0.3.

2. One carly-pulse generator with a somewhat
lower peak-power output and a duty cvele of about
0.3.

3. Forty-cight timing-pulse sources cach  with
nominal peak-power outputs of about 245-320 watts
and a duty cycle of approximately 0.006.

4. Tube envelopes total 270, all of which are
standard receiver-type tubes with the exception of
two 807's.

5. The total power necessary to operate the com-
plete unit is about 2,000 watts. This includes heater
power.

CoNcLusioN

The units described represent useful methods for the
production of high-frequency pulses capable of feeding
low-impedance loads. Variations on and extrapolations
of the matrix methods discussed provide a convenient
and accurately controlled means for the production of a
large variety of pulses in time, cach of which is related
to all the others by definite logic.
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a — o . . .
b d And” gate; an input is required
c —> simultancously at @ and b and ¢

in order to produce output at d.
Glossary (a)

q — Inhibiting “and” gate; an input
b — d isrequired ata and b simultane-
c —» ouslv with no input at ¢ in

order to produce output d.

~

slossary (b)
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l Flip-flop or multivibrator with
two modes of stability. For a
S R pulse at .S input (sctting pulse)
= + the output will be positive at ¢
and negative at b If we now ap-
; t ply a pulse at R input (resetting
a

pulse), the outputs will revert to

Glossary (c) those indicated on illustration

i
[

l | Delay hne.
tor ot

Glossary (d)

Off-tube; a single-stage  pulse
amplitier biased beyvond cutotf,
such that only a positive pulse
input of suthcient amplitude
Glossary (¢) produces a pulse output, which
1S negative,

Represents de isolation.

Glossary ()

Pulse transformer. Circle indi-
cates polarity reversal,
Glossary (g)

de e

Cathode-follower.

Glossary (h)

}
L7 B

Glossary (i)

O

Glossary (j)

cathode-follower
and inverter circuit.

Combination

Input connection; x is designa-
tion of input and the inclusion or
onission of the underline indi-
cates whether or not the input
is produced on the same physi-
cal chassis,

Note that numbers or letters placed within or in
proximity of symbols described above indicate physical
location of circuit elements involved.
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Tunable Waveguide Filters”

W. SICHAK?, MEMBER, IRE AND H. AUGENBLICK{, ASSOCIATE, IRE

Summary—Heretofore, tunable waveguide filters have consisted
of cavities connected with quarter-wavelength coupling lines and
tuned by means of a lumped reactance in the cavity. Such filters ex-
hibit asymmetrical frequency response and a bandwidth proportional
to the cube of frequency when tuned.

A different method of tuning is to maintain constant guide wave-
length as the filter is tuned. A filter so tuned will exhibit symmetrical
pass-band response and essentially constant bandwidth.

Various methods of varying guide wavelength are investigated,
including (1) changing the guide width, (2) inserting a dielectric strip
in the broad face of the guide, and (3) inserting a metal strip in the
broad face of the guide.

Measurements on a three-section filter tuned by a dielectric strip

- show that almost constant bandwidth with a straight-line frequency
tuning curve can be obtained over at least a 12 per cent frequency
range.

INTRODUCTION

MI(‘R()WAVE filters are used to minimize inter-
) ference from transmissions on unwanted fre-
quencies. The design of microwave filters is
covered by Fano and Lawson.! A good exposition of the
design methods applied to maximally flat band-pass
filters and references to other work are given by Mum-
ford.? Band-pass filters can be designed and built to
give the desired characteristics at one frequency. Mum-
ford,? for example, has built a fifteen-cavity fixed-tuned
filter that worked very well. Tunable filters, however,
that preserve their design characteristics have not been
built. This paper gives methods of designing satisfactory
tunable filters.

I)iscussioN

Two fundamental methods of changing the resonant
frequency of a waveguide cavity have been investi-
gated: (1) The insertion of a lumped susceptance in the
cavity, and (2) varying the parameters of the wave-
guide in such a manner that the guide wavelength at
resonance is constant.

Lumped Susceptance

The insertion of a variable lumped susceptance in a
cavity will alter the resonant frequency of the cavity.

* Decimal classification: R143.2 X K386, Original manuscript re-
ceived by the Institute, September 15, 1950; revised manuscript re
ceived, January 25, 1951, Presented, 1951 IRE National Convention,
March 7, 1950, New York, N. Y. This work was sponsored by the
Signal Corps Engineering Laboratories.

t Federal Telecommunication Laboratories, Inc., Nutley, N. J.

{ Formerly, Federal Telecommunication Laboratories, Inc.; now,
Microlab, South Orange, N. J.

' G. L. Ragan, “Microwave Transmission Circuits,” McGraw-
Hill Book Co., Inc.,, New York, N. Y., chapters 9 and 10; 1948,

I W. W. Mumford, “Maximally-flat ﬁ{:ers in waveguide,” Bell
Sys. Tech. Jour., vol. 27, pp. 684-713; October, 1948.

This method of tuning is subject to several severe
limitations. The bandwidth of such a cavity constructed
from capacitive or inductive irises is

2¢ )\o)\ g0 2\ ,0? > )
BW.op = — - —{ 1 — — = K/f?
"ooal X ( X? / 0
. 26 )\o 2
BWia = (1— o >él\'f‘
7l V2,08 OV

The superiority of capacitive irises for tunable filters has
been demonstrated by Smullin.?

A further limitation is that the coupling lines between
cavities are not tuned. As a result, the pass-band re-
sponse becomes more and more asymmetrical as the
filter is tuned further from its design frequency.*

The limitations on the tuning-post method are such
that the filter can only be employed over a narrow fre-
quency range. A three-section inductive-iris filter oper-
ating in the 5,000-mc region had a bandwidth that in-
creased 26 per cent for a 4 per cent change in resonant
frequency. The percentage change for a filter con-
structed from capacitive irises is somewhat less but
nevertheless sufficient to restrict the operating range of
the filter.

Constant Guide Wavelength

Most properties of a dispersive waveguide system de-
pend on the guide wavelength and not on frequency
directly. For example, the electrical length of a wave-
guide line is 27l/A, and not 2xl/\; the susceptance of a
capacitive iris varies as 1/X; and not as frequency. This
principle can be used in the design of many tunable
waveguide systems, but will be applied here only to the
design of filters.

The doubly loaded @y, of a simple cavity is (2)

Ohg = oo _ (-ﬁ)(m + 48102, (2)
! 2

AN, ¢

This equation shows that if a cavity has a certain
Oy, at one guide wavelength and one frequency it will
have the same Q,, at a different frequency if the guide
wavelength is the same, provided that Bis not changed.

The fact that Qy, is constant over the band unfor-
tunately does not mean that Q on a frequency basis is
constant.

3 L. . Smullin, “Design of Tunable Resonant Cavities with Con-
stant Bandwidth,” Technical Report No. 106, M.L'T.,, April §,
1949, (For abstract, see Proc. [.R.E., vol. 37, p. 1442; December,

1’)4‘).§ce
¢ page 694 of footnote reference’.
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Thus, a system with a constant Oy, has a Q that varies
as the square of the frequency. Usually a constant band-
width is desired, which means a Q; proportional to fre-
quency. This deviation from constant bandwidth is gen-
erally not too serious, however,

(a)

L]

(c)
Fig. 1—NMethods of changing guide wavelength. (a) Movable wall,
(b) Variable-depth dielectric strip. (c) Ridge waveguide.

A further advantage of the constant-guide-wave-
length filter is the fact that the coupling lines are exactly
tuned over the entire frequency range. Thus, the pass-
band response will nout suffer from the asymmetrical re-
sponse of the tuning-post filter.

METHODS OF CHANGING GUIDE WAVELENGTII
Jartable-Width Waveguide

The guide wavelength for the dominant mode in a
rectangular waveguide is given by

A

T - ovaape Y

(4

Thus, the guide wavelength may be held constant by
adjusting the guide width for each resonant frequency.
One of the narrow walls of the waveguide is removed
and replaced with a movable metal strip that makes
good contact with the walls and the irises, (Fig. 1 (a)).
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The susceptance of a capacitive iris is not a function
of the width of the waveguide. Ilence this particular
iris may be employed in the variable-width filter. This
is not true of other geometries, such as the inductive
iris. The end susceptance and impedance mismatch of
the tuning section may be minimized by designing the
tuning section to have normal guide dimensions in the
center of the desired band.

The major limitation of such a filter is the difficulty
of making good and uniform contact between the mov-
able wall and the rest of the system.

Dialectric Strip

Another method of changing the guide wavelength is
to insert a diclectric strip into a slot cut in the broad
face of the guide, Fig. 1(a). The guide wavelength at a
fixed frequency is a minimum when the strip extends all =
the way across the guide, the wavelength increasing as
the strip is retracted. The filter is designed to operate
properly at the high-frequency end of the band when
the strip is completely out of the guide. To tune the
filter to a lower frequency, the dielectric strip is inserted
to such a depth that the guide wavelength is the same
as the design guide wavelength. The dielectric strip is
made wide enough so that the guide wavelength with
the strip almost all the way across the guide at the
lowest desired frequency is the same as the design guide
wavelength. The proper width can be determined from
an equation derived by Frank.’

The end-susceptance and impedance mismatch of the
tuning section is low, and matching transformers are
quite simple, The filter may suffer from comparatively
high losses unless the slot is shiclded properly. This par-
ticular filter appears to have the most merit of all svs-
tems tested.

Ridge Waveguide

Ridge waveguide® can be used~to change the guide
wavelength in the filter, Fig. 1(b). The principle is the
same as that discussed above for the dielectric strip.
While any width of ridge can be used, a very thin wedge
is most suitable because radiation from a narrow slot is
small. The characteristic-impedance mismatch between
the tuning section and the normal waveguide is high and
matching transformers are difficult. Otherwise, the
method of tuning is satisfactory.

CoNSTANT-BANDWIDTH FILTERS

A good approximation to a constant bandwidth can
be obtained by using half- or quarter-wavelength trans-
formers between the constant-guide-wavelength filter
and the rectangular waveguide,

¢ C. G. Montgomery, R. II. Dicke, and 15, N Purcell, “Pri
ciples of Microwave Cifcuits,” McGraw-Hill RBaok. - N v York,
U )S [l);ag(ci PSS cGraw-Hill Book Co., New York,
S. B. Cohn, “Properties of ridge ‘av ide,” P P
35, pp. 783-788 August, 1947, o ¢ Buide.” Proc. LR I, vol.
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- Fig. 2(a) shows schematically a filter with matching
sections between the filter proper and the normal wave-
| guide. Fig. 2(b) is the equivalent circuit of a filter made
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Fig. 2—Filter with matching sections. (a) Schematic of filter.
(b) Equivalent circuit.

. of three identical sections. B is the equivalent suscept-
ance of cach filter section and is given by

AN, N\ df
pa = w0(3) = 3
X,,o A fo
where
Q =guide wavelength Q of one section
df =deviation from resonant frequency.
For three sections, this becomes
2d
B = 1.52()<f)<»4j>, (6)
fo w

where
fo=design frequency
w = bandwidth of whole filter at design frequency.
The characteristic impedance of a waveguide is given
by

Zo= K 0 (7)

T'he insertion-loss ratio (LL.R) at frequencies near the
resonant frequency is given in (8), assuming that B,
and B,, are equal to zero, that the Ao/4 coupling lines
and the matching sections are a constant electrical
length, and that the susceptances of the irises and the
characteristic impedances are constant.

B/ 7Z\? Z3\*?
LR =1+ ,>(/;2-—2)+<>J
11L\7Z; A
B[/ 72\ (72\"
1 4+ : ) (Bt — 2
4 /,1 Z:{
x|
. . (8b)
VAVAAVA!

Fquation (8a) is for matching sections a half-wave-
length long and (8h) is for matching sections a quarter-
wavelength long. I (Z3/7,) cquals the ratio of the guide
wavelength in the filter to the guide wavelength in the
rectangular guide (as is the case when the filter is tuned

with a dicleetric strip), (6) and (8a) show that for a 12
per cent shift in the resonant frequency the bandwidth

(8a)

LK =
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increases 16 per cent. If in addition Zy=(Z.Z3)"%, (6)
and (8b) show that the bandwidth is directly propor-
tional to the ratio of the design frequency to the reso-
nant frequency. If (Zs/Z) equals the ratio of the guide
wavelength in the filter to the guide wavelength in the
rectangular guide and Z; equals Zs, (6) and (8b) show
that almost constant bandwidth can be obtained.

IEXPERIMENTAL RESULTS
Movable-Wall Filter

A cavity made of two capacitive irises with half-
wavelength transformers on cach end was built in a 2-
by 1- by 0.064-inch-wall waveguide (RWR 187 or
R(-49/U) and tested. The wall of the half-wavelength
transformers, as well as the wall of the cavity, was made
movable. When the width of the waveguide was 1.872
inches, the center frequency was 4,325 mc and the band-
width between 3-db points was 91 mc. When the width
was 1.42 inches, the center frequency was 5,073 Mc and
the bandwidth was 125 mc. The loaded Q is

-0 (0

This equation predicts a ratio of bandwidths equal
to 1.46, whereas a ratio of 1.37 was obtained experi-
mentally.

(9

Ridge Waveguide

Calculations were made to determine to what depth a
metal strip 1/32-inch wide must be inserted to obtain a
constant guide wavelength in the ridge guide at fre-
quencies between 4,400 and 5,000 mc. The constant
guide wavelength was the same as the guide wavelength
in a normal 2- by 1-inch guide at 5,050 mc. The relative
characteristic impedance Z1/Z; of the ridge waveguide,
determined by measuring the relative impedance (in
normal 2- by 1-inch guide) at the face of the ridge, is
shown on Fig. 3. Since the large change in characteristic

3 T
| . l
z'
— 2 — - — 4 —_— ——
s [ w
[
' | | I
4300 4600 4600 5000
FREQUENCY IN MEGACYCLE S
Fig. 3—Mismatch between ridge guide and normal guide.

impedance would make the design of matching scctions
difficult, no filters were constructed in ridge waveguides.

Dielectric-Strip Filter

Measurements were made to determine to what depth
a }-inch thick polystyrene strip must be inserted to
maintain the guide wavelength constant by placing
them on the bottom of a slotted section of waveguide,
the load end of which was short-circuited. The guide
wavelength was determined by measuring the distance
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between successive minimums. The depth required to
maintain the guide wavelength constant at 7.48 centi-
meters versus frequency was determined (7.48 centi-
meters is the guide wavelength at 5,100 Nc in a rec-
tangular waveguide 1.872 inches wide). The depth-
versus-frequency curve was essentially a straight line
between 4,400 and 5,000 mc.

The relative characteristic impedance Z,/Z3 of the
partially tilled {\'n\'oguidc, determined by measuring the
relative impredance at the face of the strip, is shown as
circles on Fig. 4. Also shown on Fig. 4 is the variation
of Z\/Z3 with frequency, assuming that (7) holds.

10 —
4600 4800

FREQUENCY IN MEGACYCLES

5000

4000

Fig. 4—>Mlismatch betwecn dielectric-strip guide and normal guide.

A three-clement filter, shown in Fig. 5, was designed
to resonate at 5,050 me, with a cavity bandwidth of
84 mc so that the bandwidth of the whole filter would be
65 mc.” The measured standing-wave ratio in the pass
band with the filter tuned to three different frequencies
is shown in IFig. 6. Also shown there is the resonant
frequency versus depth of dielectric. For this measure-
ment, a quarter-wavelength  transtormer with 72,
= (Z123)"* was used.

DIELECTRIC STRIP

MATCHING SECTION—

Fig. S—Tunable three-section llter.

At 4,700 mc, the midband insertion loss was 2 db due
to radiation from the poorly shiclded slot. At 50 and 100
mc off the resonant frequency, the insertion loss was
21.5 and 42.5 db, respectively. The theoretical insertion
losses at these frequencies are 22.5 and 41.5, respec-
tively. These measurements were made with a relatively
crude model constructed to test the principle. Separate
pieces of dielectric were used in the cavities, quarter-
wavelength coupling lines, and matching sections to
allow tuning cach section to compensate for construc-

7 See page 682 of footnote reference 1.
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tional errors. The shift-of-minimum method® was used
to align the filter sections at cach resonant frequency.

6 T T ]
) 7/
’ /
s 4 4 b 4 / y
/
o
=
k]
@ q - + +
w a375MC —-%/ /)
; 4700MC Vi Al
é 4950MC — ﬁ
=i 3 4 g friy
/i
b 1} ’
S ! : [/ —
[N 4/
\\\~\/,_.\~ /, ’
] J
-a0 30 -20 -10 0 +10 +20 +30
DEVIATION FROM RESONANT FREQUENCY IN MEGACYGLES
.
(a)

[«
®
Q
Q

[«
-
[«
Q

©
>
(o]
=]

o
~n
[«
Q

DEPTH OF DIELECTRIC STRIP IN INCHES

[} . L
4300 4400 4500 4600 4700 4800
FELONANT FREQUENCY N MEGACYCLES

()

Response of three-clement filier. The slope of the
lincar curve is 0.85 Mc per 0.001 inch.
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Fig. o

The depth of diclectric in the three cavities varied
slightly. The greatest variation, £0.016 inch from the
average, was at 4,375 me. The depth of dielectric in the
quarter-wave coupling lines was consistently less than
the depth in the cavities. The greatest variation, 0.083
inch, was at 4,950 mc. It is believed that these varia-
tions arc ue to constructional errors and the method of
alignment, and are not inherent in the method of tuning.
CONCLUSIONS

The theory amd measurements show that a tunable
waveguide filter with almost constant bandwidth can be
built by using a variable-depth dielectric strip to keep
the guide wavelength in the filter constant as the reso-
nant frequency is changed. Single-knob tuning with a
linear frequency scale is possible. These features, not
possessed by other tvpes, are highly desirable in some
systems.
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(GLOSSARY

a = waveguide width
a; = waveguide width in filter section
b=waveguide height
B =normalized susceptance of iris
B, =normalized end susceptance between trans-
former and normal guide
B.,=normalized end susceptance between trans-
former and filter section
BW ={requency bandwidth
C = velocity of light
K =a constant
! =iris separation
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Qs=loaded Q on a frequency basis
O», =loaded Q on a guide wavelength basis

Z, =characteristic impedance of normal guide
Z,=characteristic impedance of matching section
Z,=characteristic impedance of filter section

A =air wavelength

Ao =air wavelength at resonance

A\, =guide wavelength

A0 =guide wavelength at resonance

Ao, =guide wavelength in normal guide

Ao, =guide wavelength in filter section

A\ o =guide wavelength bandwidth
6 =electrical length, 2xl/\,.

Induced Grid Noise and Noise Factor’

R. L. BELLt

Summary—In this paper there is developed an approximate
treatment of narrow-band triode noise factor, taking into account
induced grid noise by a new method. Minimal values of noise factor
predicted theoretically are compared with experimental values, and
it is found that from a knowledge of circuit losses, shot noise, mutual
conductance, space charge input capacitance, and dc grid current
measured on the tube, noise factor, and optimum source conductance
can be predicted with accuracy over a wide range of operating con-
ditions.

It is shown that lead inductance effects and normal induced grid
effects (grid noise, space-charge capacitance, transit-time damping)
have no influence on noise performance, but merely affect tube ad-
mittances. Direct compensation in the grid circuit of components of
input admittance to which these effects give rise leads to a de-
terioration of noise factor usually attributed to grid noise.

It is shown that the optimum grid circuit detuning may be pro-
vided automatically by the input space-charge capacitance.

[. INTRODUCTION

T YHE FLUCTUATIONS induced at a vacuum-
(:ﬂ: tube grid are, as is well known, of considerable
importance in the design of low-noise amplifiers

for the vhf band. Various attempts have been made to
calculate the relation between currents leaving the
cathode and currents induced in the grid, the ratio of
which two quantities might, by analogy with low-fre-
quency terminology, be termed the “partition coeffi-
cient” for the grid. A realistic calculation of this quan-
tity is however in a practical case extremely laborious.
No attempt was made until recently! 2 to measure the
partition cocfficient and, the cathode fluctuations being
known, merely compute the expected grid fluctuations.
This, as shown helow, is a comparatively simple matter.

* Decimal classification: R138.6. Original manuscript received
lsnyll()l;slututc, July 31, 1950; revised manuscript received, February

t Research Laloratories, The General Electric Company, Ltd.,
Wembley, England.

' R. L. Bell, “Induced grid noise,” Wireless Eng. vol. 27, p. 86;
March, 1950.

~ A, van der Ziel, “Noise suppression in triode amplifiers,”

Cunadian Jour. Res., p. 189; June, 1950.

The validity of the procedure rests on the assump-
tion that the ratio between the Fourier transform of the
current pulse induced in the cathode to that of the cur-
rent pulse induced in the grid by any given clectron is a
function of frequency only, and is independent of the
energy of emission of the electron, point of emission,
and direction of emission. This of course is not in gen-
eral the case, and the accuracy of the final result is only
a measure of the closeness of the approximation. A priori
reasons may casily be found for and against the conten-
tion that the approximation is likely to be a good one.
Justification for its use, however, lies where application,
even in unlikely cases, has so far turned out well.

One result of the variation of grid partition coefficient
with initial emission conditions is that the behavior of
the integrated effect at the grid is similar to that in a
tube where the partition cocfficient is in fact inde-
pendent of these conditions, as in our assumption, but
additional currents are induced at the grid quite inde-
pendently of currents induced in the cathode-anode
circuit. This fictitious uncorrelated effect has been
called the “total emission” component of induced grid
noise. Under conditions in which the tube is in no
danger of taking dircct grid current, the total emission
component is small compared with the normal induced
component, and our assumption naively applied leads
to sufficiently accurate results. In the interest of brevity
we shall not consider explicitly all emission effects.

I1. Grip Noistk

In terms of the nodal analysig? the input admittance
at a node (1) of a vacuum-tube circuit is

A
Y“' e ’ (1)
All

3 N. R. Campbell, V. J. Francis, and E. G. James, “Linear single-
stage valve circuits,” Wireless Eng., vol. 22, p. 333; July, 1915.
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where A is the determinant

112 13- -
21 22 23... )
31 32 33--.

and Ay the cofactor of the element (11). The clements
are

(xy) = azg, — 1,

N (3)
(x.\’/') = a g + Z }’zu-

0

a; is the proportion of cathode current intercepted by
electrode x, g. its conductance with respect to cathode
current, ¥, the admittance connected between node x
and node y.

_ (DAn + (1225 + (13)3 - - -

Vi W €))
If all other nodes 2, 3,4 - - - are earthed,
(22), 33), (44) - - - > =
and
V=) =aigi + Ve + Vip + Vig- - (5)
In the absence of the electron stream a1, =0 and ‘
Vi=VYie+ Yo+ V- - , (6)
i.e., the partition coefficient for the electrode (1) is
o = L= Viio, (7
g1

the quantities involved being measured with other elec-
trodes earthed,

In discussing transit-time effects it is convenient to
regard “cathode current” as the electron conduction
current at the potential minimum, in which case, for
reasonable electrode spacings (d<Lfrec-space wave-
length), the conductances g, of the various clectrodes
are real quantities.

We are basically interested in the effect of the induced
grid effects on the shot effect in the triode valve. The
shot noise may he represented in the frequency range
f, f+df as a conduction current at the potential mini-
mum of mean-square value

di? = sa(Ndf (8)

where at low frequencies s, =2ei,I'%. Thus, under the
assumptions already stated, the fluctuations appearing
at say the grid node (1) is

di? = si(Ndf = | a:?| s,(f)df.

Similarly, for node (2) di= ,aﬂ’s,,(f)df.
The fluctuation si(f) gives rise to a further effect at

2)

©)

OF THE I.RE. September
A }2

s2'(f) = s:i(f) R (10)

22|

Bearing in mind that these two fluctuations have the
same source, the nett effect at (2) is

12
12

A
so(f) = su(f) [@2 + ay N (11)

22

Itis now clear that the induced grid noise may be re-
garded as a manifestation of a kind of feedback effect
from the cathode-anode circuit to the grid by the
mechanism of electron transit time. It is of interest to
inquire whether other feedback effects such as those due
to cathode, anode, and grid lead inductances can be
taken into account by treating them as internal to the
effective tube comprised of anode grid and cathode con-
necting tags, respectively, without reference to the
actual tube clements. Detailed investigation  yields
the expected result that this is permissible at least so
long as the effects of lead inductance on tube admit-
tances remain first order, which is the only case of
profitable interest.

Hence where desired at any stage in the analvsis,
general properties such as admittances, clectrode cur-
rents and the like, which have been treated as pertain-
ing to the internal tube with zero lead inductances can
be transferred to the external tube, bearing in mind
that additions and (mostly negligible) transformations
of admittance components are thereby effected.

ITI. Noisk Factor

We compute here what has bheen termed “cffective
noise figure,™ or simply “noise factor.”™ The concept
is related in clementary wavs to other definitions of
amplifier sensitivity such as noise figure referred to a
source at standard room temperature® and the related
“operating noise factor” and “absolute sensitivity, "7
Noise factor as used here is defined by reference to Fig. 1
as follows. One supposes s, to be Yhe spectrum of an
cquivalent fluctuation which when injected into node 3
represents the noise output from the whole of the

Fig. I—Node points on the commmon cathode circuit.

1L Goldberg, “Some notes on noise figures,” Pr ., Vi
0 k. 1ures, oc. LR.E., vol.
36, p. 1205; October, 1948 ¢

5 N. R. Camphell, V. J. Francis, and I
of valve amplifiers,” Wireless Eng., vol.
and p. 1!(), ‘Xpril, 1946.

¢ H ‘riis, “Noise figures of radio receivers,” Proc. 1LRE.,
vol. 32, p. 419, June, 1944,

"D. 0. North, “Absolute sensitivity of radio receivers,” RC.1
Reu., vol. 6, p. 332; anuary, 1942,

- G. James,” Noise factor
23, p. 74, Muarch, 1940;
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amplifier excluding the source conductor. s, is the spec-
trum of the fluctuation current injected into node 3 by
the source conductance. Then the noise factor is given by

su+ s,

Su

N =

Noise factor thus defined is a function of source tem-
perature .

If we now denote by s; the spectrum of all current
fluctuations injected into the grid node (1) which are
uncorrelated with the shot noise in the valve

51 = 4kTu(l'u + 4kT10(1‘10 + 4kT10(;10 + Zeia, (12)

G.,Groand Gy, are, respectively, the source conductance
viewed from the tube grid, the cutoff grid-earth con-
ductance and the cutoff grid-anode conductance.
T'., Twand Ty, are the physical temperatures of these con-
ductances. i, is the direct grid current taken by the
tube, which may be shown normally to exhibit full shot
effect. Into this term may be lumped all uncorrelated
grid noise effects (total emission noise, induced parti-
tion noise,® anode reflection and secondary emission
effects, etc.), by a suitable and normally unimportant
modification of the value of ¢,.
The total fluctuation injected into the anode node is
thus
| A2
So = §1|—
i Age

2 I A12|2
+ splaz+a1—‘

5l (13)

omitting for simplicity the negligible contribution to
anode fluctuations of thermal noise in the anode load
and in the grid-anode conductance. The noise factor
follows by dividing through by the term in G,:

n GloTloj' G12Tho + 204,T,

N=1 S A
G, T,
R.fTog»f azAgs + Oll_Alzr, (14)
GuTu A12

where we have written
sp = 2ei,I'? = 4kToR,gn’,

and Ty is standard room temperature (290°K), R, is the
cquivalent noise resistance of the triode, gy its mutual
conductance,

-~ 20 volts™!,
4kT,

Ay = (11) = a151 4+ Vi + le
- (21) = — a1 + Via
Gro + Gu + G2+ jBi + jBu + jBie

s R.L. Bell, “Negative grid partition noise,” Wireless Eng., vol.
25, p. 294; September, 1948,

=
I

(15)

I

Vied Ve
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Since total currents are conserved, for a triode
ay+ ar = 1,

Thus asgy = (1 —ai)g1 may be regarded as the high-fre-
quency mutual conductance of the tube.

The factor |02A22+01A12| 2 in the third term of (14)
expands to

I azaigy + a2V + aVi2 + V2 — gy Iz; (16)
(16) becomes simply

[ a0+ Vo !2. (17)

The term ayg, representing admittances which appear at
the grid due to currents correlated with cathode-anode
currents has already disappeared from the noise factor
expression. The significance of this is that feedback
effects such as the correlated induced grid noise, input
admittances due to cathode anode and grid lead in-
ductances, the space-charge susceptance, transit-time
damping, and so forth, have no first-order effect on
noise factor. This in turn means that the circuit ad-
justed for optimum noise factor performance under the
assumption that such effects do not exist will function
optimally when they are present, and will remain un-
affected by them. Such phenomena may have their
effects on the input and transfer admittances of the
stage and in the process of trying to compensate for
such admittance components, whether conductive or
susceptive, we may find that the noise factor has de-
teriorated. This however is a property of the circuit
maladjustment and not of the effects under discussion.
Conditions of optimum adjustment of the external cir-
cuit are discussed in Section IV below.

The quantity a; is in general complex, ai=v+jB,
and normally 8>>v;

(16) expands to

[Gu + Gro + G2 — 'Y(("u + (l'm) + B(Bu + Bw)_‘2
+ [Ifu 4+ By + By — v(Bu + Buw) — B(Gu +(:',o)]2. (18)

IV. OptivuM Circurt CONDITIONS
Writing (18) as

(Gu +G)* + (Bu + B)? (19)
one has approximately
GuTw 4 Gl 4+ 20i,T,
N=1+
G.T.
RiTogm? [ Gu + D+ (B. + 1{)2] 20)
(;uY‘u gm2 + 1‘122 ‘

The optimum value of source conductance is thus

Gu?2 =G+ (Bu + B)?

Gl + G + 208,T Bi,?
+ 14— (21)
R, T, gmz

and the minimum noise factor.

0 IIII—————————
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v 14 2R +('][ g’ ] -
Yo — 'l'u Tug 1 gm'.' + [‘IE'Z .

Minimizing with respect to source susceptance, one has
simply

B, + B =0,
i.c., approximately, omitted terms heing small.,
Bu, 4 Bio + By = 0.

This is the condition that the source susceptance shall
resonate with the cold input susceptance of the tube with
the anode carthed. It is clear that this condition im-
plies little or no restriction on the working input admit-
tance of the tube as an amplifier, which by suitable
choice of circuit components can have any desired value.

It is interesting to note that the optimum source con-
ductance depends on the source susceptance, but not
vice versa.

Taking the case of the inductance-nentralized triode
with a low anode load (as in the “cascode™ arrange-
ment), the input susceptance is simply

By + B + Bgs,
and B, is normally adjusted for resonance to satisfy
By, + B+ B =0

The detuning of the grid circuit required to optimize the
noise factor is thus

I”uo - [f"‘ = ﬂglv

which is the value of the total input space-charge sus-
ceptance, i.e., the space charge automatically provides
the correct value of detuning in this circuit. It is not
difficult to show that this detuning remains close to
optimum, even for very wide-band operation,

V. MEASUREMENTS

An experimental check on the above work was car-
ried out by a series of extremely careful measurements
at 45 mc on a number of vhi triode and triode-con-
nected tube tvpes employed as first tube in a cascode
arrangement. IExperience brought to light a large num-
ber of necessary techniques and refinements, and the
measurements of noise factor quoted are certainly ac-
curate to within 2 per cent. In order to calculate the
performance of tubes to this order of accuracy, it is, of
course, necessary to substitute carefully determined ex-
perimental values of all the various quantities involved.
When this is done, it is found that noisc factors can be
predicted to within 2-3 per cent, an accuracy sufficient
for most design purposes. The approximations involved
may however be expected to begin to break down for
tubes in which the grid winding pitch is much greater
than grid-cathode clearance. Further, the treatment is
a “first-order” one, and the results cannot be expected
to apply necar the maximum usable frequency of any
particular valve.
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The curves of Figs. 2-7 are typical of the agreement
found under reasonable conditions between measured
and predicted results. Figs. 2 and 3 show the variation
of minimum noise factor with bias at fixed anode cur-
rent (variable anode voltage) for two high-slope 121714
triodes operating without detuning.

The deterioration in noise factor which may result
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from the flow of a few microamperes of grid current is
well illustrated by the characteristic steep risc in the
curves at low bias values. A slight elaboration of the
algebra of the previous sections shows that the de-
terioration is due to the shot noise in the grid current,
the effect of the grid current-voltage slope being negli-
sible.

Figs. 4 and 5 show the corresponding variation of
optimum source conductance with bias for the same
tubes. Theaccuracy in determination of the experimental
points is not great, since it involves the estimation of the
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Fig. 4—Optimum source conductance versus grid bias,
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abscissa of a minimum on an experimental curve. Ac-
curacy of measurement of actual minimum noise factor
values may be expected to be of a higher order, how-
cver, being the ordinate of the minimum on the same
curve.
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Measurements were made on special samples of one
type of triode in which care had been taken to remove
the possibility of reflected or secondary electrons from
the anode returning to the region of the grid, and so in-
ducing extra grid noise. No effect on noise factor due to
such a phenomenon was in fact detected.

Figs. 6 and 7 show the minimal effect on noise
factor of detuning the grid circuit. The theory indicates
a minimum value of detuning near to the space-charge
capacitance, and this is actually observed. The reduc-
tion in noise factor obtained is close to that expected on
the basis of the above calculations. While optimum de-
tuning is independent of source conductance, the re-
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Fig. 6—Grid detuning and noise factor, E1714, No. 577,
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Fig. 7 —Grid detuning and noise factor, E1714, No. 415,
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verse is not the case; thus, having established optimum
detuning, a further reduction in noise factor will in
general be obtainable by readjustment of source con-
ductance. The reduction of noise factor on detuning
calculated in previous sections is the combined effect of
both operations.

The conclusion that lead inductances have no first-
order effect on noise factor is easily verified experi-
mentally. An artificial increase of any of the lead in-
ductances by several times has no detectable effect on
measured noise factor.
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Transient Response of Asymmctrlcal

Carrnier Systcms*

GEORGE M. ANDERSON{, associate, ke, AND EVERARD M. WILLIAMSYT, SENIOR MEMBER, IRE

“y ¢

Summary—The transient properties of asymmetrical amplitude-
modulated carrier systems are studied in the time domain. A vector
integral method is given for the determination of system response to
arbitrary modulation. Typical nonlinearity of the envelope transfer
function is studied as a function of modulation depth. It is found
that the time delay associated with a rising response to a step change
is always less than the delay associated with a decreasing response to
a similar change.

Transient improvement as a consequence of detuning in asym-
metrical systems appears to be accompanied by a decrease in signal-
to-noise ratio.

INTRODUCTION
MPLITUDE-MODULATIED

which have asymmetrical amplitude and phasc

characteristics about the carrier frequency
possess a certain type of nonlinearity in the relations
between the envelopes of the signal and the response,
This nonlincarity, in what is called the envelope trans-
fer function, occurs even though the system is linear in
the total signal.

Previous investigators have studied the transient
response of asymmetrical carrier systems, particularly
in the television field, Their analyses have generally in-
volved the Fourier integral and assumed amplitude and
phase characteristics.  The physical inconsistencies
which often arise from these mathematical methods,
such as infinite overshoot, responses existing before the
signal is applicd, and the like, which cannot in fact exist,
have heen explained by Guillemin,!

Recently Eaglesficld? has investigated a specific tran-
sient problem in an asymmetrical amplitude-modulated
carrier system using Laplace transform methods; results
of his study are limited to the case of restricted modula-
tion depth, for which the envelope transfer function
becomes linear.

Cherry? points out that asymmetric systems may be
advantageously analyzed by an extension of the well-
known band-pass low-pass analogy.*

The paper presents a time-domain study of asym-

carrier  systems

* Decimal classification: R148.1. Original manuscript received
by the Institute, September 14, 1950; revised manuscript received,
December 11, 1950, This paper is part of a dissertation submitted
by George M. Anderson in partial fulfillment of the requirements
for the degree of Doctor of Science at Carnegie Institute of Tech-
nology.

t Carncgie Institute of Technology, Pittshurgh 13, Pa.

1. A. Guillemin, “Communication Networks,” vol. 2, John
Wiley and Sons, New York, N. Y., p. 480; 1935,

2'C. C. Eaglesfield, “Carrier-frequency amplifiers, transient re-
sponse with de-tuned carrier,” Wireless Eng., vol. 23, pp. 67-74;
March, 1946,

3 E. C. Cherry, “The transmission characteristics of asymmetric-
sideband communication networks,” in two parts, Pt. 1, Jour. IEL
(London), vol. 89, pt. 111, pp. 19-42; March, 1942; and Pt 1L,
Jour. IEE (London), vol. 90, pt. I, pp. 75-88; June, 1943,

+ P, R. Aigrain, B. R. Teare, Jr., and E. M. Williamns, “Gen-
cralized theory of the band-pass low-pass analogy,” I’'roc. LR.I,
vol. 37, pp. 1152-1155; October, 1949.

metrical svstems. Tt is found that account must he
taken of the carrier-phase time variation in adding rc
sponse envelopes and that a vector superposition inte-
gral is convenient as a general method of computing
transient response. Examples are given of the non-
Linearity of the envelope transfer function.

Tk VECTOR INTEGRAL

In lincar systems, it is often convenient to solve the
svstem differential equations for a particular input and
thereafter to make use of the superposition integral. In
the case of asvmmetrical systems, the envelope response
to a given input envelope is not sufficient, of itself, to
determine the envelope response to any arbitrary input
However, it is possible to derive an integral, analogons
to the ordinary superposition integral, which relates
the response envelope to any signal envelope in terms
of the envelope and phase response to a given signal
cnvelope.

The Heaviside unit step function is often chosen as an
appropriate test signal for video systems. For band-pass,
amplitude-modulated systems, the unit step function of
carrier plavs a role analogous to that of the unit step
function in video systems,

FFig. 1 is a block diagram of a typical amplitude-
modulated  carrier system. The modulated  stage s

4+ e snuyt +6)

SIGNA
N MODUL ATED }/ BAND PASS ot ouTPUT
e 1) STAGE SYSTEM \ hit

e sinlwt+8,) e h(')su{*' + 8, W(')]

~

Fig. 1—Block diagram of a typical amplitude-modulated
carrier system,

linear, i.c., its output contains an cnvelope component
lincarly related to the input. The band-pass svstem is
assumed to be lincar. Its ontput is fed to a detector
which produces a response proportional to the envelope.

&M [ ) ! ’

Fig. 2—Unit step function at time zero followed by a step
function of depth m at time to.

The superposition integral applicable to asvmmetrical
systems is derived by considering the effeet on the re-
sponsc envelope of the composite signal envelope, e,(1),
of Iig. 2. Here e,(t) consists of a unit step function and
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" a displaced step function of depth m.

e(t) = u(t) + mu(t — 1), (1)
where
u(t) = 0; 1 <0
=1 =2
and

—1=ms + =,

The total input to the band-pass system, ,,(f), at-
tributable to u(t) is

7i,(1) = u(?) sin (wct + 60). (2)
The response vo,(£) to u(t) may be written as
w,(t) = Awoa(t, wo) sin [wet + 80 + ¥(t, w) ], (3)

where
a(t, w;) = 0

a(=, w) = 1;

y(t, w,) = 0 for
¢(oo, wc) = 6(“’::)-

A(w.) and 8(w.) are the steady-state gain and phase
shift, respectively; a(¢, w.) and Y(t, w.) represent the
envelope and phase response to u(f). It is assumed that
the svstem bandwidth is small enough so that a(¢, w.)
and ¥(¢, w.) are not functions of 8,.

To determine the system response, vo,(2) attributable
to mu(t—1t,), write the input v;,(¢)

v,,(1) = mu(t — to) sin (wet + 6o) €Y}

t=0

as
(1) = mu(t = to) sin [wc(t = to) 4 00 + wco].  (5)

v,,(t) is the same function of (t—to) as v,,(¢) is of ¢
with the exception of the additional constant phase
w.lo. Since a(t, w.) and ¥(¢, w.) are independent of the
initial carrier phase, vo,(f) may be obtained from vo,(?)
by replacing ¢ by (¢—to) and substituting (8o+weto) for
6o.

v0,(1) = Awe)ma(t — to, w) sin [we(t = to) + 8o
+ welo + (¢ — to, w)]  (6)
= Aw)ma(t — to, w) sin [wet + 80 + ¥(¢ — to, w) ).
The response to the composite signal of (1) is given by
vo(t) = v0,(£) + 20,(8)
TA (o) fa(t, w)eiv (oo

+ ma(t — to, w)ei¥ lo,wc)}ei(w¢!+00), (7

where [ indicates the imaginary part is to be taken. The
envelope associated with (7) is simply the absolute
value of the last expression
h(t, w) = A(w) | a(t, we)ef¥(tue)

+ ma(t — to, we)ei¥(t—towo |,

(8)

It is evident from (8) that the effects of different sig-
nals on the response envelope may be determined by
considering the individual envelopes as vector quanti-
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ties with associated variable (in time) phase angles.

Equation (7) may be employed for determining the
output 2,(t), attributable to any input envelope f(£), in
terms of a(!, w.) and ¥(¢, w.). The input envelope is ap-
proximated by a series of step functions. By letting the
number of steps go to infinity, the sum which represents
2o(f) becomes an integral.

vo(t) = IA(wc) {j(())a(,, we)e i tuwe)

t
+f f(n)a(t — 7, wc)e”“"""°’dr} GRS
0

The response envelope k(¢ w.) is the absolute value of

ﬂo(t)

h(t, w) = A(we)|f(0)a(t, w)ei¥(tee

+f’f'(r)a(t — 1, w)ei(treadr ) (10)

This is the vector, or complex, form of the superposi-
tion integral. It provides a method for determining the
envelope response to any signal envelope provided that
a(t, w.) and ¥ (¢, w) arec known. The advantage lies in
the fact that the method leads directly to the desired
envelope response, and further it is applicable to those
problems for which f(f) cannot be expressed in a con-
venient analytical form and graphical methods must be
employed.

TypricAL NONLINEARITY AS FUNCTION OF
MobuLaTION DEPTH

The nonlinear character of the envelope transfer
function can be conveniently investigated for the case
of step function modulation. In this study, the system
of Fig. 1 is presumed to have reached steady-state con-
ditions and subsequently a change in e,(¢) occurs. The
system envelope response can be determined from (8)
by letting to become very large. For convenience, shift
the time axis so that time is computed from £, as zero.
This gives

h(t, we)

Aw,) | e 4 ma(t, w)eiv .00
Awe) | 1+ ma(t, we)eid(twe |
AIVT+ e, ) F 2malt, w.) cos 60, w), (1)

where

4’(‘: wc) = ‘P(t, wc) - 6(“’::)'

In order to study the differences in the response en-
velope as a function of m, a new function ba(f, w.) is
defined as the normalized difference of k(¢, w.) and the
initial value k(0, w,).

bM(t- “’c)
h(ta wc) - h(()v wc)
W(®, w) — (0, w,)
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1 S . i
=— [\/H—m’a’(l, W)+ 2ma(l, w.) cos d(l, w,)— I_I (12)
m .
since £(0, w)=A(w) and (e, w)=A(w)(1+m).

This has the effect of plotting all changes whatever
m may be, on a scale from 0 to 1, and is uscful for com-
PATISON PUrPOSCS.

Examination of the partial derivative of by, (f, w,) with
respect to m shows .

nbm(’u wc)

———— 20 for
om

>0 (13)

and
cos? ¢(, w,) #= 1.

Lxcept for the excluded points, relation (13) shows
that b,.({, w.) is monotonic, increasing in m, and satisfics

b_y(t, we) < buil, w.) < bo(t, we) = a(t, w.). (14

At the excluded points, cos? ¢(f, w.) =1, some of the
ba(t, w.) curves have a common point and tangent
while the remaining curves again satisfy (13).
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Fig. 3—Steady-state amplitude characteristic of the amplifier
shown in the inset.
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*ig. 4—Normalized envelope response of the amplifier of Fig. 4
to step-function change of modulation for three values of modu-
lation depth m,

September

Relation (14) is illustrated in FFig. 4, which shows the
normalized envelope response bo(l, we) for the two
stage ampliber of Fig. 3. The frequency parameter,
v = (w. —wo)/a corresponds to the half amphitude point
of the steady-state characteristic. Also shown is¢o(l, w).
1is clear from Fig. 4 that the time delay associated with
a decay is always greater than the time delay of arise.

An i;nvr(-.sling singularity is evidentin the normalized
envelope response curves b, w) in Fig. 4 for m=0,
and — 1. The curves swing negative bhefore beginning to
rise. The actual envelope response will therefore rise be-
fore decaving in the m= —1 casc. Since

bo(t, we) = a(t, w) cos ¢(l, w.) = ba(t, ),
and from (3) and (11)
(0, w,)
a suthcient condition for this ¢Hect to oceur is that the
steady-state phase shift exceed 90 degrees,

(13

— 6(we),

SIGNAL-TO-NOIsE RaTIO

The chief advantage of detuning the carrier to pro-
duce an asymmetric systennisan improvenent in systen
transient response without an attendant increase in
bandwidth. Because of mathematical difficulties, an in-
vestigation of transient response as a function of carrier
frequency must be carried out, point by point, by ac-
tually computing the response at a number of fre-
quencies. Results for a limited number of systems ap-
pear to show that the transient improvement does not
come about unal the carrier is detuned down the sides
of the steady-state characteristic. The build up of the
response i time proceeds at a4 maximum rate deter-
nined by the svstentbandwidth and not by the position
of the carrier frequency. The principal reason for the
transient improvement is that while the maximum rat
of rise is cssentially constant, the response is rising to
smaller inal value, and thus reaches a higher percentage
of that final value in a shorter time. Fig. § illustrates
these effects in the case of the two-stage amplifier of
Fig. 3 for two values of carrier frequency.

8 "
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Fig. 5——(a)‘1\'ormalized envelope response of the amplitier of Fig. 4.
to a unit step modulation for two values of carrier frequency 1.
x=Q,‘ the symmetrical case 2, x= —1.80, the half-amplitude case.
(b) The response curves of Fig. 5(4) are shown multiplied by the
ratio of steady-state amplitude at frequency x, to the amplitude
at the center frequency, x=0. i

Since the transient improvement comes about by de-
creasing the steady-state amplitude, it would appear

that such improvement is accompanied by a decrease
in signal-to-noise ratio.

-
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Analysis of Audio-Frequency Atmospherics”
RALPH K. POTTERY, FELLOW, IRE

Summary—Sound portrayal techniques used in studies of speech
and noise reveal the structure of atmospheric disturbances well
known to long-wave radio and ocean-cable engineers as “whistlers,”
“swishes,” and “tweeks.” It is suggested that renewed investigation
of these effects, using modern analyzing tools, might yield informa-
tion of considerable scientific interest.

UDIO-FREQUENCY atmospherics of a special
A type recorded during the period 1930-1933 by
Burton and Boardman! were recently analyzed
by the sound spectrograph. These atmospherics,
thought to be a result of electrical reverberation within
the ionosphere, are heard at times against the back-
ground noise on ocean cables and long wire lines. The
sound spectrograph used for their analysis is an instru-
ment developed in Bell Telephone Laboratories for re-
search on speech, noise, and other sounds.? This instru-
ment literally takes a sound sample to pieces and
spreads its components out as a pattern, with frequency
in the vertical dimension and time extending from left
to right. The disposition of frequency and time is sim-
ilar to that in the familiar musical staff. In the spectro-
gram random noise is revealed as a mottled, black-and-
white surface. Steady tone becomes a horizontal black
line and a clicking sound forms a vertical spike. The
Burton-Boardman recordings of audio atmospherics in-
cluded at least four kinds that have been called “whis-
tlers,” “swishes,” “tweeks,” and “rumblers.”

WHISTLERS

\Whistlers are whistling sounds that start at a high
frequency, sweep downward in frequency at a more or
less constant rate, and then tend to rise again. Accord-
ing to the Burton-Boardman article, “These types of
atmospherics appear to have no connection with the
time of day or with local weather conditions, and there 1s
no indication of any correlation with the time of year.
During some periods they have heen observed fre-
quently during days and nights for possibly 48 hours
or longer. They have been found at times to persist
steadily through the early morning, bridging the transi-
tion period when the more common forms of atmos-
pherics rapidly change character.”

Examples of whistlers are shown in Fig. 1. A fre-
quency scale is included at the left of (a) and time is
marked off along the top. Note that depth of frequency
penctration varies and that the tonal quality becomes
indefinite on the rise at the right as indicated by broad-

. * Decimal classification: R114XR272. Original manuscript re-
ceived by the Institute, October 31, 1950.

This discussion is part of a presentation by the author at a
meeting of URSI in Washington, F) C., on April 18, 1950.

t Bell Telephone Laboratories, Inc., New ork, N. Y.

VE. T. Burton and L. M. Boardman, “Audio frequency at-
mospherics,” Proc. [.R.E., vol. 21, pp. 1476-1494; October, 1933.
Also Bell Sys. Tech. Jour., vol. XI1, pp. 498-516; October, 1933.

R, K. Potter, “Visible patterns of sound,” Science, vol. 102,
pp. 463-470; November 9, 1945.

Fig. 1 —Examples of “whistlers.”

ening of the trace. When frequency penetration is cur-
tailed, the downward sweep of tone is lost in noise, as
illustrated by the slanting traces at either end of Fig.
1(c). In all three of the spectrograms of Fig. 1 faint
horizontal, harmonically spaced traces of uncertain or-
igin may be seen in the lower half against the back-
ground noise.

SWISHES

Swishes are hissing sounds with a broad tonal quality,
but no distinct pitch. Burton and Boardman compare
them with the sounds “made by thin whips when
lashed through the air.” These sounds follow the same
downward frequency sweep as the whistlers and seem
in some way related to them. As to their occurrence, the
Burton-Boardman report states, “Our observations
have shown these often to appear during periods when
the whistling tones are frequent, to correspond ap-
proximately to the length of the whistles, and at times
to appear in regularly spaced trains.” While the spectro-
graphic patterns of available recordings seem to indi-
cate that whistlers and swishes are distinctively differ-
ent, Mr. Burton has expressed an opinion that they are
perhaps of the same origin, differing only in the amount
of irregularity introduced by some variability in the
transmission medium. He believes all degrees of irregu-
larity were heard during the course of the aural observa-
tions.

Examples of the swishes appear in Fig. 2 as the
shadowy bands sloping toward the right. Their fre-
quency-time slopes are similar to those of the whistlers
as may be seen in (a) and (b). Faint remnants of what
might be individual whistler traces are evident here
and there throughout the shadowy bands. These sug-
gest the swish could be a whistler that has been sub-
jected to strong reverberation.
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Fig. 2—Examples of “whistlers” and “swishes.”

Burton and Boardman state that, “Series of swishes
have been observed following cach other with almost
perfectly regular spacing of a few scconds, the train
persisting on occasion for as long as a few minutes.” One
group analyzed with the spectrograph consisted of four
swishes that followed a regular sequence very near to
three seconds apart. In this foursome cach successive
swish became fainter, and penctration leveled off at a
progressively higher frequency.

The whistlers at the left in Figs. 2(a) and 2(h) display
a peculiar “sideband” structure that deserves mention.
It could be suspected some overload characteristic of
the equipment was responsible, but harmonics, which
almost invariably accompany overload, were absent or
too weak to be recorded. There is also some evidence in
(a) that the sideband spacing decrcases as the tone
sweeps downward, meaning that the wave train contains
equally numbered groups regardless of frequency:.

The Burton-Boardman report explains that the whis-
tlers “sometimes swept upward or downward.” In a re-
cent elaboration of this statement Mr. Burton says that
they often heard the rapid upward progressions, some-
times several in a closely spaced group, with no obvious
evidence of a preceding downward sweep.

TwWEEKS

Examples of tweeks appear in (a) of Fig. 3. Inci-
dentally, in the spectrograms of Fig. 3 the frequency
range is extended about threefold, as indicated by the
vertical scale at the left of (a). Simultancously the time
scale was expanded as shown at the bottom of (b). The
horizontal light streak near the middle of both spectro-

- grams in Fig. 3 was caused by an abrupt manual change
in the spectrograph adjustment to bring out the weaker
high-frequency components.

The tweeks are the small sled-shaped traces that
curve downward and flatten out at a common level. The

(a)
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(h)

Examples of “1wecks

.

Fig. 3 and “rumblers.”

duration of these is much shorter than that of the whis-
tler by a ratio of fifty or more to one.

The Burton-Boardman paper explains that twecks
are first heard around sunsct and continue through to
sunrise. They normally trail static impulses. The fre-
quency of leveling off, they report, varies over the night
period.  One  representative  series of  observations
showed a sunset shift from about 2,300 cps down tn
some 1,650 cps within about three hours, and in the
morning a return to 2,300 eps within about two hours,

Second and third harmonies of the tweeks are clearly
evident at the left end of Fig. 3(a) and third harmonic
patterns may Dbe seen throughout the spectrograms.
The slopes in these harmonic traces are steeper because
all frequencies are multiplied. \WWhether the harmonics
were present in the original signals is uncertain. Quite
possibly they are caused by receiving and recording
equipment nonlincarities. N

Dark spots near the bottom of Iig. 3(a) are believed
to be low-frequency “statie” bursts. Their appearance
seems to coincide closely with the beginning of cach
tweek and coincidentally 4 splash of random noise
:spfcm]s upward through the frequency spectrum. This
1s in agreement with the theory that the tweeks are an
aftermath of the potential release. Burton and Board-
man suggest that they are explainable by multiple re-
flections between the ionosphere and carth as proposcd
by Barkhausen? for the swish and whistler.

RUMBLERS

Three examples of rumblers may be seen in Fig. 3(b).
They appear as dark upright forms, one far to the left
another at the middle, and the third near the right cnd'
of the spectrogram. Close examination reveals that they
start rather abruptly and consist of many closely spaced,

* H. Barkhausen, Proc.

_ ILR.E., vol.
(Note Figs. 1, 2, and 3.) vol

18, p. 1155; July,! 1930.
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horizontal traces that are overtones of a low frequency.
A count of the overtones within a given frequency inter-
val shows that the fundamental tone of these samples
is around 600 cps. Along the bottom edge may be seen
dark spots of faint tone at about this fundamental fre-
quency.

The purpose of describing the above spectrograms of
audio atmospherics is not to support any theory as to

PROCEEDINGS OF THE [.R.E.

1069

their cause. It is rather to suggest that a critical study
of these natural audio-frequency signals with some of
the analyzing tools now available might yield results of
considerable scientific interest. The spectrographic dis-
play of oscillation intensity in relation to frequency and
time.affords a form of visual correlation that has proven
to be highly effective in the study of such signals as
these.

The Realization of a Transfer Ratio by Means of
a Resistor-Capacitor I.adder Network”™
JOHN T. FLECKt axp PHILIP F. ORDUNGY, SENIOR MEMBER, IRE

Summary—A method is offered for the exact realization with a
ladder network containing only resistors and capacitors of a transfer
ratio subject to the following three conditions:

1. Poles of H(p) occur at real, negative values of p and are simple.

2. Zeros of H(p) occur at real, negative values of p, but may be

multiple.

3. H(p) is finite for p=juw, —© Sw=E >,

This type of network frequently has gain factors considerably greater
than that allowed for an equivalent network synthesized on the
lattice basis.

INTRODUCTION
THE PROBILEM considered in this paper is that

of the realization of a transfer ratio, Eoutput/ Einputs

with a ladder-type network containing only
resistors and capacitors. In the synthesis method to be
described, the transfer ratio is used to establish the
driving-point and transfer admittances of the ladder,
then the ladder is synthesized. Ilowever, in order that
the relationship of the transfer ratio to the driving-
point and transfer admittances of the ladder be estab-
lished and in order that the necessary conditions for
realization of the transfer ratio be obtained, the prop-
erties of the RC ladder must first be carefully examined.

PPROPERTIES OF THE RESISTOR-CAPACITOR
I.LADDER NETWORK

The type of ladder network considered in this paper
is shown in Fig. 1. This ladder has » meshes, and the
output voltage appears across the impedance Z,,. In
determinant notation, the driving-point admittance of
the filter offered to Einpye can be expressed as

,l - All
Einpuc A

Yius=

: (1

where

* Decimal classification: R143, Original manuscript reccived
by the Institute, Mav 12, 1950; revised manuscript received,
December 26, 1950, Presented, 1951 IRE National Convention
New York, N. Y., March 20, 1951, '

The major part of the material in this paper was developed by
John T. Fleck in a thesis entitled “Network Synthesis,” which was
submitted to Yale University in partial fulfillment of the require-
ments for the Ph.D. degree in electrical engineering.

t Cornell Aeronautical Laboratories, Ithaca, N. Y.

t Yale University, New Ilaven, Conn,

!Zm Zos Zyz O 0 0
0 Zy Ziyz Zu 0 0 |

Zun Zi 0 0 0 0 l

(2)

l 0 O . Zn,n—-l Znn

and where Ay, is the cofactor of the element in the first
row and first column of A, The clements of A are the
respective contour and mutual impedances in the lad-
der. Since the expansion of A as well as Ay leads to a
polynomial of the form

a,
;«’
Yu can be converted to a ratio of two rational poly-

nomials in p by multiplying numerator and denominator,
respectively, by an appropriate power of p, p*.

A=llu+;l+"'+ (3)

Y= p‘A” = L(“P*)* ’ (4)
gy g(p)
2 2z

2n-3

Fig. 1—The ladder network constructed with clements of the form

1
Z, =R =
’ ,+PCi

The driving-point admittance! of an RC network has
the property that when expressed in factored form

Yo = » _ " (P4 a)(p+ a) - -
’ g(p) (p+v)(p+ ) -

the zeros and poles are simple, occur at negative real

©)

112, A, Gullemin, “Communication Networks,” John Wiley and
Sons, Inc., New York, N, Y., vol. 2, pp. 208-215; 1935,




1070

values of p, and satisfy the separation requirement
(0)

The transfer ratio II(p) can also be expressed in de-
terminant notation as

0SSy <y <a-

["‘out ut [uZ'.’.n Alnz2n -
H(p) = —7—= = = % (7)
Einput hinput A
or as the ratio of two rational polynomials
prainZam  h(p)
Hp) = =2 2 (8)
pra 8(p)

The cofactor A,, can easily be shown by expansion to he
the product of the mutual impedances between meshes
of the ladder; hence

ZznAIu = Z'_’Z4Zs t Z'.‘(n~~l)Z2n- (())

Furthermore, as the clement Z; is restricted to the form

7 R+1—Ri<+ 1>
T T G\ TR

the zeros of TI(p) arc zeros of the shunt impedances in
the ladder, and these zeros necessarily occur at real
negative values of p. As any number of the shunt im-
pedances may be alike, the zeros of I1(p) can have any
desired multiplicity.

The poles of H(p), on the other hand, must be sim-
ple. It can readily be shown with the residue criterion
that if a root of multiplicity  occurs in the A of a re-
sistor-capacitor network, the first-order cofactors each
contain the root with multiplicity r —1. Therefore, the
ratio A;;/A has only simple poles; consequently II(p)
has only simple poles.

In the synthesis method to be offered, cach pole of
II(p) requires a mesh in the network. If II(p) has n
poles, the network will have #n meshes. With » meshes,
a resistor-capacitor network has a maximum of »
transient modes; thus, p*A has # factors. Since H(p)
has # simple poles; p*'A must have all simple factors.
This is a sufficient condition for the poles of H(p) to
also be the poles of V,,.

The necessary conditions that H(p) must satisfy in
order that it may be realized with a network of the
form of Fig. 1 may now be summarized as follows:

(10)

1. Poles of II(p) must occur at real negative values
of p, and must be simple. The poles of KH(p) are
also the poles of Y),.

2. Zeros of II(p) must occur at real negative values
of p, but may be multiple. The zeros of H(p) are
the zeros of Z,Z, + - - Z,,,.

3. The transfer ratio must be finite at all points on
the w axis; hence H(p) necessarily has no poles at
zero or infinity.

APPROXIMATION TO THE REALIZATION OF THE
TRANSFER RaTIO

It is assumed that a transfer ratio I7(p) that satisfies
the preceding conditions is given and that it is desired
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that this transfer ratio be realized with the ladder type
of network shown in [ig. 1. The general method of
realizing a ladder network is to synthesize the driving-
point admittance or impedance of the structure. The
problem then is to determine a driving-point admit-
tance which can be realized with a ladder in which the
shunt clements have zeros at the zeros of I(p). The
solution to this problem hinges upon obtaining a poly-
nomial f(p) such that f(p)/g(p) satishies condition (6)
and such that the resultant Yy can be realized with a
ladder that has shunt elements which have zeros at the
zeros of II(p). There is an infinite set of polynomials
S(p) that will satisfy condition (6); however, the set of
polynomials that allows 1 to be synthesized with the
proper form is much more restricted. Unfortunately, no
test has been discovered by which ¥y, may be examined
in order to predetermine that it can be realized in lad-
der form with the proper shunt elements; therefore, a
process of approximation is used to ascertain f(p).
There is no guarantee then that the f(p) so determined
necessarily allows 17, to be realized in the desired form.

c c
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Fig. 2—L sections used to approximate H(p).

The first step in approximating ¥, is to approximate
the network that realizes 1I(p).2 Any II(p) subject to
the conditions in the preceding section can be approx-
imated with cascaded L sections appropriately chosen
from those shown in Fig. 2. The procedure is to choose
the types of L. scctions and thejr order in the network.
Then the impedance level of cach L section is chosen in
such a way that its loading upon its predecessor is suffi-
ciently small so that the over-ail transfer ratio of the
network is approximately the product of the transfer
ratios of the individual L sections.

The input admittance to the network so obtained is
very nearly that of the first 1. section because the load-
ing of each successive section on its predecessor is as-
sumed small. This means that of the zeros and poles of
¥u, that zero and pole representative of the input ad-
mittance of the first I section in the network have pre-
dominant influence on the driving-point admittance of
the network at real frequencies. Furthermore, those
zeros and poles representative of the input admittance

tJ. L. Bowgr, J. T. Fleck, and P, F, Ordung, “The Svnthesis of
Resnstor-Ca;zacuor Networks,™ chapt. 2. This is an unpublished re-
port to the General Eleetric Company on research conducted at Yale
University on the design of resistor-capacitor networks.
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of each of the successive following sections have pro-
gressively less influence upon the driving-point admit-
tance of the filter. This suggests the way in which f(p)
is to be chosen. The polynomial f(p) shall be chosen
from the set of f(p)'s that vield zeros of Y which satisfy
condition (6) on the basis that successive L sections
will have progressively less effect upon the driving-
point admittance of the filter at real frequencies. That
is, the zeros of Vi will be located so that the pole of
each L section further removed from the input is more
nearly cancelled by a zero placed near it than is the
pole of its predecessor. How this is done will be clarified
by example.

C1oICE OF f(p)

Suppose a transfer ratio
Hp) = ——- — (1}

is to be realized with a ladder network. The first step is
to choose sections from IFig. 2 with which F(p) might be
approximated. Although there is a considerable latitude
in choice, at least one section of type () and one section
of type (a) are required. Usually it is desirable to asso-
ciate the factors in (11) with L sections chosen from
Fig. 2 in such a way that the largest value of H, the
level of the transfer ratio, is obtained. The association
of the factors in (11) with L sections in order to obtain’
greatest I is that given in the following equation.
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other poles of Y1 shall then be assigned less influence
through placement of a zero near each of them, as will

be shown. The zeros of ¥y, shall therefore be chosen in
accordance with the diagram shown in Fig. 4.

—__I T
s

a=80 a=$ a=3 a=l
a=L0 820 #=10 p= ...

Fig. 3—A possible arrangement of the L sections in (12) in order to
realize T1(p) of (11).
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Fig.4—Allocation of the zeros of Y. Dotted circles indicate approx-
imate location of the zeros of ¥y that are yet to be chosen.
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The value of the level of the transfer ratio of the filter is
then

/= (13())(2’0) = 0.075. (13)

The order in which the section of type (b), the two scc-
tions of type (c), and the section of type (d) will be cas-
caded must now be chosen. Without discussion of this
point, suppose the order that has been arbitrarily se-
lected is that shown in Fig. 3.

The driving-point admittance 1, of the network
shown in FFig. 3 has poles at the poles of 1I(p); i.e., the
—a's shown in the figure. One of the zeros of Yy is at
the origin because the input current to the network at
p=01is zero. The other zeros of Yy are yet to be chosen.
Because each successive L scction in Iig. 3 is not to
load its predecessor, Yy at real frequencics is predom-
inantly influenced by the input admittance of the first
section and to a progressively lesser degree by that of
each of the succceding sections. The zero at p=0 and
the pole at p = — 80 are the most important of the zeros
and poles in governing ¥Yy. In the choice of f(p) the

The effects on Yy of a pole in Fig. 4 due to an L sec-
tion within the network is controlled by adjustment of
the spacing between it and its companion zero. How
should this spacing be adjusted? In order to answer this
question, let the cffects of a pole and its companion

l
14
-

s))a !

Fig. 5 - Zero-pole diagram for a pole-zero pair.
zero on Yy be examined for real frequencies. The zero-
pole diagram for such a pole-zero pair is shown in Fig. 5.2

This pole-zero pair would be contained in Yy asa factor
of the form

3P. F. Ordung, and tI. L. Krauss, “The frequency-coordinate
vector diagram,” Jour. Frank. Inst., vol. 251; 1951.
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pta+ —2'
. 14
A y) (14)
a— —
i 2

The magnitude of (14) for a frequency p=jw can be ex-

pressed in terms of the geometry of Fig. 5 as
[ d2 1/2

r* + — 4 rd cos'd
4 d

= 5 =14+ —cosb r>d. (13)
2 r

r* 4+ — — rd cos 8
4

The approximation in (15) is everywhere valid on the
real frequency axis since a>>d. This approximation
shows how to choose d so that the effects of a pole-zero
pair on Iy at real frequencies may be limited to any de-
sired degree. The greatest effect of the pair on 17, oc-
curs at p=0, where cos =1 and r=a. If the effects on
Y at real frequencies of a pole-zero pair are to be
limited to & per cent of 17, then

d é é
£ — X (16)
d 100 100
)
1+
100

Since a is known, d may be computed from (16); hence
the location of a zero with respect to a pole may be
specified for any desired degree of effect of the pair on
¥y, Usually the equality in (16) is chosen for the cal-
culation because the use of the inequality means that
the impedance of the L scction in the network that is
responsible for the pole-zero pair becomes unduly large.

Now the remaining zeros in Fig. 4 can be allocated.
Suppose the second L section in Fig. 3 is to be chosen
arbitrarily so as not to have an effect of more than 23
per cent on Y. Then according to (16) and to Fig. 4,

d,

0.25

IA

5
d,

(17)

IIA

1.25.

Therefore, let the zero of the pole-zero pair being con-
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sidered be located at p= —6.25. Since the third section
must effect Y1y less than the second section, suppose the
effects of the third section upon 17, are not more than 10

per cent. Then

d:
— =< 0.10
3 (18)
dy < 0.30.
Thus let the zero be located at p= —3.3. Suppose the

fourth section is not to effect Yy by more than 3 per
cent. Then

d
P <0.0a.
1

(19)

Thus let the last zero be located at p=—1.03.

Now the 1y that will be used to realize the I (p) of
this example can be expressed as to within an unknown
constant multiplier %, as

plp+ 1.03)(p + 3.3)(p + 6.23)

1 — (20)
(p+ 1)(p+ 3)(p+ 5)(p + 80)

' =
The constant /ris merely an impedance-level determining
factor, and has no bearing upon the synthesis procedure.
There is no guarantee that I7(p) can be realized with
this Yus however, as the zeros of 1y have been chosen in
a reahistic fashion, it appears likely that I7(p) will be
realized with this 17,. In the event that H(p) cannot be
realized in the svnthesis, the zeros of 17, must be re-
caleulated using smuller percentages to express the load-
ing effects of the 1. sections upon the driving-point ad-
mittance. Ultimately, a 17, is obtained that necessarilyv
may be svnthesized in such a way as to exactly realize

1p).

SYNTHESIS OF 17,

The svnthesis of the network is accomplished by ex-
panding the driving-point admittance function into a
continued fraction expansion in such a wayv that the
elements of the expansion represent the impedances of
the ladder structure that realizes H(p). For the realiza-
tion of (12) as a network of the form of Fig. 3. the con-
tinued fraction expansion of (20) is

h 1 1
Yu G p
Ris 1
P+WR,12_C1; 2+ - _P;
Ry 1 €3]
. - :
P ResCs ot ?
R:!'l 1
1 + ,
p+ ~——+ R,
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where
1
= 40
R|2C|'2
1
= 20
R33C2s
1
= 10.
R34Cas

Thus, in the synthesis the terms in (21) must be evalu-
ated. The driving-point impedance of Fig. 3 is exactly
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in (21) represents the admittance of the first shunt
branch in Fig. 3, and it is obtained by expanding
Y /p into a partial fraction cxpansion and then
multiplying the expansion by p. This vields

Yo = — P
1.10068

Tw = — .
p+ 10

0.0914709p3 + 0.427685p*+ 0.354059p

equal to 1/pCy when p=—40 because the ﬁrst‘ shunt + 'ps + 7.14724p% + 14.3082p + 7.7703 )
branch has zero impedance at this frequency. Thus G
can be computed as By continuing through to completion the process of
i expansion in the foregoing manner the desired con-
- — = ( (\ A 5 2 5 5 . . .
! hp | pe a0 1.023893 farads (22) tinued fraction expansion of 71/ ¥y is obtained as follows:
h 1 N 1
Yoo 0.023893p )
1.10068 1
+ 40 9.54496 1 >
+ —
~_.p.-’4
1.43082 1
S+ Tmaws o
p 420 | 331695
+ — .
7<_p,,
13.1926 1
S0 N
+ 290
0.0031p
The admittance TV, If at anyv step in the process, a series impedance larger
| than the largest permissible value is to be extracted,
Y = s (23) the resultant network function will become unrealizable

h 1
(7
of the network to the right of the capacitor Cyin Fig. 3
has a pole at p= —40, and it is to be realizable with
resistors and capacitors. For " to be rcalizable the
reactance 1/pC extracted from i/ Vi must be equal to
or less than the largest serics capacitive reactance that
can be extracted from 1/ V. This largest value is that
which would be obtained from one of the canonical ex-
pansions;! therefore, it is ascertained from #/1y by
allowing p to approach zero frequency. The largest re-
actance is therefore

h 1
—
0.017703p

: (24)

lim -
p—o ¥y
Since C;>0.,017703, the reactance of C, 1s less than
the limiting value and Y is realizable.
The term
P
Ry,

1
+
! Ry

and it will be necessary to go back and reassign all of
the zeros of Yip on the basis of reduced loading.

The network that is realized by the expansion in (26)
is shown in Fig. 6. That this network realizes 1I(p) can
be shown by straightforward analysis. The size of the
components in the network are stated to two significant
figures. Tt will be observed that throughout the com-
putations in the example, six significant figures have
heen carried. This is necessary because the errors in
making the expansion accumulate. Since the zeros of
Vi are very close to its poles, it i1s necessary that con-
siderable accuracy in the calculations be maintained
in order to hmit the crror; otherwise, sufficient error
may accumulate in the process of expansion so as to
make the derived impedance functions unrcalizable.
The tolerances on the elements, however, are not so
severe as on the mathematical processes; therefore 1
per cent tolerance on the clements is usually acceptable.

“Ihe level of the transfer ratio If for the network of
Fig. 6 can be obtained casily if one recognizes that I
for this particular network is

A%t
H = lim —— Z,, = 0.0354.

p—ro

27
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Fig. 6—The network synthesized to realize 1(p).

As to be expected, it is somewhat less than that pre-
dicted from the approximate structure because of the
loading of an 1. section upon its predecessor. On the
other hand, the I7 obtained with the network m Fig. 61is
considerably greater than that which would be obtained
if 1I(p) were realized with a lattice network. In an carlier
paper* the H(p) chosen as an example in this paper was
realized with a lattice structure, and the maxinnim

¢ J. L. Bower, and . E. Ordung, “1The synthesis of resistor-

capacitor networks, I’roc. LRE., vol. 3%, pp. 263-269; Muarch,
1950.
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value for /7 which could be obtained with the lattice
was shown to be /1/=0.0165.

CONCLUSIONS

A method has been ofiered for the realization of a
transter ratio with a ladder network containing only
resistors and capacitors subject to the conditions: (a)
zeros of J(p) of any multiplicity that ocenr at negative
real values of p; (b) poles that are simple and that oceur
at real negative values of p; and (¢) a finite transfer
ratio of all real frequencies including zero and inhnity.
The method requires the synthesis of an approximate
network, which is then used as a guide to the synthess
of the exact network and which morcover allows the
maximum value of /7 to he estimated. The level of the
transfer ratio //, achicved with networks synthesized by
the method offered in this paper, is usually greater than
that which can he achieved with networks designed on
the Jattice basis.,

Radiation Patterns of Arrays on a Reflecting Cylinder”
JOHN E. WALSHY, MEMBER, IRE

Summary—Simple approximate formulas are derived for the hori-
zontal and vertical patterns of directional arrays of dipoles arranged
on an arc of a circle or on the surface of a right circular cylindrical
segment and backed by a reflecting cylinder, The dipoles may be
aligned axially or circumferentially and the amplitude distribution
on them may be uniform or cosinusoidal, The results are valid in the
vicinity of the radiation maximum, but are less certain at wide angles
unless the dipole spacing is substantially less than a half wavelength,

It is found that the array patterns compare favorably with those
of linear arrays of comparable dimensions and similar amplitude
distributions, and that there exists, in certain cases, an increase in
gain over the linear array brought about by the end-fire effect in-
herent in the geometry of the circle,

INTRODUCTION

HIS paper treats semicircular and semicylin-
drical arrays of dipoles on a reflecting cvlinder
whose radius is greater than five wavelengths.
Consideration is also given to arrays covering some-
thing less than a semicircle. In all instances, the phasing
of the elements will be such as to produce a constant
phase front lying in a plane normal to that radius of
the cylinder which passes through the midpoint of the
array. Antennas of this type find application in direc-
tion finding and present possibilitics for rapid scanning
of a radar beam because of their symmetry.
The radiation patterns of cylindrical arrays, variously

* Decimal classification: R120.1 X R125.1 X R325.11. Original
manuscript received by the Institute, June 27, 1950; revised manu-
script received, December 4, 1950. ) )

This paper was condensed from a paper of the same title published
as Report No. E5061 by the Air Force Cambridge Research Labora-
tories, Cambridge, Mass.; October, 1950.

t Air Force Cambridge Research Laboratorics, Cambridge, Mass.

phasced, have been discussed by Carter,! Sinclair,*
Lucke? a group at Syracuse University,* and others,
The solutions are in serics form, involving some labor
in getting numerical values, 1 s proposed here to derive
simple approsimate pattern equations sufficiently ac-
curate to allow predictions of side lohes and beamwidths.
The fundamental assumption will be that the pattern
of an array of discrete dipoles spaced not more than
half wavelengthy apart can be computed (at least in the
neighborhood of the principal beam) with a fajr degree
of accuracy by m:nlu-nmlic:nlly substituting a continu-
ous current distribution and hy ingerting directivity
factors 1o account for the patterns of the individual
dipoles. For a confirmation of the validity of this as-
sumption, the reader is referred to the report by LePage,
Harrington, and Schlecht 4

GROMETRY OF THE SYSTEM

Only the two principal patterns will be considered,
that is, the patterns, both hm'izunl:]”y and vertically
polarized, taken (a) in the plane containing the axis of
the evlinder and (he midpoint of the array; and (b) the
pattern taken in the plane normal to the plane of (a)

'P.S. Carter “Antenna arrays around eyl " P 2
rter, a: VS cylinders,” I’roc. LR.E.,
\-1)1.2.:{, P ?/]—6‘)3; December, 1043, _ ‘
) . Sinclair, “The Patierns of Simple Antennas Mounted on Cyi-
inders of l-.lhpn‘( al (‘ros.s-Sv('lion," Report 301-10, Ohin State l'nivgr-
sn,\; R(fs(‘gﬂ'h l‘Oun(lqnon;_ September 1, 1948,
. \l\. S. Lucke, ‘:'IL]('C(rlC Dipoles in the Presence of Elliptic and
trcular (,}'Imdcr:c' Report No. 1, P'roject No. 188, Stan’nrd Re-
scar‘ch 'lnsmulc; September 26, 1949,

. W R, EePage, R F. Harrington, and Al F, Schlecht, “A Study
:[» Directional Antenna Syaiems for Radio D/F Purposes,” Report
Institute of lndu::.trml_ Research, Department of Electrical Engineer-
Ing, Syracuse University; September 15, 1949,
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and containing the midpoint of the array. Patterns
included under (a) will hereafter be called “vertical
patterns,” those under (b), “horizontal.”

A. Horizontal Pullerns

(See Fig. 1.) We assume elementary infinitesimal
radiators (in place of actual dipoles) distributed on an
arc of a circle or segment of a cylinder which is con-
centric with an infinite, perfectly refleeting cylinder of
radius 7 at a distance a inside the dipoles. The height
of the antenna measured parallel to the Z axis is not
relevant to the pattern in this planc; i.e., the pattern is

Fig. 1—Array geometry.

the same whether we speak of a circular arc or a
cylindrical segment. The angular location of an arbi-
trary ‘point on the arc is given by 8, which is measured
from the negative ¥ axis. The limits of the arc have the
angular co-ordinates 6, and 7—6,. The radiators are
presumed to be so phased that a linear phase front is
- obtained perpendicular to the line a=0, where « is the
angle of observation measured from the X axis. The

radiation pattern of such an arrangement will be given
by

b |
(]

where, from trigonometrical considerations,

—81 2
exp [- i - 1))] fula, 005000, (1)

1

C — D = r|sin @ cos 6 + (cos @ — 1) sin 0]

an 5 om0+
= 2r sin — Cos .
2 2

The patterns of the individual radiators which would
actually be used in place of the theoretical infinitesimal
clements are represented by fa(«, 8), while ga(6) is the

amplitude distribution around the periphery. The sub-
scripts will be used to distinguish the various cases to
be treated.

Factors in (1) not involving 6 have been dropped, as
they will be throughout, since they disappear in the
normalized version of either the voltage or intensity
patterns. The range of values of 6; which is allowed by
the integration methods to be used will be discussed
later.

B. Vertical Palterns

" For the vertical patterns the array of Fig. 1 is ex-
tended a distance w/2 above and below the XY plane.
The radiation pattern can then be shown without diffi-
culty to be

—0) w/2 21|’l
E,= f f exp <iB sin 6 4+ —z sin ﬂ))
0, —w/f2 A

Fn(ﬂr o)gn(o)Gn(z)dZ(io) (2)

where 8 is the angle of clevation of the observation
point measured from the horizontal, B is (2m7/\)
(1 —cos B), F.(B8, 0) represents the pattern of the in-
dividual dipole, g.(8) is defined as in (1), Ga(2) is the
vertical amplitude distribution, and w is the height of
the array.

ThHeE WEIGHTING FUNCTIONS

The individual dipole patterns f, and F, have been
evaluated in the literature!~* and by Moullin® but the
series converge quite slowly for cylinder radii even of
the order of 5\ so that not much is known about the
patterns for large cylinders. It will be assumed here
that they can be represented by the simple trigonometric
functions given below. That the assumed horizontal
pattern for the vertical (axial) dipole is not entirely un-
reasonable has been shown by Lel’age, liarrington,
and Schlecht, both experimentally and by calculations
based on Carter's solution. They use cos® ¢/2 for rough
pattern calculations if the dipole-to-cylinder spacing is
a quarter wavelength, and cos ¢ if it is an eighth wave-
length.

Reference to Fig. 1 makes it clear that when « ex-
ceeds 8,, some of the dipoles lie in a shadow area.
These dipoles, on the basis of geometric optics, con-
tribute nothing to the pattern and therefore when we
come to write the simplified horizontal pattern of a ver-
tical dipole in terms of the co-ordinate system used in
this paper, it becomes

for a = 01, fa(a, 6) = sin O+a),h S0=T—0a
= 0 otherwise,
for a < 01, fa(a,0) =sin(@+a), 1 SO0ST— 0
= 0 otherwise.
The same kind of formulation is used for the hori-
zontal pattern of the horizontal (circumferential)

§ I2. B. Moullin, “Radio Aerials,” Oxford University Press, Ox-
ford, England; 1949.

\r
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dipole, except that the sine is squared.

The discontinuities in the dipole patterns are taken
care of by merely changing the upper limit of integration
in (1) from 7 —6, to 7 — £, where we define £ as follows:
[ for a 28y, t=a; for a <8, £=0,.

It is worthy of note that these same approximations
could have been arrived at by an extreme simplification
of the pattern of a dipole on an infinite plane. It will be
recalled that the relevant formula is®

™
cos ( ; cos x) o
L=k : sin <- sin x sin nﬁ),
sin x A
where x and ¢, are, respectively, the colatitude and
longitude (Y =0 at the reflector surface) of the field
point, and the dipole is parallel to the Z axis. The dipole-
to-reflector spacing is . The factor cos (7/2 cos X)/sin x
is well approximated by sin x, and if b is presumed
small, the formula can be written very approximately

I = sin? x sin ¢,

where the constants are dropped since they would dis-
appeat on normalization of an array pattern. When this
formula is converted to our co-ordinate system, the
stimple dipole patterns above result immediately.

We are, therefore, emboldencd to approximate the
vertical patterns of the dipoles, F.(8, 8), in precisely the
same manner for insertion in the integral of (2). The
result is

for vertical dipoles,

Fu(B, 0)

cos? 8 sin 6,
= () otherwise,

for horizontal dipoles,
F,(8, 0) = cos 8 sin? 9, 0,<0=<rw7—0,

0 otherwise.

IA

In addition to the patterns of the individual radi-
ators, the amplitude distribution factors, g.(6) and
G.(z), have to be considered. For the former we shall
treat two cases, namely, a uniform amplitude distribu-
tion and a cosinusoidal distribution. When g.(8) =sin 0,
the amplitude will not go to zero at the edge of the
energized sector of the array unless 8, =0, that is, unless
the entire semicircle is illuminated. In order to accom-
modate an illumination which actually goes to zero
when less than a semicircle is energized it would be
necessary to use a g,(9) somewhat more complicated
than sin 6, and this complexity would make the simple
integration of (1) impossible. Because of the somewhat
artificial restrictions thus imposed on the illumination
when we have 6,0 and g,(0) =sin 0, we shall omit a
discussion of arrayvs covering less than a semicircle when

the illumination is not uniform.
¢ Sce, for example, R. \W. King, H. R. Mimno, and A. H. Wing,

“Transmission Lines, Antennas, and Waveguides,” McGraw-Hill
Book Co., New York, N. Y.; 1945,
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The z amplitude distribution G.(3) will be considered
uniform; it will be apparent, however, that a nonuni-
form vertical distribution can readily be treated by a
sitmple extension of the formulas to be dertved.,

Table I identifies the eight cases that will be treated
in this paper, and summarizes the weighting functions
to be inserted in (1) and (2).

TABLLE 1
rivorLe AND ILLeMiNaioN FUNcrions

Encrgy

. Dipole

5 - - Rl or F

e Orientation Distritunion I " &n
Horizontal Pattern (1)

K Vertical Uniform sin (0+a) 1

I Vertical Cosinusoidal sin (04« sin ¢

1<y Horizomal U niform sin? (0+a) ]

1A Horizontal Cosinusoidal sin? (0+a) sin 0

Vertical Pattern (2)

N Vertical Uniform cos? Bsin ¢ 1

I Vertical Cosinusoidal cos? 3 sin 0 sinn 0

oy Horizontal [Uniform cos 43 sin? 0 1

JON Horizontal Cosinusardal cos 3 sin? 0 sin ¢

Evarvarion or THE HORIZONTAL PPATTERNS

In the various integrals represented by (1), we put
¢=0+(a/2) and k=2md/\, d being 2r. Let x=a,2 for
a2b, and let x =6,—(«/2) for «<0,. Furthermore, to
save space, put ¥y =exp (—ik cos ¢ sin a/2). \We intro-
duce the following notation:

P = j ¥ sin ¢de, 0= j yd¢, R = flﬁ cos ¢do,
T = f‘ﬁ sin® ¢dg, U / ¥ sin ¢ cos ¢dg,
= fnﬁ sin® ¢dg, and 11" = / ¥ sin? ¢ cos ¢d¢.

I'he limits of integration in all cases are from 0.+ (a/2)
to #—x. Then, on expanding the functions of sums of
angles in (1), we have

. le 4 [+ 4
2cos 0,5, = P cos + R sin— 3)
2 2
<1r 0 4+ I Ay a
B sin 2 T o
5 | B sin 1) 2= 1 — (Qsin 5 )

— 0 +

N
o 3
t —

, sin 20|> I
e 0 a
=Tcosa+ U sina+ Q) sin? —2~, (3)
cos 0(sin* @, + 2)E, = 1 cos “ + 1} sin “
&5 2 2

[+ 4
— P sin? 7 cos g— — R sin?® —62:. (6)

September
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" where for convenience we have put the normalizing fac-
tors on the left.

All the integrals in (3) through (6) can readily be
evaluated in terms of Q, R, and the trigonometric func-
tions. It is shown in Appendix I that to a good order of
approximation

0 =~ m(k sin ‘;) — exp [— ik sin %](.u, 4 iNy)

— exp [ik sin %](Mg — iN2),

) o
’(0' + 2'>

a
R = —wi],(ksin—)—»~ o
2 a
2k sin —
2
a a
-exp l:— ik sin — cos (0, + ):l
2 2
ix . a
= exp [zk sin — cos x]
a 2
2k sin
2
_ N ‘
— exp | —iksin ](1 - )(M,+u\',)
- 2 a
2k sin —
2
[ a )
+ exp| ik sin ] 14+ (M, — iNy),
L 2 . a
2k sin —
2
where
C( C(
'111 = pl) <0| + “ )v ‘L,2 = p2) (X)v
h 2 b2
S S
Ve o (01 i ,"‘>’ Ny =- L) (x)-
2 2 2

C and S represent the FFresnel integrals, and

1 o
sin (01 + ),
VT 2 2

=
/‘/k sin —
2 1

sin — X.
\/;; 2

: 1/k sin ,:.

p2 =2

Equations (3) through (6), with the approximations
for Q and R, are good representations of the integrals
out to (fi4+a/2)=n/4. They arc usced as the basis of
greatly simplified forms of the patterns suitable for easy
analysis in the vicinity of the main beam. It must be
noted that, owing to the phasing and orientation of the
dipoles in a circular array, there exists the possibility of
high, far-out side lobes because of possible end-fire ef-
fects along a line to a given field point. Their amplitude
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cannot be computed by the methods used in this paper
because end-fire arrays are much more sensitive to the
spacing of discrete elements than are broadside arrays.
It can be proved, however, that for a continuous dis-
tribution of current clements, each clement having as-
signed to it the pattern of a dipole, there are no side
lobes higher than the first. The conclusion implied is
that if the distant lobes are high for half-wave spacing
of the dipoles, one way of reducing them is to space the
clements closer together. (If the dipoles are horizontal, ]
they must be staggered.)

SIMPLIFIED FORMULAS, HHORIZONTAL PATTERNS, 6,=0

\When 6, is put equal to zero (i.c., when we speak of
the complete semicircular or semicylindrical array), we

find at once that
(44
1/k sin —
2 o

H=p2=2 v sin A

and that Af,= 3. \We denote these values by A and p.

As a starting point for deriving approximations, note

that when M and p are inserted in (3) through (6), the

dominant terms after normalization are approximately
of the forms

sin x
—  for (3),
x
2J,(x
() for (4) and (5),
X
—3g1(:
—g_(ﬂ for (0).
x

Here x is (B/2) sin « and g'(x) is the first derivative of
sin x/x. (The form for (6) is not immediately obvious,
but will become so in the sequel.)

The function having the widest half-power beam-
width is the last of these, and its width is about 1.2
(N\/d). The first side lobe occurs at a value of a, which is
roughly 3.2 times its value at half power; therefore, to
include all of the pattern out to the first side lobe in all
four equations, we must take o out to 1.92 (A\/d). For a
margin of safety, we take a<(9/4)\/d. We have con-
fined this discussion to radii greater than five wave-
lengths so that a top numerical limit on « is set.

An approximation for the I'resnel integrals in M and
N is readily obtained by expanding the integrands,

yielding
C
0,
p

- W’P‘)_ S(p) _=p*
40 /' p 6

Now

2d o

- sin? —
2

p* =~

and hence, for a <(9/4)\/d, p is less than 4/3/10. For
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values of p up to 0.25 the approximations given above
for C(p)/p and S(p)/p are exact to at least four decimal
places,

It can now be seen that if we approximate M = C(p)/p
‘a/2 by a/2, the error is of the order of a2 (x2pt/40)
<0.00003. Similarly, the error in calling N=0 is less
than 0.0018. Hence, we can assign an upper limit on
the errors made in these approximations in the various
combinations in which Af and N appear. For example,
the error made in considering the term N/k sin («/2) as
equal to zero is

wp? 1 1

a Y
o o~ —gind—
2 0 a

< .00025,

[‘urthermore,

k «@
sin <— sin rx) sin <k sin )
2 2

. a .
k sin — k sin
)

with an error which can be shown to be less than 0.0064

and,
@ k
cos <k sin ——) =~ Cos <~~ sin a),
2 2

with an error less than 0.045. These substitutions can be
used whercver the multiplying factors are sufficiently
small.

The complete process of simplification for all four
formulas will not be shown here. In Appendix 11 it is
carried out for E;, the most complicated case.

The results are that the normalized patterns out to
and including the first side lobe can be expressed as fol-

lows:
. (k . )
sin sin a )
e \ 2 L aJ<k' a) o
= —— — sin — sin — },
: e 2 2! 2 '
k sin
[0 4 a (44
E, = ;\,<k sin ~-) =7 sin”—Jo<k sin ) (8)
2 2 2
[44
E; = cos aw\.(ksin;)
+4i . , @ I<k . )
— sin « cos? — ~— sin a
T “ 2g 2
L a .«
+ 2sin? 2 Jo<k sm; , 9)
3 cos® —
2 k
E(= — —————g‘(—— sin a)
a 2
k sin —

PROCEEDINGS OF TIIE I.R.E.

September

- 3”-‘-12<ksin a-), (10)

4k 2
where Ay (x) is 2/1(x)/x and is tabulated in Jahnke and
Emde.” The derivative g'(x) is also tabulated.8

The crrors which have been introduced by the simpli-
fications given in this section decrease with increasing
radius. For a radius of five wavelengths these errors
are as follows (except near the first minima, where the
crrors have not been computed): for /£y, not more than
3 db at a level 13 db down; for E;, not more than ! dbh
at the 17 db level: for 23 and 1<, not more than } db at
the 20 db level. The errors are referred to the normalized
values of the integrals at a =0, and it has been assumed
that all errors are at their worst and are adding in the
same direction. The probable error is, of course, con-
siderably: less.

It is evident that terms other than the first in cach
of these formulas contribute little even for arravs with
r=35X; on this basis, the summary in the first part of
Table I was prepared. Equivalent data for linear ar-
rays of length a =27 are included for comparison.

TABLIE 11

HokrzoNran PariekNs

Half-Power

Beamwidth First Side Lobhe

db Down

Dipole Energy in Terms of i
Orienta- Distribu- Nd or X/a from Peak
tion tion
Circular | Linear  Circular  Lincar -
Array [Array | Array Array
01 =0 (Semicircular Array)
\'erl_ical Unitorm 0,88 0.88 13.2 13.2
Vertical Cosinusoidal 1.02 1.2 17.6 283
Horizontal | Uniform 1.02 0.88 17.0 13.2
Horizontal | Cosinusoidal .14 1.2 21.3 2483

0170 (Less than Semicircular Array)

13.2
See Fig. 2

| 0.88/cas 6,
| See Fig. 2~

Uniform
Uniform

Vertical
Horizontal

. Note—The figures for 6,=0 are hased on the approximations
sin x/x, Ai(x), and —3g"(x)/x for Ey, Ea, and £, and E,, respectively.

HORIZONTAL PATTERNS FOR %0

The formulas for the horizontal patterns when 6,0
are sufhciently complicated to prevent an accurate, de-
tailed treatment without actual computation of the pat-
terns. However, a rough analysis can be made which
will yicld estimates (somewhat less accurate than those
of the preceding section) of the beamwidths and the
heights of the first side lobes when the illumination is
uniform. It will be recalled that for 6,0 it is not pos-
§i|)lc to treat L and F, because of the form of the
mtegral in (1),

" E. Jahnke and T. Emde “Tables “unctions,” i
lications, New York, N. Y. p. 1811 1043, | "¢ tons.” Dover Pub-
. l.\nna!s of the Co.mpute_nion Laboratory of Harvard University,
’ d)I"CS of th::‘ Function (sin ¢)/¢ and of its First Eleven Deriva-
ilt)‘i}et)s' vol. XXII, Harvard University Press, Cambridge, Mass.:
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Only the results are presented here; they are shown
in Table IT and in Fig. 2.

— T
2.00} - 15

170

Ist. LOBE, DB DOWN FROM PEAK

HALF POWER VALUE OF K SIN @7

170 10
ANTENNA ARC IN DEGREES

150 140 130 120 no

Fig. 2—Beamwidth and first side lobe for Es.

VERTICAL IPATTERNS FOR 6;=0

Equation (2) for ;=0 integrates directly into com-
binations of Bessel, Lommel-Weber, and Struve func-

tions:*:1°
Es = g("_":{’ sin B8 ) cos? 67:: [—ou(B) + iR} an
. J(B
E¢ = g(zr:)- sin B) cus® B-2 {[10(") - —l;_)]
Sy (B
+ i[.s‘f.(lg) - 1; )]} (12)
- B '
E; = g( : sin B) cos B~2{[Jo(3) - 11;;)‘]
‘ S\(B)
o)
. 3 JoB
E; = g<f),\w sin B) cos 3- Z{i[.]](”) - ; )]
) So(B) SI(B)_]}
- [S.l(li) + p 2 i ) (14)

where g(x) =sin x/x.

The factors to the right of the multiplication signs in
these formulas are functions of B=(2wr/\)(1—cos 3)
only, and are plotted against that quantity in Fig. 3.
It will be scen that in all cases they operate to reduce the
vertical beamwidths and the side lobes of the arrays as
compared with those for plane arrays of the same height.
If the array consists of a single layer of dipoles (w=0),
then the power patterns consist only of the plotted fac-
tors multiplicd by either cos? 8 or cos® B. In this case
the effect on the vertical patterns is the most pro-
nounced; Iig. 4 shows the resulting beamwidths. Note
that if we consider the gain of an array to be, very
roughly, inversely proportional to the product of the
horizontal and vertical beamwidths, the semicircular
array one dipole high will, in general, have a higher gain

9 . N. Watson, “A Treatise on the Theory of Bessel Functions,”

an;xhridgc University I’ress, New York, N. Y., 2nd ed., chapt. X;
1

10 See p. 211 ff. of footnote reference 7.

Walsh: Radiation Patterns of Cylindrical Arrays

1079

than the corresponding linear array with a reflector a
quarter wavelength behind it. The latter will have a

1.0
z ° -
w g ‘ N.B. THESE FACTORS TO BE
g 4 MULTIPLIED BY C0S2 8
- ! oR c0s%pB
172 B + — . |
' 4
2 s !
(8]
2 a
Z 3 | —
£ s ]
e E¢BE7?
g Ee

0 2 a 6 8 10 12 [

Fig. 3—Array factors for vertical patterns.

vertical beamwidth of approximately 72 or 120 degrees,
depending on whether the dipoles are vertical or hori-

VERTICAL BEAM WIOTH IN DEGREES

Fig. 4—Vertical beamwidths.

zontal. This increase in gain for the semicircle is, of
course, caused by the end-fire effect which resides in the
geometry of the circle. The advantage becomes smaller
as the array is extended in height or as the diameter is
decreased.

Note also that if the semicircular array is several di-
poles high, a vertical amplitude distribution G.(2), other
than uniform, will affect only the integration with re-
spect to z in (2). Hence, to the extent that a fictitious
continuous vertical distribution represents the actual
situation, the only major changes introduced into (11)
through (14) will be in the sin x/x factor, and these
changes are well known.!

CONCLUSION

The principal results derived in this report are con-
tained in (7) through (14) and in Table IT and Figs. 3
and 4. Unfortunately, experimental data on arrays con-
forming to the conditions posited in this paper are not
yet available.

It is fairly clear, especially in the treatment of the
semicircular arrays, that the purely mathematical ap-
proximations introduce negligible errors, and that the
validity of the analysis depends chiefly on the validity

“Microwave Antenna Theory and

11 See, for example, S. Silver,
McGraw-Hiil Book Co., New

Design,” Radiation l.aborator Series,
York, N. Y., vol. 12, p. 180 ff.; 1949.
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of the patterns assumed for the individual dipoles, If
the element pattern were changed, say, from cos ¢ to
cos® (¢/2), a significant change would be introduced into
(3) through (6), resulting, in general, inan increase in
side-lobe level. This points up a need for further in-
vestigation of the problemy of the single dipole on a
cylinder and emphasizes the important conclusion that
for good patterns the dipoles should be kept as close
to the reflector as the impedance conditions will allow.

The close similarity between the horizontal patterns
of the semicircular and the linear array is noteworthy,
and confirms the intuitive view that near the main
beam one might almost predict the results for the semi-
circular array by considering the pattern produced by
the projection of the dipole directivity factor f, and the
amplitude distribution factor g, upon a straight line
tangent to the semicirele at its midpoint.

J
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APPENDIX |
Approximations for ) and R

The quantity Q can be broken up as follows:

—x 1 4 81+ al2 L4

S o= [T Jwae
014+a/2 Jo 0 oy

24

7r.lo<k sin )

2

Htal2 a
— [ exp [— ik sin Pl cos ¢:| d¢
L0

2 a
= f exp [ik sin 7 cos ¢] d¢.
0

The integrals here are of the form

Q=

f 'cxp [—z'.ll cos ¢]d¢, v > 0.

o

Putcos¢ =1 —ue¢?, where = (1—cosy)/y2 This givesan
approximation for cos ¢ which is perfect at ¢=0 and
¢ =7, and is sufficiently good, as it turns out, in the
intermediate range.'? The expression can now be in-

" Integrals of the form
v
f exp [—i/l cos (¢—0)] cos medep
)

occur in the pgper “Theory of the electromagnetic horn,” by \W'. [,
Barrow and L. J. Chu, Proc. L.R.E., vol, 27, pp. 51-64; January,
1939. The process of approximate evaluation used is given by Dr.
Chu in his doctoral thesis for the electrical engineering department
of the Massachusetts Institute of Technology, “1ransmission and
Radiation of Electromagnetic Waves in Ilollow Pipes and Horns:”
1938. It consists of using the first two terms of the infinite product
which represents cos (¢ —8), neglecting fourth-order terms, and also
including in the exponential the exponential form of cos me.
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tegrated in terms of Iresnel integrals. 'The same pro-
cedure is followed in breaking up R, yielding integrals
of the form

.y
/ exp | =14 cos ¢ cos ¢de,
]

which can be integrated by parts when the cosine apy.
proximation is inserted.

By expanding the original integrands into serics of
Bessel functions, it can be shown that the errors in the
approximate integrations are completely negligible for
Y=0+(«/2) as large as w/4, and for k sin «/2 as large
as 100, in view of the fact that the strongest appearance
of Qand R in (3) through (0) is in

R .«
: »and KR sin -
L« 2
k sin

Henee 0y can be allowed to go as high as 30 degrees.

(44
Q sin?

Arrvespix I
Swmplification of the Pattern 1

I (6) is completely expanded with 6, put equal to
zero, an equation with nineteen terms results. If we
drop at once the five terms which contain as factors

. x
) ) ) .V sin?
2\ 4\ 2\ a
+ 2.V sin? yoand ——
k L a @ 2
2 ¢in k3 sin®
and if we call
(34 . 44
sin®
) 2 M« «@ 2M
- sin® —, = ——
k k 2 @ a
k3 sin® k3 sin? e

we make by actual computations of the kind shown in
the text an error not greater than 0.0001. This leaves us
with

37 sin «

. <k .
cos sin a
+  k 2 )
k
cus( sin a)
«@ 2
— 3 cos?
2 a\*
<k sin >
2
. k
£in < sin ¢x>
« 2
+ 3 cos
_) [44 3
<Ic sin )
2
3ni « 37
+ <ksin ) SR cns(k Sin j)

30
o Y] Sin < sin a>

I

o =
5%

.
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a
. Jl(k sin '—'>
37 2

2

a
sin (k sin —>
2

a
k? sin —
2

+ 3iM

a
k? sin —
2
Iri |« a
+ —sin*—J, (k sin —->
4 2 2
3 L a a
— — M sin® — sin (k sin —)
2 2 2

Combine the first and fifth terms; their absolute value
is approximately equal to

3 a k a
— — [cos (»— sin a> — cos (k sin —)] < 0.00007,
4 k 2 2

which we drop. The same can be done with terms six
* and eight, which are less than 0.00004. Dropping term
nine introduces a maximum error of 0.0035 (in view of
the maximum value of the Bessel function after its first

minimum and in view of the maximum value of a),
and term ten is less than 0.0002 so that it also can be
dropped. )

Terms two and three combine, with no error, to form

—3cos3i
“o ()
e - sin
@ J 2 “

k sin —
2

if we note that the first derivative of sin x/x is

1 sin x
gl (x) = —(cos x - )
x

x

Terms four and seven combine by the recurrence for-
mula for the Bessel functions.

The maxinmum error is certainly not greater than the
numerical sum of all the errors listed, viz., 0.004 (} db
at 20 db down).

A Note on Super-Gain Antenna Arrays’
NICHOLAS YARUY, STUDENT, IRE

Summary—Numerical calculations have been made for linear
broadside super-gain arrays. Using arrays having an over-all length
of a quarter wavelength as an example, it is shown that as the re-
quired directive gain is increased, tremendous currents are required
to produce only a small radiated field. For a 9-element array which
produces a power gain of 8.5, the currents must be adjusted to their
correct value to an accuracy of better than 1 part in 10", The ef-
ficiency is less than 107! per cent.

' THE THEORETICAL POSSIBILITY of obtain-
(J]: ing arbitrarily high directivity from an array of

given over-all length appears to have been pointed
out first in 1943 by Schelkunoff? in connection with end-
fire arrays. In 1946, Bowkamp and de Bruijn,? discuss-
ing the problem of optimum current distribution on an
antenna, concluded that there was no limit to the di-
rectivity obtainable from an antenna of given length
(or broadside array). In 1947, Lacmmel® gave source-
distribution functions for small high-gain antennas. The
extension of the results of Bowkamp and de Bruijn to a
two-dimensional current distribution was considered by
Riblet.* In a discussion of Dolph's® paper on an optimum

* Decimal classification: R125.1 X 1R325.112. Original manuscript
received by the Institute, March 7, 1950; revised manuscript re-
cetved, December 29, 1950.

t University of Hlinois, Urbana, HI.

1S, A. Schelkunoff, “A mathematical theory of linear arrays,”
Bell Sys. Tech. Jour., vol. 22 ,pp. 80-107; January, 1943.

2 . J. Bowkamp and N. G. de Bruijn, “The problem of optimum
antenna current distribution,” Philips Res. Rep., vol. 1, pp. 135-158;
January, 1946.

3 A Laemmel, “Source Distribution Functions for Small High-
Gain Antennas,” Microwave Research Institute, Polytechnic Insti-
tute of Brooklyn, Report R-137-47, PIB-88; April 4, 1047.

¢ H. J. Ribfet, “Note on the maximum directivity of an antenna,”
Proc. LR.E., vol. 30, pp. 620-624; May, 1948.

¢ C. L. Dolph “A current distribution for hroadside arrays which
optimizes the relationship between beam width and side-lobe level,”
Proc. LR.E., vol. 34, pp. 335-348; June, 1940.

current distribution for broadside arrays, Riblet® showed
that if spacings less than one-half wavelength were con-
sidered, the Tchebyscheff distribution used by Dolph
could he made to vield an array having as great a di-
rectivity as might be desired.

Arravs which are capable of producing arbitrarily
sharp directive patterns for a given aperture or over-all
length have become known as super-gain arrays. That
such arravs might be possible in theory but quite im-
practical to build is almost to be expected. The papers
mentioned above do not concern themselves with this
aspect of the problem, but several other authors’® have
indicated some of the practical limitations. Wilmotte®
pointed out the low radiation resistance and efficiency
of such arrays, and later Chu? gave a completely gencral
answer to the problem in terms of the maximum gain-Q
ratio obtainable from a system of given size.

It is the purpose of this paper to carry through a
typical super-gain array design in order to obtain nu-
merical answers for some actual cases. These will serve
to demonstrate the rapidity with which the design be-
comes impractical as the directivity is increased. Schel-
kunoff’s method for the analysis of lincar arrays is em-
ployed with the arrangement of nulls being made in ac-
cordance with the Tchebyscheff distribution as sug-
gested by Riblet. The numerical results are rather sur-

¢ 11. J. Riblet, Discussion on “A current distribution for broad-
side arrays which optimizes the relationship between beam width and
side-lobel level,” Proc. LLR.E., vol, 35, pp. 489-492; May, 1947,

7 C. E. Smith, “A critical study of two broadcast antennas,”
Proc. LR.E., vol. 24, pp. 1329-1341; October, 1936,

8 R. M. Wilmotte, “Note on practical limitations in the directiv-
ity of antennas,” Proc. [.R.E., vol. 36, p. 878; July, 1948.

°I.. J. Chu, “The physical limitations of directive radiating
systems,” Jour. Appl. Phys., p. 1163; December, 1948.
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prising and point up some interesting facts concerning
such arrays,

I't will be recalled that the basis of Schelkunoff’s anal-
ysis is his fundamental theorem that every lincar array
with commensurable separation between its clements
may be represented by a polynomial, and, conversely,
every polynomial can be interpreted as a lincar array.
Furthermore, a recognition of the correspondence he-
tween the nulls of the array pattern and the roots of a
complex polynomial on a unit circle in the complex
plane leads to a combination analytical-graphical tech-
nique for determining antenna current amplitudes and
phases and for obtaining a detailed plot of the directive
ficld pattern.

In this analysis the relative amplitude of the clectric
ficld intensity for a linear array of % equispaced clements
s represented by

k= | doei®0 + q\eiVFin 4 gueit¥tian 4 ...

F @, gei—DVFiansg | pitn 1Y ] (1)

where ¥ =8d cos ¢ +a and B=2x/\.

In the above expression, d is the spacing hetween cle-
ments. The cocfficients ao, ay, a», and so forth are pro-
portional to the current amplitudes in the respective
clements. The factor a is the progressive phase shift
(lead) from left to right between successive clements;
ai, az, and so forth are the deviations from this progres-
sive phase shift.

—OJ—O 0 0 0 0 0

Fig. 1—A\ linear array.

By substituting Z=e¢v and 4,,=a,.e"", (1) hecomes
E=|Ado+ MZ+ AZt+ - F AgaZr=t 4 20 V], (2)

The transform Z=e/¥ is a complex quantity whose
modulus is one and whose argument ¢ is real and a func-
tion of ¢ (the angle between the line of arrival of the sig-
nal and the line of the array). Ilence, the plot of Z in the
complex plane is always on the circumference of a unit
circle. Each multiplication by z=e/¥ represents a dis-
placement through an arc of ¢ radians.

The polynomial (2) may be written also in the form
of the product of (#—1) binomials; thus,

E=|(Z-t)Z—1t) - (Z—ta)], (3)

where #y, £, + + », ta_yare the zeros of the polynomial and
correspond to the null points of the array. Accordingly,
by (3), the relative amplitude of the radiated field in-
tensity in any direction is given by the product of the
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distances from the null points on the unit circle to the
point Z which corresponds to the chosen direction.

As a consequence of this correspondence between the
nulls of an array and the roots of @ complex polynomial,
it is possible to obtain a relative ficld-strength plot and
antenna-current ratios for a specified radiator spacing,
and an arbitrary location of the nulls on the unit eircle,
The graphical-mathematical method involves the ex-
pansion of (n—1) bhinomials,

In the expression Yy =0d cos ¢+, Y varies from
(Bd+a) 1o (—pd +a«) as ¢ ranges from 0 to 180 degrees,
and the range deseribed by is (Bd ) — (= Bd +a) =
It is apparent that the current ratios and array pattern
will vary with different location of the nulls in the range
of Y. For spacings less than a halfl wavelength, Schel-
kunoff has shown that an end-fire arrav with its null
points cquispaced in the range of Y on the unit cirdle,
has a parrower principle lobe and smaller secondary
lobes than a uniform array (one whose null points are
cquispaced over the entire unit cirele). If the current
distribution of the arrav is alwavs made to be that whicls
corresponds to equispaced nulls in the range of ¢, it ap-
pears possible to increase indefinitely the directivity of
an end-fire array of given length by increasing the num-
ber of clements and decreasing the spacing between
them.

When this same technique of equispacing the nulls in
the range of ¢ is applied to a broadside array of given
length, the pattern does not improve as the number of
clements is increased, but, instead, deteriorates for spac-
ings less than N/2. However, if the nulls on the unit
circle are spaced in the range of ¥ according to a
“Tehebysceheff distribution,” a super-gain pattern re-
sults when a large number of ¢lements at small spacings
is used.

The properties of the Tehebyscheff polvnomials'® were
used by Dolph® 1o obtain the optimum pattern of a
broadside arrav for which the spacing between elements
is equal to or greater than A/2. The Tehebyscheft polv-
nomials are defined by

T'\(Z) = cos [ncos ' Z] -1 <Z<+1
T'a(Z) = cosh [n cosh=' Z] for 1Z] > 1.

for

Graphically all the roots of T.(Z) occur between
Z==+1 and the maximum and minimum values of
T'\(Z) lving between Z=41 are alternately 71°,(Z)
=+1 (sce Fig. 2). For ,7, >1, it can be shown that
I.T,.(Z)‘ increases as | Z[ . Derivations from the defini-
tion of the Tehebvscheff polynomials  show that
To(x)=1; T\(x)=x; Ta(x)=2x>—1, and so forth.
Higher-order polyvnomials may be derived from the fol-
lowing equation:

Tria(x) = 2T, (2) Ty (x) — Thoa(x).

It is evident from an inspection of Fig. 2 that a pat-

" ’°_Cf:ur:m_t and_ Hilbert, C“Methoden  der Mathe matischen
Physik,” Julius Springer, Berlin, Germany, vol. 1, p. 75; 1931,
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“tern may be obtained whose side lobes are all down an
equal amount from the main lobe and that the ratio of
the main lobe to the subordinate lobes may be deter-
mined by using the proper portion of the Tchebyscheff
function.

‘ T T4(Z)} I

Lo} S —

Fig. 2—Fourth-degree Tchebyscheff polynomi .

For 2n+1 elements, symmetrical in spacing and cur-
rent about the center clement, the expression for the

o 0 0 0 0 0 0
A, A 28, A A,

Fig. 3—Symmetrical linear array.

relative field strength can be found directly from (2). It
15

| E|=Ao4, cos y+A2 cos 2y+ - -+ +Ancosny, (4)

with ¥ =pd cos ¢ since a =0 for broadside arrays. Sub-
stituting x=cos ¥ in the above expression yields the
polynomial

El=Ag+ A1 x4+4,2x2= 1)+ - - - +A.Ta(x). (5

Expression (5) is a summation of polynomials, and it
appears feasible, therefore, to design an array pattern
exhibiting the useful properties of a Fchebyscheff plot.
A lincar shifting of the desired portion of the Tcheby-
scheff polynomial of correct degree into the range de-
fined by x =cos ¥ for the given array, and the equating
of coefficients of (5) to those of the transformed Tche-
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byscheff function, permits the determination of the rela-
tive current distribution (A4:, 4, 43, A,). Knowing the
positions of the nulls, the Tchebyscheff pattern is ob-
tained from (3) by the method previously indicated.
As an example, consider a nine-element broadside
array whose total length is N/4 (spacing between cle-
ments d =M\/32). The side-lobe level is to be 1/19.5 of the
main lobe. Since there are nine clements, the array
should have 8 nulls on the unit circle within the range of
¥, and 8 nulls in the range of the Tchebyscheff pattern
which is used. It is possible to select the polynomial
T«(x) (sce Fig. 2) and use the whole range from x=—1
to xo (point at which Ty(x)=19.5) and back to —1.
With d=X\.32, ¢ =8d cos ¢ =7/16 cos ¢; x =cos Y =cos

(w/16 cos ).
When
o= 0° x = cos w/16
¢ = 90° x=1
¢ = 180°, x = cos w/16.
Hence, the desired portion (x= —1 to xo) of T'y(x)

must be shifted into the array range of cos 7/16 to 1.
The point xo may be calculated from

T4(xo) = 8xp* — 8x2+ 1 = 19.5
xo =2 1.449.

The shift of T'(x) is accomplished by the linear trans-
form x' =ax+b.
Therefore, (5) for a nine-element array becomes

| Er| = Ao+ .hix 4+ A42(222 — 1) + A5(45° — 32)

+ A4(8x¢ — 822+ 1)

8(x')* — 8(x)2 + 1

8(ax + b)* — 8(ax + b)? + 1. (6)

At this point the question arises as to what accuracy is
required in the computations in order to achieve a rea-
sonably accurate result. By using the general error for-
mula,'t it is shown below that the error in coefficients a
and b must be less than 10~° in order that current dis-
tribution Ay, Aa, As, A4 be accurate to one decimal place.

In (6), 8(x’)* = 8a*x*+ 32ax?+48a’xh?+ 32axb* 4 8b*
and 8(x’)? = 8a?x?+16axb-+8b% An crror éa in @ would
have its greatest effect in the 8a*x* term (¢>1). Neg-
lecting high-order infinitesimals

IN oN aN
— by + ——dup 4+ - - - + —bu,,

I Ay du,

oN =

where N denotes a function of several independent vari-
ables (w1, us, u.). Using the above expression, where
N =8a?, for a variation in a, 8N is 32a%-éa. For the ex-
ample chosen, the approximate values of @ and b de-
termined from substitution in x’ =ax-+b are 126.9 and
125.5, respectively. Tence, if the figures Ay, 4o, Aj, and

1 . B. Scarborough, “Numerical Mathematical Analysis,” Johns
Hopkins Press, Baltimore, Md., p. 7; 1946.
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Ay are to be accurate to 1 decimal place, 324® 6a <01
and

0.1

1 < =~ 109,
(32)(126.9)3

Consequently, the first requirement is to determine a
and b to this accuracy; x =cos 7/16 must therefore be
found to this same degree of exactness. After carrying
out the computation of (6) to this degree of accuracy,
the current distribution (L1, A,, As, and Ay) may be
considered to be accurate to one decimal place. Any
numerical calculations not maintaining this degree of
accuracy are worthless, as may be seen from the follow-
ing calculations for the example. For this particular ar-
ray of nine clements, the current ratios are as follows:

Ao = 8,893,659,368.7,

Ay = — 14,253,059,703.2,
Ay = 7,161,483,126.0,
A= —2,062,922,999 4,
Adg = 260,840,226.8,

and (4) becomes

Er = 8,893,059, ,308.7

.

— 14,253,059,703.2 cos < cos ¢>
16
™

+ 7,161,483,120.0 cos ( ‘ cos ¢>

3r
— 2,002,922,999 4 cos (1( cus ¢>
)

+ 200,840,226.8 cos (: cos ¢>. (N

The antenna pattern (portion of T(x)) is available
from direct substitution of ¢ in the above expression.
The accuracy requirements in the computations can now
be demonstrated. Broadside to the array (direction of
maximum radiation) where ¢ =90 degrees, (7) is evalu-
ated as

Er = 8,893,659,368.7 — 14,253,059,703.2
+ 7,161,483,126.6 — 2,062,922,999. 4
+ 260,840,226 8.
The sum of the positive terms is 16,315,982,722.1 and
the sum of the negative terms is — 16.315,982,702.6. The
resultant | [, is 19.5, the value specihied for the ratio

of the major lobe to the side lobes. EEnd-fire to the array
¢ =0 or 180 degrees, and (7) takes the form

| = 8,893,659,308.7 — 14,253,059,703.2 cos

1
{ 1':,3
l 16

™
+ 7,161,483,126.6 cos 5
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3r

2,002,922,999 4 cos
16

+ 260,840,226.8 cos : .
The numerical values for the trigonometric functions
must be accurate to the same number of significant
figures as are the coethicients, The resultant | /o] for
the end-fire direction is 1.0, Caleulations having an ac-
curacy that would normally be considered adequate
four or five signihicant figures—cannot be used to obtain
the correct current distribution and array pattern from
(7). The resultant [ £2,| in (7) is the difference hetween
large numbers, nearly equal, such that significant figures
(to the deft) are lost. In this example, 12-figure accuracy
was necessary at the start in order to end up with only
2 or 3 hgures.

It is interesting to note that the pattern obtained by
the graphical method from the location of the nulls on
the unit circle does not require this high degree of ac-
curacy. Solution of (6) maintaining accuracy to 4 signifi-
cant figures, and the determination of the nulls from the
roots of (6) affords sufficient information to plot a fairly
accurate pattern, This is bhecause this method involves
the product of the fengths from the (2 —1) null points
on the unit circle to the point Z corresponding to a
chosen direction. The final result is as exact in significant
figures as are contained in the least accurate factor. In
Fig. 4 there is shown the pattern for the nine-clement
array of this example as caleulated (graphically) from
(3), using 4 figures, or alternatively from (7) using 12
figures,

B |Eql S
AR
748 NN
R
— Al e i\ —
/o ) g )
- '/ 4 \_ N
1 \
\
£ ) ’ 2, .;‘. \\_.—
TN N o v v*i;\J;‘v"
077300 7507 090 o 1307 ed Tire

b - ANGLE BETWEEN LINE OF ARRIVAL OF SIGNAL AND LINE OF ARRAY

Fig. 4 —Broadside "super-gain” patterns for three-, five-, seven-, and
nine-clement arrays with an over-all array length of quarter
wavelength. :

- Three clements, d =x/8

Five elements, d =1 /16

Seven clements, d =724

Nine elements, d =x732

Examination of the numerical results for the 9-cle-
ment example indicates some of the practical shortcom-
ings of super-gain arrays. In this example, currents of
the order of 14 million amperes are required in the indi-
vidual elements in order to produce in the direction of
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- maximum radiation a field intensity equivalent to that
which would be produced by 19.5 milliamperes flowing
in a single element. Moreover, it would be necessary to
maintain these currents, as well as the spacing between
antenna elements, to an accuracy of about 1 part in 10"
if the super-gain pattern is to be obtained.

In order to illustrate the rapidity with which the de-
sign becomes impractical, the curves of Figures 4, 5, 6,
and 7 have been drawn. Fig. 4 shows the directivitics
obtainable from an array that has an over-all length of
one-quarter wavelength when the number of elements
used is 3, 5, 7, and 9, respectively. In Fig. 5 these di-
rectivitics arc expressed in terms of directive gain over a
single element. As the number of elements is increased

10 T
1 '
9% | i i
|
al 4 Il I i /
B /
7;._ S I S— %I— | V4 | 1
| | |
6—— // —
A ‘ f I
P | /A [

POWER GAIN
T

3 4 5 6 7 8 9 I0
NUMBER OF ELEMENTS

Fig. 5 Power gain of Tchebyscheff arrays over a single element.
The array length is A/4 in cach case.

and the spacing between elements is correspondingly
decreased, the required currents become very large for
any appreciable radiation. The accuracy with which
these currents must be adjusted in order to obtain the
calculated super-gain patterns within 0.5 per cent is
shown in Fig. 6.

The exceedingly large currents required cause large
ohmic losses with resultant low cfficiencies. In general,
most of these losses will occur in the coupling and
matching networks (and in the ground system if mono-
pole antennas crected on a finitely conducting earth are
being considered). However, for the efficiency calcula-
tions, the results of which are shown in Fig. 7, only the
ohmic losses in the antenna elements themselves have
been considered. For the purpose of illustration, the an-
tennas have been assumed to be half-wave dipoles at
10 mc, constructed of copper with a diameter of 1 cm.
The resultant cfficiencies under the assumptions are
shown in Fig. 7. When matching network losses are con-
sidered, the actual efficiencies would be much lower.

8
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. *
Crystal-Plates Without Overtonces
' J. J. VORMERY

Summary—By using a special electrode form or a special field
distribution, overtones in lengthwise vibrating crystal plates or bars
can be suppressed to any amount.

T 1S A WELL-KNOWN fact that in different types

of piczoclectric elements overtones can he excited,

a phenomenon made use of for various practical
purposes, Thus, e.g., BT-cut quartz oscillator plates
may be excited in a harmonic shear mode, so that very
high frequencies can directly be generated in an ap-
propriate oscillator. Morcover, for filter crystals of
quartz, usc is sometimes made of long plates or bars
in wlich a harmonic of the lengthwise fundamental is
excited, In the Jast-mentioned cas¢ preference is mostly
given to rotated X cuts in which the ¥/ wave is eacited,
A special electrode arrangenient is necessary to obtain
the desired mode of vibration. Ilere the aim is not so
much to get a high frequency, but to obtain quarts
plates with a low impedance, because this last item is
decreased by a factor equal to the ordinal number of
the harmonic.! '

In other purposes overtones merely cause the same
kind of difficultics as unwanted spurious resonances.
For instance, in some types of radar-receivers reso-
nators are used for time or distance marking, and in these
not only can spurious frequencies not be tolerated, hut
harmonics of the wanted frequency must be suppressed
at the same time. The main resonance in this case is of
the order of 150 ke.

The first requirement can be fulfilled by choosing for
the resonator a rotated X-cut quartz plate, with a
sufficiently low ratio of width to length, in which the ¥’
wave is excited, In such a crystal plate all unwanted
resonances in the neighborhood of the main resonance
are extremely weak; it is possible, however, to excite all
odd and even harmonics.

Normally, electrodes cover the Y'Z’ plane of the
plate. Whenever electrodes are placed symmetrically
with respect to the nodal line, all even harmonics are
suppressed; this follows directly from considerations of
symmetry. By giving the electrodes a special form or
special dimensions, one or more odd harmonics may be
suppressed as well as all odd harmonics, with the ex-
ception of the main resonance.

To illustrate the way in which a selected harmonic
may be suppressed, let us first study the way in which
it may be excited. If we want the third ¥’ harmonicin a
rotated X-cut plate, an electrode arrangement as shown

* Decimal classification: R214.22. Original manuscript received
by the Institute, August 10, 1950; revised manuscript received, De-
cember 27, 1950.

t Radio Laboratory of the Netherlands Postal and Telegraph
Services, s'-Gravenhage, Netherlands.

V], J. Vormer, “Quartz filter crystals with low inductance,”
Proc. [.R.E., vol. 36, pp. 802-804; June, 1948.

in Fig. 1(a) is indicated. As two subscequent sections of
the vibrating crystal plate have opposite phases the cor-
responding electric fields must also have a phase differ-
ence of m, and this is achieved by the indicated elec-
trode arrangement. The eleetric fields at a certain time
i cach of the three parts of the crystal plate are indi-

cated by the arrows.,

+ -+
S
— + —

a)

~

-

I S A A

()
Fig. 1 Llectrode arrangements for exciting the third overtone

If now the first and third pairs of electrodes are
omitted and a voltage with a frequency corresponding
to the third harmonic is applied to the middle electrodes
only (Fig. 1(h)), the resonator is once more excited in
its third harmenic. The excitation is however weaker
now, due to the fact that only one-third of the plate i~
excited,

Weak excitation of the third overtone is also possiblc
if the voltage is applicd to the three pairs of electrodes
in phase, or if the plate is completely covered by one
large clectrode (Fig. 1(c)). In the latter case, the in-
fluence of the first and the third part prevail over that
of the middle part.

If, however, an clectrode arrangement is made as
indicated in Fig. 2, when the electrode covers two-thirds
of the erystal surface, the effects of the first and the third
part just balance out that of the middle part, and the
result is that no third harmonic can be excited. In a
similar way the fifth harmonic may be suppressed by
choosing the clectrode length 2/5 or 4/5 of the cryvstal
length; and so on.2

I S N O

Fig. 2—Electrode arrangement for suppressing the third overtone,

Cus; l;‘lru)\'\.(:lic.”‘('f]c;l ”)l'fldl Dllates (for other purposes) are dis-
cd m AL, G Cady, "Piczaclectricity,” MeGraw-Hi .
Inc.; 1946, p. 301. iy, McGraw-Hill Book Co.,
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If the length of the electrode is chosen somewhere
between 2/3 and 4/5 (c.g., about 8/11) the third and
fifth harmonic are both more or less suppressed, but, of
course, it is impossible to do so completely in this way.
It can be shown, however, that if the part of the crystal
covered by the electrodes varies sinusoidally with the
length, the desired compensation may be obtained for
all harmonics with the exception of the main resonance.
The same result can be obtained by varying the exciting
electric field sinusoidally with the length.?

If the principle of shaped electrodes is applied to filter
crystal-plates with four clectrodes, the unwanted capac-
itances hetween the electrode-pairs are incidentally ap-
preciably diminished. (See Fig. 3.)

Experiments were carried out with clectrodes of the
sine-shape and with rectangular electrodes of the type
indicated in Fig. 2. The amount of overtone suppres-
sion depends. of course, on the precision of the dimen-

3 If the form of the electrode is a sine function (sinmx/l)and the
piezoelectric reaction of the bar for the kth harmonic is given by
«in k(mx/l) the total response of the crystal disappears if:

J TX X
f sin sin k—dx = 0.
0 l !

Thi~ is true if 21, according to the orthogonality theorem of
Fourier series.

3 4

Fig. 3—Electrode arrangement for suppressing all overtones,
applied to a crystal plate with four electrodes.

sions: moreover, the fact that no correction is applied
for the edges of the electrodes is of influence. Neverthe-
less, it is quite simple to get without special precautions
such an overtone suppression that the response of any
overtone is less than 1 per cent of the main resonance.
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A Series Expansion of the Fourier Integral*

WILLIAM A. WHITCRAFT, JR.}, ASSOCIATE, IRE

Summary—Evaluation of the Fourier integral by parts leads to
two different series representations of a time function in the fre-
quency domain. These series involve powers of the frequency
variable and either derivatives or integrals of the function, evaluated
at the upper time limit only.

It is necessary that the function so treated be analytic between
the time limits imposed. The convenience of the formulation then
follows from choosing the time limits symmetrically.

The method is presented as a mathematical experiment rather
than a rigorous formulation.

pansion of the Fourier integral, which method has

been used successfully in studies of bandwidth
requirements for pulsed transmissions.

If we define the Fourier integral of a time function

f(t) by

7 || {HIS PAPER is intended to outline a series ex-

glw) = f”j(l) exp (— wt)dt (1)

and limit the function to the time interval —D/2 to
D/2 we will have

* Decimal classification: 510. Original manuscript received by

;l(l)g(;nstitutc, June 21, 1950; revised manuscript reccived, October 30,

1‘ Raytheon Manufacturing Co., Waltham 54, Mass.

DJ2

f(0) exp ((— @wn)dl. (2)

-D/?

glw) =

’roviding the function f(f) is analytic within these
limits, consider integrating (2) by parts, choosing

n = f() (3)

dv = exp ( — wl)dl. (4)

The first integration yields

1
glw) = — [f(l) exp (— wl)
— 1w

D2
- fj’(l) exp (— i'wl)dtil (5)
-DJ2
where the prime indicates the time derivative. Con-
tinuing the integration by parts, we find

1 hd 1 DJ2
1@ = — [ e (- w0 ©
— W mao (zw)"‘ —DJ2
Ignoring for a moment the question of convergence,
divide the summation into two parts and change limits
to obtain
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8(w) = w [m-o§,... { (i'w)"'f () exp ( zu!)[ D
0 1 =D
+ 2 { —— /(1) exp (— iwr)} ] (7)
ne1 35, .- L (Gw)" D2

If the function is even, or cosine symmetrical, the
even-ordered derivatives will be even functions and the
odd-ordered derivatives odd. Factoring (7) and making
use of the substitution

(_ D) < . 1)) O .
ex w — - exp bl 7 S e !t sSin Ww—
P 2 : 2 2

we obtain
( D
2w oy <2->
a0
D\ . /D
f(?) i <z>

2 wD
+ <— cos 7) = + - (9)

w w w?

for an even time function. Note that the derivatives are
evaluated at the upper limit only. For an odd function,

similar reasoning leads to
., 1))
(=
+

JEBAS

() )

2i wl)
gla)= (-~; cos 72—‘>

(4

i why
——<~sm» ) = S— + - . (10)
w 2 w w?
If, instead of the relations (3) and (4), we choose
u = exp (— fwt) (11)
dv = f(hHd! (12)
we obtain, for an even function
2 wh J I
R <a 0 >1W’<'z>
D \
-—-u'f())—}---'(
2 uby| D
+< - sin )-w’ 2< )
w 2 l 2
-:v‘f<£ +) (13)
4 2 " N

vhere the subscripts give the order of the time integra-
tion of f(¢), the integrals being evaluated at the upper

limit only.
If the function is odd, the result is

- (D))

(2o
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2i whD ) ) I))
(e (!
(14)

In practical examples studied it has been found that
the series obtained from (9) and from (13) converge in
mutually exclusive regions but that whenever one of the
series can be recognized as representing a function in
closed form within a given radius of convergence, the
other series represents the same function but does so
cvervwhere outside the radius of convergence of the
first. If neither of the series (9) or (13) can be recog-
nized as an expansion of a function of closed form, the
method loses most of its uscfulness. If, in this case, it is
still desired to use the method, careful attention must
be paid to the convergence of the series before any as-
sumptions are made concerning the possibility of cur-
tailing or otherwise altering it for the purpose of obtain-
ing an approximation. These matters are not within the
scope of the present paper.

A brief example will demonstrate the use of the
method and clarify =ome of the above statements.

Given a pulse consisting of a single positive half evele
of a cosine wave with unit amplitude and radian fre-
quency we: required, the Fourier spectrum g(aw).

We have

b big
) = coswid for — <t < —
2o 2w

= 0 for all other ¢. (13)

The function (13) is even and s analvtic within the
limits shown. It is zcro at the limits, and its derivatives
are discontinuous there, The even-ordered derivatives
vanish at the limits (since they involve cos () and
the values of the firse, third, tifth, . . . derivatives at the
upper limit are respectively
— uvovs '01'07. S

- a3
— Wo. W',

Substituting in (9,

(16)

Fhe expression in braces can be put into closed form
by considering the following Maclaurin expansion:

1

=1+)'+_\'?+---f<)r)'<l. (1

I — v

Factoring 4 minus wo/w and setting its square equal

to vy,
2 wh W 1
g(w) = ( cos )<_ 4,?)( )
u 2 w/\1 =y
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Substituting and rearranging,

) 2w, w (19)
w) = cCos —
4 uv02 — w? 2wo
D
cosw —
D
_ B B — where D = — - (20)

™
2 7 \?2 w D\? wo
(y-C
This result is the same as that obtained by formally
evaluating the Fourier integral (1) for the given time
function (15).

It will be found that the integral formulation (13)
leads to exactly the same final answer but that it in-
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volves a Maclaurin series which converges only for
(wo/w)?>1 in contrast with the restriction (wo/w)*<1 of
(18). This behavior has been observed in examples tried
thus far but is not here stated as a general theorem;
it is considered merely an experimental fact, subject to
verification or modification by rigorous mathematical
methods not yet successfully applied.

Finally it should be pointed out that time functions
possessing no symmetry can be separated into even and
odd parts by well-known methods and (9) and (10) or
(13) and (14) applied separately.
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The Design of Transmission-Line Tuning
Elements for Mininum Dissipation*
R. W. KLOPFENSTEINT{, MEMBER, IRE

Summary—A design procedure is described by which a coaxial
transmission line tuning stub may be designed for minimum energy
dissipation when the input susceptance or reactance is specified. The
problem has been formulated for air dielectric only where dielectric
losses are ordinarily small compared to copper losses. The resultsare

presented in curve form.
I[ the selection of the diameter of the inner con-
ductor so that some property of the transmission
line is optimized has been a topic of considerable inter-
cst.'=4%-% A recent paper’ gives a good summary of
work done in this connection to date. It is a fairly com-
mon situation in the design of radio-frequency filters
that the rcactance or susceptance of a filter element
is fixed by the response requirements of the filter. It is
the object of this paper to devise a design procedure by
which transmission-line tuning elements may be de-

I. INTRODUCTION
N CONNECTION with coaxial transmission lines,

* Decimal classification: R117.2. Original manuscript reccived by
tzl;c lltl)léstitulc, June 8, 1930; revised manuscript received, November
0
t RCA Victor Division, (‘amdtn, N.J.
YA, Russel, “L fiective resistance and inductance of concentric
mams Phtlnsophtcal Mag., 6th Scr,vnl 17, p. 524; April, 1909,
. J. Sterba and C. B, Feldman, Imnsmnssnon lines for short-
‘1’\2“3‘/2(. ratlio systems,” Proc. L.R.E., vol. 20, pp. 1163-1202; July,
).
31 B, J. Witt, “Concentric tube lines,”
January F (hruary, 1936.
‘LS. \crgaard and Bernard Salzberg, “Resonant impedance of
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signed for minimum dissipation when the input react-
ance or susceptance is specified. The results of the
analysis of the problem will be presented in curve form
so that the technique may be casily applied in design
problems. Section 111 B of the paper discusses the
curves and how they are used.

II. LisT oF SymBoLs To BE USEb

Y =Input admittance of a transmission line section
Z = Input impedance of a transmission line section
R = Input resistance of a transmission line section
G = Input conductance of a transmission line section
X = Input reactance of a transmission line scction
B = Input susceptance of a transmission line section
| =Length of transmission line section in units of
length
= Attenuation constant of transmission line section
in nepers per unit length
B =Dhase constant for transmission line section in
radians per unit length
= Characteristic admittance for transmission line
section under the assumption that the line is loss-
less
Zo= Characteristic impedance for transmission line
section under the assumption that the line is loss-
less
Power dissipated in a transmission line tuning
clement in watts
V = Voltage at the input to a transmission line scc-
tion in volts rms
I=Current flowing into a transmission line tuning
clement in amperes rms
B, =Specified value of B
0 = Ratio of inside diameter of outer conductor to

pl
Py -
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outside diameter of inner conductor of a coaxial
transmission line section
D =Inside diameter of outer conductor in units of

length

d =OQutside diameter of inner conductor in units of
length

j=v-1

ky=Constant
k;=Constant.

G = k(1 4 0) log=2 0§ (1 4 36005, log? 8) arc tan (605, log 8) — 6OB, log #}.

I11. Tueory

A. Design of Open-Circuit Terminated Coaxial Trans-
misston-Line Tuning Stub for Minimum Input Con-
ductance when the Input Susceptance I's Specified.

The power loss in a coaxial transmission line tuning
stub in shunt with a transmission line is expressed by
the following equation:

Pp = ViG. (1)
From this, it is seen that if the input conductance
is mininvized, the power dissipated in the stub will be mini-
mized.
0 log 6
Ologb _ 2{
1490

The input susceptance and conductance of an open-
circuit terminated coaxial transmission-line section
operated off resonance is expressed by the equation

Y =G+jB

¥ { 1[ : 3l tan Bl] ” 61]
Bl — —— {4+ jtan .
04 sec ﬁ[ ] [

(2)

The origin of this equation is discussed in Appendix 1.
If the input susceptance is specified,

B = B, 3)
then I must obey the following relation:
1 B
I = —arctan <——> 4)
B Y,

Under the above conditions by substitution into equa-

tion (2)
( B, )
arc tan y —
YO B]

Y,

By
cos? l:arc tan <——— :I
Y,

This expression for G may be expressed entirely in terms
of the diameter ratio of the coaxial transmission line if
the inside diameter of the outer conductor is considered

G=Vo—{- )
B

PROCEEDINGS OF TIlIE 1.R.L.

arc tan (608, log 6) — 005, log 6 \
(1 + 36005, log? 6) arc tan (605, log 6) — 605, log 0 °
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fixed since for air diclectric, low loss transmission lines!®
1

Y, = - ) 6
T log 0 2
and
140
a =k —-—"—- (7)
log 0

When (6) and (7) arc substituted into (8) it reduces to

(8)

Values of arctan (60B, log 8) are taken in accordance
with the electrical length of the line being considered.
Note that the same expression for the first derivative of
G with respect to 6 will result for all values of line
length. All of the angles in the foregoing are expressed in
radians, and the indicated logarithms are natural log-
arithms,

When the first derivative of G, as expressed by cqua-
tion (8), with respect to 6 is taken and equated to zero,
the following transcendental equation is obtained :

)

The finite root of (9) greater than unity may be
obtained by successive approximations. That this root
represents a minimum value of G can be determined
by examination of the limiting cases. #=1 and §— = are
always roots of (9), but they are of no practical interest.
In fact, they represent limiting cases for which the in-
put conductance is indefinitely large. Therefore, the
value of @ for minimum input conductance has been
determined. The length of the tuning stub correspond-
ing to this value of 9 may be determined from (4). Note
that no minimum value for G exists for open-circuit
terminated coaxial transmission-line sections less than
one-quarter wavelength long [81 < (7/2)]. In this region,
the diameter ratio is made as nearly unity as possible,
and design is usually limited by voltage gradient con-
siderations. Minimum values for G do exist in all other
quadrapt§ of Bl for open-circuit terminated coaxial
transmission-line scctions, however.,

A similar analvsis may be carried out for short-circuit
terminated coaxial transmission-line scctions. This
analysis will not be carried out in detail here because of
its similarity to the foregoing. The relation that must

be satisfied for 0 in order that minimum input conduct-
ance be obtained when the

) . input susceptance is speci-
fied is shown in (10).

.1 I'. Moreno, “Microwave Transmiss; Desi " MceGre
Hill Book Co. Inc., New York, N. Y".l,ls;.]oln—ll%s;lglg-i[;?m' McGraw:
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! 6 log @ 2{ arc cot (—60B, log 8) — 60B, log @ } (10)
146 (1 + 3600B,2log?8) arc cot (—60B, log 8) — 60B,log 8

Solutions of this equation exist in all quadrants for Bi.
It is often desirable to place a tuning stub in series with
a coaxial transmission line. In this case, the power dis-
sipated in the tuning stub is expressed by:

Pp = I’R. (11)

If the reactance of the tuning stub is specified, the
power dissipated in the stub will be minimized when R
has its least value. For low-loss coaxial transmission-
line tuning stubs, the results expressed by (9) and (10)
can be directly applied to this case since

R+ jX =

which is
G B
Sy ~i G (12)
For GXB,
G 1
R+szgz—j—E- (13)

It is seen that R is directly proportional to G if B is

fixed. Therefore, the conditions under which G will be a

minimum when B is specified as B, are the same, for low
loss lines, as those for which R will be a minimum when
X is specified as —1/By.

B. Presentation of Results

A set of four curves are presented with which one may
design an open circuit terminated or short circuit ter-
minated coaxial line tuning stub for minimum conduct-
ance with specifiedd susceptances from —1.0 mhos to
—0.001 mhos and from 0.001 mhos to 1.0 mhos or for
minimum resistance with specified reactances from
—1,000 ohms to —1.0 ohms and from 1.0 ohms to 1,000
ohms. These curves show, graphically, solutions of
(4), (8), (9), and (10), and they make it needless to
seek solutions of these equations for the more common
situations for which the curve sheets have been plotted.

Figs. 1 through 4 may be used in designing coaxial
line tuning stubs for minimum conductance or resistance
when the susceptance or reactance has been specified.
It will be noted that the curves are useful for open-cir-
cuit terminated and short-circuit terminated lines up to
one-half wavelength long. For a particular specified sus-
ceptance value, the diameter ratio and electrical length
of the tuning stub are found from Figs. 1, 2, or 3, de-
pending upon what stub configuration has been chosen.
From FKig. 4, a factor which will permit the determina-
tion of the minimum value of conductance can be ob-

tained. From this, the losses in the stub may be evalu-
ated.

i
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Fig. 1—Diameter ratio and effective length of short-circuit ter-
minated coaxial stub having minimum conductance for a specified
susceptance. B/ <(3).
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susceptance. (r/2) <pl<w.
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of a short- or open-circuit terminated coaxial line stuby when the
input susceptance B is specified.

It will be noticed that no curves are shown for open
circuit terminated tuning stubs less than a quarter
wavelength long. In this case, the losses can be made as
small as desired by letting the diameter ratio approach
unity. This process is usually limited by voltage gradi-
ent considerations or mechanical considerations. This is
the only situation in which no minimum value for the
loss will be found.

In order to make the use of these curves more clear,
two examples involving their use will be worked out
here.

Example 1: It is desired to construct a short circuit
terminated coaxial line tuning stub having an input re-
actance of 100 ohms so that it shall have the least input
resistance possible. It is desired further that this stub
be less than one-quarter wavelength long. The operating
frequency is to be 100 mc per second, and the conduc-
tors will be constructed of copper, the inside diameter of
the outer conductor being 1.527 inches. Referring to
[Fig. 1, it is seen that the diameter ratio of the stub
should be 5.23 and that the electrical length of the stub
should be 45.2 degrees. Therefore, the outer diameter of
the inner conductor should be 0.292 inches, and the
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length of the stub shoukd he 14.83 inches since a wave-
length at a frequency of 100 me is equal to 118 inches.

In order to evaluate the losses of this stub, the input
resistance may be found from the curve in g, 4. In re-
ferring to this figure, it is found that Fis cqual to
1.26 X 1074 for this case, and when the formula shown in
Fig. 4 is applicd, it is found that the resistance is equal
to 0.083 ohms. The energy dissipated in the stub may be
found directly by multiplying the resistance by the
square of the current flowing into the stub.

It might be of interest to know just how large an in-
crease in tosses nught he incurred if some other diameter
ratio than the optimum value were to be chosen. In
order to show this, the curve of IFig. 5 has been plotted
showing the input resistance of a coaxial line tuning
stuby with a reactance of 100 ohms as a function of the
diameter ratio. As may be seen, the curve is quite sharp,
and if for any reason the diameter ratio is decreased to
as low a value as 2.0, the losses in the stub will be
doubled.

LExample 2: 1t is desired to construet an open-circuit
terminated coaxial-hine tuning stub having an input
susceptance of —0.1 mhos, so that it shall have the least
mput conductance possible, It is desired further that
this stub be greater than one-quarter wavelength long
but that it he less than one-hadf wavelength long. The
operating frequency will he 100 me per second, and the
conductors will he constructed of copper, the inside
diameter of the outer conductor being 1.527 inches.

Referring to Fig. 3, itis secen that the correct diameter
ratio is 1.78 and that the electrical length of the stub
should be 106.1 degrees. Therefore, the outer diameter of
the inner conductor should be 0.858 inches, and the
length of the stub should be 34.8 inches since a wave-
length is cqual to 118 inches at this frequency. The
actual length will be somewhat less than this figure due
to capacity end loading of the stub. In this case, ca-
pacity end loading will serve to decrease the length by
about 0.26 inches. h

In IMig. 4, it is seen that the factor Fis equal to 0.0051
so that using the formula shown on the figure, the input
conductance of this stub is 334 micromhos. The loss can
be casily calculated from this by multiplying the input
conductance by the square of the applicd voltage.

The behavior of the input conductance of a stub of
this type for other diameter ratios is shown in IYig. 6
where the input conductance of an open-circuit ternii-
nated coaxial-line tuning stub is plotted forvarious diam-
cter ratios under the conditions stated for this example.
[tis scen that the minimum in this case is much broader
than that shown in [g. S,

C. Limitations Imposed by Non-zero Impedance Metal
.Slfort Circusting Disks and by End Loading of Open-
Circuit Terminated Transmission Lines.

As was mentioned above, when it is attempted to

v J..R. \\'.hi'n_nerx. LAV, Jamieson, and T. E. Robbins, “Coaxial-
Il.(;gi Discontinities,” PProc., ER.E., vol 32, pp 695-709; November,
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open circuit a length of coaxial transmission line by
simply terminating the inner conductor it is found that
an end capacity of the inner conductor exists and this
operates to reduce the length of inner conductor nec-
essary for a specified susceptance or reactance. This end
capacity is due to the fact that it is impossible to satisfy
the boundary conditions in the neighborhood of a dis-
continuous inner conductor in a coaxial transmission
line with the TIEM mode alone. This problem has been
successfully solved. It was found that the effect of a
discontinuous inner conductor could be represented by
a capacity termination at the plane of the discontinuity,
and values of this discontinuity capacity have been tab-
ulated. At first thought, it might scem that this shorten-
ing of the inner conductor would appreciably affect the
accuracy of (2). It will affect the imaginary term of
this equation as pointed out above, but the real term
will be affected only in a minor way. This is due to
the fact that the currents in the neighborhood of an
open-circuit termination of the inner conductor are very
small so that the losses associated with these currents
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are also small, and the change of length of the inner
conductor by a small amount will not affect the total
losses an appreciable amount in most practical cases.

In the case of short-circuit terminated coaxial tuning
stubs, a different type of effect operates to make equa-
tions derived on the basis of lossless shorting disks not
exactly correct. A short-circuiting plug in a coaxial line
must always have some finite nonzero impedance. In the
case of shorting plugs constructed of good conductors,
this impedance will be very small and will consist of
cqual parts of resistance and inductive reactance.'
Analysis shows that the effect of the reactive com-
ponent is extremely small, and may be neglected for
most purposes. The effect of the resistance component
on the other hand is appreciable, but in most cases, it is
small enough to be neglected.’ In the case of Example 1
previously worked out, the losses with a copper shorting
plug are about 2.3 per cent greater than those with a
fictitious perfectly conducting shorting plug.

IV. CoNcLUSION

A design procedure has been devised by which it is
possible to design a coaxial transmission-line tuning stub
for minimum energy dissipation when the reactance or
the susceptance is specified. The results have been pre-
sented in curve form in order that they may be easily
utilized in design. Although the design procedure has
been discussed in detail only for coaxial transmission-
line tuning stubs, a similar procedure could be carried
out for any transmission system in which an analytical
expression for the input admittance or impedance was
available.

By the use of this design procedure, filter elements
constructed of coaxial transmission-line sections are
designed for maximum ecfficiency. This is an important
consideration in present-day applications at very-high
frequencies and ultra-high frequencies where high con-
tinuous powers are being used.

V. ACKNOWLEDGMENT

The author wishes to express his appreciation to Owen
0. I'iet of the Broadcast Engincering Section, RCA Vic-
tor Division, for his suggestion of the topic of this paper,
and for his advice and criticism. lle also wishes to
acknowledge with thanks the suggestions of other asso-
ciates at the RCA Victor Division.

VI. APPENDIX

Since (2) is at odds with some equations for the
same quantity that have previously appeared in the
literature, some comment may be called for. It was at
one time common practice to assume the characteristic
impedance of low-loss high-frequency transmission lines
a completely real number for the purpose of computing
losses. That this assumption leads to erroneous results
has recently been pointed out by Nergaard and Salz-

1B Simon Ramo and J. R. Whinnery, “Fiells and Waves in
Modern Radio,” John Wiley & Sons, Inc., New York, N. Y., pp. 248-
254, 270-273, 332; 1944.
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berg.* Their experimental results are of particular inter-
est. Equation (2) was derived without assuming the
characteristic impedance real.*® Following is a list of
approximate equations for the input admittance of
open-circuit terminated and short-circuit terminated
transmission-line sections which are valid when the di-
electric loss is small compared to the copper loss. These
equations may be derived from the general expressions
for the input admittance of a transmission-line section,
or, alternately, they may be derived by computing the
currents flowing on the transmission-line section under
the assumption of no losses and then finding the losses
by integration.

For a short-circuit terminated transmission line off
resonance,

cot Bl .
Y=Y, {al [CSC2 B8l + 3l ] — jcot 31} .

(14)
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For an open-circuit terminated transmission line off
resonarnce,

81
Y=Y, {al [sec2 8l — ta;l :| +jtan az} .

For a short-circuit terminated transmission line at series
resonance

Yo B
Y = ’ (13)
al
while at antiresonance
V = Vol (16)

For an open-circuit terminated transmission line at
series resonance and antiresonance, the same equations
apply as for the short-circuit terminated transmission
linc.

“Application of Correlation Analvsis to the Detection

of Periodic Signals in Noise””
Y.W. LEE, T.P. CHEATHAMI, Jr., axp J.B. WIESNER

N. Marchand,! M. Leifer,? and H. R. Holloway: In the
recent timely paper entitled “Application of correlation
analysis to the detection of periodic signals in noise,” by
Y. W. Lee, T. P. Cheatham, Jr., and J. B. Wiesner, sev-
eral controvertible statements appeared. Because of the
importance of this subject and the consequent possibil-
ity that the reader might easily arrive at erroneous con-
clusions, we feel that these several statements should be
amplified.

The statement was made that “Theoretical considera-
tions show that a periodic signal masked by random
noise can be detected by autocorrelation however small
the signal may be.” The paper continued to say (and
truly so) that this possibility requires an infinite amount
of observation time, among other things. But this is
hardly enough! Actually, the noise power per unit band-
width should be less than the total reccived energy, and,
unless merely a negligible amount of information is to
be obtained from the system, the total received energy
should be large compared with the noise power perunit
bandwidth.*

In Section I\" of the paper, “Remarks,” this state-
ment is made: “It is well to emphasize that theoretically
no claim can be made that the method of correlation is
superior to conventional filtering in the frequency do-
main in the sense of accomplishing in the time domain
what is impossible in the {requency domain.” The
reader is led to believe that the phrase “conventional
filtering” actually means filtering a signal function by

* Proc. I.R.E., vol. 38, pp. 1165-1171; October, 1950.

1-3 Sylvania Electric Products Inc., Bayside, L. ., N. Y.

¢ P. M. Woodward and I. L. Davies, “Theory of radar informa-
tion,” Phil. Mag., vol. 41, pp. 1008-1009; October, 1950.

means of a truly conventional low-pass filter, or band-
pass filter, or high-pass filter. The phrase “conventional
filter” as used by the authors is not the correct term. It
refers, actually, to the particular, special filter of D). O.
North® which was further shown by Van Vleck and
Middleton® to be a comb filter whose amplitude varia-
tion is equivalent to that of the signal spectrum, and
whose phase characteristic is the conjugate of the signal
spectrum line phase. This is by no means a conventional

filter! Referring to Fig. 1, this comb filter must separate
each spectrum line individually, while leaving all the
other spectrum components completely undisturbed. In
other words, for each spectrum line, the filter must have
a gain of cAx and a phase response j(¢ —x), where ¢ is a
constant, Ax represents the amplitude of the spectrum
line, ¢« represents the phase of this spectrum line which
in the general case is different for each spectrum line,
and ¢ represents a delay factor common to all the filters.
No means is known to us of designing and building such

¥ D. O. North, “Analysis of Factors which Determine Signal-

Noise Discrimination in Pulsed Carrier Syst 4 bli -
port PTR-6C, RCA, Princeton, N J.; June 25, 1043, °" ohed e

J. H. Van Vieck and David Middleton, “A theoretical compari-
son of the visual, aural and meter reception of pulsed signals in the

resence of noise,” Jour. of Appl. il;
ovember, 1946. O BTN TR pp- 20T
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a filter, and a little reflection will show that such a filter
would present extreme difficulty for conventional sig-
nals. The term “conventional filtering” should not have
been used here, since correlation methods do give supe-
rior results to those obtainable by truly conventional
filtering in the frequency domain.

Further, in order to make this work useful for a com-
munications system, one must take due regard of the
modified Hartley law. It seems quite evident that the
sampling method of correlation does not make efficient
use of the time parameter, and therefore the gain in
signal-to-noise ratio is not efficiently achieved.

The exact gain using cross correlation when the fre-
quency of the signal is known may be given quantita-
tively in a form which has more direct physical meaning
than the forms previously presented. This will be done
in a paper that has been submitted for presentation to
the 1951 IRE National Convention. It can be shown
that efficient use of the cross correlation approach gives
a signal-to-noise ratio equivalent to that obtainable
with a continuous-wave nonmodulated signal of equiva-
lent noise bandwidth and signal power input to the re-
ceiver.

Y. W. Lee,” T. P. Cheatham, Jr.,* and J. B. Wiesner:*
The discussion of Marchand, Leifer, and Holloway first
concerns our statement: “Theoretical considerations
show that a periodic signal masked by random noise can

be detected by autocorrelation however small the signal '

may be. However, the theoretical possibility requires,
among other things, an infinite time for observation.”
Marchand, Leifer, and Holloway agree that an infinite
amount of observation time is necessary but say that
“this is hardly enough!” It should be noted that, as
quoted above, we do not even imply that it is enough.
The statement of Woodward and Davies cited by
Marchand, Leifer, and Ilolloway to the effect that
“noise power per unit bandwidth should be less than
the total received energy . ..” is amplification of our
statement but does not contradict it, since noise power
per unit bandwidth is independent of time, while
energy received increases with time of observation. We
fail to see that the statement concerned is “controverti-
ble.”

The discussion then concerns the use of the phrase
“conventional filtering” in the statement: “It is well
to emphasize that theoretically no claim can be made
that the method of correlation is superior to conven-
tional filtering in the frequency domain in the sense of
accomplishing in the time domain what is impossible
in the frequency domain.” The phrase “conventional
filtering” refers to filtering on the basis of the spectrum
concept as it is done in classical wave-filter theory; it
does not include the special filter of North, which is
however a special form of a frequency domain filter.

The special filter is the result of maximization of the
ratio of the square of the magnitude of a single pulse
which has passed through the filter to the mean square

7-* Massachusetts Institute of Technology, Cambridge, Mass.
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value of a white noise through the same filter. Since the
spectrum of a single pulse is continuous and overlaps the
continuous noise spectrum, a maximization problem
exists. The result of the problem is that the filter should
have an amplitude spectrum the same as that of the
pulse and a phase spectrum equal to the conjugate of
that of the pulse. All spectrums are continuous. This is
the North filter.

It is not known to us how the maximization problem
may be extended to the case of a periodic signal with a
discrete spectrum corrupted by a random noise with a
continuous spectrum with the result that the filter
should have the comb shape as illustrated in Fig. 1.
Even if this is the correct extension, it does not seem
to be a unique solution. For while the pulse-to-noise
ratio is finite in the North filter, the periodic-signal-to-
noise ratio in the present case has a theoretical maxi-
mum of infinity which may be achieved by a theoretical
filter of the conventional type. The filter is a multiband-
pass filter with an amplitude characteristic in the shape
of a comb of uniform height (unity) for preserving uni-
formly the harmonics of the signal. Each band is
centered about a harmonic of the signal and the band-
width may be made negligibly small. Obviously any
finite rms signal-to-noise ratio, however large, may be
attained by narrowing the bandwidths. This theoretical
filter is of the conventional type, quite different from
the North filter for a different situation whose theory
involves the use of calculus of variations or of the
Schwarz inequality in a maximization problem, which
does not lead to a trivial solution.

The remainder of the remarks of Marchand, Leifer,
and Holloway primarily concerns work to be presented
at the 1951 IRE National Convention. In our opinion
the discussion of this work should take place when it is
presented.

N. Marchand,! M. Leifer,? and H. R. Holloway:? Inas-
much as the principal issue of these discussions is the
comparative use of “conventional filters” as’opposed to
statistical methods for the recognition of periodic radio
signals, the following will confine itself to the second
part of the reply by Lee, Cheatham, and Wiesner. We
agree with their description of the special filter of North
and Van Vleck and Middleton, but we cannot follow
the distinction which is made between this filter and a
conventional filter in the penultimate paragraph of the
reply. It may clarify matters if now it is noted that no
realizable periodic signal is truly periodic nor does it
have a discrete line spectrum. The uncertainty in the
phase of the signal ordinarily represents the information
which is sought in periodic radio systems, which might
therefore make it more appropriate to refer to such sys-
tems as “almost periodic.” Further, no practical system
will permit of an infinite time for observation, which
means that the signal spectrum cannot be of the line
type. IFrom these two statements we have the conclu-
sions that neither the receiver nor the signal will permit
consideration of an infinitely narrow bandwidth, and

Ia
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that such simplification, even for theoretical purposes, is
questionable. Accordingly, it would appear that the
maximization procedure is the same for hoth the single
pulse or the almost-periodic signal, resulting in a filter of
the form described in our previous discussion. IFinally, it
scems to be agreed that such a filter is not of the con-
ventional type.

Y. W. Lee,” T. P. Cheatham, Jr.,* and J. B. Wiesner:’
To keep the main issue in the foreground, let it be
emphasized that these discussions primarily concern two
statements of ours (as quoted in our reply) which
Marchand, Leifer, and Holloway claim to be the “sev-
eral controvertible statements” appearing in the paper.

The validity of the first statement is not challenged
after our reply. We conclude, therefore, that it is not
controvertible.

With respect to the second statement, Marchand,
l.eifer, and Iolloway do not disagree that the conven-
tional filter described in the penultimate paragraph of
our reply will theoretically achieve as much as a cor-
relator in signal-to-noise ratio improvement. However,
thev do not follow the distinction between this filter
and the North filter. We believe that the distinction be-
tween them has been made clear in our reply. To repeat
for their benefit, the comb-shaped filter with teeth of
uniform height (the reason for this shape has been
given) has been conceived solely through the spectrum
concept of classical wave filter theorv which we have
referred to as conventional filter theory. The theory of
the North filter involves a maximization problem, and,
in its original form, does not include a periodic signal.
Furthermore, the amplitude characteristic of such a
filter is not the same as that of the conventional filter
we have described. In view of these facts, we believe
that the second statement under discussion holds true,

Contributors to Proceedings of

OF TIHE LRI September
and that it has not been shown to be controvertible.

laving justified the statements with which these dis-
cussions are primarily concerned, we should like to com-
ment on the latter part of the second discussion of
Marchand, Liefer, and Holloway. This part of the dis-
cussion relates to the derivation of the comb filter char-
acteristic they gave in the figure. They state that “no
realizable periodic signal is truly periodic nor does it
have a discrete line spectrum” and that since “no prac-
tical svstem will permit of an infinite time for observa-
tion . .. the signal spectrum cannot be of the line
tvpe.” They further state that the assumption of in-
finitelv narrow bandwidth “even for theoretical pur-
poses is questionable.” Accordingly, they say that by
application of the North filter theory, the comb filter
characteristic, as illustrated, is obtained for use with
“almost-periodic” signals.

But, turning back to their original description of the
same filter characteristic, we find several statements in
which the term “spectrum line”
they sav “Referring to Fig. 1, this comb filter must
separate each spectrum line individually. . .. In other
words, for cach spectrum hine, . .. .” There are other
references to spectrum lines in the same paragraph.

From these statements of MNarchand, Leifer, and
Holloway, it is clear that in describing their comb filter
for the first time they accepted the line spectrum con-
cept, but Later in the second discussion of the same filter
they 1ejected this concept “even for theoretical pur-
poses.” The apparent sclf-contradiction has thrown
their explanation of the illustrated comb filter into utter
confusion. These observations are actually of no great
mportance as far as the main issue is concerned, but we
feel that in the interest of fruitful discussion, one should
avoid vacillating between aceeptance and rejection of a
given concept.

is used. For instance,

the I.R.E.

George M. Anderson (A’45) was born in
Rochester, Pa. in 1921, e received the B.S.
degree in electrical engineering in 1942 from
Carnegie Institute of
Technology.

From1943101946,
he served as an officer

Harry A Augenblick, Jr. ((\'48) was
born on July 21, 1926, at South Orange,
N. J. He received the B.S. degree in electri-

R. L. Bell was born on September §,
1924, in Alnwick, Fngland. He received the
B.Se. and Ph.D. degrees at Durham Uni-
versity in  electrical
engineering in 1945
and 1948, respec-
tively. e was asso-

cal engineering from
Massachusetts Insti-
tute of Technology in
1946.

in the Signal Corps.
He returned to Car-
negie Tech in 1946
and completed the
work toward the Doc-
tor of Science degree
in 1948,

Dr. Anderson is
at present assistant
professor of clectrical
engineering at Carnegie Tech.

Dr. Anderson, in addition to his aftilia-
tion with I.R.E., is a member of Eta Kappa
Nu and Sigma Xi.

G. M. ANDERSON

B

On graduation, he
joined Federal Tele-
phone and Radio
Corporation, trans-
ferring later to Fed-
eral Telecommunica-
tion Laboratories,
where he worked on
microwave antennas
and components. In
1950, he founded the firm Microlab, where
he is presently engaged in the design and
production of microwave components and
test equipment,

Mr. Augenblick is a member of Sigma Xi.

H. AUGENBLICK, JR.

ciated  with the
Research Labora-
tories, General LElec-
tric Company, Ltd.
Wembley, lngland,
engaged in rescarch
on receiving-tube de-
velopment, duringthe
period from 1048 10
1950.

. Dr. Bell is presently in the Serviees
Electronics Research Laboratory, Baldock.
England, where he is devoting his time to
work on microwave gas discharge and noise
problems,

R. L. Beo
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Sidney B. Cohen (A’47) was born in New
York, N. Y., in 1922. He received the B.S.
degree in electrical engineering from the
College of the City of
New York in Janu-
ary, 1943. From 1943
to 1945, he was a staff
member at the Radi-
ation Laboratory of
the Massachusetts
Institute of Tech-
nology, engaged in
development of elec-
tronic circuitry and

computers.
SipNEY B. COHEN In 1945 Mr.
Cohen joined the

» Sperry Gyroscope Company. From 1947 to
1949, he was the recipient of a Sperry
Graduate Scholarship award which en-
abled him to pursue daytime studies toward
the D.I.E. degree, after having completed
the requirements for the M.E.E. degree.

At Sperry, Mr. Cohen has been engaged
in the development of electronic circuitry
and magnetic amplifiers in automatic-
control systems. He is a member of Eta
Kappa Nu.

Murlan S. Corrington (SM'49) was born
on May 26, 1913, in Bristol, S. D. He re-
ceived the B.S. degree in electrical enginecr-
ing in 1934, from the
South Dakota School
of Mines and Tech-
nology, and the
M.Sc. degree in 1936,
from Ohio State U'ni-
versity. From 1935 to
1937, he wasa gradu-
ate assistant in the
physics department
of Ohio State Uni-
versity. In 1937 he
joined the Rochester
Institute of Technol-
ogy, where he taught mathematics, me-
chanics, and related subjects.

Since 1942, Mr. Corrington has been en-
gaged in mathematical engineering in the
advanced development section of the RCA
Victor Division, Radio Corporation of
America, at Camden, N. J. Mr. Corrington
is a member of Sigma P’i Sigma, the Acousti-
cal Society of America, and is on the Sound
Recording and Reproducing Committee.

M. S. CORRINGTON

No material on Joun T. FLECK was a-
vailable. Thercfore, his biography does not
appear

Robert M. Goodman (S'42-A'45) was
born in Philadelphia, Pa., on November 21,
1920. He received the B.S. degree in electri-
cal engineering from
the Moore School of
Electrical Engineer-
ing, University of
Pennsylvania, in
1943. He joined the
Hazeltine Electronics
Corporation the same
year, where he was
engaged in the de-
velopment of IFF
equipment and spe-
cial instrumentation.
In 1947 Mr. Good-
man returned to the University of Penn-
sylvania as a graduate student and a mem-
ber of the research division of the Moore
School. He has been associated with guided
missile research and digital and analog com-
puter design. Since 1949, he has been as-
sociated with the development of special ~
computer devices.

R. M. GoopmaN

Richard Guenther (M'19) was bornin
I.odz, Poland, on September 9, 1910. He
received his higher education from the
Technische  Hoch-
schule in Danzig,
specializing in elec-
trical  communica-
tions, and graduating
in 1934 with the de-
gree of Dipl. Ing.
From 1934 to 1937,
he served as research
assistant at the same
institution and was
awarded the degree
RicuarD Guentaer ©f Dr. Ing. in 1937

Ile then joined the
Central Laboratory of Siemens and Halske
Company, in Berlin, Germany, where he
was first in charge of the development of
carrier telephone equipment for radio links.

In 1941 Dr. Guenther was placed in
charge of the engincering department for
radio communication and remote control
systems of the Siemens and Ilalske Com-
pany. He did consulting work for various
institutions in Berlin during the period 1945
until 1947, when he came to the United
States. At that time he was invited to enter
into a contract with the U. S. Signal Corps,
attached to the Signal Corps Enginecring
I.aboratories at Fort Monmouth, N. J. In
this capacity he acts as consultant to various
branches of this agency.

Marshall C. Kidd was born on April
11, 1923, in Columbus, Ohio. He received
the B.Ch.E. degree from Ohio State

University in 1944,
He worked at the
Bakelite Corporation
from 1944 to 1945,
and in 1945 entered
the electronics field
with the Allen B.
DuMont Laborato-
ries.

In 1946 Mr. Kidd
returned to Ohio
State University and
received the B.E.E,
degree in 1948. Since
then, he has been in the advanced develop-
ment section of the home instrument de-
partment of the RCA Victor Division at
Camden, N. J. Mr. Kidd is currently en-
gaged in work with loudspeakers and high-
fidelity audio systems.

MarsaaLL C. Kipp

°
o

Ralph W. Klopfenstein (5'44-A'46-M
'50) was born on June 3, 1923, in Aberdeen,
S. Dak. He was graduated from the Univer-
sity of Washington in
1944, with the B.S.
degree in electrical
engineering. He served
with  the United
States Navy from
July, 1943, through
July, 1946 as a ra-
dio materiel officer
aboard the U.SS.
Henry W. Tucker.

Mr. Klopfenstein
R. W. KroprensTeln Pursued  graduate

study in physics at
the South Dakota School of Mines during
1946, remaining as an instructor for the term
1947-1948. Following this, he was employed
by the RCA Victor division, in Camden,
N. ., in 1948, where he worked in advanced
development of television and FM transmit-
ting antennas and flters, continuously, until
September, 1950. He is now on leave of ab-
sense from RCA Victor Division in order to
engage in graduate study in mathematics at
the Towa State College. Ile is an associate
member of Sigma Xi.

°
[x]

William A. Lynch (A’'44) was born in
Brooklyn, N. Y., on July 11, 1904. HHe re-
ceived his undergraduate degree at the Poly-
technic Institute of
Brooklyn in 1925.
After a brief associa-
tion with the Long
Lines Division of the
American Telephone
and Telegraph Com-
pany, he joined
Alonzo K. Lynch,
Inc., a Brooklyn cor-
poration. Upon the
death of his father in
W. A.Lynch 1929, he  became

it8 president.




1098

PROCEEDINGS OF TIHE I.R.E.

September

Contributors to Proceedings of the I.R.E.

In 1942, after completing the radio and
television technology courses at the RCA
Institutes, Mr. Lynch joined the staff of the
Department of Electrical Engineering of the
Polytechnic Institute of Brooklyn. In 1944
he was appointed technical manager of the
newly-formed P. 1. B. Products Inc., of
Brooklyn. This company was established to
produce precision microwave measurement
equipment, which had been developed by
the research group of the Microwave Re-
search Institute, under the direction of Dr.
Ernst Weber,

At the close of the war, the company be-
came the Polytechnic Research and De-
velopment Corp., where Mr. Lynch re-
mained for two years as a staff member. In
1947 he rejoined the faculty of the Poly-
technic. In 1948 he received his M.E.E. and
later that year was appointed associate pro-
fessor of electrical engineering. tHe currently
directs the curriculum in communications
and electronics.

Professor Lynch is a member of Sigma Xi
and Et1 Kappa Nu.

Warren E. Mathews (S'43-\'16) was
born in Osborne, Kan., on November 10,
1921. He received the B.A. degree from Ohio
Weslevan University
in 1942, and the B.S.
and M.S. degrees in
electrical engineering
from the Massachu-
setts Institute of
Technology in 1944,
He served overseas
with the Signal Corps
during the following
two years. From 1946
to 1948, he was a
member of the tech-
nical staff of the Bell
Telephone Laboratories, Inc., engaged in re-
search work on broad-band microwave
amplifiers. It was during this time that the
study described in this issue was carried out.
Since 1949, Mr. Mathews has been engaged
in graduate work toward the Ph.D. degree
in physics, as a Howard Hughes Fellow at
the California Institute of Technology.

Mr. Mathews is a member of the Ameri-
can Physical Society, Tau Beta Pi, Phi Beta
Kappa, Sigma Pi Sigma, and Pi Mu Epsilon,
and also holds associate membership in
Sigma Xi.

W, E, MaineEws

Sidney Millman (A’48-SM'48) was born
on March 15, 1908, in Russia. Fourteen
years later he came to the United States and

became a naturalized
citizen. In 1931 he
was graduated from
City College of New
York with the B.S.

s degree in physics. e
2f received AN and
Ph.1). degrees from
Columbia University,
1932 and 1935, re-
spectively.  Holding
the Tyndall Fellow-
ship in 1935-1936,
and the Barnard Fel-
lowship the following year. Dr. Millman
spent most of his time in research at
Columbia, his special interests being nuclear
spins and magnetic moments, using molecu-
lar beam methods. In 1939 he taught at the
College of the City of New York, and two
years later at Queens College in New York.
From 1942 to 1945, he was assogiated with
the Columbia Radiation Laboratory, under
the auspices of the Office of Scientific Re-
search and Development. He joined the
staff of Bell Telephone Laboratories, Inc.,
in 1945, where he engaged in electron dy-
namics research. Currently, he is studying
traveling-wave amplifiers for millimeter
waves.

Dr. Millman was elected to Phi Beta
Kappa and Sigma Xi. He is a member of a
subpanel on rf tubes for the Government
Research and Development Board, and hc is
a Fellow of the American Physical Society.

ey S

SIDNEY MILLMAN

Philip F. Ordung (S40-\"43-\'48-
SM'49) was born on August 12, 1919, in
Luverne, Minn. He received the B.S. degree
in clectrical engineer-
ing from South Da-
kota State School
of Agriculture and
Mechanic  Arts  in
1940, and the de-
grees of M.Eng. and

D.Eng. from Yale
University in 1942
and 1949, respec-

tively,

Dr. Ordung has
been on the electrical
engineering staff at
Yale since 1942, with the exception of the
period 19441945 when he was employed by
the Naval Research l.aboratory in connection
with the development of radar modulators.
He has the rank of assistant professor at
Yale and is currently engaged in under-
graduate instruction, graduate instruction in
network synthesis, and in research in pulse
communications for the U. S. Signal Corps.
Dr. Ordung has been the author of numer-
ous papers in network synthesis, pulsc
communications, and power machinery,

PaiLie F. OrbUNG

He is a member of the Circuits Commit-
tee of the IRE and a member of the Ameri-
can Institute of Electrical Engineers.

R. K. Potter (A'25-M’26-F'41) was born
in Elgin, I, on October 1, 1894. lle was
graduated from Whitman College in 1917,

with the B.Sc. de-
gree. The next two
years were spent
with  the Artillery

Corps of the United
States Army, after
which he attended
Columbia  Univer-
sity, receiving the
F.E. degree in 1923.
He then joined the
development and re-
search department of
American Telephone
and Telegraph Company, where his work
concerned the tield of radio transmission. He
transferred with this department to the
Bell Telephone Laboratories, Inc., in 1934,
where studies of distortion in radio trans-
mission and of speech “secrecy” methods led
to an interest in the structure of speech it-
self. Mr. Potter has originated various sound
portrayal techniques, one product of which
is the Visible Speech device.

In his present position, Mr. Potter has,
under his supervision, acoustics research and
studies of modulating systems, including
pulse-code modulation.

R. K. Po11ER

William Sichak (M'46) was born on
January 7, 1916, at Lyndora, Pa. He re-
ceived the B.S. degree in physics from
Allegheny College in
1942,

From graduation
until near the end of
1945, he was with the
Radiation Labora-
tory at Massachu-
setts Institute of
Technology. He then
joined the staff of
Federal Telecom-
munication Labora-
tories, where he is
now a department
head in the radio and radar components di-
vision, and has been active in the microwave
field.

Mr. Sichak is a member of the American
Physical Society.

WiLLiay SicHak
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Jerome R. Steen (A’24-M'36-SM'43-
F’50) was born on June 29, 1901, at West
Bloomfield, New York. He attended the
University of Wisconsin, where he received
the B.S. degree in electrical engineering in
1923. Mr. Steen was connected with the
General ElectricCom-
pany, the Grigs-by-
Grunow Company,
and Bell Telephone
Laboratories, Inc.,
before joining Syl-
vania Electric Prod-
ucts, Inc., in 1931, as
supervisor in charge
of finished-tube qual-
ity control at the Em-
porium,Pennsylvania,
radio-tube plant. In
1936, his work was
expanded to include similar activities at the
Salem, Massachusetts radio-tube plant. In
1942, he was transferred to the commercial
engineering department, and in 1944, wasap-
pointed manager of the quality control engi-
neering department of the radio-tube di-
vision. On September 1, 1946, Mr. Steen was
appointed to the newly created position of
director of quality control for Sylvania
Electric Products, Inc., the position he now
holds.

Mr. Steen is a fellow of the American
Society for Quality Control and a member
of the American Institute of Electric En-
gineers, the Illuminating Engineering Soci-
ety, the Institute of Mathematical Statistics,
the American Statistical Association, and
the Radio Club of America.

JEROME R. STEEN

Jan J. Vormer was born in The Hague,
Holland, on October 24, 1901. He received
the degree of clectrotechnical engineer from
the Technical Uni-
versity at Delft, Hol-
land, in 1925, In the
same year, he wasap-
pointed an engineer
of the Netherlands
Postal and Telecom-
munication Services
at the Radio Labora-
tory in The Hague.

Mr. Vormer was
named chief engineer
of the Radio Labora-
tory in 1941, and in
1943 he was made Chief, which is his present
position.

JaN J. VORMER

John E. Walsh (M'50) was born in
Lenox, Mass., on November 14, 1917. He
received the A.B. degree from Saint Mi-
chael’s College in Vermont in 1938, and the
M.A. degree from Boston University in
1940. After further graduate study, he
taught mathematics
at Northeastern Uni-
versity. He left in
1943 for service in
the Navy as a navi-
gation instructor and
as an electronics of-
ficer, until the begin-
ning of 1946. Mr.
\Walsh then joined the
staff of the Antenna
laboratory at the
Air Force Cambridge
Research Laborato-
ries, where he has been since that time. He
is also an instructor in mathematics at
Lincoln Technical Institute. -

Joux~ E. WaLsh

Alvin M. Weinberg was born in Chicago,
11, on April 20, 1915. He received the A.B.
degree in 1935, the M.S. in 1936, and the
Ph.D. in 1939, all
from the University
of Chicago. During
the period 1939 to
1941, he was an as-
sistant in mathemati-
cal biophysics at Chi-
cago, until his ap-
pointment as a
physicist at  the
Metallurgical Labo-
ratory of the Uni-
versity, from 1941
until 1945.

Dr. Weinberg was made a member of the
staff of the Clinton Laboratories at Oak
Ridge, Tenn., in 1945, and became acting
Director of the Physics Division of the Oak
Ridge National Laboratory in 1947. On
March 1, 1948, he was appointed full-time
Director, and in December, 1948, assumed
the position of Research Director of the
Laboratory, his present title. Dr. Weinberg's
special fields of interest include mathemati-
cal biophysics, nuclear energy, and the
mathematical theory of nerve function.

A. M. WEINBERG

o

William A. Whitcraft, Jr. (5'47-A’48)
was born on April 2, 1917, in Cambridge,
Ohio. He received the A.B. degree in music

CT2EFT0

from Harvard College in 1939, and the
M.S. degree in communication engineer-
ing from Harvard University in 1947.
From 1941 to 1946
he served in the
Armed Forces, spend-
ing two years in the
south and southwest
Pacific, first as a
ground radar officer
and later as the IFF
officer and assistant
air radar officer of
Headquarters, 13th
Air Force.

Since June, 1947,
Mr. Whitcraft has
been with the Raytheon Manufacturing
Company of Waltham, Mass., engaged in
the engineering research and development
activities of that company on various Gov-
ernment contracts. The work has included
pulse-handling circuit techniques, anten-
nas, and problems of wave propagation in
the high-frequency band.

W. WHITCRAFT, JR.

For a biography and photograph of Ev-
ERARD M. WILLIAMS, see page 1220 of the
October, 1950, PROCEEDINGS OF THE .LR.E.

Nicholas Yaru (S'47) was born in Can-
ton, Ohio, on November 8, 1923. He
received the B.S. degree in electrical engi-
neering from Carnegic Institute of Tech-
nology in 1944. He was employed by E. L
DuPont and Company during the period
1944 t> 1946, in the industrial engineering
division.

In 1946, Mr. Yaru received an appoint-
ment to the electrical
engineering research
staff at the Univer-
sity of Iilinois, where
he has since been en-

A - = { gaged in study, along
e with research work.
= He received the M.S.

“ohe degree in electrical
engineering in 1948,

2 ‘ and is at present con-

tinuing his work and
study at the Univer-

NicHoLas YARU sity of Illinois. He is
a member of Eta Kappa Nu and Sigina Xi.
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ProressioNaL Grour NoTEs

The Professional Group Manunal has been
revised, and the new edition will be avail-
able within a short time. The revised version
is currently being reviewed by the Profes-
sional Groups Committee.

The IRE Professional Group on Vehicu-
lar Communications will hold its annual
conference at the Sheraton Hotel, Chicago,
111., on October 25 and 26; Zugene S. Goebel
is serving as Chairman of the Committee on
Arrangements. This Group meeting will
dovetail witk the National IZlectronics Con-
ference scheduled for October 22-24, and
with the Radio and Television Manufactur-
ers’ Association meeting on October 27,
which will complete a full weck of clectronic
activities.

On July 10 the Constitutions of the IRE
Professional Groups on Airborne Electron-
ics and Broadcast Transmission Systems
were approved by the Executive Committee,

There will be a joint meeting of the U. S.
National Committee of the URSI and the
IRE Professional Group on Antennas and
Propagation on October 8, 9, and 10, at
Cornell University, Ithaca, N, Y.

An Administrative Committee meeting
of the Professional Group on Information
Theory was held at IRE [eadquarters on
Scptember 13. Membership rolls are now
open, and interested persons should con-
tact L. G. Cumming, Technical Sccretary,
for information.

The Professional Group on Instrumenta-
tion has reelected Ernst Weber of the Poly-
technic Institute of Brooklyn as its Chair-
man. Also serving from July 1, 1951, to
June 30, 1952, are 1. G. Easton of the Gen-
eral Radio Co., Cambridge, Mass., Vice-
Chairman, and H. J. Carlin of the Poly-
technic Institute of Brooklyn, Secretary-
Treasurer. Samuel N. Alexander has been
elected to membership in the Group's Ad-
ministrative Committee for a three-year-
term, as substitute for [1. S. Knowles. The
Administrative Committee also voted to
participate actively in the organization of a
second symposium on ‘“‘Improved Quality

Electronic Components,” to be held during
the spring of 1952 in Washingion, D). C. This
Group will participate in the Houston, Texas,
Conference of the Instrument Society of
America, scheduled for September 10-14.

The Planning Committee of the Pro-
fessional Group on Nuclear Science has
made tentative plans to hold a meeting in
co-operation with the Atomic Energy Com-
mission at the Brookhaven National Lab-
oratory on December 3, and 4, 1951. D. I1.
Loughridge, Chairman of the I’'rogram Com-
mittee, has outlined the activities of the
December 3rd meeting which will include
papers by seven members of the Laboratory.
A panel discussion will be held on “The
Role of Electronics Engincering in AlLC
Developments.” On December 4, represent-
tativesof North Carolina State College, MIT,
Stanford University, the Dow Chemical Co.,
and the Stanford Research Institute will pre-
sent papers on the “Industrial Applications
of Fission Products.” Notices for this meet-
ing are scheduled to be released to all mem-
bers of this Group by September 15.

Calendar of
COMING EVENTS

56th Annual International Municipal
Signal Association Meeting, Mark
Hopkins Hotel, San  Francisco,
Calif., September 17-20
4th Conference on Gascous Flectron-
ics, General llectric Research
Laboratory, Schenectady, N. Y.,
October 4-6
1951 National Electronics Confer-
ence, Edgewater Beach Hotel,
Chicago, Ill., October 22-24
AlLELL Fall General Meeting, Cleve-
land, Ohio, October 22-26
Optical Society of America 36th
Annual Meeting, Hotel Sherman,
‘ Chicago, 1., October 23-24
| Professional Group on Vehicular
‘ Communications Annual Confer-
ence, Sheraton Hotel, Chicago,
Ill., October 25, 26
| Radio Fall Meeting, King Edward
| Hotel, Toronto, Ont., Canada,
[ October 29-31
American Physical Society Meeting
on Electron Emission from Sur-
faces, National Burcau of Stand-
ards, Washington, . €, Novem-
ber 1-3
First JIETEEC General Conference,
Absecon, N. J.,, November 29-
December 1
Joint IRE/AIEE Computer Confer-
| ence, Benjamin Franklin Hotel,
Philadelphia, Pa., December 10-
12

IAS-ION-IRE-RTCA Conference on
Air Traffic Control, Astor Hotel,
New York, N. Y., January 30

1952 IRE National Convention, Wal-
dorf-Astoria Hotel and Grand
Central Palace, New York, N. Y.,
March 3-6

TECHNICAL COMMITTEE NOTEs

The Administrative Commiitee of the
Standards Committee held a meeting on
June 14, with ML \V. Baldwin, Jr., presiding
in the absence of Axel G. Jensen. At the
subsequent meeting of the Standards Com.-
mittee itself, Mr. Baldwin also presided. It
was agreed that the Designation Task Force
will be used for working subdivisions of the
Standards Committee.

The Institute has appointed Jehn G.
Brainerd to serve as IR Representative on
ASA Sectional Committee C42 - Definitions
of Electrical Terms.

The Committee on Radio Transmitters
convened on June 12, M, R. Briggs, Chair-
man. This Commiittee has revised its scope
1o include the entire field of radio transmit-
ters. The Chairman requested an outline of
its scope and activity from each Subcom-
mittee to enable the Radio Transmitters
Committee to supervise more closely the
work currently under way, and to avoid
overlapping by the Subcommittces. A Task
Group has been organized 10 provide infor-

mation for the Annual Review progress re-
port in the field of radio transmitiers during
1951.

A meeting of the Sound Recording and
Reproducing Committee was held on June
5, under the Chairmanship of 1. E. Roys
‘This Committee is reviewing all available
material on methods of calibrating fre-
quency records. It is also planning to pre-
pare standard methods of calibrating fre-
quency records.

The Committee on Electron Tubes and
Solid-State Devices held a mecting on
June 1, A, L. Samuel presiding, L. S, Ner
gaard, former Chairman, gave a status re-
port on standardizing work accomplished
during the past year. Plans for the 1952
Conference on llectron Devices were dis
cussed. \V. ]. Dodds was appointed Chuir
man of the Conference Committee, I’ \.
Redhead, the new Vice-Chairman, was also
appointed Chairman of the Local Arrange
ments Committee. Reports on the activitics
in progress in the various Subcommittees
were given by their Chairmen. The Commit
tee on Llectron Tubes and Solid-State De-
vices has proceeded with the initial steps in
organizing a Professional Group on Electron
Devices.

The Joint AIEE-IRE Computer Confer-
ence Committee, under the Chairmanship of
J. C. McPherson, met at IRE Ieadquarters
on June 21. Plans were discussed for the next
Joint Computer Conference to be held on
December 10, 11, and 12, 1951, in Philadel
phia, Pa.

A meeting of the Navigation Aids Com-
mittee was held on June 18, I. C. Sandretto,
Chairman. A Subcommittee has been formed
for the purpose of developing standards for
methods for determining the performance of
direction-giving systems. Harry Davis was
appointed Chairman. The Committee is also
considering definitions of terms.

SECOGND CALL! '

! AUTIHORS FOR IRE
. NATIONAL CON-
VENTION! '

\W. H. Doherty, Chairman of the
Technical P’'rogram Committee for
the 1952 IRE National Convention,
to be held March 3-6, requests that |
prospective authors submit the fol-
lowing information:

1. Name and address of author

2. Title of paper.

3. A 100-word abstract and addi-
tional information up to 500
words (both in triplicate) to

| permit an accurate cvaluation

of the paper for inclusion in the

' Technical I’rogram.

| Please address all material to \W

‘ H. Doherty, Bell Telephone Labora
tories, Inc., Murray Hill, N. J. The
deadline for acceptance is November
S, 1951. Your prompt submissions
will be appreciated. w

|

—



Haraden Pratt, IRE Secretary, Named
Telecommunications Adviser to Truman

HARADEN PRATT

Haraden P’ratt, Secretary of the IRE and vice-president of the
American Cable and Radio Corporation, was appointed by President
Truman on July 31 to the newly-created post of Telecommunications
Adviser to the President, the highest appointive position in the com-
munications field. He will advise the President on broad national and
international policies in the communications field, and will assist the
President in discharging the powers vested in him over national com-

munications,

Creation of this post was suggested last February by the President’s
Communication Policy Board. Mr. Pratt’s responsibilities, as outlined
by the Board, would include the following:

(1) The assignment of frequencies to Federal Government users, and
the economical use of the frequency spectrum by them.

(2) The exercise of the President’s emergency and war powers over
the radio and wire communications of the country.

(3) By joint action with the FCC, the resolution of conflicts con-
cerning frequency allocation arising between Government and non-

Government users.

(4) The formulation of policies and positions for international tele-

communications negotiations.

The Interdepartment Radio Advisory Committee (IRAC), consist-
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ing of representatives of the frequency-using Government agencies, will

users, but under policies established by, and with the approval of, the
office of the Telecommunications Adviser. The Federal Communica-
tions Commission will continue as the agency for regulation and control

of private users, as before.

Mr. Pratt will operate directly as a member of the President’s staff.
Offices and personnel will be furnished by the National Security Re-

continue the detailed work of assigning frequencies to Government ‘
[
[

sources Board. His appointment does not require Senate confirmation.

[ Long associated with the communications industry, Mr. Pratt has
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fication requires a considerable amount of
time, since it is the aim of the group to in-
clude noise-measurement specifications in
the new JAN-1-225 for all the Armed
Services.

Subcommittee 1 of ASA C-63 has re-
cently finished two tentative specifications
on radio-noise meters (Specification C-63.2
and C-63.3) and issued them on a one-year
trial basis. The Measurements Task Group
was subsequently organized to develop
methods of measurement of radio noise.
The members of the group found that their
interests paralleled those of the JAN-1-225
group in many respects, and it was felt that
the two measurement specifications should
not disagree in principle. Thus the joint
meeting mentioned ahove was planned.

At the meeting it was decided to adopt
the microvolt-per-meter-per-kilocycle band-
width as the standard unit of measurement
of radiated broad-band interference. Agree-
ment was reached on the general characteris-
tics of a power-line stabilization unit for
measurement of conducted interference.

The term “interference” used by the
Army-Navy Group will probably be replaced
by “noise” in the ASA specification. Various
members of the combined groups were as-
signed the writing of detailed measurement
specifications for particular equipments
such as engine generators, vehicles, com-
munication equipment, aircraft equipment,
and so forth. A third draft of the specifica-
tion is expected to be issued shortly.

ASEE SEES SHORTAGE
oF TECHNOLOGISTS

At the 59th Annual Meeting of the
American Society for Engineering Education
held at Michigan State College June 25-29,
1,800 leading teachers of engineering and
science pointed out that the gap between
the nation’s need for technologists and the
sources of supply is widening each year.

The shortage, after the placement of this
year's graduating class, was estimated at
60,000, In 1952 only 26,000 engineers will
graduate, and by 1954 the supply will be
down to 12,000. The annual peacetime need
for engineers is approximately 30,000.

Most of the papers presented at the
meeting stressed the urgency of using en-
gineering manpower more efficiently and of
extending research jobs and facilities.

been a member of the IRE Board of Directors continuously since 1935.
He served as President of the Institute in 1938, Treasurer in 1941 and
1942, and Secretary from 1943 through 1951,
[ In 1944 he was awarded the Medal of Honor, the Institute's highest
award, in “recognition of his engineering contributions to the develop-
i ment of radio, of his work in the extension of communication facilities to

IRIE CONVENTION SELECTED FOR
I'IRST SHOW-ATTENDANCE AUDIT
The Radio Engineering Show of the

distant lands, and of his constructive leadership in Institute affairs.”
| A biographical sketch of Mr. Pratt appeared on page 1362 of the
December, 1949, issue of the PROCEEDINGS.

INTERFERENCE MEASUREMENTS
Groups HoLb JoOINT MEETING

A joint meeting of the JAN-1-225 Work-
ing Group of the Interference Reduction
Panel, Research and Development Board,
and the Measurements Techniques Task
Group of Subcommittee No. 1, American
Standards Association Sectional Committee
C-63, was held at the Moore School of Elec-
trical Engineering, University of [’ennsyl-

vania, on April 24 to 27. The first group is
under the chairmanship of L. \W. Thomas of
the Bureau of Ships, and the second is
headed by W. E. Pakala of the Westing-
house Electric Corporation. Organized to
rewrite JAN-1-225 specifications on methods
of radio-interference measurements, the
Working Group has held several meetings
during the past year with the result that
two new drafts of JAN-1-225 have been
written. The formulations of the new speci-

1951 IRE National Convention, held in
New York City last March, became the first
exhibition ever to have its attendance figures
audited. The audit was performed by the
newly-formed Iixhibits Attendance Audit
Burcau (EAAB) which will publish stand-
ardized statements of exhibit attendance
and related information after they have been
certified by an auditor’s examination.

Information for the IZAAB report on the
IRE Convention was obtained from the
registration cards of members, nonmembers,
and exhibitors. The report verified the at-
tendance as 22,919 and the number of ex-
hibitors as 277, and gave data on business
affiliations, job classifications, and geo-
graphic locations of the attendees.

1O —
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IRE/RTMA Radio Fall Meeting

Kine Epwarp HoTeL, ToroNTO, ONT., CANADA—OCTOBER 29-31, 1951

Monday, 9:30 A.M., October 29
GENERAL SESSION

Chairman, \W. R. G. Baker
General Electric Co.

“Welcome,” R. A. Hackbush, President,
RTMA of Canada.

“Greetings of the IRE,” 1. S. Coggeshall,
[IRE President.
“Noise in Television Receivers,” S. J. H.
Carew, Stromberg Carlson Co., Ltd.
“Suppression of Local Oscillator Radiation
in Television Receivers,” John Van
Duyne, Allen B. DuMont Laboratories,
Inc.

“Report of the RTMA Material Bureau,”
L. M. Clement, Crosley Division, Avco
Mfg. Corp.

Monday, 2:00 P.M., October 29

Symposium on Reliability of Tubes
and Circuits

(Sponsored by the IRE Professional Group
on Broadcast and Television Receivers)
Chairman, J. R. Steen, Sylvania
Electric Products Inc.

Industrial Engineering
Notes!

TEeLEvVISION NEws

A partial lifting of the nearly three-year-
old “freeze’ on television station construc-
tion is not possible at this time, the FCC
announced recently in a “Third Report of
Commission” on the involved television
situation. Previously, on March 22 of this
year, the FCC issued its “Third Notice of
Further Proposed Rule Making” which in-
dicated the possibility of a partial lifting of
the “freeze” with respect to TY stations in
Alaska, the Hawaiian Islands, Puerto Rico,
and the Virgin Islands, the lifting of the
“freeze” with respect to uhf-channel appli-
cations, and the granting of additional power
to existing vhf stations....The National
Television System Committee, which re-
cently relcased an ad hoc committee report
on a new color television system, has now
reorganized and established nine new pan-
els, W, R. G. Baker, chairman, announced.
The reorganization is the first step of the
NTSC in carrying out the program an-
nounced by Dr. Baker in releasing the ad
hoc committee report for the development
of recommended standards for an NTSC
color system. Appointment of Elmer Eng-
strom, RCA Laboratories Division, as vice-

1 The data on which there NOTES are based were
selected, by permission, from Industry Reports, issues
of June 22, June 29, July 6. and July 13, published by
the Radio-Television Manufacturers' Association,
whose helpfulnessis greatly appreciated.

Tuesday, 9:00 A.M., October 30
Symposium on Color Television

(Sponsored by the IRE Professional Group
on Broadcast and Television Receivers)
Chairman, D. B. Smith, Philco Corp.

Tuesday, 2:00 P.M., October 30
TELEvVISION SESSION

(Sponsored by the IRE Professional Group
on Broadcast and Television Receivers)
Chairman, D. D. lIsracl, Emerson Radio
and Phonograph Corp.

“A New Miniature Triode for UHF TV
Tuners,” K. E. Loofbourrow and C. L.
Morris, Radio Corporation of America

“Measurement of Television Gamma or
Amplitude Linearity,” \WW. K. Squires,
Sylvania Electric Products Inc.

“A UHF Television Converter,” H. R.
Hesse, Allen B. DuMont Laboratories,
Inc.

Tuesday, 6:45 P.M., Annual Fall
Meeting Dinner

Toastmaster, F. S. Barton, former
IRE Vice-President
“Report on the CCIR Meeting—Geneva,
1951, D. G. Fink, Electronics

chairman of the NTSC also was announced
by Dr. Baker. Other NTSC vice-chairmen
are: D. G. Fink, McGraw-Hill Book Co., and
David B. Smith, Philco Corp. The nine new
panels and their chairmen and vice-chairmen
are as follows: Subjective Aspects of Color—
A. N. Goldsmith, chairman, D. E. Hynd-
man, Eastman Kodak Co., vice-chairman;
Color System Analysis—D. G. Fink, chair-
man, A. G. Jensen, Bell Telephone Labora-
tories, vice-chairman; Color Video Stand-
ards—A. V. Loughren, Hazeltine Electron-
ics Corp., chairman, \WW. T. Wintringham,
Bell Telephone Laboratories, vice-chairman:
Color Synchronizing Standards—D. E.
Harnett, General Electric Co., chairman,
M. R. Briggs, Westinghouse Electric Corp.,
vice-chairman; Compatibility—D. E, Noble,
Motorola, Inc., chairman, Rinaldo DeCola,
Admiral Corp., vice-chairman; Field Test-
ing—T. T. Goldsmith, Allen B. DuMont
Laboratories, chairman, G. E, Gustafson,
Zenith Radio Corp., vice-chairman; Net-
work—Frank Marx, American Broadcast-
ing Co., chairman, R, E. Shelby, National
Broadcasting Co., vice-chairman; Co-ordi-
nation—D. B. Smith, Philco Corp., chair-
man, I. J, Kaar, General Electric Co., vice-
chairman; Definitions—R. M. Bowie, Syl-
vania Electric Products Inc., chairman, M,
W. Baldin, Jr., Bell Telephone Laboratories,
vice-chairman. . . . Commercial television
broadcasting will mark its tenth anniversary
on July 1 with 107 stations on the air and
more than 400 applications on file pending
the lifting of the present “freeze.” On April
30, 1941, the FCC authorized commercial
TV operation to start on July 1 of that year.
Two New York stations, which had pre-

Wednesday, 9:00 A.M., October 31

Symposium—The Receiver as a Link
in the Audio Chain

(Sponsored by the IRE Professional Group
on Audio)

Chairman, F. H. Slaymaker,
Stromberg-Carlson Co.

Wednesday, 2:00 P.M., October 31
TELEvVISION SESSION

(Sponsored by the IRE Piofessional Group
on Broadcast and Television Receivers)

Chairman, F. H. R. Pounsett,
Stromberg-Carlson Co., Ltd.

“Phase Linearity in TV Receivers,” Herbert
Kiehne and Stanley Mazur, Emerson
Radio and Phonograph Co.

“The Chromatron—An Electronically Reg-
istered Tri-Color Cathode-Ray Tube,”
Robert Dressler, Chromatic Television
Laboratories, Inc.

“Pencit Triode for Pulsed-Oscillator and
Power-Amplifier Service,” John \V
Busby, Radio Corporation of America

viously operated experimentally, were able
to start commercial operation on July 1.
They were WNBT and WCBS, By May of
1942 ten commercial TV stations were on
the air, Six of these continued to provide
service during \World War II.... The FCC
has allocated the frequency band of 470 to
500 mc to the television-broadcasting
service. The new allocation, providing five
new TV channels, was contained in the FCC’s
Fourth Report and Order in the television
proceedings. In providing the new frequen-
cies for TV, the Commission turned down a
request of the Bell Telephone Laboratories
for the allocation of these frequencies for
broad-band mobile operation. Most of the
470-500-mc band, the FCC said, is already
being used for experimental TV operation,
though 470-475 mc bad been allocated to
facsimile broadcasting. The Commission
points out that facsimile operation can be
accomplished on existing broadcast stations,
such as FM. The Commission concluded
that there is need for further expansion of
common-carrier mobile radio service, but
pointed out that this can be accomplished
by smaller separations between frequency
assignments in bands below 160 mc, devel-
opment and use of more efficient techniques,
and_ utilization of geographic frequency
sharing. . ... Television in Switzerland may
become a reality next spring, on an experi-
mental basis, under terms of a proposal
submitted to the Swiss Federal Assembly
(parliament) by the Swiss Federal Council

If the experiment is satisfactory, regular
service will be initiated in 1955, Under the
plan technical aspects of the experiment
would be handled by the Federal Posts,

e
.
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* Telegraphs and Telephones, while the Swiss
Broadcasting Association would be re-
sponsible for programs and operations. Com-
mercial telecasting is opposed during the ex-
perimental period, but the way is left open
for its possible adoption later. Technical
standards contemplated are 625 lines per
picture and 25 pictures per second, accord-
ing to a report to the U. S. Government.

FCC ActioNs

The FCC has recently appointed Edward
W. Allen, Jr., Chief Engineer, to succeed
Curtis Plummer who has been moved up to
head the newly-formed Broadcast Bureau.
Mr. Allen, presently Chief of the Technical
Research Division, will head the Office of
the Chief Engincer of which that division
is a component. He assumed his new
duties upon his return from Geneva where
he was a member of the U. S. delegation
to the International Radio Consultative
Committee (CCIR). A native of Ports-
mouth, Va., Mr. Allen received his elec-
trical engineering degree from the Uni-
versity of Virginia in 1925 and obtained the
LL.B. degree from George Washington Uni-
versitv in 1933. ... The FCC has proposed
to amend its Rules Governing the Low
Power Industrial Radio Service to provide
for the assignment of certain microwave
frequencies in this service. The proposed
rulemaking would also relax the present
limitation on maximum permissible separa-
tion between a transmitter in this service
and the radiation portion of its associated
antenna. Recent developments, the FCC
stated, indicate that there are certain uses
or microwave operation in the Low Power

IRE People
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Industrial Radio Service. Chief among
these are industrial direction and range de-
vices. The new FCC proposals would extend
to this service microwave uses now available
for mobile operations in other industrial
services.

Cov DeNiEs FM SpectruM Space Cuts

FCC Chairman Wayne Coy has scotched
rumors that the Commission is planning to
take any spectrum space from FM. In a
letter to Josh L. Horner of WFMA (FAM),
Rocky Mount, N. C., made public recently,
Mr. Coy said “the FCC is not considering
the deletion of the FM band or any part of
it. The FCC is not considering allocating
the FM band or any part of it to any other
service.”

Chairman Coy praised the strength of
the service, “particularly when one con-
siders that many manufacturers do not make
sets and none of them have carried on con-
tinuously aggressive sales campaigns. In al-
most every area of the country there is an
unfilled demand for FM receivers.”

May TV ProbuctioN Drors
As Rapro OutpuT RISES

Television set production was cut back
drastically in May—28 per cent below April
and 54 per cent under the monthly average
of the first quarter, according to RTMA esti-
mates of the industry’s output. The output
of radio receivers, on the other hand, in-
creased three per cent over the preceding
month and declined by the same percentage
under the quarter’s average.

RTMA's estimates, which include pro-
duction by members of the Association and
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nonmembers, showed a total of 339,132 TV
sets and 1,372,609 radios manufactured in
May. These compare with 469,157 television
sets produced in April and a monthly aver-
age for the first 1951 quarter of 733,223 TV
receivers. April's radio production aggre-
gated 1,337,042 and the quarter’s average
was 1,411,866 sets.

RTMA ACTIVITIES

A recent RTMA-sponsored demonstra-
tion of uhf converters and other reception
equipment at Bridgeport, Conn., indicated
that conversion of vhf television receivers
for uhf reception in areas where uhf stations
eventually will be built will be relatively
simple and inexpensive. . . . Chairman
Wayne Coy of the FCC has suggested that
the FCC and RTMA jointly sponsor a uhf
“road show” for would-be broadcasters in
order to demonstrate the technical effective-
ness of uhf telecasting.

NPA 10 AID LABORATORIES

The National Production Authority has
issued an order (M-71) giving priority assist-
ance to technical and scientific laboratories
in the procurement of materials needed to
carry on important research projects.

NPA provides a self-certification system
in the new order to enable laboratories to
obtain controlled materials and other pro-
ducts. Provisions also are made for giving
assistance on a quarterly basis if require-
ments are for amounts greater than those
permitted by the order. Affected by the ac-
tion are all scientific laboratories (research,
production control, testing, analytical, clin-
ical, and instructional).

James W. McRae (A’37-F’47) has been
appointed vice-president of Bell Telephone
I.aboratories, Inc., in charge of the systems
development organi-
zation. This organi-
zation was recently
divided into the fol-
lowing departments:
systems engineering,
transmission devel-
opment, and switch-
ing  development,
headed by G. W. Gil-
man (A'29-SM’'47-
I'50), G. N. Thayer
(SM'47-F’'51), M. B.
McDavitt (M'46), re-

Jamis W. McRaAE

spectively.

Born in Vancouver, B. C., Canada, in
1910, Dr. McRae attended the California
Institute of Technology where he received
the I’h.D. degree in 1937, Upon completion
of his studies he joined the staff of Bell
Telephone Laboratories. His early work was
concerned largely with transoceanic radio
transmitters and microwave research, a
branch of radio engineering which led him
to participate in important military projects,
including some early radar developments.

In 1942 he was commissioned a major in
the Signal Corps, and was assigned to the
Office of the Chief Signal Officer in Washing-
ton, D.C. In 1944 he was made chief of the
engineering staff of the Signal Corps Engi-
neering Laboratories at Bradley Beach,
N. J., and subsequently became deputy di-
rector of the engineering division. Before his
return to civilian life in 1945, he had at-
tained the rank of colonel and was awarded
the Legion of Honor.

In 1946 he was appointed director of
radio projects and television research at the
Bell Laboratories, in which capacity he was
responsible for work on the New York-
Boston radio relay system. He was made
director of clectronics and television re-
search in 1947. Two years later he became
assistant director of apparatus develop-
ment, and then director of that department.
Since 1949 he has been director of transmis-
sion development.

A member of the IRE Board of Editors
since 1946, Dr. McRae has served on the
Awards Committee, the Policy Development
Committee, and the Tellers Committee. In
1948 and 1949 he was Chairman of the New
York Scction, and is at present active on the
Executive Committee and the Board of Di-

rectors. He received honorary mention in the
Eta Kappa Nu awards for outstanding
young electrical engineers in 1943, and be-
longs to the American Institute of Electrical
Engineers and to Sigma Xi.

.
oo

David C. Prince (A’'45-SM’45), a vice-
president of the General Electric Company
on the president’s staff, and formerly head
of the company's
General Engineering
and Consulting Lab-
oratory, has retired
after 32 years of serv-
ice, it has been an-
nounced. His plans
are to enter the con-
sulting  engineering
field and to maintain
headquarters in
Schenectady, N.Y.

Responsible  for
. many developments
in the clectrical-engincering field, Mr.
Prince holds a total of 98 United States
patents and was the recipient in 1940 of the
Modern Pioneer Award for outstanding
contributions to ¢ngineering science. In 1943

Davip C. Prince
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he received the honorary degree of Doctor of
Science from Union College.

Mr. Prince is active in the American
Institute of Electrical Lngincers and served
as its president for the term of 1941-1942.
te received the AIEE Lamme Medal in
1946. lle is a member, also, of the American
Socicty of Mechanical lingineers, the Insti-
tute of Aeronautical Sciences, the Society of
Automotive lingineers, the American
Rocket Society, and the British Institution
of Electrical Engineers.

5

Allen B. DuMont (M'30-F'31), tele-
vision pioneer, scientist, and industrialist,
was among the nation’s 12 foremost business
leaders chosen in the
Forbes Magazine
poll. As a summary
of his qualites the
magazine published
the following cita-
tion:

“Dr. Allen B. Du-
Mont, through sheer
individual  intellec-
tual force, scientific
perception and in-
ventiveness, unre-
mitling research,
combined with acute business acumien, is
hailed as the world’s most fruitful pioneer
in television. Recipient of some two-score
‘awards’ from scientific and other societies-
and a similar number of exclusive patents.
Essentially the type that has won \merica
world-wide know-how leadership.”

A Fellow of the American Institute of
Electrical Ingineers and of the Television
Society, Dr. DuMont belongs also to Sigma
Xi and has served as president of the Tele-
vision Broadcasters Association. [lis Insti-
tute activities have included work on the
Standardization, Standards, and Telcvision
Committees.

A. B DurMoxnt

°
oo

Joseph T. Thwaites (SM'46) has been
appointed manager of electronic research at
Canadian Westinghouse Company, lLtd.,
Ilamilton, in charge of what will soon be the
largest laboratory of its kind in Canada.

Mr. Thwaites was the first person in
Canada to take a formal course in electron-
ics, and has the distinction of receiving
three Certificates of Appreciation from the
United States Government for wartime serv-
ice—the first civilian to be so honored.

British-born, Mr. Thwaites was on loan
to the U. S. War Department from Canadian
Westinghouse, and serving in the United
Kingdom at the time. Technically he was
regarded as a United States citizen. Success
of his efforts and those of his co-workers was
responsible for some remarkable Allied tech-
nical victories.

Mr. Thwaites was born in Lancashire,
England, and came to Canada in 190S. Ile
attended public school in Hamilton until
the age of 14. His first job was at \Westing-
house in the transformer department. Work-
ing days at the plant, he attended night
school for four years to obtain his junior and
senior matriculation. With money he had
saved while working, he enrolled at Queen’s
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University in engineering physics. He grad-
uated in 1925, and went to a two-year post-
graduate course in electronics,

In 1929, upon his return to \Westing
house, he entered the radio-engincering de-
partment as radio-test engineer. The follow-
ing year he joined the switchgear division
and served as a special-products engineer
until his appointment as division engincer in
charge of electronics in 1939,

Between 1940 and 1943, Mr. Thwaites
was instrumental in increasing the Canadian
production of aluminum, greatly by means of
large-scale applications of ignitrons. Ile also
carried out pioncer work on X-ray penetra-
tion of steel, part of the program which led
to X-ray inspection of welds and castings.

I{e was loaned to the U, S. Government
in 1943 and sent to Great Britain the follow-
ing year. His Certificates of Appreciation
were from the U. S. Office of Scientific Ke-
scarch and Development, 1945; the U. S
War Deparument, 1946; and the U. 8. War
Deparument and Navy Department, 1948,

R. Morris Pierce (\\'30 M'42-S5N1'43)
has been appointed exccutive enginecr for
the Voice of America, it was announced re-
cently by the Department of State. In this
capacity he will be especially concerned with
problems of construction of new facilities for
the expanded radio operation of the Voice.

Born in Chicago, 1L, in 1906, \Mr. Pierce
is a graduate of Cornell College, Mt. Vernon
Iowa. lle began his engineering career with
the Zenith Radio Corporation, and then
worked as chief engineer of Station W]J.AY,
the Cleveland DPolice Radio System, and
Station WGAR, becoming vice-president in
charge of engincering of the latter, as well us
of WJR, Detroit, and of KMI'C, l.os
Angeles.

During the war, Mr. Pierce served in
North Africa and Europe as chief radio
engineer with the Psychological Warfare
Branch of the Allied Forces Ileadquarters,
More recently he was president of Station
WDPK, Cleveland, Ohio.

A member of the American Institute of
Ilectrical Enginecers and the Cleveland
Engineering Society, Mr. Pierce has served
on several radio industry engineering com-
mittees, including the Executive Commitice
of the IRE Professional Group on Broad-
cast Transmission Systems, a joint body of
the National Association of Broadcasters
and the IRE Committee on Recording
Standards, the FCC/Industry Committiee
on North American Regional Broadcasting
Agreement, and the Engineering Committee
of the Nationa!l Association of Broadcasters.

,
o

Donald H. Loughridge (M'42-S\['43)
wh(? has served for the past three years ns'
senior scientific advisor to the Secretary of
the Army, has been transferred to the post
of assistant director of the reactor division of
the Atomic Energy Commission.

Born in Lincoln, Neb., in 1899, M.
Loughridge reccived the B.S. degree in 1923
and the Ph.D. in 1927, both from the Cali.
fornia Institute of Technology.

His career has included work in magnetic
analysis with the United States Steel Corpo-
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ration, teaching positions at the University
of Southern California, Los Angeles, Calif.,
and at the University of Washington,
Seattle, Wash., and the post of principal
physicist at the Department of Terrestrial
Magnetism and at the National Burcau of
Standards, where he was engaged in national
defense research of a highly important na
ture during World War 11.

Mr. Loughridge has served on the 1RE
Committee on Nuclear Studies during 1948
and 1949, and is a Fellow of the American
P’hysical Society.

.

D

Louis Kahn (A’31) has been appointed
expert consultant for the Panel of Coni-
ponents, and also Chairman of the Capaci
tor Sub-Panel, Re-
search and Develop-
ment Board for the
Armed Forces, it was
announced recently
Mr. Kahn is director
of research for the
Acrovox Corporation
of New Bedford,
Mass.,, and director
of Aerovox, Canad.,
Ltd.

Before joining the
staff of \erovox in
1937, Mr. Kahn was an instructor in electri
cal engineering at Rutgers University, New
Brunswick, N. J. In 1947 the American
Standards Association awarded him a cer-
tificate of appreciation for his contributions
to the joint engineering studies and recom-
mendations dealing with wartime capacitor
problems. .\ leader in his field, Mr. Kahn has
contributed extensively to the evolution of
new impregnants climaxed by Aerolene, to
new plastic-case materials, and 1o the com-
mercialization of metallized paper capaci
Lors.

N

Louts Kann

°
oo

Wallace R. MacGregor (.\'46), formerly
common-carrier engineer on the staff of the
Federal Communications Commission, has
joined the Lenkurt
Flectric Sales Com-
pany as manager of
government sales for
carrier telephone and
telegraph  systems.
e will head two new
branch offices, one in
Monmouth County,
N. J., which serves
the Signal Corps at
Fort Monmouth, and
the other in Wash-
ington, D. C.

Mr, MacGregor is a graduate of Clark-
son College of Technology, Potsdam, N. Y.,
where he received the B.S, in electrical engi-
neering in 1926. During the war he served
with the Navy on the engineering of land-
line communications installations for both
continental and advance-base naval shore
establishments. Previously he had held
various plant-supervisory posts with the
Nev\f York Telephone Company. He is a
Registered Engineer in the State of Mary-
lnnd,. and belongs 1o the Armed Forces Com-
munications Association.

W. R. MAcGRrrGOR
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Theory and Application of Industrial Elec-
tronics by John M. Cage

Published (1951) by McGraw-Hill Book Co., 330
V. 42 St.. New York 18, N. Y. 281 pages+4-page
index +2-page appendix-+xi pages. 244 figures.
6 X94. $4.85.

This is a new book written primarily for
students, and particularly those who have
learned the fundamentals of physics, elec-
trical engineering, algebra, and elementary
calculus. It aims to do for the industrial
electronic field what numerous other books
do for the student of radio engineering.

Its 14 chapters may be divided into a
number of groups, such as timing circuits,
high-frequency heating, and control circuits.
Each may be studied without the need of
the others as a background.

The chapter on the extensive and ever-
growing science of electronic measurements
and instrumentation is appropriately en-
titled merely a “survey” chapter on the
subject.

I he ficld of servomechanisms is covered
in more detail than the other subjects in
the book, and would appear to require more
background than that of the average under-
graduate, particularly in mathematics.
However, as the author has pointed out, the
reader may pass it by without losing any-
thing necessary for the understanding of
subsequent chapters.

The text includes a few errors, probably
traceable to scanty proofreading and the
lack of a thorough check. Also, it would
have been helpful if the index had been
made more complete, and if some of the
terms had been defined when first intro-
duced.

‘T'he pages are well supplied with dia-
grams and figures. Problems and a selected
list of references are included at the end of
each chapter.

wW. C. WHite
General Electric Co.
Schenectady, N. Y

Electronics, Principles and Applications by
Ralph R. Wright

Published (1950) by The Ronald Press, 15 E. 26
St., New York 10, N. Y. 376 pages +11-page index +-ix
pakes. 314 figures. 6 X93. $5.50.

In this new and complete work the
author uses material that he has employed
successfully in instructing electrical engi-
ncering students and physics majors. Chap-
ters 1 through 3 present basic electronic
principles; Chapter 4 is a review of dc and
ac circuits; and Chapters 5 through 12 deal
lucidly with applications of electron tubes.
As each of the chapters is a more or less
complete unit in itself, the actual order of
use in teaching is flexible, and up to the
instructor of the course.

A complete coverage of its subject, the
book also has distinct value as a refresher
reading course. The complication of derived
cquations is avoided by the use of basic
equations only. The first 100 pages, easily
readable, deal with electron-tube principles,
and the ensuing chapters are instructive dis-

cussions of amplification, oscillation, modu-
lation and detection, rectification cathode-
ray tubes and applications, light-sensitive
devices, X rays, high-frequency heating,
and basic-control circuits.

The inclusion of 30 pages on the subject of
cathode-ray tubes is praiseworthy. It is but
20 years since the cathode-ray oscillograph
was made available commercially in this
country for viewing electrical phenomena,
and the subject has not often been treated as
informatively as in Professor Wright's book.
Twenty-two pages on X-ray principles and
practice are warranted as there is hardly a
town or hamlet in the country that does not
have one or more X-ray installations.

The book will be found to have direct use
in college instruction, and engineers already
at work in the associated industries will ind
it a useful reference work.

DoxaLp McNicoL
25 Beaver St.
New York, N. Y.

Introduction to Industrial Electronics by
R. Ralph Benedict
Published (1951) by Prentice-Hall, Inc., 70 Fifth

Ave.. New York 11. N. Y. 413 pages +8-page index
;;l;s-page appendixes +x Pages. 301 figures. 5§ X84},

This well-written text, another volume
in the series edited by W. L. Everitt, is in-
tended primarily for the instruction of un-
dergraduate engineering students, including
those not in the electrical ficld. As such, it
takes an elementary approach, confining
demonstrations to high-school algebra and
trigonometry. The treatment is primarily
descriptive, but the quantitative aspects are
well brought out in a number of numerical
exercises at the end of each chapter. These
represent, for the most part, practical prob-
lems in the measurement and computation
of circuit values, selection of tubes, and so
forth. The student who is required to work
out the correct answers to a generous sample
of these exercises will find himself well pre-
pared to deal intelligently with the increas-
ing number of electronic applications now
requiring the attention of engineers in all
fields. The book is not particularly well
adapted to self-study, since only a few prob-
lems are worked out in the body of the text.
With the services of an instructor available,
however, the transition from the formulas
to specific problem solutions should be
readily made.

The subjects covered are as follows: high-
vacuum diodes and triodes, space charge,
emission, practical cathodes, diode- and
triode-circuit  analysis, multigrid-tubes,
amplifiers, oscillator modulators, detectors,
phototubes and photocells, cathode-ray
tubes and equipment, gaseous conduction
and gas-filled tubes, and specialized tubes.
Among the specific applications are rectiber
and controlled-rectifier circuits, industrial
power conversion, induction and dielectric
heating, clectronic relay circuits, control of
resistance welding, industrial instrumenta-
tion, motor control, process control and
regulation.

The contents of this book have, of course,
Leen treated by other authors, with about
the same organization of the material; there
are, perhaps, too many books on industrial
electronics. But this is one of the better ones,
particularly well suited to the would-be
engineer who wants a working familiarity
with electronic methods without having to
devote his whole life to this all-pervasive
subject.

DoxaLp G. Fink
Electronics

330 W. 42 St.

New York, N. Y.

Time Bases, Second Edition by O. S. Puckle

Published (1951) by John Wiley & Sons, Inc., 440
Fourth Ave., New York 16, N. Y. 258 pages +9-page
index +118-page appendixes +2-page bibliography
+xxi pages. 257 figures. 54 X8%}. $5.00.

The sccond edition of this very valuable
little book dealing with time bases will be
welcomed by engineers everywhere, and par-
ticularly by those who are specifically en-
gaged in work dealing with pulse techniques,
scanning generators, deflection circuits, and
related apparatus utilizing the cathode-ray
tube. It is an essential reference work which
should be included in the libraries of practic-
ing television engineers throughout the
world.

Much new material has been added in this
second edition, and the reviewer wishes to
recommend especially the new material in
Chapter 1X dealing with the subject of
Miller-capacitance time bases. The rather
detailed information on trigger circuits
which make use of negative feedback to im-
prove trace linearity, positive feedback be-
ing employed to operate the trigger portion
of the circuit, is particularly valuable.

The book is well written, and the infor-
mation given under cach topic heading is
geared to the essentials. It is at once evident
to the reader that Mr. Puckle is dealing with
a subject of which he has a very eminent
knowledge, and that he has accomplished his
task in a highly professional manner.

In his vivid treatment of the subject’s
historical background he traces the measure-
ment of time back to the sundial introduced
into Greece from Babylon by Animaxander
(611 to 547 B.C.), a pupil of Thales of
Miletus, discoverer of “electrum.” From
these carly times the author brings us up to
the present day, with its cathode-ray oscillo-
graphs capable of measuring the passage of
time in terms of fractions of microseconds.
Such writing does much to make a strictly
scientific subject intensely interesting for
the student.

An appendix on the operation of gas-
discharge triodes is of interest, the author
successfully dispelling current misapprehen-
sions with respect to their frequency limita-
tions. Finally, a rather complete bibliog-
raphy provides a selection of source material
for the reader who would like to do further
research on the subjects covered,

Scort HlELT
Allen B. DuMont Laboratorics, Inc.
2 ain Ave,
Passaic, N. J
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ACOUSTICS AND AUDIO
FREQUENCIES

534 1811

Program of the Fortieth Meeting of the
Acoustical Society of America [Boston, Mass.
oth-11th November, 1950]—(Jour. A cous. Soc.
Amer., vol. 23, pp. 142-150; January, 1951.)
Summaries are given of the papers presented,
which included the following:—

AS-—Attenuation of Sound in Water containing
Air Bubbles—D. T. Laird and P. M. Kendig.

B:—On the Relation between the Sound
Fields Radiated and Diffracted by Plane
Obstacles—F. M. Wiener.

B6—Synthesis of Line Source Directivity
Patterns—R. Hills, Jr.

Bi—Viscosity Effects in Acoustic Inductances
—A. W, Nolle.

B8—The Non-Linear Interaction of a Plane
Progressive Wave with a Small Sphere—
P. Westervelt.

B9—First- and Second-Order Acoustic Fields
with Viscosity and Relaxation—J. J. Mark-
ham.

C3—Comparison of Absorption Coefficients
Measured in a Reverberation Chamber with
Statistical Coefficients from Impedance
Values—II. C. Hardy, F. G. Tyzzer, L. G.
Ramer, and J. E. Ancell.

C4—Damping Effects of Porous Absorbing
Units in Rooms—R. \V. Roop.

C5—The Record-Rerecord Test for Rooms—
W. Rudmose.

D2—The Transmission of Sound through
Single and Double Walls at Oblique Inci-
dence—R. E. Beatty, Jr., R. H. Bolt, and
J. Young.

D3—On the Design of Sound Absorbing Ducts
—U. Ingard, J. J. Baruch, L. L.. Beranek,
and S. Labate,

Wireless Engineer, London, England
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D4-—A. Wide-Range Acoustic Termination—
O. K. Mawardi.

D5—On the Non-Specular Reflection of Sound
from Absorbent Surfaces—V. Twersky.

D6—A Comparison of Sound Pressures De-
veloped in Earphone Couplers and in the
Ear—E. L. R. Corliss, R. F. Brown, and
K. T. Lemmon.

Fl1—New Assembly for the Measurement and
Analysis of Sound—L. \. Septneyer.

F2—Non-Linear Distortion in Iearing Aids—
A. Peterson.

F3—An Automatic Non-Linear Distortion
Analyzer—II. F. Olson and D. F. Pennie.
F4—A Photographic Method for Displaying
Sound \Wave Space Patterns—W. E. Kock

and F. K. Harvey.
F5—A Feedback-Controlled Calibrator for
Phonograph Pick-Ups—]. G. Woodward.
IF6—Equipment for the Field. Measurement of
Reverberation Times—W. Rudmose and
H. Mims.

F7—Higher Order Gradient Microphones using
a Single Diaphragm—M. ¥. Hawley and
A. H. Kettler.

534:016 1812
References to Contemporary Papers on
Acoustics—A. Taber Jones. (Jour. Acous.
Soc. Amer., vol. 23, pp. 240-247; March, 1951))
Continuation of 1541 of August.

534:577 1813

A Bibliography on Sonic and Ultrasonic
Vibration: Biological, Biochemical, and Bio-
physical Applications—G. M. Naimark, J.
Klair, and W. A. Mosher. (Jour. Frank. Inst.,
vol. 251, pp. 279-299 and 402-408; February
and March, 1951.) A list of 580 references for
the period 1900 to 1950, grouped according to
the year of publication and with both author
and subject index.

534.22-14 1814

The Velocity of Sound in Sea Water—
A. Weissler and V. A. Del Grosso. (Jour.
Acous. Soc. Amer., vol. 23, pp. 219-223;
March, 1951.) Full paper. Sumnmary abstracted
in 514 of April.

534.231 1815

A New Expansion for the Velocity Potential
of a Piston Source—A. H. Carter and A, O.
Williams, Jr. (Jour. Acous. Soc. Amer., vol.
23, pp. 179-184; March, 1951.) Full paper.
Summary noted in 521 of April,

534.231 1816

On the Acoustical Radiation of an Emitter
Vibrating in an Infinite Wall—]. Pachner.
(Jour. Acous. Soc. Amer., vol. 23, pp. 185-198;
March, 1951.) The velocity-potential distriby-
tion for a circular emitter in an infinite wall is
calculated by the King method for points
immediately in front of the wall,

534.231 1817
On the Acoustical Radiation of an Emitter
Vibrating Freely or in a Wall of Finite Dimen-
sions—]J. Pachner. (Jour. Acous. Soc. Amer.,
vol. 23, pp. 198-208; March, 1951.) The radia-
tion field of a source vibrating frecly or in a
finite wall is considered as made up of the
ficld of the same source in an infinite wall,
together with a field that can be computed
from an integro-differential equation that
follows from Rayleigh's formula. An abstract
solution of the problem is given which can be
applied for any shape of wall or wavelength of
sound. Comnputation will be easier if the wall
is circular, and if the wavelength is large in
comparison with the wall dimensions.

534.232:621.315.612.4 1818

A Barium Titanate Transducer Capable of
Large Motion at an Ultrasonic Frequency—
W. P. Mason and R. F. Wick. (Jour. Acous.
Soc. Amer., vol. 23, pp. 209-214; March, 1951.)
Full paper. Summary abstracted in 560 of
April, for which the above UDC number is
preferable.

534.241 1819

Analysis of Multiple-Echo Effect Arising
from the Release of a Stored Wave Train—
1.. Gold. (Jour. Acous. Soc. Amer., vol. 23,
pp. 214-218; March, 1951.) Calculation of the
dependence of the number of observable echoes
on the threshold sensitivity of the detector,
and on the absorptjon and reflection coeffi-
cients of the storage medium.

534.321.7 1820

Standard Musical Pitch—F. \W. Alexander.
(BBC Quart., vol. 6, pp. 62-64; Spring, 1951.)
The history of standard pitch is sketched
briefly, and the method now used by the BBC,
for deriving from a crystal-controlled 1-mc
oscillator, the 440-cps international-standard-
pitch tone broadcast before the start of the
Third Program is described.

534.321.9:534.231-14 1821

Measurements of the Underwater Sound
Field Generated by Quartz Transducers—
W. Keck, G. S. Heller, and A. O. Williams, Jr.
(Jour. Acous. Soc. Amer., vol. 23, pp. 168-172;
March, 1951.) The pressure distributions in the
ultrasonic fields produced in water by quartz
trangducers of various shapes were displayed
on a cro and photographed. The ultrasonic
beams, pulsed at af, were swept backward and
forward across a small microphone placed at
various distances from the source. The micro-
ph.one output was rectified and amplified before
being applied to the cro. All the transducers
were of X-cut quartz, about 2 cm in diameter,
excited near resonance at about 1 mc. The
results obtained show that simple piston
theory is applicable, provided the baffles and
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“electrodes used satisfy certain geometrical
conditions,

534.321.9:534.232 1822

High-Power Ultrasonic Siren—L. Pimo-
now. (Ann., Télécommun., vol. 6, pp. 23-26;
January, 1951.) The siren described was de-
veloped at the C.N.E.T., and is of the type in
which a toothed rotor interrupts a powerful air
current emerging from holes in a stator [see
also 917 of 1948 (Allen and Rudnick)]. The
frequency range is 5 to 25 kc, and a radiated
acoustic power >2 kw can be obtained by

introducing compressed nitrogen into the
casing. Applications are discussed.
534.321.9:534.614-13 1823

Ultrasonic Velocities in Gases at Low
Pressures—R. A. Boyer. (Jour. Acous. Soc.
Amer., vol. 23, pp. 176-178; March, 1951.)
Measurcments of velocity as a function of
pressures down to about 2 mm lig were made
at a frequency of 970 kc. At the lowest pressure,
the following increases in velocity over the
_ values under standard conditions were ob-

served: A, 27 per cent; N2, 16 per cent; O,
20 per cent; dry COx-free air, 7 per cent.

534.321.9:621.395.61 1824

Effects of Reflected Signals and Electric
Pick-Up at an Ultrasonic Microphone—A. O.
Williamms, Jr., and W. Keck. (Jour. Acous.
Soc. Amer., vol. 23, pp. 173-175; March, 1951.)
The mixing process is analyzed for a particular
arrangement of equipment, and experimental
evidence is adduced in support of the con-
clusions that, (a) the main response pattern of
the microphone shows space variations of the
order of both A and A/2, (b) the A\/2 variation
dies out, at sufficiently great distances from the
source, at a rate showing that a single echo
path together with a constant electric signal is
responsible, (c) the direct, reflected, and elec-
tric-pickup signals can be resolved analytically.

534.374 1825

4-Octave Variable Filter—G. Fontanellaz.
(Tech. Mitt. schweiz. Telegr.-Teleph. Verw.,
vol. 29, pp. 48-51; February 1, 1951. In French
and German.) This band-pass filter, designed
for use in reverberation measurements, com-
prises a Zobel-type variable LC network. The
range covered is 50 cps to 10 kc, using a 9-
position and a 3-position switch, respectively,
for octave and 4-octave selection. The circuit
arrangement is described and attenuation
characteristics are shown.

534.6:621.395.625 1826

Modulation Measurement at Points of
Frequency-Dependent Maximum-Amplitude—
K. H. R. Weber. (Frequenz, vol. 4, pp. 295-
298; November, 1950.) The use of frequency
compensation in the meter circuit, in order to
obtain a truec indication of amplitude, is de-
scribed, with reference to the response curves
of optical and disk recorders.

534.78 1827
Representations of Speech Sounds and
Some of their Statistical Properties—Sze-Hou
Chang, G. E. Pihl, and M. W. Essigmann,
(Proc. I.R.E., vol. 39, pp. 147-153; February.
1951.) A 1950 IRE National Convention
paper noted in 1319 of 1950, Propertics of
speech sounds and methods of transformation
and analysis such as infinite clipping, auto-
correlation, and spectrographic analysis are
discussed with a view to the identification of
essential elements of speech intelligibility.

534.846.3/.4 1828

Sound Reinforcing—ID. W. Pipe. (Wireless
World, vol. 57, pp. 117-119; March, 1951.)
The sound distribution system installed in the
Assembly Hall and three adjacent halls at
Church House, Westminster, is described. In
the Assembly Hall, low-level reinforcement
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from small loudspeakers secured to the seat
backs is provided. The facilities installed in-
clude four-channel simultaneous interpreta-
tion; any member of the audience can select
the interpretation he requires by operating a
switch fitted in the loudspeaker panel, which
controls the input to his headphones. Any
speaker on the floor of the hall is within the
zone of one of the eleven suspended micro-
phones, the appropriate one being selected by
the system operator in the balcony, who has
an unobstructed view of the assembly.

534.846.3/.4:621.395.623.7 1829

From Decentralized to Central Sound
Transmission—F. Spandock. (Elektrotech. Z.,
vol. 72, pp. 101-104; February 15, 1951.)
The advantages of loudspeaker arrays as com-
pared with distributed arrangements of loud-
speakers are: lower installation costs; less
amplifier power required; absence of zones of
confusion; coincidence of directions of sight
and sound. Microphone arrays have cor-
responding advantages, and when used in
theaters, need not be restrictively close to the
actors. In sound-reinforcement systems, the
sharp directivity of the arrays lessens the
danger of acoustic feedback. A formula is
given for the amplification at which feedback
commences; the calculated values are com-
pared with measurements. Stereophonic appli-
cations of arrays are briefly considered. S

534.844.1 1830

Automatic Apparatus for Measurement of
Reverberation Time —F. J. v. Leeuwen.
(Tijdschr. ned. Radiogenoot., vol. 16, pp. 13-36;
January, 1951. Discussion, p. 37.) The theory of
reverberation time and its measurement is
outlined, and apparatus for providing a moving
strip record of the reverberation-time-fre-
quency curve of a room is described. By means
of a relay arrangement, a sound source within
the room is periodically actuated and is
interrupted when a steady state is reached.
A microphone has its output circuit arranged
50 as to actuate a “reverberation-time relay”
when the sound level drops to 40 db below the
level prevailing on interruption of the source.
Actuation of this relay causes reversal of the
motion of the recording pen of a decibel meter,
the distance between turning point and zero
axis giving the reverberation time. A frequency
scale is provided on the record by means of a
Wien-bridge circuit connected to the tone
generator.

534.85 1831
Thorn Needles—C. E. Watts, S. Kelly.

(Wireless World, vol. 57, pp. 121-122; March,

1951.) Comments on 806 of May (Poilock).

534.85/.86:[621.396.645.029.3 +621.395.623.7
1832
The FAS Audio System: Parts 3 and 4—
M. B. Sleeper. (FM-TV, vol. 10, pp. 24-26;
December, 1950. vol. 11, pp. 32-35, 38; Febru-
ary, 1951,) Description of (a) methods of
adapting the FAS loudspeaker system to any
good amplifier, (b) the construction of an
8-foot-air coupler, (c) experiments with 15-inch
loudspeakers for high volume output. Parts
1and 2: 805 and 804 of May.

534.86:621.396.712 1833

Developments in Studio Design—L. L.
Beranck. (Proc. IRE (Australia), vol. 12, pp.
21-25; January, 1951.) Reprint. See 1847 of
1950.

621.3.018.781:621.395.613.3 1834

Graphical Representation of Nonlinear
Distortion—(Radio Tech. Dig. (France), vol.
4, no. 5, pp. 279-290; 1950.) French version
of paper abstracted in 2964 of 1950 (Bressi and
Sacerdote).

621.395.623.7 1835
Improving Loudspeaker Response with
Motional Feedback—R. L. Tanner. (Elec-
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tronics, vol. 24, pp. 142..240; March, 1951.)
A negative feedback voltage is obtained from
a feedback coil wound over the existing voice
coil in a conventional loudspeaker. This volt-
age, induced by the movement of the voice
coil, is fed back to the driving amplifier.
Mechanical and magnetic data for the design
of an amplifier-loudspeaker combination are
listed for five typical loudspeakers.

621.395.623.7:621.3.018.781:621.317.79
1836
An Automatic Nonlinear Distortion Ana-
lyzer [for loudspeakers]—H. F. Olson and
D. F. Pennie. (RCA Rev., vol. 12, pp. 35-44;
March, 1951.) The system consists of the
standard automatic recorder for obtaining the
frequency-response curve, combined with a set
of switched high-pass filters, which suppress
the fundamental and pass the harmonics. The
overall-amplitude-frequency characteristic and
the distortion-amplitude-frequency charac-
teristic are recorded on the same sheet, and the
percentage distortion at any frequency is ob-
tained by comparing the two curves.

621.395.625.3 1837

Magnetic Recording with A.C. Bias—
R. E. Zenner. (Proc. I.R.E., vol. 39, pp. 141-
146; February, 1951.) The function of ac bias
in magnetic recording is analyzed in a manner
similar to that used to explain AM. Certain
simplifying assumptions are made to facilitate
manipulation of mathematical expressions.
The analytical results are compared with ex-
perimental observations of harmonic distortion
amplitude of fundamental, spurious recorded
frequencies, frequency response, difficulty of
erasure, and others.

621.395.625.6 1838

Electron-Optical Sound-Recording Device
—P. G. Tager. (Compt. Rend. Acad. Sci.
(URSS), vol. 73, pp. 1181-1183; August 21,
1950. In Russian.) An arrangement of two
cathode-ray tubes with x deflections syn-
chronized at a frequency much higher than the
highest af. One tube has also a y-deflection
system controlled by microphone currents, and
has a modulation-controlling mask of some
desired pattern interposed in front of a signal
plate. Film is traversed in the y direction past
the fluorescent screen of the second tube,
whose beam is switched on or off according as
current is or is not flowing in the signal-plate
circuit, as controlled by the mask.

621.395.92 1839

A Master Hearing Aid—E. Aspinall. (Jour.
Brit. IRE, vol. 11, pp. 45-50; February, 1951.)
Description of a speech transmission system
with widely variable characteristics, suitable
for speech tests on deaf patients. Automatic-
level-control, peak-limitation, and attenuation-
distortion circuits can be selected as desired,
the merits of any transmission path being
assessed by analysis of sound articulation
scores.

621.395.92 1840

The Design of Commercial Hearing Aids—
J. P. Ashton. (Jour. Brit. IRE, vol. 11, pp.
51-59; February, 1951.) A description of the
engineering technique adopted in the design
and construction of hearing aids with a view
to providing instruments of the smallest
possible size. Details of components and circuit
elements are given,

ANTENNAS AND TRANSMISSION LINES

621.392.261 1841

Cut-off Frequency in Two-Dielectric Lay-
ered Rectangular Waveguides—]J. van Bladel
and T. J. Higgins. (Jour. Appl. Phys., vol. 22,
pp. 329-334; March, 1951.) Equations for the
modes and eigenvalues are derived for a guide
containing a single dielectric layer, a dielectric

]
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sandwich, or an air sandwich. Cut-off fre-
quencies are shown graphically for a range of
geometric and dielectric paramecters.

621,392.261:621,396.52 1842

U.H.F. Filters and Lenses—P. Marié.
(Radio Tech. Dig. (France), vol. 4, nos. 5 and 6,
pp. 291-312 and 359-364; 1950. vol. 5, no. 2,
pp. 97-109; 1951.) The analogy between
optical and radio waves and the general theory
of transparency are discusscd, with particular
reference to a system consisting of a series of
metal diaphragms in a waveguide. Expressions
derived for attenuation, etc., are applied to the
problems of design of a band filter, losses being
assumed negligible; a numerical example is
given. Effects of losses due to resistance, and of
multiple reflections in the transient regime,
are analyzed. The theory of emn lenses is con-
sidered and the required phase rotation is
determined. The elements of calculation are
indicated for the design of lenses of the pscudo-
dielectric, the accelerating, and the retarding

types.

621.392.261:621.396.67 1843

Radiation Characteristics of Open Rec-
tangular Waveguides (Horns) for Funda-
mental and Harmonic Oscillations in the
H-Mode—W. Reichardt. (Frequenz, vol. 5,
pp. 23-27; January, 1951.) Theoretical de-
termination of the radiation field for the
H,n mode for different values of m and n.

621.396.67 1844

The Field Radiated by Circular and Square
Helical Beam Antennas—H. L. Knudsen.
(Trans. Dan. Acad. Tech. Sci., no. 8, 55 pp.;
1950.) Theoretical investigations, as well as
measurements, have shown that the current
distribution on a helical antenna radiating in
the axial mode may be described, for the greater
part of the helix, as a progressive current wave
with constant amplitude and phase velocity,
moving along the wire away from the feed
point. Formulas for the em field, radiated from
an arbitrary current distribution, are reviewed
and applied to the calculation of the field
radiated by a circular helical antenna. The field
is expressed in the form of rapidly converging
series. The general formulas are used to derive
the field of a helix with an integral number of
turns, and a numerical example is worked out.
Corresponding calculations are made for a
square helical antenna, the field components
being obtained as closed expressions from
which approximate formulas for the circular-
helical antenna are derived. The series obtained
for the circular helix are, however, so rapidly
convergent and the closed expressions for the
square helix are so simple that approximate
formulas are hardly necessary.

621.396.67:621.397.6 1845

TV Receiving Antenna Research, Design
and Production—R. G. Peters. (TV Eng.,
vol. 2, pp. 8-10; February, 1951.) A report of
methods used by some United States’ manu-
facturers.

621.396.671.4 1846

Complex Radiation Impedance of an
Aerial System Electromagnetically Coupled
to Another Aerial System—R. G. Mirimanov.
(Compt. Rend. Acad. Sci. (URSS), vol. 73,
pp. 1177-1179; August 21, 1950. In Russian.)
Formulas are derived for the case of two
systems, each comprising a linear oscillator and
a reflector having the form of a surface of
revolution.

621.396.677 1847

Gain of Electromagnetic Horns—W. C.
Jakes, Jr. (PrOC. I.R.E., vol. 39, pp. 160-162;
February, 1951.) An experimental investigation
is described. For the horns tested it was found
(a) that edge effects are <0.2 db, so that the
gain may be computed to within that accuracy
from their physical dimensions, using Schel-
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kunoff‘s curves (2295 of 1943); (b) that for the
transmission of power between two horns the
ordinary transinission formula is valid, pro-
vided that the distance between the horns is
measured between suitable refercnce points on
the horns and not between their mouths.

621.396.677:538.56:535.312 1848

Experimental Determination of the Re-
flection Coefficient of Metal-Plate Media—
Ruze and Young. (See 1880.)

621.396.677:538.56:535.312 1849
Reflection and Transmission at the Surface
of Metal-Plate Media —Lengyel. (See 1879.)

621.396.677:621.396.9 1850

Microwave Radar Antenna—II. N. Chait.
(Electronics, vol. 24, pp. 103-105; March.
1951.) The polarization characteristics are
determined in the transmission-line systemn,
where a magic-T junction is used with a vari-
able-phase shifter. Any arbitrarily chos n
elliptical polarization can be transmitted and
received by proper adjustment of the phase
shift and rotation of the antenna feed. A circu-
larly polarized search radar system can be used
with a single antenna, as the transmitter for a
circular component and the receiver for the
reflected circular component are located at
different terminals of the junction.

CIRCUITS AND CIRCUIT ELEMENTS

517.92:621.396.611.1 1851
Topological Methods . for Investigating
Problems Relating to Nonlinear Oscillations—
T. Vogel. (Ann. Télécommun., vol. 6, pp. 2-10;
January, 1951.) The methods considered are
useful for giving a physical insight into the
phenomena corresponding to nonlinear differen-
tial equations, and for demonstrating the in-
fluence of various parameters. Work done by
P'oincaré, Bendixson, and Dulac is surveyed,
and the concepts of singular points, limit
cycles etc. are discussed. The method is uscd
to investigate the solutions of nonlincar
second-order differential equations having ap-
plications in physics, and is particularly suit-
able for dealing with discontinuous phenomena,
such as sawtooth oscillations. Topographical
systems can be displayed on cro screens.

517.93:621.319.55 1852

On Amplitude Bounds for Certain Relaxa-
tion Oscillations—N. Wax. (Jour. Appl. Phys.,
vol. 22, pp. 278-281; March, 1951.) Amplitude
limits are derived for the unique periodic
solution of the generalized Lienard equation

£4+f(x)2+g(x) =0,

when the functions f(x) and g(x) are suitably
restricted. The restrictions are less severe for
the lower than for the upper limits. A class of
equations is noted, which includes the van der
Pol equation and satisfies all the restrictions.
Numerical results are given for the van der Pol
equation.

621.314.2+4621.318.42].003.1 1853

Minimum-Cost Transformers and Chokes
—H. C. Hamaker and T. Hehenkamp. (Philips
Res. Rep., vol. 5, pp. 357-394; October, 1950.)
The theoretical design of a transformer is
governed by the dependence of the price on
the dimensions, and the way the apparent
power and losses depend on the dimensions
magnetic-flux density, and clcctric-currcm'
density. The problem of minimum cost, when
power z.md losses are prescribed, is considered
_for various types of transformer. The solution
is given in tabular form for practical applica-
tion, and examples are calculated. This solution
is, 'howcver, unsatisfactory in that it gives a
design and price dependent only on the ratio
of power to losses and not on their absolute
magnitudes. Modifications of the theory to
take account of limitations imposed by maxi-
mum temperature or flux density are discussed.
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621.318,4:621-05 1854

Universal Coil Winding—E. Watkinson.
(Jour. Brit. IRE, vol. 11, pp. 61-69; February,
1951.) Reprint. Sec 2993 of 1950.

621.392.012.8 1855

Study of a Meshed Hydraulic Network, by
the Method of Equalization of Loads: Reduc-
tion to an Equivalent Electrical Network—
C. Dubin and M. Magnien. (Rev. gén. élect.,
vol. 60, pp. 70-74; February, 1951.)

621.392.5:621.3.015.3:518.3 1856
Spectrum Analysis of Transient-Response
Curves—!. A. Samulon. (Proc. ILR.E., vol.
39, pp. 175-186; February, 1951.) A method of
computing the amplitude and phase response
of a network from its measured transient
response is described. Tables and abacs are
included to facilitate numerical evaluation.

621.392.52 1857

Resistance and Capacitance Twin-T Filter
Analysis—I.. G. Gitzendanner. (Tele-Tech,
vol. 10, pp. 46-48, 71; February, 1951.) The
twin-T circuit is redrawn in a way that makes
its operation casier to understand. Formulas
are developed for conditions of equal and
unequal source and load impedance. Various
applications in feedback circuits are discussed.

621.396.52:621.392.261 1858
U.H.F. Filters and Lenses—Marié. (See
1842)

621.392.541:621.396.662 1859

A High Power Attenuating Tuner for a
High-Q Ten-Cm Cavity—R. R. Perron. (Res.
Sci. Instr., vol. 22, pp. 116-117; February,
1951.) A water-cooled attenuator constructed
of polystyrene is described, which serves simul-
taneously to absorb about half the 900-kw
peak output of a magnetrot: and to tune the
cavily to the magnetron frequency.

621.396.611.1 1860

Alternative Ways in the Analysis of a
Feedback Oscillator and its Application—
I£. J. Post and H. F. Pit. (Proc. L.LR.E., vol.
39, pp- 169-174; February, 1951.) An oscillator
is regarded as a closed loop comprising (a) an
amplifier and (b) a passive frequency-determin-
ing network. Attenuation, introduced to limit
oscillation amplitude, is often regarded as
improving the phase discrimination of (b), but
may equally well be regarded as improving
the phase stability of (a) by negative feedback.
Well-known oscillatgr circuits are examined
from this viewpoint, and a 2-tube stabilized
crystal oscillator incorporating a thermistor is
analyzed.

621.396.611.21:534.133 1861

Thickness-Shear and Flexural Vibrations
of Crystal Plates—R. D. Mindlin. (Jour. Appl.
Phys., vol. 22, pp. 316-323; March, 1951.)
The theory of tlexural motions of elastic
plates, including the effects of rotatory inertia
and shear, is extended to crystal plates. The
equations are solved approximately for the
case of rectangular plates, excited by thickness-
shear deformation parallel to one edge. Results
of computations of resonance frequencies of
rectangular AT-cut quartz plates are shown
and compared with experimental data. Simple
algebraic formulas are obtained relating fre-
quency, dimensions, and crystal properties for
resonances of special interest.

621.396.611.4 1862

The Variation of Resonance Wavelength
and Damping of Cavity Resonators on Intro-
duction of Dielectric Rings—E. M. Philipp.
(Acta Phys. austriaca, vol. 1, pp. 2146-258;
February, 1948.) The problem considered is
that of the circuit in which a cavity resonator
is sealed directly to a tube and is arranged for
continuous tuning. The influence of the location
of the dielectric member forming the boundary
of the evacuatcd region is examined. Variation
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" of resonance wavelength and damping with
position of the dielectric ring is shown in
graphs. For minimum additional damping,
the ring should be as near as possible to the
cavity boundary, for example, in a region of
low clectrical field strength. The theory is con-
firmed by experiments.

621.396.611.4 1863

Phenomena in Electromagnetic Resonators
near the Natural Frequency—V. B. Shtein-
shleiger. (Compt. Rend. Acad. Sci. (URSS),
vol. 65, pp. 669-672; April 11, 1949, In Rus-
sian.)

621.396.615:621.384.612.1% 1864.

The Design of Cyclotron Oscillators—J.
Backus. (Rev. Sci. Instr., vol. 22, pp. 84-92;
February, 1951.) The procedure used to design
the oscillator for the 60-inch cyclotron at
Berkeley is described.

621.396.645+621.396.727].012 1865

Comparative Graphical Study of Problems
relating to the Cathode Follower and the
Feedback Phase Inverter—(Radio Tech. Dig.,
(France), vol. 4, pp. 259-269; 1950.) French
version of papers abstracted in 1386 of 1950
and 298 of March (Malatesta).

621.396.645.015.7 1866
The Problem of the “Best’” Pulse Receiver
Comparison of Various Pulse Amplifiers—
L. lluber and K. Rawer. (Arch. elekt. Uber-
tragung, vol. 4, DP. 475-484 and 523-526;
November and December, 1950.) Three types
of circuit are analyzed, having response curves
respectively peaked, multi-humped, and flat-
topped. The optimum compromise between
faithful reproduction and low-time lag on the
one hand, and high amplification and sensi-
tivity on the other is considered in relation to
the different purposes for which the receiver
may be required. Four-stage amplifiers of the
three types are compared, and their ad-
vantages and disadvantages summarized.

621.396.645.35 1867

The Automatic Compensation of Zero-
Drift Errors in Direct-Coupled Feedback
Systems—F. A. Summerlin. (Proc. IEE
(London), Part 1I, vol. 98, pp. 59-66; Febru-
ary, 1951.) Degenerative feedback cannot
correct zero-drift errors of direct-coupled ampli-
fiers; a method is described whereby an
auxiliary amplifier is used for this purpose.
With suitable switching, a single auxiliary
amplifier can be used to correct continuously
the balance of a number of main feedback
systems. The effects of the balancing circuits
on stability are discussed with particular
reference to a position-control servo system.

621.396.645.35 1868

Direct-Coupled Amplifier Starvation Cir-
cuits—W. K. Volkers. (Electronics, vol. 24,
pp. 126-129; March, 1951.) Stage gains of up
to 2,500 have been obtained by uging pentodes
with very low screen-grid voltages and greatly
increased anode loads. A “starved” direct-
coupled two-gtage amplifier requires fewer
components than the normal RC-coupled
amplifier. The frequency response is geverely
limited, but can be much improved by use of
negative or regenerative feedback.

621.396.645.37:621.396.662 1869

Tuning Systems employing Feedback
Amplifiers—P. G. Sulzer. (Electronics, vol. 24,
pp. 252, 258; March, 1951) The effective
value of an inductance or capacitance can be
altered by means of a feedback amplifier of
high-input and low-output impedance. A
cathode-follower circuit can be tuned over a
wide-frequency range by potentiometer con-
trol. Wide-deviation-frequency modulation
can thus be obtained at radio frequencies;
two-stage circuits have been used for resistance-
tuned audio oscillators.
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621.396.662.22:538.533:621.398 1870

The Magnetic Variometer—A. Weis. (Funk
u. Ton, vol. 4, pp. 508-518 and 559-568;
October and November, 1950.) From a detailed
theoretical trecatment of the principle of
varying the inductance of a hf coil by magnetic
means, practical design requirements for a
magnetic variometer are derived, particularly
in respect of the magnetic characteristics of
coil and core. Ferrite cores are specially suit-
able. For remote tuning of receivers the dust
core of the hf coil may be arranged in the air
gap of an electromagnet. This application and
the use of the device for remote control of
coupling are described.

621.397.645.37 1871

Linearization of the Frequency Response
of Wide-Band Amplifiers by Negative Feed-
back—W. Dillenburger. (Frequenz, vol. S,
pp. 1-5; January, 1951.) The basic design of a
video-frequency amplifier stage, with (a) com-
pensated anode circuit, (b) selective feedback,
is considered. The latter has better response
at low frequencies and low-modulation depths
but experiment shows that serious distortion
of pulses with short rise time may occur.

GENERAL PHYSICS

534.14538.56]:621.319.55 1872

A New Method of Studying Relaxation
Processes—N. A. Tolstoi and P. P. Feofilov~
(Zh. Eksp. Teor. Fiz., vol. 19, pp. 421-430;
May, 1949. In Russian.)

534,232:538.652 1873

Magnetostrictive Vibration of Prolate
Spheroids. Preliminary Measurements—]. S.
Kouvelites and L. W. McKeehan. (Rev. Sci.
Instr., vol. 22, pp. 108-111; February, 1951.)

535.42:538.56 1874

On Bethe's Theory of Diffraction by Small
Holes—C. J. Bouwkamp. (Philips Res. Rep.,
vol. 5, pp. 321-332; October, 1950.) The prob-
lem is considered of the diffraction of a plane-
polarized-em wave incident, normally on a
small circular hole in an infinite-plane-con-
ducting screen. Bethe's theory of this problem
(706 of 1945; sce also 1378 of 1945 (Pekeris:
Bethe)] is examined and his expression for the
fictitious magnetic-current density in the aper-
ture is found to be incorrect. This results in
Bethe's formulas for the field near the hole
being seriously in error although his results
for the distant field are correct.

537.226 1875

Processes in Dielectrics containing Free
Charges—B. Breyer and F. Gutmann. (Jour.
Roy. Soc. NSW, vol. 83, Part 1, pp. 66-74;
1949.) The free electrostatic energy, capable
of doing reversible work, stored in a space-
charge filled capacitor is calculated, yielding
an expression for the effective diclectric con-
gtant of a medium containing free charges.
Analogies with thermal quantities are estab-
lished and electrical entropy is defined. It is
shown that a space-charge-filled capacitor may
be loss frec if the sum of the free charges is
constant or proportional to the potential
difference across the plates.

537.311.33 1876

The Fermi Limiting Energy of Electronic
Semiconductors—H. Muser. (Z. Naturf., vol.
5a, pp. 18-25; January, 1950.) The concepts
of the Wilson semiconductor model are cx-
amined quantitatively, and the dependence of
the Fermi-limiting energy on temperature and
on the nature and concentration of the im-
purity centers is calculated. The limiting en-
ergy is shown to be the determining factor for
the electrical behavior of the semiconductor.

537.581 1877

Convenient Methods for Thermionic Emis-
sion Calculations—H. F. Ivey and C. L.
Shackelford. (Tele-Tech, vol. 10, pp. 42-43,
68; February, 1951.) See 1902 of 1950,

1111

538.56:535.312 1878

A Note on Reflection and Transmission—
B. A. Lengyel. (Jour. Appl. Phys., vol. 22, pp.
263-264; March, 1951.) Propagation through
the interface of two media is dependent on
their reflection coefficients and transmission
coefficients. Relations between these four
quantities are applied to the calculation of
reflection from dielectric sheets and from
metal-plate structures,

538.56:535.312:621.396.677 1879
Reflection and Transmission at the Surface
of Metal-Plate Media—B. A. Lengyel. (Jour.
Appl. Phys., vol. 22, pp. 265-276; March,
1951.) The theory of Carlson and Heins
(2756 and 3504 of 1947) has been extended;
an expression is found for the reflection co-
efficient applicable in the presence of a dif-
fracted beam. Tables and graphs are included
for the coefficicnts associated with electro-
magnetic phenomena at the surface of metal-
plate media. The magnitude of the reflection
coefficient was measured at normal incidence
and the phase of the transmission coefficient
for angles of incidence from 0 to 25° A satis-
factory agreement with theory is obtained.

538.56:535.312:621.396.677 1880

Experimental Determination of the Re-
flection Coefficient of Metal-Plate Media—
J. Ruze and M. Young. (Jour. Appl. Phys.,
vol. 22, pp. 277-278; March, 1951.) A method
of measurement at 3-cm wavelength is de-
scribed. Back reflections are eliminated by
means of an absorbing wedge. The results
obtained for structures of very thin plates are
in good agreement with the theory of Carlson
and Heins (2756 and 3504 of 1947). For plates
of moderate thickness the measured reflection
near normal incidence is higher than that pre-
dicted for an infinitely thin set of plates with
identical index of refraction,

538.566 1881

Wave Packets, the Poynting Vector, and
Energy Flow: Part 1—Non-Dissipative (Aniso-
tropic) Homogeneous Media—C. O. Hines.
(Jour. Geophys. Res., vol. 56, pp. 63-72; March,
1951.) The object of the present analysis is to
correlate the results obtained from the two
commonly used methods for finding the velocity
of propagation of cnergy in em waves, the one
method involving wave packets and the other
the Poynting vector. For nondissipative media
the two methods are found to give the same
direction of propagation of energy.

538.566.2 1882

The Propagation of Electromagnetic Waves
in Slightly Heterogeneous Layers—G. Eckart.
(Compt. Rend. Acad. Sci. (Paris), vol. 232,
pp. 1294-1296; March 28, 1951.) A method
developed by Schelkunoff is used to derive
formulas representing the propagation of a
plane wave in a system consisting of a layer
whose dielectric constant varies linearly with
one co-ordinate, and which is bounded along
that co-ordinate by two layers with uniform
dielectric constant. The formulas indicate that
small departures from uniformity of the
dielectric constant cannot be determined from
the reflections and deformations of pulses,
though large departures can be so determined.

537.122/.123 1883

Negative Ions [Book Review]—H. S. W,
Massey. Publishers: Cambridge University
Press, New York, N. Y. 2nd ed., 1950, 133 pp.,
$2.50. (Jour. Frank. Inst., vol. 251, pp. 301-
302; February, 1951.) “A unique and satis-
fying combination of theory and experimental
data and description is contained in this book
on negative ions in the gas phase at pressures
lower than a few mm of Hg.”

GEOPHYSICAL AND EXTRATERRESTRIAL
PHENOMENA
523.4:621.396.11 1884
Shortwave Radio Propagation Correlation
with Planetary Positions—Nelson. (See 1997.)
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523.5:621.396.9 188S

The Interpretation of Radar Echoes from
Meteor Trails—]. Ivinstein. (Jowr. Geophys.
Res., vol. 56, pp. 37-51; Maich, 1951,) Max-
well's equations are applicd to investigate the
scattering of em waves by a column ot elec-
tions, tor various cylindrically symimetrical
distributions ot clectron dengity  within the
column, in particular for a lincar radial varja-
tion and for a uniforin density distiibution.
Results are presented graphically in terins of
the average effective dielectric constant, the
ratio of cylinder circumference to wavelength,
and the polarization of the incident wave. A
new picture of the trail-decay process is de-
veloped from a compatison of these results with
published observational data,

523.746 1886

Mean Areas and Heliographic Latitudes of
Sunspots in the Year 1945—(Afon. Not. R.
Astr. Soc., vol. 110, no. 5, pp. 501-504; 1950.)

523.746'1950.10/,12" 1887

Provisional Sunspot—Numbers for Oc-
tober to December, 1950—-M. Waldmeijer.
(Jour. Geophys. Res., vol. 50, p. 130; March
1951.)

523.75:550.385 1888

On the Expuision of Corpuscular Streams
by Solar Flares—F. D. Kahn. (Mon. Not. R.
Astr. Soc., vol. 110, no. 5, pp. 477-482; 1950.)
The corpuscular stream, which is the probable
cause of terrestrial magnetic disturbances as-
sociated with solar flares, is thought to arise
from the action of the flares themselves. The
minimum momentum density of the stream
required to produce a magnetic storm is cal-
culated. Analysis of the effects of atomic
reasonance absorption and ionization, produced
by radiation pressure, shows that this pressure
alone is insufficient to expel such a stream
from the sun,

523.75:550.385 1889
An Investigation into the Possibility of
Observing Streams of Corpuscles Emitted by
Solar Flares—F. D. Kahn. (Mon. Not. R.
Astr. Soc., vol. 110, pp. 483—490; 1950.)

523.752:537.591 1890

An Increase of the Primary Cosmic-Ray
Intensity following a Solar Flare M., A.
Pomerantz. (Phys. Rev., vol. 81, pp. 731-733;
March 1, 1951.) An increase of about 15 per
cent in the cosmic-ray intensity at altitudes of
about 100,000 feet occurred about 19 hours
after the commencement of the solar flare of
May 10, 1949,

523.8:538.12 1891
The Strength of Interstellar Magnetic
Fields—L. Davis, Jr. (Phys. Rev., vol. 81, pp.
890-891; March 1, 1951.) Discussion of the
possibility of the existence of magnctic ficlds
as strong as 10-4 gauss in interstellar space.

538.12:523.7 1892

Magneto-hydrostatic Fields—S. Lundquist.
(Ark. Fys., vol. 2, pp. 361-365; December 28,
1950.) Theoretical investigation of the proper-
ties of magnetic fields existing in electrically
conducting fluids at rest. Such fields may have
an important bearing on solar and terrestrial
magnetism and may be responsible for trapping
cosmic rays.

538.712 1893

The 1950 World Isogonic Chart-—A. M,
Weber and E. B. Roberts. (Jour. Geophys. Res.,
vol. 56, pp. 81-84; March, 1951.) An account
of the process used by The United States Coast
and Geodetic Survey for compiling the new
edition. Punched-card machines were used.
The results have been published by The United

States Navy Hydrographic Office in one
mercator and two polar charts.
550.38'1950.07/.09" 1894

International Data on Magnetic Disturb-
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ances, Third Quarter, 1950 | Bartels and
J. Veldkamp. (Jour. Geophys. Kes., vol. So,
pp. 127-129; March, 1951.)

550.38'1950.10/.12" 1895
Cheltenham  [Maryland]  Three-Hour-
Range Indices K for October to December,

1950—R. R. Bodle. (Jour. Geophys. Res.,

vol. 50, p. 130; March, 1951)

550.385''1950.07/.12" 1896
Principal Magnetic Storms [July-Dec.

1950] — (Jour. Geophys. Res., vol. 56, pp. 141

133; Muich, 1951))

551.5:621.396.11 1897
Meteorological Aspects of Very-Short-

Wave Propagation in the Atmosphere —li.aucr

(See 1998.)

551.510.535 1898

Fine Structure of the Lower lonosphere

R. A, llelliwell, A J. Muallinckrodt,  and
F. W. Kruse, Jr. (Jour. Geophys. Res., vol. 50,
pp. §3-02; Mairch, 1951.) Night-time vertical-
incidence At records taken in California, at
frequencies of 100 and 325 ke, show . seties of
reflections at heights between 90 and 130 k.
The charactenistics and  polatization of the
echoes are deseribed, and several tentative
explanations discussed. It is concluded that
the region s divided into a series of partially
reflecting strati, by a mechanism yet to b
explained.

551.510.535 1899

Characteristics of the E, Region at Bris-
bane —-R. W. E. McNicol and G. de V. Gipps.
(Jour. Geophys. Res., vol. 56, pp. 17-31;
March, 1951.) The region was studicd over
the period 1943 to 1949, and the seasonal and
diurnal changes are desaribed and discussed.
Two types of ¥, region are distinguished, the
one being formed at greater heights and de-
scending to its final position -(£,,), while the
other is formed in situ (E,.). E,, is predominant
in summer, blankets strongly, and probably
has a uniform jonization density; E,cis a winter
type, blunkets little, and probubly has lateral
irregulinitics. No cotrelation is found between
cither type amd sunspot number, ionospheric
stortus, or meteoric activity,

551.510.535 1900

An Investigation of Certain Properties of
the lonosphere by means of a Rapid-Fre-
quency-Change Experiment 13, 11, Biiggs.
(Proc. Phys. Soc. (London), vol. 64, Dph. 255
274; March 1, 1951.) Apparatus is described
in which the receiver is kept in tune with the
transmitter by afc circuits, operated by the
direct pulse from the transmitter. The tuning
is corrected by cach pulse and remains fixed
during the intervals between pulses. A fre-
quency range of 1 e, sclected anywhere in
the range 2 to 20 mec, can be covered in 1
second. Applications of the cquipment are
described and typical records are reproduced.

“The irregularitics of ionization present in
the normal regions arc investigated by ob-
serving the irregular variations of the ampli-
tude of the reflected wave, which are produced
when the frequency s altered, Irregularitics
of ionization arc sometimes found to be local-
ized in height. Obscrvations of the retlection
cocfficient of the abnormal region I3 suggest
that there are two distinet types of region, one
an irregular region consisting of scattering
clouds, the other a coherent layer with a
thickness of the order of 5 kin. The apparatus
is also used to study the behavior of the syb-
sidiary critical frcquencics, often present below
the main critical frequency of region E. It is
found that these are always decreasing when-
ever they are observed. Records of amplitude
and group path near the critical trequency of a
region can be used to determine the collision
frequencies of eclectrons. The treatment iy
mainly descriptive, and a full discussion of

Septenther

those records which require a detailed quanti-
tative analysis iy reserved for a liuter paper.”

551.510.535 1901

Vertical-Incidence lonosphere Absorption
at 150 ke —A. H. Benner, (Proc. LR, vol.
39, pp. 180-190; February, 1951.) Recordings
over a peniod of one year, using 150 us pulsey
with o tolded-dipole antenna 3,000 teet long
and 96 tect lugh, have shown that, (i) vertical-
incidence absorption at night is of the order
of 1 neper, (b)) maximum cbsorption in the
daytime vaties trom 2 nepers in midwinter to
about 7 nepers (too high to measure) in e
summer, (¢) the exponent of cos x (x=sun's
zemith angle) that selatesg it to the total abs-
sorption is about 0.7 tor the morning and 0.6
for the atternoon, (d) the exponent necessary
to explain the seasonal change is considerably
larger than that given by the diurnal curves,
and (¢) absotption lags behind the value of x.

551.510.535:534.21 1902
On the Propagation of Sound over Great
Distances —Veldkamp. (See 1542 of August.)

551.510.535:021.396.11 1903

Ionosphere Review: 1950 —T. W, Benning
ton. (Wireless World, vol. 57, pp. 109-111;
March, 1951.) The vatiations of the monthly
mean values of the Fy layer-critical frequency,
for Slough at noonand midnight, are considerdd
and related to corresponding  variations for
canlicr years. The variation in relative sunspot
number is similaily  considered. A general
indication is given of the probable trend of
ionospheric conditions during 1951. The indi-
dence during 1950 of recurrent jonospheric
storms, as observed at the BBC receiving
station at Tatsfield, is discussed with referenc
to the forecasting of ionospheric conditions

551.510.535:621.396.11 1904
The Work of the [Australian] Radio Re-
search Board—Munro. (See 1999.)

551.510.535:621.396.11 1905
The Gyro-Frequency in the Arctic E-Layer
—Scott. (See 2001.)

551.594.11 1906
The Semidiurnal Fluctuations of At-
mospheric Potential Gradient —I1I. lIst.c!

(Arch. Mel. Geophys. Bioklimatol. A, vo! 1

pp. 247-251; December 4, 1948.) The double

hump curve representing the variation ot
atmosphieric potential gradient with time of
day is interpreted as consisting of two super

posed curves, (a) a sunple fluctuation with .
minimum in the carly morning and a maximum
in the afternoon, and (b) a depression during
the daytime, caused by turbulent exchange
The second of these components depends on
the season and on the location of the obseryv.

tion station, in respect of distance from large
towns, where the content of nuclei and large
ions in the atmosphere is high.

551.594.221 1907

The Approximate Mean Height of the
Thundercloud Charges taking part in a Flash
to Ground—\V'. Barnard. (Jour. Geophys. Res.,
vol. 56, pp. 33-35; March, 1951.) Mecasure-
ments are described. The results obtained from
10 flashes give an over-all mean of 5.2 km, in
agreement with those obtained previously by
another method.

551.594.5 1908

Southern Extent of Aurora Borealis in
North America—C. W. Gartlein and R. K.
Moore. (Jour. Geophys. Res., vol. 56, pp. 85-9¢6;
March, 1951.) “Results are presented for the
first 11 years of a study of the frequency of
overhead auroras in North America, as a
function of latitude in a region south of the
auroral zone. The data have been averaged in
various ways so that monthly and annual
variations are demonstrated. It appears that
there is a relatively constant level of auroral
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activity throughout the year in the region
58° to 60° geomagnetic latitude, while auroras
appearing overhead south of these latitudes
are more frequent during equinoctial periods.
Auroras have been seen as far south as 52°,
during this period every month of the year.
Correlation of auroral frequency with sunspot
number is not high on a month-by-month or
three-month running-mean basis.”

551.594.5:621.396.11 1909
A V.H.F. Propagation Phenomenon Associ-
ated with Aurora—XM\loore. (See 2002.)

551.594.6 1910
On the Measurement and Nature of At-
mospherics Produced by Electric Discharges
in Snow Squalls and from Other Sources—
t1. Norinder. (Tellus, vol. 1, pp. 1-13; May,
1949.) The differences between atmospherics
originating within snow squalls and those
produced by lightning discharges are pointed
out, Methods of measuring atmospherics using
an open-wire antenna and cro indicator are
described, Examples are given of typical
meteorological situations associated with the
occurrence of these atmospherics, and of
tvpical discharge waveforms observed.

LOCATION AND AIDS TO
NAVIGATION

621.396.9 1911

The Design and Application of a Marine
Radar System —F. W. Garrett. (Marconi Rev.,
vol. 14, pp. 23-38; 1st Quarter, 1951.) The
trend of present practice as applicable to mer-
chant-shipping requirements is reviewed and
a detailed description is given of prototype
“Radiolocator” equipment, including par-
ticulars of the transmitter, the display console,
the antenna scanning unit, motor generator,
and control apparatus. Typical installations
in ships are illustrated; performance is well
within the Ministry of Transport specification.

621.396.9 1912

Harbour-Control Radar—(Hireless orld,
vol. §7, pp. 105-107; March, 1951.) A brief
description of Decca radar, type I. A simple
corner-fed “half-cheese” antenna is used, hav-
ing an aperture of 9 feet; this type of antenna
shows lower side-lobe amplitudes than the
conventional cheese antenna. The pulse dura-
tion used in the equipment is 0.06 us. Examples
of the high-range discrimination of the system
are quoted. Arrangements are incorporated for
using three display consoles up to 1,000 yards
from the scanner. The possibility is men-
tioned of using centimeter-wave links to relay
information to a central office, in circumstances
where it is necessary to use a number of scan-
ners to cover a harbor adequately.

621.396.9:523.5 1913
The Interpretation of Radar Echoes from
Meteor Trails—Feinstein. (See 1885.)

621.396.9:621.396.677 1914
Microwave Radar Antenna—Chait. (See

1850.)

621.396.9.082:523.5 1915

A Circuit for Simultaneously Recording the
Range, Amplitude, and Duration of Radar-
Type Reflections—V. C. Pinco and R. C. Peck.
(Rev. Sci. Instr., vol. 22, pp. 112; February,
1951.) The circuit briefly described was de-
veloped at the National Bureau of Standards
for observing meteor-trail reflections of dura-
tions ranging from less than one up to several
bundred seconds. A specially adapted cro
display was uscd in conjunction with an auto-
matic camera recorder.

621.396.932 1916

New Crystal-Controlled Radar Beacon—
J. W. Busby. (Tele-Tech, vol. 10, pp. 24-26, 70;
January, 1951.) The model TB-140 “ramark”
beacon, used in conjunction with marine radar
receivers having a bandwidth of about 6 mc,
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radiates on a frequency of 9.31 kmc, with
square-wave modulation at 100, 200, or 300 kc.
The radio frequency is derived by multiplica-
tion from a crystal-controlle«d master oscillator.
Final multiplication is performed by a newly
developed klystron tube, the SMX 32, which
acts as a frequency doubler and power ampli-
fier with an output of 2.5 w. The modulator is
crystal controlled and is applied to one of the
intermediate multiplying stages. Three of these
units have been installed on the Ambrose
Lightship outside New York harbor, the
Detour Reef Lighthouse on Lake Huron, and
Lightship 116 in Chesapeake Bay.

621.396.933:621.396.11.029.51 1917
Low-Frequency Radio-Wave Propagation
by the Ionosphere, with particular reference to

Long-Distance Navigation—Williams. (See
1761 of August.)
621.396.933.2 1918

Distance-Measuring Equipment for Civil
Aircraft: Part 2—D.M.E. Responder Beacons
—]J. P. Blom and J. D. Gilchrist. (Proc. IRE
(Australia), vol. 12, pp. 9-20; January, 1951.)
Part 1: 1392 of July (Lindsay, Blom, and
Gilchrist). See also 1659 of August.

621.396.933.4:621.396.5
Multi-Carrier Air
2016.)

1919
Communications—(See

MATERIALS AND SUBSIDIARY
TECHNIQUES

531.788.7 1920

The Measurement of High Vacuum by
Electrical Methods—F. Wade. (Electronic
Eng. (I.ondon), vol. 23, pp. 30-34 and 44-48:
January and February, 1951.) A review of
methods depending on (a) the thermal con-
ductivity of gasee, (b) ionization phenomena,
and comparison of various types of gauge, with
a table showing their optimum pressure ranges.

535.376:549.621.22 1921

Cathodoluminescence of Zinc Orthosilicate
with Manganese Activator —-S. Larach and
R. E. Shrader. (Jour. Appl. Phys., vol. 22,
p. 362; March, 1951.) The results of mecasure-
ments of the light output, at constant current,
as a function of accelerating voltage are shown
for three different thicknesses of screen ma-
terial. In the range investigated, 10 to 50 kv,
equations of the form L= K V" do not fit the
results, except possibly for the thickest screen
(9 mg/cm?), where n is approximately 0.8.

535.376:621.385.832 1922

The Luminescence of Cathode-Ray-Tube
Screens—R. Roulaud. (Rev. gén. élect., vol, 60,
pp. 61-70; February, 1951.) The theoretical
bases of luminescence in gases, liquids, and
solids are discussed. The luminous intensity
of cathode-ray-tube screens is calculated.
Factors influencing the luminous efficiency are
considered, and methods of improving effi-
ciency and life are indicated.

535.376:621.397.621.2 1923

Saturation of Fluorescence in Television
Tubes—A. Bril and F. A. Kroger. (Philips
Tech. Rev.,vol. 12, pp. 120--128; October, 1950.)
Fluorescence efficiency decreases with high
beam density, due to the limited number of
activator centers. For continuous bombard-
ment, saturation depends on the activator
concentration and average life-time. For dis-
continuous irradiation, as in television, there
is no dependence on the life time if this lies
between the time for two successive passages
and the time required to scan a certain spot.
Sulphide phosphors are preferable for the
smaller current densities, while silicates are
better for conditiong of heavy loading. The
matching of screen-material components, to
avoid color change in white-fluorescing mix-
tures at high current densitics, is discussed.
Color change may still occur with defocused
beamas, even for mixtures with uniform charac-
teristics.
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537.228.1:546.472.21 1924
The Piezoelectric Constant of Zinc-

Sulphide—B. D. Saksena. (Phys. Rev., vol. 81,
pp. 1012-1015; March 15, 1951,) The piezo-
electric constant is calculated by a method
previously used for a quartz (2538 of 1948),
for which good agreement was obtained with
measurements.

537.311.32:539.234:546.23 1925

The Electrical Properties of Selenium
Coatings—P. H. Keck. (Jour. Opt. Soc. Amer.,
vol. 41, pp. 53-55; January, 1951.) Conduc-
tivity measurements were made on thin
evaporated Se layers, unilluminated and il-
luminated. The results indicate that for coat-
ing temperatures below 50°C only vitreous Se
is formed, whereas, for higher coating, tempera-
tures crystalline Se is formed. From the rectifier
properties of the layers, it is deduced that p-
type conduction occurs in vitreous Se and
n-type in the crystalline material.

537.311.33 1926

On the Aggregation of Trapping Centers in
Semiconductors or Insulaters—T. Hibi and
T. Matsumura, (Phys. Rev., vol. 81, pp. 884~
885; March 1, 1951.)

537.311.33 1927
Measurement of Semiconductor Impurity
Content—C. N. Klahr and L. P. Hunter,
(Phys. Rev., vol. 81, pp. 105§9-1060; March 15,
1951.) Formulas and curves are given for
calculating impurity concentration from meas-
urements of conductivity o and Hall constant
R at a low temperature (e.g. 10° to 20°K for
Ge) and of R at atemperature in the exhaustion
range. The analysis is based on the assumption
of scattering by lattice defects, by ionized
impurities, and by nonionized impurities.

537.311.33:546.289 1928

The Mobility and Life of Injected Holes
and Electrons in Germanium—]J. R, Haynes
and W. Shockley. (Phys. Rev., vol. 81, pp.
835-813; March 1, 1951.) “The mobilities of
holes injected into n-type germanium and of
electrons injected into p-type germanium have
been deterinined by measuring transit times
between emitter and collector in single-crystal
rods. Strong electric fields, in addition to those
due to injected current, were employed so that
spreading effects due to diffusion were reduced.
The mobilities at 300°K are 1,700 cm per vcm
for holes and 3,600 cm per vcm for electrons,
with an error of probably less than 5 per cent.
The value for electrons is about 20 per cent
higher than the best estimates obtained from
the conventional interpretation of the Hall
effect, and the difference may be dueto curved
energy-band surfaces in the Brillouin zone.
Studies of rates of decay indicate that re-
combination of holes and electrons takes place
largely on the surface of small samples with
constants varying from 102 to >10¢ cm for
special treatments.

537.311.33:546.482.21 1929
Dependence of Electrical Properties of
Cadmium Sulphide Crystals on Electrode Ar-
rangement—I. Broser and R, Warminsky. (Z.
Naturf., vol. 5a, pp. 62-63; January, 1950.)
Experiments are reported which indicate the
practicability of using CdS crystals for recti-
fiers or triodes or as photosensitive elements.

537.311.33:549.351.11 1930

On the Semiconductor Bornite—C. W.
Horton. (Jour. Appl. Phys., vol. 22, pp. 364;
March, 1951.) The dc voltage characterigtics
published by El Sherbini and Yousef (2959 of
1939 and 1647 of 1941) are used to derive the
energy levels for bornite between 120° and
170°C.

537.533:546.883 1931

Periodic Deviations in the Schottky Effect
for Polished Tantalum—G. B. Finn, W. B.
E. A. Coomes. (Phys.

J.aBerge, and Rev.,
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vol, 81, p. 889; March 1, 1951.) Schottky data
for polished Ta wire show no significant differ-
ence from dnta for unpolished wire, for ficlds
below 5X10¢ per cm.

$38.221 1932
Measurement of the Gyromagnetic Con-
stant of the Ferromagnetic Elements and of
some Isoelectronlc Atloys of the lron Group —
A. J. I’ Meyer, (Ann, Phys. (Paris), vol. 6, pp.
171-210; January and lebruary, 1951.)

538.221 . 1933
The Use of Eddy Currentp for Investigating
Ferromagnetic Substances—I. Epeclboin. (Rev.
gén, Elect., vol. 60, pp. 74-84; February, 1951.)
The technique of electrolytic polishing, coupled
with the study of eddy currents, has inaterially
assisted investigations into the behavior of
inhomogeneous-ferromagnetic substances, sub-
jected to weak alternating magnetic fields. The
anomalous behavior of Ingh-permeability speci-
mens in these fields is due partly to a non-
uniforin  distribution of permeability  with
depth,—the macroscopic magnetic structure
of the material,—and partly to a tagnetic-
viscosity effect, associated with the diffusion
of impuritics. The application of successive
electrolytic polishings perniits the separation of
these effects, but involves the destruction of
the specimen. The comparative study of eddy
currents provides, in a limited range of cases,
a nondestructive technique for determining the
structure. Technical applications are indicated
and figures are quoted showing that electrolytic
polishing produces a marked increase of pei-
meability and a diminution of eddy-current
losses in various standard ferromagnetic alloys.
A bibliography of 41 references is appended.

538.221 1934

A Survey of the Possible Applications of
Ferrites— K. E. Latimerand 1. B. MacDonald.
(Commun. News, vol. 11, pp. 76-90; Scp-
tember, 1950.) The general mechanical and
magnetic properties of ferrites, particularly
those of the Mn-Zn ferrite now produced com-
mercially as “ferroxcube 111," are described.
Ferrites are homogencous ceramics and may be
molded to shape and conveniently machined by
grinding. The initial permeability of ferroxcube
111 is 700 to 1,500 and its resistivity 20 to 100
2./cn.? Engineering applications for which
ferrites have been tried, and others for which
it is suggested they may be suitable, are dis-
cussed. Graphs, reterences, and dimensioned
sketches are given in jllustration of the ex-
amples. The applications include filter coils of
small size and high Q tactor, hf transformers for
frequencics from 10 ke to S0 mc, power trans-

formers for carrier frequencics, harmonic
generators, and delay hnes.
538.652 1935

Magnetostriction of Fe/Pd and Ni/Pd
Alloys—Z. 1. Alizade. (Compt. Rend. Acad.
Sci. (URSS), vol. 73, pp. 79-81; July 1, 1950,
In Russian.)

538.652 1936

The Magnetostriction Hysteresis of High-
Coercivity Alloys—D. 1. Volkov. (Compt. Rend.
Acad. Sci. (URSS), vol. 73, pp. 87-89; July 1,
1950. In Russian.)

541.183.26:546.78 1937
The Formation of Mobile and Immobile
Films of Oxygen on Tungsten—R. C. L.
Bosworth. (Jour. Roy. Soc. NSW, vol. 83, part
1, pp. 31-38; 1949.) At low temperatures, the
condensation of Oz on W follows Roberts’
theory. At higher temperatures, the process
proceeds the more slowly, the higher the
temperature or the lower the pressure,

549.514.51 1938

The Use of Quartz in Radio Equipment—
C. Warenghem. (Rev. gén. &ect., vol. 60, pp.
49-56; February, 1951.) An account of the
properties of natural quartz and of current

PROCEEDINGS OF THI LRI

practice in cutting, calibrating, and mounting
the finished crystals. Large scale production
methods ate deseribed, and the precautions
necessaty to secure a high quahty product are
indicated.

5$49.514.51:0621.396.611.21 1939

Interferometric Studies on the Vibration of
Piezoelectric Plates —S. lolunsky and W,
Bardsley. (Proc. Phys. Soc. (London), vol. 04,
pp. 224-230; March 1, 1951) Description of
wmultiple beamn interference anvestigations A
stroboscopic method, in which the intensity of
the light source is modulated at the crystal tre
quency, reveals the phase relations between the
vibrations of diffcrent parts of the crystal
surface. Typical interference patterns are 1l
lustrated.

549.514.51:621.396.611.21.002.2 1940

The Manufacture of Quartz Oscillator-
Plates: Part 3—Lapping and Final Frequency
Adjustment of the Blanks \W. DPu.rrish
(Philips Tech. Rev., vol. 12, pp. 166-177;
December, 1950.) Description of the principles
and operation of the planctary lap madchine,
which can deal with 30 to 55 plates sumul-
taneously. The resonance frequency of the
crystals can be measured during lapping by
using the piczoclectric emf set up by mechani
cal vibration. Final frequency adjustment s
made by etching in ammoniuin bittuoride. Part
2: 601 of April.

621.3.011.5:547.38 1941

Dielectric Properties of Ketones —V. D.anicl
and K. 11, Stark. (Trans. Faraday Soc., vol. 47,
pp. 149-155; February, 1951.) Experiments arc
described which prove that Muller's results
published in 1937 and 1938 do not support
IFréhlich’s theory (3304 of 1946).

621.314.632:546.289 1942
Significance of Composition of Contact
Point in Rectifying Junctions on Germanium
W. G. Pfann. (Phys. Rev., vol. 81, p. 882,
March 1, 1951.) During forming, certain metal
clectrodes pass donors or acceptors to the senu-
conductor, modifying the properties ot the
junction. Donors can pass from phosphor-

bronze to p-type Ge, thereby lowering the.

effective work function for clectrons leaving the
metal, and thercfore, improving the rectifica-
tion ratio. Furthermore, the current multiply-
ing factor of an #-type Ge transistor increascs
with increasing donor (Sh) concentration in the
collector clectrode.

621.314.634 1943

A Study of Electrical Forming Phenomena
at Selenium Contacts—-11. K. llcnisch and
J. Ewels. (Proc. Phys. Soc. (l.ondon), vol. 04,
pp. 277-278; March 1, 1951.) Discussion on 920
of May.

621.315.33:679.57 1944
Wire and Cable Insulating Materials with
Polyvinyl Chloride as Base-—I:. A. J. Mol
(Phillips  Tech. Rev., vol. 12, pp. 97-110;
October, 1950.) A comprehensive review of the
mechanical, electrical, and chemical properties
of polyvinyl chloride insulation, with descrip-
tions of the extiusion method of coating wire
and of the principal types of “Podur” wire.

621.315.612.4:546.431.82 1945

The Dielectric Properties of BaTiO; at Low
Temperatures—W., J. Merz. (Phys. Rev., vol.
81, pp. 1064-1005; Mareh 15, 1951.) Measure-
ments on single-domain crystals from room
temperature to 4.2°K are described. Diclectric
loss and spontaneous polarization remain con-
stant, while permittivity decreases and the
cocrcive field strength increases with decreasing
temperature,

621.315.613.1 1946

Progress in Synthetic Mica - R. |). Jackel,
(Elec. MJfg., vol. 45, pp. 99--103, 192; March,
1950.) A report on investigations being made

September

by several USA government agencies into the
problem of growing, on a commercial scale,
farge aystals having propetties compdarable
with those ol natural mica.

021.318.3/.4.013.5 1947

Magnetic Field Leakage at the Edges of
Airgaps 1. Beigtold. (Llektrotech Z., vol. 72,
pp 111 113 February 15, 1951.) I he leakage
feld 1s investigated and shown graphically for
A omnber of comimon cases, and an empirical
tormula s given tor determming the extent of

the  assoctated inccase ot effective cross
section of the held.
621.318.323.2.042.15 1948

Some Properties and Tests of Magnetic
Powders and Powder Cores—-C. I.. Richards,
I R Bardell, S0 Buekley, and A C. Lynch
(I’roc. 111 (London), Part 11, vol. 97, pp. 236
215; Apul, 1950. Idec. Commun. (London), vol.
2%, pp. 55 69; March, 1951.) Conversion tac-
tors are given rolating vatious recogniczed sys
tems of expressing the celectrical losscs an
powder cores, Test apparatus and methods
used an the ibotatory and in production con
trol are described. Relevant properties of many
matetials are tabuolated,

669.198.865°621.385.032.2 1949

Aluminum-Clad Iron for Electron Tubes
AW, Lspe and 120 B Steinberg. (Tele-Tech, vol
10, pp. 28-30, 72; February, 1951.) Materialy
developed in Germany and in The United
States as substitutes for nickel are descnibed;
propcrties and manufacturing procedures are
tabulated,

069.75:621:357.7 1950

Antimony Plate —A. Bregman. (Meclal
Progress, vol. 59 pp. 245 247; February, 1951))
Plating techniques are described which render
Sh suitable as a substitute for Ni and Crin o
variety of applications, including radio and
radar cquipment requiring protection ag.inst
cotrosion,

MATHEMATICS

517.54 1951
An Epitomization of the Basic Theory of the
Generalized Schwarz-Christoffel Transforma-
tions as used in Applied Physics—T. J.
Higgins. (Jour. Appl. Phys., vol. 22, pp. 365
360; March, 1951,) Basic theory is outlined and
206 references are given to books and papers on

these transformations, which are being in
creasingly used in hf circuit theory.
681.142 1952

Universal High-Speed Digital Computers:
Small-Scale Experimental Machine I, C.
Williams, T, Kilburn,and G. C. Tootill. (I’roc.
1I2I: (London), Part I, vol. 98, pp. 13-28;
February, 1951.) The electronic machine de
scribed uses the serial binary-digital system of
numbar representation. Its principle of opera-
tion is explained in detail, The storage is by
cathode-ray tube. When extended, as allowed
for in the design, the machine will be in-
trinsically capable of performing any computa-
tion automatically,

681.142 1953

The General Purpose Analog Computer -
A. A, Currie. (B8l Lab. Rec., vol. 29, pp. 101-
109; Murch, 1951.) Description of computer
based on & threesstage negative-feedback
amplificr, for performing addition, subtraction,
mu!li].llic.llinn. division, integration, and daffer-
entiation,

681.142 1954

Problem Solving with the Analog Computer
—E. Lakatos. (Bell Lab. Rec.,vol. 29, pp. 109
114; March, 1951.)

512,831 1955

Matrizen [Book Review] -R. Zuimuhl.
Publishers: Springer-Verlag, Berlin, Germany,
1950, 427 pp., DM25.20. (Frequenz, vol. 4, pp.
301-302; November, 1950.) An introduction

1




1951

to matrix methods in analysis, starting from
fundamental principles and including many ex-
amples of their application. “ . . . can be recom-
mended to anyone concerned with matrix
calculus.”

517.93 1956

Ordinary Nonlinear Differential Equations
in Engineering and Physical Sciences [Book
Review]—N. . McLachlan. Publishers:
Clarendon Press, Oxford, 1950, 201 pp., $4.25.
(Jour. Frank. Inst., vol. 251, p. 303; February,
1951.) “The book is #ot an analytical treatise
with technical applications. It aims to show
how certain t ypes of nonlinear problems may be
solved, and how experimental results may be
interpreted by aid of nonlinear analysis. The
contents of the book include: General Introduc-
tion, Equations Readily Integrable, Equations
Integrable by Elliptic Integrals and Functions,
Equations Having Periodic Solutions, Method
of Slowly Varying Amplitude and Phase, The
Equivalent Linear Equation, Equations having
Periodic Coefficients, and Graphical and Nu-
merical Solutions.”

518.12+517.392 1957

Numerical Mathematical Analysis [Book
Review}—J. B, Scarborough. Publishers: Johns
Hopkins Press, Baltimore, Md., 2nd edn., 1950,
511 pp., $6.00 (Jour. Frank. Inst., vol. 251,
pp. 303-304; February, 1951.) “Chapters have
been included on the numerical solution of
partial differential equations and on integral
cquations. The chapters on the numerical solu-
tion of ordinary differential equations and on
numerical integration have been thoroughly
revised and enlarged.”

MEASUREMENTS AND TEST GEAR

621.317.029.6:061.3 1958
Conference on High-Frequency Measure-
ments, Washington, D. C., 10th-12th January
1951 —(Proc. 1.R.E., vol. 39, pp. 208-211;
February, 1951.) Sumimnaries are given of the
following technical papers presented:

1 —Program for Atomic Frequency and Time
Standards—A Survey—H. Lyons.

2—Improved NBS Ammonia Clock—B. F.
Husten.

3—The Stabilization of a Microwave Oscilla-
tor with an Ammonia Absorption Line
Reference—E. W. Fletcher and S. P.
Cooke.

4—Performance of Oscillators Frequency-
Controlled by Gas Absorption Lines—
L. E. Norton.

5—Millimeter-Wave
Gordy.

6—Quartz-Crystal
W. D. George.

7—High-Frequency Crystal Units for Primary
Frequency Standards—A. W. Warner.

8—Inflection- Point Method of Measuring Q
at Very-High Frequencies—N. E. Beverly.

9—A Precise Sweep-Frequency Method of
Vector Impedance Measurcment—D., A,
Alsbherg.

10—Precision Coaxial Resonance Line for Im-
pedance Measurcments—II. k. Sorrows,
R. I£. Hamilton, W. E, Ryan, and Ming S.
Wong.

11—A 2,600- to 4,000-MC VSWR-Mecasuring
Set—S. F. Kaigel and J. W. Kearney.

12 —Mecasurement of Waveguide and Coaxial-
Line Impedances with a Circular Wave-
guide—A. E. Lacmmel,

13—Survey of Microwave Diclectric Tech-
niques for Small Liquid and Solid Samples

G. Birnbaum.

14—Microwave Spectroscopy with Application
to Chemistry, Nuclear I’hysics, and Fre-
quency Standards—IL.. J. Rueger, R. G,
Nuckolls, and H. Lyons.

15—Recording Atmospheric Index of Refrac-
tion at Microwaves—G. Birnbaum, S. J.
Kryder, and R, K. Larson.

16—~Mecasurement of Microwave Field Pat-

Measurements—W.

Frequency Standards—

Abstracts and References

terns using Photographic Techniques—
W. E. Kock.

17—Absolute Microwave Power Measurements
—A. C. Macpherson and D. M. Kerns.

18—Broad-Band Bolometer Development—
W. E. Waller.

19—Calibrating Ammeters above 100 MC—
H. R. Meah! and C. C. Allen.

20—A Microwave Oscillograph—W. B. Sell
and J. V. Lebacqz.

21—Precision Millidecibel Waveguide-Attenu-
ation Measurements—J. H. Vogelman.

22—Dissipative and Piston Attenuator Correc-
tions—C. M. Allred.

23—A Field-Strength Meter for 600 MC—
J. A, Saxton.

24—Measuring Techniques for Broad-Band
Long-Distance Radio Relays—W. 15
Albersheim.

25—Wide-Band Swept-Frequency Measure-
ments Applicable to Traveling-Wave
Tubes—F. E. Radcliffe.

26—Microwave Techniques in the 28,000- to
300,000-MC Region—L. Swern.

27—Measurement of Characteristics of Crystal
Units—L. F. Koerner.

28—Reflecting Surface to Simulate an Infinite
Conducting Plane at Microwave Fre-
quencies—S. J. Raff.

621.317.3.001.4.621.396.615.142.2 1959

3-cm Low-Voltage Reflex Klystron, Type
RHK 6332—Chantereau, Musson-Genon, and™
Metivier. (See 2069.)

621.317.335 1960

The Double-Superheterodyne Principle
applied to Dielectric Measurements—E. B.
Baker. (Rev. Sci. Instr., vol. 22, pp. 34-36;
January, 1951.) Description, with circuit
diagrams, of generator-detector equipment for
the range 0 to 16 kc, which includes two mixers
and a common variable-frequency local oscilla-
tor. Advantages are (a) single-dial tuning, (b)
freedom from relative frequency drift and (c)
improved signal-noise ratio. The equipment is
particularly suitable for use with automatic-
balancing bridges. Extension of the range to
600 kc is practicable,

621.317.335.2.088 1961

The Influence of Mutual and Self In-
ductances on the Accurate Determination of
Capacities—A. Michels and C. A, ten Seldam.
(Appl. Sci. Res., vol. B2, pp. 73-76; 1951.)
Formulas indicating the effect of lead in-
ductances are presented. To avoid measure-
ment errors, common leads should be avoided.

621.317.336/.34.029.6 1962

Applications of Directional Couplers to
Amplitude-Ratio and Phase Measurement at
Very High Frequencies—B. M. Sosin. (Mar-
coni Rev.,vol. 14, pp. 39-57; 1st Quarter, 1951.)
A critical survey is made of methods of ac-
curate measurement of impedance or admit-
tance at vhi, and a new technique is described
in which two waves are sampled independently
by directional couplers and compared in
amplitude and phase. Essential parts of the
apparatus are discussed and procedures are
outlined for input impedance measurement,
matching of input impedance, matching of
discontinuities, and for measurements of in-
gertion-logs, crosstalk, power division at a
junction, and attenuation constant of a trans-
mission line. The method of setting up the
equipment is described and an estimate made
of the probable errors.

621.317.336.088 1963

Evaluation of Coaxial-Slotted-Line Im-
pedance Measurements—II. K. Sorrows, W.
E. Ryan, and R. C. Ellenwood. (Proc. I.R.E.,
vol. 39, pp. 162-168; February, 1951,) The
errors introduced by probe coupling, attenua-
tion,and by the glot can be estimated and those
due to structural defects can be measured. The
errors in measuring the voltage SWR and the
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position of the nodes are analyzed, and the ac-
curacy of the resultant impedance calculation
is determined.

621.317.351 1964

The Radiospectroscope SFM 101—W. C.
van B. Jutting. (Commun. News, vol. 11, pp.
120-125; December, 1950.) The apparatus
comprises fm oscillator, sawtooth oscillator,
mixer, amplifiers, detector, and cro, and is
adapted to work in conjunction with any re-
ceiver having an IF between 400 and 500 kc.
The obsgervation frequency band is 150 kc
with respect to a center frequency of 140 kc
+receiver IF. Application is particularly for
measurement of frequency deviation, carrier
shift and modulation distortion in fm trans-
mitters, and of modulation depth and parasitic
fm and asymmetrical modulation in AM trans-
mitters.

621.317.361 1965

A Modern Frequency Measuring Installa-
tion—H. A. Taylor and E. C. Rundquist.
(Electronics, vol. 24, pp. 98-102; March, 1951.)
An account of RCA equipment and methods
providing, through receiving stations at River-
head, Long Island, Point Reyes, California,
and Manila, a commercial service with world-
wide coverage except at vhf and uhf, where the
effective range is limited to 200 to 500 miles,
depending on propagation conditions. The
primary frequency standards are 100-kc quartz
crystal oscillators, which are frequently com-
pared with observatory time signals and with
standard-frequency radio transmissions. The
main equipment mecasures frequencies over the
range from 100 kc to 26 mc, with extensions to
provide measurements from 15 kc to 100 kc
and from 26 mc to 500 mc. The average devia-
tion of the primary standard-frequency source
is approximately 1 cycle in 5X10¢, while the
possible error in the interpolation system is less
than 2 cps at any frequency from 15 kc to 26
mec. The antenna arrays permit a wide choice
of directive pattern, so that interference can
be largely climinated.

621.317.7:621.392.261 1966

Some Aspects of Waveguide Technique—
A. E. Pannenborg. (Commun. News, vol. 11,
pp. 65-75; September, 1950.) See 946 of May.

621.317.723 1967

Circuits and Tubes for TUltra-Sensitive
Electrometers—F. E. O'Meara. (Rev. Sci.
Instr., vol. 22, pp. 106-108; February, 1951.)

621.317.725:621.396.622.7 1968

The Audion Valve Volitmeter—H. Boucke.
(Frequenz, vol. 4, pp. 281-289; November,
1950.) Discussion of the design details of the
instrument, particularly component values in
the detector circuit, methods of calibration and
adjustment, and stabilization. The circuit com-
prises basically a grid-leak detector and a
compensating tube in two arms of a bridge
circuit. Methods are described for extending
the range.

621.317.727.027.213 1969

High-Sensitivity Automatic Recording Po-
tentiometer—S. Ekeldf and B. Nilsson. (I1V A4,
Stockholm, vol. 21, no. 4, pp. 153-162; 1950.)
The arrangement includes a standard po-
tentiometer circuit and an automatically
balancing feedback circuit consisting of null
galvanometer, photocell, and two-stage dc
amplifier. Voltage variations <0.001 per cent
can easily be recorded. Accuracy is to within
5 to 10 per cent of full-scale deflection. 1?0ss8ible
applications include investigation of the
stability of dc voltage sources such as primary
batteries.

621.317.791621.3.018.781’:621.395.623.7 1970

An Automatic Nonlinear Distortion Analyzer
[for loudspeakers]—Olson and Pennic. (See
1836.)
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621.317.79:621.396.619 1971
The N.R.U. [Nederlandse Radio Unie]
Modulation Monitor Type ON301—R. V.
Drost. (Tijdschr. ned. Radiogenoot., vol. 16,
pp. I-11. Discussion p. 12; January, 1951.) The
unit described foring part of the equipment
standardized for use in stations of the Nether-
lands Union of Broadcasting Corporations. The
scale of the instrument is logarithmic for modu-
lation depths up to S0 per cent and linear above
that value. Pulses of amplitude within the
linear scale range and of duration below a given
time interval (e.g. S00 ms) are automatically
lengthened to enable their value to be correctly
indicated. Light-spot indicators are used.

621.396.619.13:[621.317.761+621.317.7:621.
396.619 1972

Communication-System Monitor—J. k.
Stiles. (FM-TV, vol. 11, pp. 16-18; February,
1951.) General description, with block diagram
and simplified circuit diagrams of the dis-
crimninator and reference oscillator, of the
lewlett-I’ackard fin monitor, Model 337,
which enables measurements to be made of
both carrier frequency and peak modulation
swing of transmissions in the range 30 to 175
mec.

621.317 1973

Basic Electrical Measurements [Book Re-
view]—NM. B. Stout. Publishers: Prentice-11all,
New York, N. Y., 1950, 504 pp., $5.75. (Jour.
Frank. Inst., vol. 251, p. 304; February, 1951.)
“The book would make a fine text for an elec-
trical engineering course.”

621.317.323 1974

High-Frequency Voltage Measurements.
National Bureau of Standards Circular 481
[Book Review]—\I. C. Sc¢lby. Publishers: U. S.
Department of Commerce, 14 pp., $0.20.
(Tijdschr. ned. Radiogenoot., vol. 16, p. 54;
January, 1951.) Principles and methods are
given tor both high-accuracy (to within 1 per
cent and medium-accuracy (to within 5§ per
cent) measurements. The  frequency range
covered is from about 10 k¢ to about 100 me.
A useful list of references is included.

OTHER APPLICATIONS OF RADIO
AND ELECTRONICS

534:577 1975

A Bibliography on Sonic and Ultrasonic
Vibration: Biological, Biochemical and Bio-
physical Applications—Naimark, Klair, and
Mosher. (Sec 1813.)

534.321.9.001.8 1976

Latest Developments in Ultrasonics —A. R.
Laufer. (Electronics, vol. 24, pp. 82-86; March,
1951.) Discussion of the generation and use of
ultrasonic energy, with particular reference to
the high-power generator in use at thce Uni-
versity of Missouri. Some methods of mounting
quartz crystals in ultrasonic oscillators are il-
lustrated. A short-range optical communica-
tion system, in which the modulator is a xylene-
filled ultrasonic-diffraction cell, can be used for
distances up to 5,000 yards at night with an
infrared filter.

537.533 1977

On the Spherical Aberration of Electron
Emission Systems -O. Klemperer and Y.
Klinger. (Proc. Phys. Soc. (London), vol. 64,
pp. 231-233; March 1, 1951.) Both the spheri-
cal aberration and the apparent source diam-
eter for a “hairpin” emission system are found
to be less than the corresponding values for
various other emission systems.

621.317.083.4 1978

Radio Telemetry—M. 11. Nicholsand L. L.
Rauch. (Rev. Sci. Instr., vol. 22, pp. 1-29;
January, 1951.) An extensive theoretical sur-
vey of possible methods and discussions of
characteristics. Frequency and time-division

PROCEEDINGS OF THE I.R.E.

types are considered indctail, and comparisons
of crosstalk and fluctuation noise, complexity,
and reliability are made. Recording and in-
strumentation are considercd, and crosstalk
due to overload and restricted bhandwidth are
calculated. Information theory is applicd and
the efficiency of various systems estimated.

621.38.001.8 1979

Detecting Tramp Metal in Logs and Iron
Ore—C. W. Clapp. (Iilectronics, vol. 24, pp.
88~93; March, 1951.) Based on a 1950 National
Electronics Conference paper. Analysis of the
problem of detecting a small metal sphere in an
ac field, and a description of practicat applica-
tion to the dctection of (a) bullets and shell
fragments in logs floating down a flume, (b)
broken drills in highly magnetic taconite iron
ore carried on a conveyor belt.

621.38.001.8 1980
Microwaves offer New Control Functions -
W. C. White, (Filec. Mfg., vol. 45, pp. 80--89,
170; March, 1950.) A general account is given
of methods sititable for radiating and detecting
microwaves, and the particular conditions
under which microwave relays can usctully
supplant photocell relays are discussed

621.384.612.11:621.396.615 1981

The Design of Cyclotron Oscillators—
J. Backus. (Rev. Sci. Instr., vol. 22, pp. 84-92;
February, 1951.) The procedure used to design
the oscillator for the 60-inch cyclotron at
Berkeley is described.

621.384.612.271 1982

An Air-Cored Synchro-Cyclotron for 400-
MeV Protons - L. Riddiford. (FProc. Phys.
Soc. (I.ondon), vol. 04, pp. 218 224; March 1,
1951.

621.385.38:621.316.7.076.7 1983
Thyratron Grid-Circuit Design —J. 11.
Burnett, (Electronics, vol. 24, pp. 100-111;

March, 1951.) Seven basic mahods for phase
control of firing in thyratrons, and four pri-
mary sources of noise voltages in thyratron
circuits are analyzed, with circuit diagrams and
wavetorms. Criteria for reliable operation are

based on consideration of maximum critical

grid current, transients, and frequency.

621.385.833 1984

Investigation of Electron Optical Properties
of an Electrostatic Focusing System —\\. |-,
Spear. (Proc. ’hys. Soc. (Iondon), vol. 64, pp.
233-243; March 1, 1951,) Paraxial ray tracing,
together with a dynamical dctermination of
electron trajectoricsin the cathode region, leads
to a complete analysis of electron-optical im-
mersion systems. The method is applied to an
clectrode arrangement for use in a fine-focus
X-ray tube [1450 of July (Ehrenberg and
Spear)].

621.385.833 1985

Electron-Optical Systems with Helical
Axis—D. Gabor. (P’roc. PPhys. Soc. (L.ondon),
vol. 64, pp. 244-255; March 1, 1951.) Systems
with curved axes can be designed which are
equivalent to centered systems in the Gaussian
approximation, but have chromatic error of
opposite sign and thus can be used as cor-
recting clements. Theory is given of such Sys-
tems with a helical axis, with a helical elect ro-
static ficld shaped so as to climinate first-
order astigmatisin. The propertics of such
systems, and their applications, are discussed.

621.385.833 1986

Electron Microscopes—\1. Locquin. (filec-
tronique (Paris), pp. 5-21, 44—19; October,
1950.) A comprehensive illustrated survey of
models available on the world market, com-
piled from information supplied by the makers.

621.385.833 1987
International Congress on Electron Micros-

September

copy —(Electronique (Paris), pp. 22-38; Octo-
ber, 1950,) Summatrics are given in IFrench and
English of papers presented at the congress
held in Paris, September 14-22, 1950,

621.385.833:621.396.615.141.2 1988

Electron Optical Exploration of Space
Charge in a Cut-Off Magnetron—D. L
Reverdin, (Jour. Appl. Phys., vol. 22, pp. 257-
202; March, 1951.) Detailed account of the
work noted in 2315 of 1950,

621.387.4% 1989

The Elimination of the End Effects in
Counters —A. L. Cockroft and S, C. Curran
(Rev. Sci. Instr., vol. 22, pp. 37-42; January,
1951,

621.387.41 1990

A Note on the Successive Peaks of Spurious
Counts in G-M Tubes—]. E. Kupperian, Jr.,
I>. C. NMurray, and H. Feeny, (Rey, Sci. In-
str., vol. 22, pp. 60~-61; January, 1951.)

621.396.662.22:538.533:621.398 1991
The Magnetic Variometer—Weis. (See
1870.)

621.385.833 1992
The Electron Microscope, Its Development,
Present Performance and Future Possibilitics
[Book Review] —I). Gabor. Publishers: Chemi-
cal Publishing Co., New York, N. Y., 2nd
ed, 1948, 161 pp., $4.95. (Jour. Opt. Soc
Amer., vol. 40, pp. 879-880; December, 1950.)
Wiitten from the point of view of the physicist ;
matheniatical details are kept to a minimun.

PROPAGATION OF WAVES

538.566 1993
Wave Packets, the Poynting Vector, and
Energy Flow: Part 1—Non-Dissipative (Aniso-

tropic) Homogeneous Media—Hines. See
1881.)
538.566.2 1994

The Propagation of Electromagnetic Waves
in Slightly Heterogeneous Layers —Ickart.
(See 1882.)

621.396.11 1995

Fluctuations of the Angle of Departure of
Ionospheric Waves—\W. Budde. (Arch. elekt
Ubertragung, vol. 4, pp. 509-316; Deccember,
1950.) A method is described which enables the
verticaland azimuthal components of the angle
of departure to be determined in one step. The
cquipment comprises in principle two pairs of
transmitting antennas whose base lines, 2\
long, are set at a given angle. The total phase
difference D between the radiations from the
antennas, of a single pair, is the sum of the
diffcrence due to the geometrical separation,
8, and the clectrical phase difference, A. 8 is
kept constant while A is varied until the field
strength recorded at the receiver is zero, i.e.,
D=m; & is thus determined. The direction of
departure is found from the phase differences
for the two pairs of antennas. For a transmis-
sion distance of 1,500 km fluctuations of cleva-
tion angle of 5° to 10° were measured. The
deviations from great circle ranged from 3° to
5° Operating frequency was 9.8 inc.

621.396.11 1996

World Charts in Short-Wave Engineering —
T. W. Bennington. (BBC Quart., vol. 6, pp. 43—
54; Spring, 1951.) The importance of the
ionosphere in making possible long-distance
communication is discussed. Advance informa-
tion on ionospheric conditions several months
ahead is desirable to enabte frequency alloca-
tions to be used efficiently. A qualitative de-
scription is given of the methods used in
deriving the maximum usable frequency for
propagation via the ionosphiere. The effects of
ionospheric absorption and noise at the receiver
site on the lowest usable frequency are de-
scribed.




1951

,621.396.11:523.4 1997

Shortwave Radio Propagation Correlation
with Planetary Positions—J. H. Nelson. (RCA
Rev., vol. 12, pp. 26-34; March, 1951.) Con-
sideration is given to “planetary configura-
tions” in which the radius vectors of two
planets include an angle equal to zero or a
multiple of 90°. The distribution in time of
such configurations was compared with ob-
servations of disturbances in SW propagation
conditions over the North Atlantic; good cor-
relation is claimed,

621.396.11:551.5 1998

Meteorological Aspects of Very-Short-
Wave Propagation in the Atmosphere—A.
Hauer. (Tijdschr. ned. Radiogenoot., vol. 16,
pp. 39-52; January, 1951.) An outline is given
of the theory of refraction and scattering of
radio waves in the troposphere, and of the in-
fluence of humidity and temperature gradients
on propagation. The criterion for a ray to be
refracted back to earth is discussed. Meter
waves can be received beyond the horizon,
even when the vertical gradient of modified re-
fractive index is not negative; when this
gradient is negative, ducts are formed and
superrefraction occurs. Measurements made
over the Caribbean Sea, on a wavelength of 9
cm, are compared with calculated values of
signal strength as a function of distance from
the transmitter, and of the scattering due to 4-,
6-, and 8-cm atmospheric “blobs.” Agreement
is good. A comparison also indicates some cor-
relation between radiosonde measurements and
the observed quality of certain 3-m communi-
cation links in Holland.

621.396.11:551.510.535 1999

The Work of the [Australian] Radio Re-
search Board—G. H. Munro. (Proc. IRE
(Australia), vol, 12, pp. 41-43; February,
1951.) The history of the Board is reviewed and
the development of the ionospheric prediction
service during the war period 1939 to 1946, is
described, Post-war investigations of move-
ments in the ionosphere F layer are surveyed,
and other investigations are discussed briefly.

621.396.11:551.510.535 2000
Ionosphere Review: 1950—Bennington.
(See 1903.)

621.396.11:551.510.535 2001

The Gyro-Frequency in the Arctic E-Layer
—1]J. C. W. Scott. (Jour. Geophys. Res., vol. 56,
pp. 1-16; March, 1951)) Calculation of the
gyrofrequency in the E layer in Northern
Canada, from mecasurements of critical-
frequency differences, gives a lower value of
terrestrial magnetic field than extrapolation
from ground-level valucs. At one station, a
large semidiurnal variation with maxima at
0600 and 1800 LMT was found. The explana-
tion given for similar effects in the F layer
(1471 of July) is not applicable. In the Elayer,
the cffects may be caused by a variable con-
centration of heavy ions, rising to over 4,000
times the density of free clectrons,

621.396.11:551.594.5 2002

A V.H.F. Propagation Phenomenon As-
sociated with Aurora—R. K. Moore. (Jour.
Geophys. Res., vol. 56, pp. 97-106; March,
1951.) Abnormal propagation has been ob-
served at frequencies between 28 and 148 inc,
during auroral activity. The effects observed
include a very high rate of fading, such as to
render radio-transmitted speech unintelligible,
the absence of any skip cffect, and the neces-
sity for the transmitting and recciving antennas
to be pointed northwards. The correlation of
these ¢ffects with the southerly limit of auroral
disgplays is expmined,

RECEPTION

621.316.726:621.396.62 2003
Automatic Frequency Control for Single-

1]

Abstracts and References

Sideband Receivers—]J. L. Arends. (Commun.
News, vol. 11, pp. 101-119; December, 1950.)
A brief explanation is given of ssb operation,
and the elements of an afc circuit are discussed.
Two forms of afc are distinguished, viz., elec-
tronic and electromechanical; a combination
of the two is required for ssb reception during
fading. A description is given of an electro-
mechanical system using the “fotor,” a small
variable capacitor comprising a tube of in-
sulating material containing oil, within which
a metal core is able to move freely. Special
problems arising when afc is used in conjunc-
tion with frequency-shift telegraphy are men-
tioned.

621.396.621 2004
Communication Receiver Design—D.

Heightman. (Radiotronics, pp. 99-105, 121;

October, 1950.) Reprint. See 1235 of 1950,

621.396.645.015.7 2005

The Problem of the '‘Best” Pulse Receiver.
Comparison of Various Pulse Amplifiers—
Huber and Rawer. (See 1866.)

621.396.397.82 2006

Open-Field Test Facilities for Measure-
ment of Incidental Receiver Radiation—C. G.
Seright. (RCA Rev., vol. 12, pp. 45-52; March,
1951.) Description of a test setup for measuring
interference radiation from television and fm
receivers.

621.397.8 2007

Investigation of Ultra-High-Frequency
Television Transmission and Reception in the
Bridgeport, Connecticut, Area—Guy. (See
2037.)

621.396.62.004.67:621.397.62 2008

Wireless Servicing Manual [Book Review]
—W. T. Cocking. Publishers: Iliffe and Sons,
London, Eng., 8th ed,, 1950, 296 pp., 12s, 6d.
(Jour. Brit. IRE, vol. 11, p. vi; February,
1951.) Revised and brought up to date; the
chapter on television has been completely re-
written. Problems of hum and distortion are
treated very thoroughly.

STATIONS AND COMMUNICATION
SYSTEMS

621.39.001.11 2009

Mazxwell’s Demon cannot operate : Informa-
tion and Entropy: Part 1—I1.. Brillouin. (Jour.
Appl. Phys., vol. 22, pp. 334-337; March,
1951.) “In an enclosure al constant tempera-
ture, the radiation is that of a “black body,”
and the demon cannot see the molecules. Hence,
he cannot operate the trap door and 1s unable to
violate the second principle. If we introduce a
source of light, the demon can see the mole-
cules, but the over-all balance of entropy is
positive. This leads to the consideration of a
cycle,

Negentropy—Information—Negentropy
for Maxwell's demon as well as for the gcientist
in his laboratory. Boltzmann's constant k is
shown to represent the smallest possible
amount of negative entropy [negentropy] re-
quired in an observation.”

621.39.001.11 2010

Physical Entropy and Information: Part 2—
L. Brillouin. (Jour. Appl. Phys., vol. 22, pp.
338-343; March, 1951.) “The laws of statistical
thermodynainics are used for the definition of
entropy, and it is shown that the definition of
information can be reduced to a problem of
Fermi-Dirac statistics or to a generalized
Fermi statistics. With these definitions, the
entropy of a certain message can be defined,
and the information contained in the message
can be directly connected with the decrease of
entropy in the system.

This definition leads directly to the for-
mulas proposed by C. E. Shannon [455 of March
(Shannon and Weaver)] for the measure of in-

1117

formation, and shows that Shannon’s “entropy
of information” corresponds to an equal
amount of negative entropy in the physical
system, The physical background of the whole
method is discussed and found in agreement
with previous discussions.”

621.39.001.11:061.3 2011

Survey of the Work of the Conference on
Information Theory—M. D. Indjoudjian.
(Ann. Télécommun., vol. 6, pp. 27-31; January,
1951.) An account of the proceedings at the
symposium held in London in September, 1950.
An account in English was noted in 984 of May
(Jackson).

621.39.001.11:621.397.5 2012
Television and the Transmission of In-
formation—Delbord. (See 2028.)

621.395.44:621.396.619.2 2013

A 48-Channel Carrier Telephone System:
Part 2—Apparatus Design—G. H. Bast, D.
Goedhart, and J. F. Schouten. (Commun.
News, vol. 11, pp. 91-100; September, 1950.)
Reprint, See 3251 of 1949, Reprint of part 1
noted in 739 of April.

621.396.216:621.396.619.24 2014

The Single-Sideband System of High Fre-
quency Radio Transmission—L. T. Wrathall
and C. P. Beanland. (Marconi Rev., vol. 14,
pp. 2-22; 1st Quarter, 1951.) A simple and gen-
eral treatment of the subject is given. The
theoretical advantages of a ssb system over
dsb systeins, considered from the signal-noise
bandwidth,and carrier-suppression viewpoints,
are shown to be borne out in practice. A com-
parison of radiated-power requirements and dc
anode input powers shows a marked economy
in favor of the ssb transmission. Five ways of
using the sideband spectrum for music, speech,
and telegraph channels are outlined, and the
power distribution per channel is considered for
each case.

Diagrams of typical ssb generating equip-
ment and monitoring circuits for carrier level,
distortion, and interchannel crosstalk are given.
Details of the power amplifier circuits of the
transmitter are discussed., The process of
multiple heterodyning in a typical ssb receiver,
to produce sidebands related to a nominal
carrier and their demodulation and separation,
are described. The benefits of using spaced-
antenna reception, especially when recciving
telegraph signals on a sshsystem, are explained.

621.396.5:621.395.632 2015

The Auto-Call—R. V. Anderson. (CQ, vol.
7, pp. 33-35; February, 1951.) Description of a
device which can be fitted 1o a standard re-
ceiver to enable a station not “on the air” to be
called from any mobile station, The caller
whistles a sequence of pulses into his micro-
phone. At the receiver, these pulses operate an
anode-circuit relay controlling a stepping
switch which connects the loudspeaker to the
output tube, at the same time cutting out a
high-pass audio filter inserted to prevent false
operation by speech modulation. Conversation
can then be carried on as usual.

621.396.5:621.396.933.4 2016

Multi-Carrier Air Communications —(Iire-
less World, vol. 57, pp. 92-94; March, 1951.) A
brief description of a vhf system of radio-
telephony for the control of civil aircraft, with
particular reference to arrangements in the
southern part of Iingland. To ensure adequate
coverage, five combined transmitting and re
ceiving stations are dispersed over the area,
all being operated from a common control
point. Outline particulars of the transmitting
and receiving cquipment are given and the
arrangements by which more than one recelver
or more than one transmitter can be used, with
a single antenna, are described, The scheme for
frcquency allocation is indicated. See also
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Elecironic Eng. (London), vol. 23, pp. 86-91;
March, 1951,

621.396.619:621.391.1 2017

The Assessment of Modulation Systems
using the Communication-Theory Concept of
Channel Capacity—R. Piloty. (Arch. elekt.
Ubertragung,.vol. 4, pp. 493-508; December,
1950.) Channel capacity is defined in terms of
the highest possible rate of transmission of
single-valued signals of a given duration.
Formulas are developed giving the capacity for
both continuous and discrete channels, by a
method less rigorous than that of Shannon
(1361 and 1649 of 1949). The theory is used to
compare the frequency-band and signal-noise-
ratio requirements for various modulation
systems for the same channel capacity; results
are shown in graphs. Pulse code modulation is
shown to be advantageous from this point of
view,

621.396.65 2018
Emergency Wire-Line to Radio Circuits—
D. Talley. (Electronics, vol. 24, pp. 195, 215;
March, 1951.) Description of the construction
and operation of equipment for temporary con-
nection of a radio circuit, which is essentially a
4-wire system, to a 2-wire telephony network.

621.396.712 2019

B.B.C. Stations—(Wireless World, vol. 57,
p. 104; March, 1951.) An up-to-date list of
BBC medium- and long-wave stations, stating
the program transmitted and the wavelength
and powe: used.

SUBSIDIARY APPARATUS

621-526 2020

The Position Synchronization of a Rotating
Drum—F. C. Williams and J. C. West. (Proc.
IEE (London), Part II, vol. 98, pp. 29-34;
February, 1951.) Description of a servo system,
using a crystal reference oscillator, for con-
trolling, within fine limits, the angular speed
and angular position of a drum.

621:526 2021
Ascertaining the Critical Servo Gain—-A.
Schlang. (Proc. I.R.E., vol. 39, p. 290; March,
1951.) A simplified method is described for
determining, from the system-determinantal
equation, the critical gain resulting in instabil-
ity.
621-526:659.25.001.11 2022
A General Scheme relating to a Problem in
Cybernetics—S. Colombo (Compt. Rend. Acad.
Sci. (Paris), vol. 232, pp. 1287-1288; March 28,
1951.) General formulas are given representing
the operation of the system comprising ap-
paratus to be regulated,comparator-discrimina-
tor, and servo-control mechanism.

621-526:659.25.001.11 2023

Reduction of a Problem in Cybernetics to a
Problem of ‘“‘Pursuit” in a Hilbert Space—R.
Vallée. (Compt. Rend. Sci. (Paris), vol, 232,
pp. 1288-1290; March 28, 1951.) Development
of a particular method of considering the prob-
lem dealt with in 2021 above.

TELEVISION AND PHOTOTELEGRAPHY

621.397.5 2024

Perspective Distortion in TV Pictures—
E. C. Lloyd. (TV Eng., vol. 2, pp. 12-15 and
18-22; January and February, 1951.) “Proper
viewing distance” is defined; the perspective
distortion introduced at other viewing dis-
tances is evaluated quantitatively, and meth-
ods are developed for minimizing this distortion
and for assessing the adequacy of standards of
picture definition.

621.397.5 2025

The Sharpness of the Television Picture
when the Picture Element has a Bell-Shaped
INlumination-Intensity-Distribution Curve—E.

PROCEEDINGS OF THE I.R.E.

Schwartz. (Arch. elekt. Ubertragung, vol. 4, pp.
517-522; December, 1950.) Theoretical in-
vestigation of the form of the photocell-current
curve obtained when a circular spot, across
which the electron density decreases from
center to periphery, is scanned across a line
where the picture brightness changes suddenly.
A formula is developed in the form of a power
series, of which the independent variable is
proportional to the distance between the center
of the scanning spot and the brightness dis-
continuity. The resulting curve is S shaped,
and its slope on crossing the discontinuity is
greater than that of the straight line, corre-
sponding to a uniform-intensity-square
scanning spot. Thus, for the samesharpness the
circular spot may belarger.

621.397.5:535.623/.624 2026
Colour Television—M. Alixant. (Radio
Tech. Dig. (France), vol. 4, nos. 4 and 5, pp.
221-243 and 271-274. Bibliography, pp. 275~
278; 1950.) Review with illustrated descriptions
of the features of different transmission and re-
ception systems, particularly American, clas-
sified according to principle of operation.

621.397.5:535.623 2027

Analysis of Synchronizing Systems for Dot~
Interlaced Color Television—T. S. George.
(Proc. I.R.E., vol. 39, pp. 124-131; February,
1951.) A mathematical analysis of random-
phase error due to noise, and of static-phase
error caused by variations in frequency from
crystal to crystal in two systems, which might
be used to synchronize the receiver dot or
sampling frequency, viz: (a) a simple high-Q
resonant filter and (b) an oscillator with afc
calculations made for IF-carrier-noise ratios of
1, 3, and 5 (the critical range) show that for a
phase-error tolerance of 10°, receivers operating
without manual control of the dot frequency
could probably be designed for carrier-noise
ratios down to about 2.

621.397.5:621.39.001.11 2028

Television and the Transmission of In-
formation—Y. Delbord. (Ann. Télécommun.,
vol. 6, pp. 11-22; January, 1951.) A paper given
at the symposium on Signal and Information

Theory, Paris, April to May, 1950. Television

is compared with various other ways of trans-
mitting information, such as telegraphy, tele-
phony, teleprinting, and so forth. The compari-
son is relatively easy for still material, and in-
dicates that all the systems make approxi-
mately equally good use of the frequency
channel. For a moving picture, the assessment
is more difficult; the frequency band required
in this case is 1,000 to 2,000 times that for
transmitting a still picture. Methods both old
and new for reducing this factor are considered,
for example, line interlacing, division of the
vision frequency spectrumn into sub-bands
transmitted scquentially, use of receiver-
cathode-ray tube with long-persistence screen.
Reduction of the frequency spectrum would
make possible the use of lowcr-carrier fre-
quencies and hence, a great extension of tele-
vision.

621.397.5:778.1 2029
Some Factors in Pictorial Reproduction
Processes with Special Reference to Tele-
vision—R. G. Hopkinson, R. B. Mackenzie and
R. D. Nixon. (Photogr. Jour., vol. 91B, pp. 2—
10; January to February, 1951.) The factors
which determine the quality of pictorial re-
production in general are discussed, and their
application in television practice is indicated.

621.397.5(73) 2030

Television Broadcasting in the United
States, 1927-1950—D. G. Fink. (Proc. LRE,
vol. 39, pp. 116-123; February, 1951.) A re-
view of the development of transmission
methods and equipment, receivers, and
theater and color television.

September

621.397.6:621.396.67 2031

TV Receiving Antenna Research, Design
and Production—R. G. Peters. (TV Eng.,
vol. 2, pp. 8-10; February, 1951.) A report of
methods used by some United States, manu-
facturers.

621.397.62 2032

P-M [permanent-magnet] Focus Devices
for Picture Tubes—K. James and R. T.
Capodanno. (Iilectronics, vol. 24, pp. 94-97;
March, 1951.) A discussion of the requirements
of a good permanent-magnet-focusing system,
and of the various imperfections often oc-
curring in practice. The stray field mnust be
reduced to a minimum, and a uniform-focus
field is essential. This entails the use of pole
pieces of good mechanical design operated at
flux densities below saturation.

621.397.62:[621.396.662+621.396.645 2033

Use of New Low-Noise Twin Triode in
Television Tuners—R. M. Cohen. (RCA Rey.,
vol. 12, pp. 3-25; March, 1951.) A full descrip-
tion of the use of the 6BQ7 in “driven grounded-
grid” circuits, whose merits are discussed.
Data are given on noise figure, image rejection,
gain, and standing-wave ratio, for frequencies
in the vhf television bands. The use of the
6BO7 in an IF preamplifier for uhf television
receivers is also discussed.

621.397.62:621.397.84 2034

Locked-in Oscillator for TV Sound—NM. S.
Corrington. (Electronics, vol. 24, pp. 120-125;
March, 1951.) The characteristics of fm re-
ceivers can be improved by decreasing the fre-
quency deviation before discrimination. The
instantaneous frequency of the incoming signal
is divided by a factor of five, by means of a
locked-in oscillator. The input to this oscillator
must be sufficient to ensure that locking takes
place. The method is not suitable for the recep-
tion of weak stations with low-sensitivity re-
ceivers. A receiver incorporating this circuit is
found to give better performance than a con-
ventional receiver, when an interfering signal
in the same channel is present.

621.397.621.2:535.376 2035
Saturation of Fluorescence in Television
Tubes—Bril and Kréger. (See 1923.)

621.397.645.37 2936

Linearization of the Frequency Response of
Wide-Band Amplifiers by Negative Feedback
—Dillenburger. (See 1871.)

621.397.8 2037

Investigation of Ultra-High-Frequency
Television Transmissisn and Reception in the
Bridgeport, Connecticut, Area—R. F. Guy.
(RCA Rev., vol. 12, pp. 98-142; March, 1951.)
During the year 1950, systenmatic comparisons
were made between the experimental ubf (530
mc) and commercial vhf (67 mc) transmissions.
The receiving stations included numerous
homes in which either uhf receivers or con-
verters were installed. The effects of various
types of transmission line, antenna, and loca-
tions are described. The quality ratings of the
uhf and vhf pictures were compared and re-
lated to field-strength tests made with a mobile
equipment. The uhf field strength was more
than 20 db below the theoretical level assuming
a smooth earth.

621.397.6 2038
Television, Vol. 5 (1947-1948) and Vol. 6
(1949-1950). [Book Review]—A. N. Gold-
smith, A. F. Van Dyck, R. S. Burnap, E. T.
Dickey, and G. M. K. Baker (Eds.). Publishers:
RCA Review, Princeton, N. J., 1950, 458 and
402 pp., $2.50 per volume. (Jour. Soc. Mot. Pic.
&' Telev. Eng., vol. 56, p. 132; January, 1951.)
Reprints of articles by RCA authors.

621.397.62:621.396.62.004.67 2039
Wireless Servicing Manual [Book Review]
—Cocking. (See 2008.)




1951

- TUBES AND THERMIONICS
621.383.012 2040
Modification of Current/Voltage Charac-
teristics of a Gas-Filled Photocell with Plane
Cathode under the action of a Magnetic Field
Perpendicular to the Cathode—R. Birebent.
(Compt. Rend. Acad. Sci. (Paris), vol. 232, pp.
1296-1298; March 28, 1951.) Measurements of
the variation of current with voltage were
made on an argon-filled photocell, for different
values of illumination, with and without a mag-
netic field of 250 oersted. The current/voltage
characteristic can be represented by an ex-
ponential function involving the ionization-
potential of the filling gas. Application of the
magnetic ficld leads to an increase of current,
by preventing diffusion of electrons and ions

towards the walls.

621.383.27% 2041

Secondary-Electron Multipliers and their
Technical Significance—K. Nentwig. (Fre-
quenz, vol. 4, pp. 328-332; December, 1950.)
Review of German development, showing de-
tails of construction and sensitivity charac-
teristics of new photomultiplier tubes. These
include an 11-stage tube mounted on a 13-pin
base, with sensitivity of the order of 10
a/lumen, though for continuous operation, a
much smaller current of about 0.5 ma should
not be exceeded; for pulsed operation the cur-
rent may be increased to about 10 ma.

621.383.4 2042

Infra-Red Photoconductivity of Certain
Valence Intermetallic Compounds—G. N.
Braithwaite. (Proc. Phys. Soc. (London), vol.
64, pp. 274-275; March 1, 1951.) Short account
of investigations of the properties of evapo-
rated layers of Cu.Te, Ag:Te, ZnTe, HgTe,
leTe. sz'l‘e;. Mo, Te, \VzTe, UzTe, anAaz,
SnS, and SbzSe;, with a table showing, (a) the
peak wavelength, (b) the long-wave threshold,
(c) the greatest wavelength at which signals
were detected,

621.383.49:546.683.1.221 2043

On the Photoconducrtivity of Thallous
Sulfide Cells—A. \W. Ewald. (Phys. Rev., vol.
81, pp. 607-611; February 15, 1951.) “An in-
vestigation of the rise and decay of the photo-
current in TS cells shows that the simple
bitnolecular recombination theory, on which
previous quantitative discussions of the photo-
effect in T1;S were based, is inadequate for the
complete explanation of these curves. The
dependence of the initial slopes of the response
curves on light intensity is that to be expected
for a homogeneous photoconductor, but the
temperature dependence of these slopes sug-
gests the presence of barriers, which influence
the conductivity through the mobility. The
variations of both the initial slopes and the
steady-state photoconductivity with tempera-
ture indicate an exponential dependence of the
mobility upon temperature, with an activation
energy of 0.19 ev.”

621.385:621.318.572 2044

Wide-Band A.T.R. and T.R. Gas-Discharge
Switches—R. Musson-Genon, R. Métivier,
and R. Palier. (Rev. tech. Comp. fran¢. Thom-
son-Houston, pp. 23-34; November, 1950.) The
functions and operation of transmit-receive and
anti-transmit-receive switches in radar ap-
paratus are described and analyzed. Designand
performance testing of ATR switches, Types
RH. 0331 and 0332, and TR switch Type
RH. 0531 for use in the X band (8.5 to 9.6
kmc) are considered, and their characteristics
are given.

621.385.001.4:519.283 2045

Statistical Evaluation of Life Expectancy of
Vacuum Tubes Designed for Long-Life Opera-
tion—E. M. McElwee. (Proc. I.R.E,, vol. 39,
pp. 137-141; February, 1951.) A 1950 IRE

Abstracts and References

National Convention paper noted in 2104 of
1950.

621.385.029.64/.65 2046
Transmission-Line Equivalent of Electronic
Traveling-Wave Systems—W. E. Mathews.
(Jour. Appl. Phys., vol. 22, pp. 310-316;
March, 1951.) The small-signal properties of
long electron beams may be analyzed in terms
of traveling-space-charge waves; this suggests
an equivalence between such beams and trans-
mission lines moving longitudinally. The anal-
ysis of certain electronic devices in terms of
coupled-distributed-parameter lines in motion
is equivalent to a rigorous field-theory analysis.
The results for the idealized helix and thin
cylindrical-electron beam are presented.

621.385.029.64/.65 2047

Periodic-Waveguide Traveling-Wave Am-
plifier for Medium Powers—G. C. Dewey, P.
Parzen, and T. J. Marchese. (Proc. I.LR.E.,
vol. 39, pp. 153-159; February, 1951.) A
theoretical and experimental investigation of
singly corrugated-coaxial-transmission lines is
described. The properties of such structures are
calculated, and the effect of an axial-electron
beam is taken into account by a field method.
Values of gain and bandwidth are derived. The
theoretical results agree fairly well with experi-
mental values. An amplifier giving an output of
50 w, with a gain of 20 db and bandwidth of
100 mc at a wavelength of 6.5 cm has been
produced. The maximum output obtained was
125 w and the highest efficiency 7 per cent.

621.385.029.64/.65:621.317.755 2048

The Traveling-Wave Cathode-Ray Tube—
H. E. Hollmann. (Proc. I.R.E., vol. 39, pp.
194-195; February, 1951.) Comment on 503 of
March (Owaki et al.). The prototype of the
traveling-wave deflection system is the multi-
phase system (see 1128 of 1939). The ultra-
dynamic Lissajous figuresin the Japanese paper
are the same as those obtained by Hollmann
many years ago (see 544 of 1940). See also 3536
of 1940 and back references.

621.385.032.2:669.198.865 2049
Aluminum-Clad Iron for Electron Tubes—
Espe and Steinberg. (See 1949.)

621.385.032.213 2050

Boride Cathodes—J]. M. Lafferty. (Jour.
Appl. Phys., vol. 22, pp. 299-309; March,
1951.) See 3207 of 1950.

621.385.032.216 2051

On Poisoning of Oxide Cathodes by Atmos-
pheric Sulfur.—H. A. Stahl. (Proc. I.R.E., vol.
39, p. 193; February, 1951.) Measurements on
oxide cathodes exposed in the open air showed
a large decrease of emissivity, with increasing
sulphur content. Only by sealing the cathodes
in a vacuum immediately after the manufac-
ture could the formation of BaS (detected by
electron diffraction) be prevented.

621.385.032.216 2052

The Leaky-Condenser Oxide-Cathode In-
terface—A. Eisenstein. (Jour. Appl. Phys., vol.
22, pp. 138-148; February, 1951.) “The time
dependence of current passed by commercial
pentodes has been studied under pulsed condi-
tions of operation. A decay of current is ob-
served in the microsecond time range for those
tubes operated for. long periods under cutoff
conditions. This decay has been interpreted in
terms of the resistance and capacitance of the
interface layer, known to exist from X-ray
diffraction studies. Techniques are developed
and applied to the measurement of this inter-
face resistance and capacitance as a function
of temperature. Following the initial-current
decay, a partial recovery is observed when long
pulses are used. This effect results from Joule
heating of the interface layer.”

1119

621.385.032.216 2053

The Barium-Ozxide-on-Tungsten Cathode
Interface—H. P. Rooksby and E. G. Steward.
(Jour. Appl. Phys., vol. 22, pp. 358-359;
March, 1951.) The results of investigations on
oxide cathodes lead to conclusions different
from those put forward by Hensley and Affleck
(263 of February). Compoundssimilar in struc-
ture to the interface compounds have been syn-
thesized by heat treatment of alkaline-earth
carbonates and tungstic oxide in the molecular
proportions of 3:1; they have the formula
RsWOs, R representing the alkaline-earth
metal. Such compounds give X-ray patterns
congistent with face-centered-cubic symmetry
and thus differing from the perovskite struc-
ture.

621.385.032.216 2054

The Barium-Oxode-on-Tungsten Cathode
Interface—E. B. Hensley and J. H. Affleck.
(Jour. Appl. Phys., vol. 22, p. 359; March,
1951.) Further investigations confirm the con-
clusions of Rooksby and Steward (2053 above)
that the interface compound is BagWOs and
not BaWO; as suggested previously (263 of
February).

621.385.032.216:546.41 +546.42+546.431}-31
2055

Pulsed Emission from the BaO-SrO-CaO
System—L. E. Grey. (Nature (London), vol.
167, p. 522; March 31, 1951.) Dependence of
pulsed emission on molecular composition is
shown by means of contours on a triangular dia-
gram. A maximum of about 8 a/cm? occurs for
the composition BaO:SrQ:Ca0::47:43:10.

621.385.15:621.385.032.216 2056

Secondary-Emitting Surfaces in the Pres-
ence of Oxide-Coated Cathodes—S. Nevin and
H. Salinger. (Proc. L.R.E., vol. 39, pp. 191-
193; February, 1951.) Describes experiments
to show that the deleterious effect of oxide
cathodes, on Ag-Mg-secondary-emission sur-
faces, can be overcome by using Ta instead of
Ni as the base metal for the oxide coating.

621.385.2 2057

The Transit Time, Electron Paths, Cathode
Field-Strength and Potential of the Space-
Charge Diode for All Values of Initial Velocity,
Initial Direction and Current—A. O. Barut.
(Z. angew. Math. Phys., vol. 2, pp. 35—42;
January 15, 1951.) The basic equations for the
space-charge field in a planar diode lead to a
nonlinear equation of the third degree and third
order, for the x component of the electron-
velocity potential. This differential equation
and its solution can be used to calculate, with-
out integration of the Poisson equation, the
electron-transit time, the cathode field, the po-
tential and the electron paths, as functions of
only two reduced parameters for all values of
initial velocity and current, under conditions
of partial or complete space charge. The gen-
erality of the solution is discussed and other
possible applications of the method are men-
tioned.

621.385.2:537.525.92 2058

The Space-Charge Smoothing Factor—
C. S. Bull. (Proc. I.E.E. (London), Part III,
vol. 98, pp. 149-152; March, 1951.) A relation
between the anode-current fluctuations and the
fluctuation in the total emission of a planar
diode is derived; the total-emission fluctuations
are, in general, much greater than the full shot
noise. The space-charge smoothing factor can
be expressed simply and its value can be deter-
mined experimentally from measurements of
(a) the characteristic at two slightly different
cathode temperatures and (b) the distance from
cathode to anode; no measurement of tempera-
ture or total emission is necessary.

621.385,2:546.289 2059
Germanium Diodes—R. T. Lovelock and




1120

J. H. Jupe. (Wireless World, vol. 57, pp. 57=
60; February, 1951.) Description of method of
manufacture and short discussion of char-
acteristics and uses.

621.385.2.012:[546.28 + 546.289 2060

Semiconductor Diodes—(Electronics, vol.
24, pp. 112-113; March, 1951.) Summary of
the characteristics of Si and Ge crystal diodes,
with dimensions and terminal data of available
United States’ types.

621.385.28/.38:537.525.92 2061

Measuring the Deionisation Time of Gas-
Filled Diodes and Triodes—K., W. Hess.
(Phillips Tech. Rev., vol. 12, pp. 178-184; De-
cember, 1950.) A method is described for de-
termining quickly the order of magnitude of
deionization time in a triode; an alternating
voltage is applied to the anode, while the grid
is connected via a resistance to a negative volt-
age source, the grid voltage giving a direct in-
dication of the number of positive ions present.
The cases of a triode in a polyphase-rectifying
installation and of a diode in a relay circuit are
also investigated.

621.385.4:621.396.61 2062

Two Transmitting Valves for Use in Mobile
Installations—E. G. Dorgelo and P. Zijlstra
(Philips Tech. Rev., vol. 12, pp. 157-165; De-
cember, 1950.) Two double tetrodes, types
QOQE 06/40 (indirectly heated) and QQC 04/15
(directly heated) are described, in which the
screen gris for the two halves form a single
structure \When used in an output stage, the
two halves are preferably connected in push
pull; for frequency multiplication, they can be
connected in cascade. At frequencies up to 200
nic, the QQE 06/40 can generate 90 w with an
efficiency of about 75 per cent, and at 300 mc,
70 w with 65 per cent efficiency. The corre-
sponding figures for the QQC 04/15 are 22.5 w
with over 70 per cent efficiency and 9 w with
34 per cent efficiency. See also Commun. News,
vol. 11, pp. 126-132; December, 1950,

621.385.5 2063
Low-Noise Miniature Pentode for Audio
Amplifier Service—D. P. Heacock and R. A.
Wissolik. (Tele-Tech, vol. 10, pp. 31-33, 69;
February, 1951.) Design features of the RCA
Type 5879 tube are described, which result in
low values of interelement leakage and of
coupling between heater and other parts.

621.385.832:681.142 2064

The Selective Electrostatic Storage Tube—
J. Rajchman. (RCA Rev., vol. 12, pp. 53-97;
March, 1951.) The tube is intended for high-
speed handling of digital information in the
form of on-off signals, and has a <torage capac-
ity of 256 signals. I lectrons from an extended
cathode system are dirceted to the whole target
area, but are prevented from reaching all but
one gelected window area, by tneans of a com-
plex eontrol-grid system consisting of two
orthogonal sets of spaced-parallel bars. The
characteristics of the tube, the design of the
associated circuits, and the arrangement of the
bar connections are described.

621.396.615.14 2065

The Design of Low-Power Valves for
V.H.F. and U.H.F, R. Stuart. (Radio frang.,
pp. 1-5; January, 1951.) Discussion of the prin-
ciples governing the design of triodes and
tetrodes for the frequency range 500 to 1,500
mc. Factors considered include type of struc-
ture, electrode connections and disposition,
anode voltage, and cathode emission. Operating
characteristics of seven typical French tubes
are tabulated. See also 2096 of 1950.

621.396.615.141.2 2066
3-cm Magnetrons—]. Lazzeri. (Rev. lech,
Comp. fran¢. Thomson- Houston, pp. 35-46;

PROCEEDINGS OF TIIE I.R.E.

November, 1950.) An account is given of the
operating principles, design, and manufacture
of magnetrons, with particular reference to 12-
cavity magnetrons suitable for use in radgr on
a wavelength of about 3 cm. Characteristics
are given of three types, each capable of an out-
put of 40 kw, with an efficiency of about 30 per
cent, one with frequency adjustment of 200
mc centered on 9.37 kmc.

621.396.615.141.2:621.385.833 2067

Electron Optical Exploration of Space
Charge in a Cut-Off Magnetron—Reverdin.
(See 1988.)

621.396.615.142 2068

Amplification by Acceleration and Decelera-
tion of a Single-Velocity Stream—L. M. Field,
Ping King Tien and D. A. Watkins. (Proc.
IL.R.E., vol. 39, p. 194; February, 1951.) The
waves described by Hahn (3521 of 1939) and
Ramo (4352 of 1939) not only change in length
as the beam velocity changes but also changein
amplitude. By a suitable combination of grad-
ual decclerations and sudden accelerations, the
amplitude may be increased. An amplifier con-
structed on these lines provided a net gain of
22 db at 3 kmc.

621.396.615.142.2:621.317.3.001.4 2069

3-cm Low-Voltage Reflex Klystron, Type
RHK 6332—]. Chantereau, R. Musson-Genon,
and R. Métivier. (Rev. tech. Comp. frang.
Thomson- Houston, pp. 47-37; November,
1950.) A detailed description of the construc-
tion and test methods uscd. With an anode
potential of 300 v, and a muaximum anode dis-
sipation of 12 w, the tube gives an output of
more than 20 mw over the frequency band 8.3
to 9.66 kmc. See also 683 of April.

621.396.622.63:546.28 2070
Silicon Crystal Detectors—]. Mercicr.

(Rev. tech. Comp. fran¢. Thomson- Houston,
pp. 9-21; November, 1950.) The manufacture,
adjustment, and performance testing of silicon
crystals, for use as frequency changers in radar
receivers, are described in detail. Character-
istics are given of a range of crystals for use as
frequency changers and as detectors in the 8 §
to 9.6 kmc band and below 4 kmec.

621.396.822 2071
Transit-time Phenomena in Electron
Streams: Part 3—The Electron-lon Plasma
and Beam Fluctuations—1D. K. C. MacDonald.
(Phil. Mag., vol. 42, pp. 515-522; May, 1951))
A continuation of earlier papers (2408 of 1949
and 1038 of May) on the fluctuations in an
clectron beam. In this case, the equilibrium
fluctuations are considered, taking full account
of the interaction of the clectrons and the field
as expressed by Poisson’s law. .\ discussion is
also given of “lattice” models of electron and
electron-ion plasma. The noise per umit band-
width is frequency dependent up to a certain
limiting frequency, above which it is constant
{pure shot effect). The results are conidered in
relation to some practical tube problems,

621.385:[621.396.621+ 621.397.62 2072

Receiving Tube Substitution Guide Book
[Book Review]—H. A. Middleton. Publishers:
J. F. Rider, New York, N. Y., 1950, 224 pp.,
$2.40. (Electronics, vol. 24, pp. 144, 148; Febru-
ary, 1951.) A list of permissible substitutes for
about 750 types of recciving tube is given, with
diagrams showing socket changes or adapter
construction where necessary. A table of receiv-
ing-tube characteristics is included and also a
section dealing with television-receiver models.

061.4(41) 2073
Festival of Britain—(Wireless World, vol.
57, pp. 173-174; May, 1951.) A list of most of

the modern radio gear included in the South-
Bank and Land-Travel Exhibitions, in the
4Campania” Festival Ship and in the Kelvin
Hall, Glasgow.

MISCELLANEOUS

519.283:534621.3].001.5 2074

The Control Chart as a Tool for Analyzing
Experimental Data—E. B. Ferrell. (Proc.
I.R.E., vol. 39, pp. 132-137; February, 1951.)
A 1950 IRE National Convention paper.

554621.3}.001.5 2075
Research in 1950 —(Metrop. Vick, Gaz.,
vol, 23, pp. 312-319; February, 1951.) A review
of the work in various branches of physics and
engineering carried out in the Metropolitan
Vickers research laboratories, with a list of
papers published by members of the staff.

621.3 2076

Electrical Transmission of Power and Sig-
nals [Book Review]J—E. W. Kimbark. Pub-
lishers: J. Wiley and Sons, New York, N. Y,
and Chapman and Hall, London, Eng., 161
pp., 48s. (P.0.. Elec. Eng. Jour., vol. 43, p.
218; January, 1951.)) “A general textbook
covering basic theory appropriate to the trans-
mission of power, telephony, and ultra-high-
frequency signals.”

621.3.029.6 2077

Ultrahigh-Frequency Engineering [Book
Review] —T. L. Martin, Jr. Fublishers: Pren-
tice-Hall, New York, N. Y., 1950, 356 pp.,
$6.00. (Jour. Frank. Inst., vol. 251, p. 301,
February, 1951.) “It is highly recommended
to electronic engineers and physicists who ¢n-
counter design and operating problems in ultra-
high frequencies.”

621.39 2078

Radio Technology [Book Review]—B. F.
Weller. Publishers: Chapman and Hall, Lon-
don, Eng., 3rd ed., 420 pp., 30s. (Electrician,
vol. 146, p. 1131; April 6, 1951,) Primarily for
students of radio engineering. “The chapter on
antennas and radiation has been considerably
lengthened and a new chapter on uhf technique
added.”

621.39 Hcaviside 2079

The Heaviside Centenary Volume [Book
Review]—Publishers: Institution of Electrical
Enginecers, London, Eng., 10s. (Engineering
(London), vol. 171, p~9%90; January 26, 1951.)
“The volume contains the papers which were
read at the centenary meeting on May 18,
1950.”

621.396.029.6 2080
Short Wave Wireless Communication
[Book Review]—A. W. Ladner and C. R.
Stoner. Publishers: Chapman and Hall, Lon-
don, Eng., 5th ed., 1950, 717 pp., 50s. (Jour.
Brit. IRE, vol. 11, p. vi; February, 1951.)
Material no longer topical has been replaced
by chapters on sound and vision intelligence,
waveguides, and wireless telegraph circuits.

621.396.6.001.4.004.67 2081

Electronic Equipment Construction [Book
Review]—Publishers: Department of Com-
mcrce, Office of Technical Services, Washing-
ton, D. C., 300 pp., $7.00. (Electronic Eng.
(London), vol. 23, p. 116; March, 1951.)

“This book is a compendium of recent ad-
vances in construction techniques and com-
ponents designed to facilitate servicing and
maintenance of electronic equipment. It lhas
been compiled by a team of scientists from the
Stanford Rescarch Institute, who have visited
companies and gevernment establishments both
in the United States and England, in order to
get the widest coverage on their subject.”
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NOW AVAILABLE IN MODELS WITH
CERAMIC ELEMENTS

“"AC” SERIES

ASTATIC has never introduced a new cartridge
that has won wider, more immediate acclaim than its “AC”
Crystal Series. The new mechanical drive system of the
“AC" Cartridges affords a new low inertia . . . smoother
response characteristics, higher tracking excellence, lower
needle talk resulting. Now, those who need immunity to
extremes of temperature and humidity, along with such per-
formance excellence, will find an optimum answer in the new
Ceramic “AC" Models. External physical characteristics are
the same. Performance characteristics of the Ceramic and
Crystal models appear below. Note that output of the Ceramic
units is entirely adequate for the two-stage audio amplifiers
used in most radios and phonographs.

CORPORATION

CONNEAUT, OHIO
N CANADA. CANADIAN ASTATIC LD, TORONTO, ONTARIO

SPECIFICATIONS—CRYSTAL MODELS

Minimum  Output Voliage Frequency
Model |List Price Needle J000 c.p.s. Range N-F;::' For Record Code
Pressure 1.0 Meg load cops.
AC.78-] $ 8.90 6 gr. 1.0* $0-10,000 | A-3 (3-mil sapphire lip) Stondard 78 RPM ASWYN
AC] 8.90 S gr. 1.0** $0-10,000 | A-1 (1-mil sapphire tip)| 331 3 and 45 RPM | ASWY]
AC-AGY] 8.90 | 6 gr. 1 0:' $0-10,000 = A-AGt (sapphize tip) | 331 3, 45and 76 RPM | ASWYH
X il 4 dle for LP 31-1/) and 45 RPM d
DOUBLE NEEDLE TURNOVER MODELS:  3mil 1ip acedie for tanderd 78 RPM racords.
ACD] | 9.50 6 gr. .
either needle 1.0 $0-6.000 A-l and A2 331 3,450nd 78 RPM | ASWYL
(sapphire tips)
ACD-1] 9.50 iSame 08 ACD-] except equipped with spindle for knob. R or ASWYF
ACD-2] assembly
ACD-2] | 10.00 (Same as ACD-] except i with ph and knob.) | ASWYE
SPECIFICATIONS—CERAMIC MODELS
ACC] | 8.90 S gr. 0.4 | 50-6,000 |A-l (I-mil sapphire tip) | 33-1 3 ond 45 RPM ASWTN
ACC-78] ‘ 8.90 6 gr, 0.4° $0-6,000 | A-3(3-mil sapphire iip) | Stondard 78 RPM ASWTM
o
ACCAG] 090 | 69 | 0.4%° 50-6000 | A-AG# (sapphire tip) | 331 3.45and T8 RPM | ASWTL
DOUBLE NEEDLE TURNOVER MODELS: i 18 1t s Y002 't it o
| . e | . |
DC- 950 04t 505,000 Aland A3 33.1/3,45 and 78 RPM | ASWTK
ACDCY either needle | | (sapphire tips)
Sai ACD-C-J except ipped with spindle lor tunover knob. Replacement cartridg o
ACDCU | 950 B TRCD.C: 21 owsembir oo P y LD ASWT]
ACDLC2J 10.00 (Same os ACD-C] except with P ond knob.) | ASWTI

= ROOVE" Needle lip of specicl design and size to play either 33-1/3 ¢ Audiotone 781 Tes\ Record
’1?&1“’0? RAPM (narrow ;ro:vc) n?'n RPM (standard groove) records, ®SRCA 12.5:31V Test Record

Astatic Ceystal Devices manufactured under Brush Development Co. patents
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BEAUMONT-PORT ARTHUR
Inspection Tour of KPRC-TV by H. Wheeler
Chief Engineer; July 17, 1951

BUFFALO-NIAGARA
sHigh Quality Reproduction of Sound.” by
R. T. Bozak, R. T. Bozak lLoudspeaker Co.:
May 16, 1951,

DALLAS-FT. WORTH

Southwestern 1RE Conference, Keynote Ad-
dress by D G. Fink, Banquet Address by Hon. G. E,
Sterling. F.C.C.. and twelve technical papers given;
April 20-21, 1951.

Anniversary dinner celebrating 10th  Anni-
versary of Section, presentations by Dr, W, H.
Rust. Regional Director; May 24, 1951.

Fort WAYNE

“Color Television,” by Arthur V. Loughren,
Vice President, Hazeltine Corp.; June 11, 1951,

HoustoN

Tour of Television Station KPRC-TV by Pau
Huhndorff, Chicf Engineer; June 19, 1951,

“Television. Past. Present and Future,” by
Jack Harris. General Manager. Radio KPRC and
KPRC-TV; May 15. 1951.

“Fluid Mapping.” by Prof. A. D. Moore,
Faculty, University of Michigan; April 12, 1951,

INDIANAPOLIS

*Stroboscopes and Stroboscopic Techniques,”
by Kipling Adams. General Radio Company;
March 30, 1951

“Printed Circuits and Metalizing Insulators,”
by H. F. Fruth, Consulting Physicist; April 18,
1951,

“Electronic Tone Generators,” by Serge
Krauss. C. G. Conn Company; May 4, 1951.

“Response Characteristics of the Human
Being.” by Lt. Col. R. C. Gibson, Faculty, U.S.A.F.
Institute of Technology; May 11. 1951,

“The Analog Computer.” by Dr. J. D. Ryder,
Faculty, University of Illinois; June 8, 1951,

Los ANGELES
“Remote TV Pickups.” by C, G. Pierce, panel
discussion on Television by H. W. Pangborn, R. W
Clark, and F. G. Albin, and election of officers;
June 5, 1951,
MILWAUKEE
“Third Surge of the Chemical Industry,” by
Frank C. Byrnes, \Western Editor of “Chemical
Engineering”; April 18. 1951
“Home Beautification,” by John E. Voight,
\Whitnall Park Botanical Gardens; April 19, 1951.
“Characteristics and Limitations of Resistors
and Capacitors,” by E. T. Sherwood. Globe-Union,
Inc.; April 25, 1951
“Your Chances in Life.” by Roy Smith, Rail-
way and Industrial Engineering Co.; May 2, 1951
“Television Facilities of WTMJ-TV,” by Phil
Laesser, Chief Engineer of Television and FM
facilitieg; May 25, 1951,

NEew MEexico
Installation of new officers; June 23, 1951,

NORTH CAROLINA-VIRGINIA
“Dynamic Demonstration With Trouble Shoot-
ing in TV Sets.” by J. V. Yakmas, General Electric
Co.; June 22, 1951
PITTSBURGH

“Electronic Aspects of Nuclear Power Plants,”
by Mortimer A. Schultz, Westinghouse Electric
Corporation; June 11, 1951,

(Continued on page 36A4)
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