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( for Stock Hermetically Sealed Components 

u 
RCOF CASE 

Length  1 25/64 

Width 61/64 

Height  1 13/32 

Mounting  1 1;8 

Screws  4-40 FIL. 

Cutout  7/8 Dia. 

Unit Weight  1.5 oz. 

RC-50 CASE 

ength  1 5/8 

Width  1 5/8 

Height  2 5/16 

Mounting  1 5/16 

Screws  #6-32 

Cutout  1 1/2 Dia. 

Unit Weight  8 oz. 

SM CASE 

Length  11/16 

Width  1/2 

Height  29/32 

Screw  4-40 FIL. 

Unit Weight  8 oz. 

The impedance ratings ore 
listed in standard manner. 
Obviously, a transformer with 
a 15,000 ohm primary imped-
ance can operate from a tube 
representing a source imped-
ance of 7700 ohms, etc. In 
addition, transformers can be 
used for applications differ. 
ing considerably from those 
shown, keeping in mind that 
impedance ratio is constant. 
tower source impedance will 
improve response and level 
ratings ... higher source im-
pedance will reduce frequency 
ronge and level rating. 

• 

• 

For over fifteen years UTC has been the largest supplier of transformer compo-

nents for military applications, to customer specifications. Listed below are a 

number of types, to latest military specifications, which are now catalogued as 

UTC stock items. 

Type 
No. 

MINIATURE AUDIO UNITS...RCOF CASE 

Application 
MIL Pri. Imp. 
Type Ohms 

Sec. Imp. DC in Response Max. level List 
Ohms Pri., MA ±-. 2db. (Cyc.) dbm Price 

H-1 Mike, pickup, line to grid 

II-2 Mike to grid 

14-3 Single plate to single grid 

H-4 Single plate to single grid, 
DC in Pri. 

H-5 Single plate to P.P. grids 

11..6 Single plate to P.P. grids, 
DC in Pri. 

H-7 Single or P.P. plates to line 

H-8 Mixing and matching 

H-9 82/41:1 input to grid 

H-10 10:1 single plate to single 
grid 

TFIAlOYY 

TF IA1 IYY 

TFIAI5YY 

TF1A15YY 

50,200 CT, 500 CT• 

82 

15,000 

15,000 

50,000 

135,000 

60,000 

60,000 

o 
50 

o 

50-10,000 

250-8,000 

50-10,000 

200-10,000 

-1- 5 
+21 

+ 6 

+14 

$16.50 

16.00 

13.50 

13.50 

TF1A15YY 15,000 

TF1A15YY 15,000 

95,000 CT 

95,000 split 

0 50-10,000 

4 200-10,000 

+ 5 15.50 

11 16.00 

TF1A13YY 

TFIAI6YY 

TFIAIOYY 

TF1A15YY 

20,000 CT 

150 600 

150 ,600 

10,000 

150 600 

600 CT 

1 meg. 

1 meg. 

4 200-10,000 

0 50-10,000 

0 200-3,000 (4db.) 

0 200-3,000 (4db.) 

-{ 21 

+ 8 

+10 

10 

16.50 

15.50 

16.50 

15.00 

Reactor TFIA20YY 300 Henries-0 DC, 50 Henries-3 Ma. DC, 6,000 Ohms. 12.00 

Type 
No. 

COMPACT AUDIO UNITS...RC-50 CASE 

Application 
MIL Pri. Imp. 
Type Ohms 

Sec. Imp. DC in Response Max. level List 
Ohms Pri., MA 2db. (Cyc.) dbm Price 

H-20 Single plate to 2 grids, can TF1A15YY 15,000 split 
also be used for P.P. plates 

80,000 split 0 30-20,000 +12 $20.00 

H-21 Single plate to P.P. grids, 
DC in Pri. 

H-22 Single plate to multiple line TF1A13YY 15,000 50 200, 

TF1A15YY 15,000 80,000 split 8 100-20,000 +23 23.00 

125 500" 

50 ,200, 8 30-20,000 
125 500'• BAL. 

8 50-20,000 +23 21.00 

H-23 P.P. plates to multiple line TFIA13YY 30,000 split +19 20.00 

H-24 Reactor TF1A20YY 450 Hys.-0 DC, 250 Hys.-5 Ma. DC, 6000 ohms ... 15.00 
65 Hys.-10 Ma. DC, 1500 ohms. 

Tyne 
No. 

SUBMINIATURE AUDIO UNITS...SM CASE 

Application 
MIL 
Tyne 

Pri. Imp. 
Ohms 

Sec. Imp. DC in Response Max. level list 
Ohms Pri., MA ± 2db. (Cyc.) dbm Price 

H-30 Input to grid 

H-31 Single plate to single grid, 
3:1 

H-32 Single plate to line 

H-33 Single plate to low 
impedance 

H-34 Single plate to low 
impedance 

H-35 Reactor 

TFIAIOYY 50 -

TF1A15YY 10,000 

62,500 

90,000 

0 150-10,000 

0 300-10,000 

+13 $13.00 

+13 13.00 

TF1A13YY 10,000"• • 

TF1A13YY 30,000 

200 3 300-10,000 

50 1 300-10,000 

TF1A13YY 100,000 

TF1A20YY 100 Henries-0 DC, 50 Henries-I Ma. DC, 4,400 ohms. 

+13 13.00 

+15 13.00 

60 .5 300-10,000 + 6 13.00 11.00 

• 200 ohm termination can be used for 150 ohms or 250 ohms, 500 ohm termination can be used for 600 ohms 

I" 200 ohm termination can be used for 150 ohms or 250 ohms, 125/500 ohm termination can be used for 150 '600 ohms. 

••• can be used with higher source impedances, with corresponding reduction in frequency range. With 200 ohm source, 
secondary impedance becomes 250,000 ohms ... loaded response is -4 db. at 300 cycles. 

•"•can be used for 500 ohm load ... 25,000 ohm primary impedance ... 1.5 Ma. DC. 
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John R. Ragazzini, Director of Region 2, was born on January 3, 1912, in New York, N. Y. 
He received the B.S. and E.E. degrees in 1932 and 1933 from the College of the City of New York, 
and the A.M. and Ph.D. in 1938 and 1941 from Columbia University. 

After a brief association as an engineering aide with one of the New York City departments, 
Dr. Ragazzini joined the teaching staff of the School of Technology of t he College of the City 
of New York, remaining until 1941. He then joined the faculty of the School of Engineering of 
Columbia. He is now professor of electrical engineering, in charge of all university courses in elec-
tronics and feedback control systems. 

During World War II Dr. Ragazzini served as a technical aide on the National Defense Re-
search Committee and as an official investigator in the Division of War Research at Columbia, 
supervising research contracts in the fields of ultra-high-frequency transmitters and receivers, elec-
tronic analogue computers and control systems. 

Since 1951 Dr. Ragazzini has again been on partial leave of absence to act as director of the 
recently established Electronics Research Laboratories of the Department of Electrical Engineer-
ing of Columbia. He has also been active as a consultant to industrial organizations and govern-
ment agencies since 1946. 

Dr. Ragazzini joined the Institute as an Associate in 1941, became a Member in 1946, a Senior 
Member in 1952, and was elected a Fellow in 1953. He has been active in section activities and 
is a member of numerous IRE committees. 

Dr. Ragazzini is a member of the American Institute of Electrical Engineers, the American 
Society for Engineering Education, Phi Beta Kappa, Tau Beta Pi, Sigma Xi, and Eta Kappa Nu. 
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Spectrum Utilization 
EDWARD W. ALLEN, JR. 

The "gold in the hills" of radio communication is the frequency spectrum. Unfortunately, the supply of 
channels which it offers is strictly limited, and the demands are increasing and insatiable. 

The methods used by the United States Government to meet this situation are clearly set forth by a skilled 
and experienced worker in this field, who is a Fellow of the Institute, and Chief Engineer of the Federal Com-
munications Commission.— The Edieor. 

.1) 

• 

Within the past few years there has arisen an increasing interest in the effective utilization of 
the radio spectrum. While there still remains much to be learned about the detailed behavior of 
radio waves, together with the physical causes thereof, enough has been known for several years 
to make a general appraisal of applications for which various ranges of the spectrum are suited. 
The rapid developments between 1941 and 1945 opened large new reaches of the spectrum, but 

they also made it clear that the new bands would not provide some of the radio services required 
by industries which had expanded rapidly within the same period. Then, as now, the greatest con-
gestion arose in the bands suited to long distance communication. Thus there was need for revised 
service allocations in these bands and new allocations in the newly opened bands, so that the or-
derly development of services could continue. 
The Radio Technical Planning Board was organized by the industry to study the problem and 

recommend to the Federal Communications Commission bands of frequencies to be allocated to 
various services. The allocations were completed in 1945 and were incorporated in the Interna-
tional Radio Convention of Atlantic City in 1947. Agreement was reached at the Extraordinary 
Administrative Radio Conference at Geneva in 1951 as to a procedure for moving existing services 
into bands allocated at Atlantic City; these moves, requiring several years, are in progress. 

It is expected that the general pattern of allocations will be retained for many years, but it is 
equally to be expected that changes will be made in response to the development of new tech-
niques and new services, and the changing demands of existing services. If the spectrum is to yield 
the maximum of utility and the changes are to be made smoothly and with a minimum of impact 
upon emerging and existing services, a vigorous program of spectrum management must be main-
tained. Continuous surveillance is required to assure that the bands are used to the best advantage 
by the services to which they are allocated, and to anticipate changes in allocation between services. 
The organization necessary to accomplish these ends has already been completed. The Joint 

Technical Advisory Committee has published its first report on the subject, "Spectrum Conser-
vation." JTAC is now engaged in a study of spurious radiations which constitute a nonproductive 
spectrum occupancy, and of ways and means for their reduction or elimination. The benefits of th'ese 
and further studies and recommendations will be made available to those with whom rests final re-
sponsibility for determining the nature of spectrum utilization, both nationally and internationally. 
The Office of the Telecommunications Advisor to the President fills a need which has been 

recognized for some years, providing a unified responsibility for the planning of the use of the spec-
trum and a consolidation and justification for channel requirements by agencies of the Federal 
Government. The responsibility of the TAP for representing all Government interests in spectrum 
management should prove to be a significant advance over the former IRAC system, in which 
each Government agency using radio had a voice. 
The resulting dual responsibility, the TAP for Federal Government uses of radio and the FCC 

for other uses, while perhaps not ideal, can be made to function well. As in any co-operative ven-
ture, its success will depend to a large extent upon the determination to make it succeed, upon 
the mutual recognition and respect of the rights and responsibilities of each party, and upon the 
support which it receives from those who will be affected by its decisions. 
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Electronics and the Engineer* 

INTRODUCTION 

PflO BE THE FIRST RECIPIENT of 
the Founders Award of the Institute of 
Radio Engineers is a distinction to be 

cherished. I am profoundly grateful for this 
significant honor conferred by the world's 
outstanding group of radio engineers, and 
accept it with a deep sense of pride. 

It has been my pleasure to know the 
founders of the IRE and many of the engi-
neers who throughout the years have con-
tributed to the growth and renown of the 
Institute. They have been men of high 
principle, fervently interested in all phases 
of radio. The character of the Institute re-
flects their vision and steadfast adherence to 
the purposes for which the IRE was founded 
in 1912. 

EARLY DAYS OF THE IRE 

As a member of the Institute since its in-
ception, I have always been greatly inter-
ested in its activities. I was Secretary of the 
IRE from 1915 to 1917, and was elected a 
Fellow of the Institute in 1917. 

Our first meetings were held in the days 
when wireless telegraphy was the inspiration 
for the presentation of technical papers and 
discussions. In those days meetings were 
often looked upon as "ham sessions," for 
the majority who attended were wireless 
amateurs—almost everyone had his own 
station and knew the code. Among them 
were Hogan, Marriott, Goldsmith, Weagant, 
Simon, Binns, Godley, Pacent and many 
others whose names today are recognized 
throughout the industry as pioneers and 
leaders. 

Imbued with a fraternal spirit that 
sprang from amateur wireless, the Institute 
grew in stature. It became a great educa-
tional factor in the field of electric communi-
cations. As time went on it achieved inter-
national prominence, attracting to its plat-
form scientists, engineers and inventors from 
around the world. 

New advances were disclosed in lectures 
by Marconi, De Forest, Pupin, Hammond, 
Alexanderson, Beveridge, Hazeltine, Lang-
muir, Pickard, Kennelly, Armstrong, Zwory-
kin, and a host of others who made history 
by their revelations in discovery and inven-
tion. 

There were years, however, when the 
annual banquet of the IRE was a small and 
intimate affair and was held in a small room. 
At the outset there were only 109 members. 
Today there are 33,000 members. Their di-
verse interests reveal how radio engineering 
has broadened in scope and impact within 
the past decade. 
I know of no engineering organization 

which has contributed more to the advance 
of radio, television and electronics than this 
Institute. The topics covered in engineering 
papers presented in issues of the IRE PRO-
CEEDINGS reflect the measure of radio-elec-
tronic expansion. 

• Decimal classification: R060 X R090.1. Presented. 
Annual IRE Banquet, New York. N. Y.; March 25. 
1953. 
t Chairman of Board and Chief Executive Officer 

RCA, 30 Rockefeller Plaza, New York. N. Y. 

DAVID SARNOFFt, FELLOW, IRE 

We find such subjects as klystrons, cyclo-
trons, synchrotrons, graphechons, magne-
trons and orthicons as well as fluorescent 
materials, microwave relays, ceramics, radio-
heat, guided missiles, printed circuits and 
ultra-high frequencies, to mention only a 
few—a new world of technology and a new 
vocabulary. All are related to the parent 
radio. Like the art itself, the Institute has 
vastly widened its domain. 

Under able leadership the Institute has 
kept abreast of progress. It has recognized 
the achievements of its members impartially 
and regardless of competitive considerations. 

The IRE is not an organization of old 
men. It is enlivened by the spirit of young 
engineers. And even those of us who have 
been members since the early days of wire-
less like to think of ourselves as veterans 
with youthful vision. Youth is to this Insti-
tute what the electron is to the science of 
communications and related fields. 

The wireless spark was the signal that 
brought the pioneers of IRE together. When 
Robert Marriott was elected first President 
of the IRE in 1912, radiotelephony was but 
a hope. Broadcasting was an elusive idea. 
And television was not even mentioned. 

Now the pioneers have a right to smile 
when they see electronic communications 
returning to the crystal detector stage via 
the transistor. These new speck-like crystals 
not only detect, but amplify and oscillate. 
What a fantastic idea that would have been 
in 1912! Those of us who operated crystal 
detectors—silicon, galena and carborundum 
—can well marvel at the wonders of ger-
manium and the revolutionary effects that 
the transistor is destined to create. It is a 
new tool and the key to vast opportunities. 

A CHALLENGING ART 
On an occasion such as this it is tempting 

to conjure up the old days of wireless that 
live in memory and compare them with the 
Electronic Age in which we now live. But 
this is no time for nostalgia. It is in the na-
ture of our life's work to look forward not 
backward, except to pay tribute to those 
pioneers who made it possible for us to meet 
here in 1953 as members of this great Insti-
tute. 

The latest advances in microwaves and 
color television, in electron tubes and tran-
sistors now attract you to study and discus-
sion. These potential developments brighten 
your destiny and the future of the Institute. 
At no time have radio and electronic engi-
neers been in greater demand. Today they 
are soldiers of science, defenders of the flag. 
They are in the front line that bulwarks prog-
ress and prosperity. 

It is fitting that we salute today's engi-
neer who is being led into new dominions of 
science and industrial accomplishment by 
the challenge of the electron. His is a future 
that is fascinating and promising. Even our 
wildest dreams cannot encompass all the 
possibilities open to the radio-electronic 
engineer in the years ahead. 

The future is in your hands and those of 
the engineers who will follow in your foot-
steps as we have followed the signposts 

erected by Marconi, De Forest, Fessenden, 
Armstrong, Zworykin, DuMont, Farns-
worth—and others who have marched to 
fame in the I RE's great cavalcade of science 
and engineering. 

NEW FIELDS 

Between now and 1960—and that is only 
seven years away—great changes in indus-
try will take place as a result of develop-
ments in solid-state electronics. Indeed, the 
vacuum tube is approaching its 50th anni-
versary confronted by a mighty competitor 
—the transistor. 

Present day electronic devices, instru-
ments and systems will be transistorized. 
This new tool of science will widen the use-
fulness of electronics. It will spread its ap-
plications into many fields which the elec-
tron tube has not been able to serve. 

Household Products 

Within these next few years we should 
not be surprised to see electronic appliances 
find their way into the home. Air-condi-
tioners, using electronics, eliminating mo-
tors, blowers and compressors, and there-
fore noiseless in operation, may lead a 
mighty procession of household products to 
new markets. 

Business Machines 
Industrial electronics offers many oppor-

tunities for substantial development and ex-
pansion. It will revolutionize many phases 
of business, especially within large organiza-
tions. For example, electronic computers 
can translate, process, compute, store and 
print pertinent facts and information. They 
simplify the task, greatly increase the effi-
ciency and perform the functions of an ac-
counting system with utmost speed and 
accuracy. 

Electronics will change clerical opera-
tions, relieve men of routine and drudgery 
and effect enormous savings in time, money 
and materials. The world of business ma-
chines is ripe for electronics. 

Inspection Devices 
Electronics can also serve in other direc-

tions. It promises new aids to health, safety 
and better living. There are countless appli-
cations for the development of inspection 
methods to insure the highest purity in 
liquids, vaccines, drugs anà all bottled 
beverages, including milk. Electronics be-
comes the foe of impurity and contamina-
tion in all bottled, packaged or canned 
products. 

Aviation 

Another important area for further de-
velopment and expansion of electronics is 
aviation, especially in communication and 
radar. Electronics is the pilot of the robot 
plane and the hand that guides the missile. 
Recently the Army exhibited a new rapid-
fire radar controlled anti-aircraft gun, which 
is an electronically guided artillery weapon 
that searches out and hits with deadly ac-
curacy a hostile aircraft in any weather and 
destroys it at altitudes up to four miles. 
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Industrial Television 

In a few short years we have seen tele-
vision develop into a major factor in Ameri-
can life. Its extraordinary potentialities for 
political education, cultural instruction and 
entertainment have been amply demon-
strated. However, many other applications 
of television's basic function—extension of 
human sight—are ready for practical use. 

Thus far, the phenomenal growth of 
broadcast television has overshadowed these 
other applications which operate over 
closed-circuit systems and constitute the 
growing field of industrial television. rhe 
opportunities for expansion of television in 
this field are wide. 

Wherever danger, remoteness or discom-
fort preclude the presence of a human ob-
server, the industrial television camera can 
take his place. Handling of explosives, pour-
ing of castings, watching the operations of 
furnaces and remote power sub-stations are 
examples of television's usefulness to indus-
try. 

As yet only a negligible fraction of the 
potential of industrial television has been 
tapped. The major obstacle has been cost. 
That obstacle is being overcome by light-
weight equipment using the vidicon camera 
tube. The dimensions of industrial television 
may surpass the growth in broadcast tele-
vision we are now witnessing. 

At this IRE convention, we will demon-
strate a much simplified closed-circuit tele-
vision system, which provides a vidicon 
camera attachment for a standard home 
television receiver. The simple attachment is 
connected as easily to a television receiver 
as a record-player and does not affect the 
normal use of the receiver in any way. With 
the addition of this camera unit every one of 
the 23,000,000 television receivers now in 
use becomes potentially a closed-circuit sys-
tem for schools, the home and other places. 

Schools, in which television sets are be-
coming more and more a standard classroom 
fixture, may employ their TV sets to bring 
talks and demonstrations to the entire 
school or to selected classes, without the loss 
of time or the confusion attendant upon a 
call to assembly. On college campuses the 
linking of the lecture halls by television will 
permit exchange of instruction between de-
partments, adding to the variety and in-
terest of the courses. In biological research 
and technical education, this form of tele-
vision has proved a valuable tool. 

The availability of a simple closed-cir-
cuit system will put the television micro-
scope as a new instrument for instruction 
within reach of every high school and college 
in the country. 

Until now industrial television has been 
utilized mainly by larger business and indus-
trial organizations, but the reduction in cost 
brings it within reach of thousands of small 
businesses. 

Many uses are also foreseen for closed-
circuit TV in hotels, department stores and 
other business establishments. A visual 
intercommunication system between offices 
for checking papers and documents, be-
tween office, factory and warehouse, can 
now be realized economically. 

One of the largest fields ahead for the use 
of closed-circuit television is the home itself. 
Closed-circuit sound systems are familiar to 
Americans. We think nothing of voice corn-

munication between rooms in the same 
house, between offices in the same building, 
between upstairs and downstairs. \Ve are 
destined, I believe, to become equally 
familiar with closed-circuit systems of sight 
transmission. 

When the cost of the camera attach-
ments is sufficiently low to permit their use 
in the average home they may make the 
television receiver truly the control center 
of the home. The snap of a switch will turn 
the receiver from the broadcast program to 
view the children asleep in the nursery or at 
play in the yard, or the cooking on the 
kitchen range. The housewife will not only 
hear but see the caller at the door before she 
opens it. 

All the new vistas opening up in elec-
tronics cannot be covered in our discussion 
here. But this much seems certain—As the 
science of electronics continues to unfold, 
new discoveries will be made, new inventions 
will be created and new products and serv-
ices will be developed. This will steadily in-
crease the size of the electronics industry, its 
importance for national defense and its 
value to the public. 

COMPETITION SPURS PROGRESS 

The United States is fortunate in having 
a radio-electronic industry made up of so 
many competent organizations of which the 
membership of the IRE is representative. 
The keen competition in research and engi-
neering as well as manufacturing spurs con-
tinued effort on the part of all and stimu-
lates scientific and economic advances 
matched by no other country. Our industrial 
machine is unequalled anywhere. 

Where the interests of the nation and the 
public are concerned, engineers from the 
various organizations cooperate effectively. 
We see an outstanding example of this in the 
work of the National Television System 
Committee, comprised of leading engineers 
of the industry. Through extensive field tests 
they are today formulating signal standards 
to be recommended to the FCC for commer-
cial broadcasting of compatible color tele-
vision with all its inherent advantages. 

Through the individual efforts of com-
peting organizations the United States has 
achieved preeminence in radio, television 
and electronics. For national defense, the 
industry of which you as engineers are such a 
vital part, provides superior equipment de-
veloped and produced by American ingenu-
ity and craftsmanship. The finest radio-
television instruments and services in the 
world, and at the lowest cost, are made avail-
able to the American home. In achieving 
this, the industry provides employment for 
hundreds of thousands of people and con-
tributes vitally to the high standards of 
living enjoyed in America. 

SCIENCE AND HUMAN PROGRESS 

We are reminded by a British philoso-
pher that science as a dominant feature in 
determining the beliefs of educated men has 
existed for only about 300 years, and as a 
source of economic technique for about 150 
years. As radio-electronic engineers you 
therefore belong to a relatively young pro-
fession, which the philosopher describes as 
"an incredibly powerful revolutionary force." 

Indeed, as engineers, you have great re-
sponsibilities, for through your work you can 

change living habits, expand knowledge, 
speed commerce, strengthen national se-
curity, disseminate education, spread re-
ligion, improve standards of living, and add 
to the health, comforts, and pleasures of 
your fellowmen. 

These achievements, of course, presup-
pose that your accomplishments are applied 
for useful and not destructive purposes. For 
the ultimate test of the value of new knowl-
edge that scientists discover, of new tools 
that engineers develop, is in the use which 
man makes of the new instrumentalities. 
I do not subscribe to the theory, oc-

casionally heard, that science has given us 
machines beyond our moral ability to con-
trol. The true spirit of science, it seems to 
nie, is to create not to destroy. We may use 
our technological knowledge to turn back 
the clock of civilization, or we can use the 
forces of science as master keys to wind that 
clock so that its hands will move continually 
toward a brighter future for all mankind. 

But man must be the master, not the 
slave of the machine. For the machine has 
neither mind, nor soul, nor sense of moral 
values. In the spiritual crusade for a free and 
peaceful world, science is our strongest ally. 
Science can help greatly to deter the aggres-
sor from attacking the nations he seeks to 
conquer or destroy. It may even prevent 
another world war. Or, if the conflict cannot 
be averted, science can thwart the enemy's 
designs and help us immeasurably to win it. 
Today the research laboratory is a vital part 
of our national security and progress. 

A MEMORABLE DAY 

On numerous occasions I have been in-
vited to our laboratories to see an invention 
or new scientific principle demonstrated. 

Usually the laboratory is arrayed with all 
sorts of gadgets, meters, intricate apparatus 
and a maze of wires that all lead to some 
focal point of interest—the invention. Some-
times one wonders how in the world all that 
complex circuitry can be simplified and 
made to function in a small cabinet suitable 
for the home. That is where the engineer 
enters the scene. It is his job to make the 
invention practical, simple and saleable at a 
reasonable price. 
I shall always remember the day when 

our research men told me they had some-
thing new to show me in television. I went 
to our Princeton laboratories and the men 
made good. They turned on two television 
sets, side by side, and both produced pic-
tures. Then they snapped a switch and one 
of the sets showed pictures in color! 

"This is wonderful," I exclaimed, "when 
can we demonstrate it to the industry? What 
you have demonstrated to me proves that 
all-electronic color television can be made 
compatible with existing black-and-white 
sets so that the advent of color will not make 
them obsolete." 
I could see that my enthusiasm and im-

patience were not exactly in tune with the 
patience of the research men, for they said it 
might be six months or a year before they 
would be ready to stage a general demonstra-
tion. 

They threw up their hands when I asked. 
"How about next week?" 

Well, to make a long story short, we 
compromised and within a month members 
of the industry witnessed all-electronic color 
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television. And since that time, with im-
patience prodding patience, the engineers 
have made miraculous strides in adapting 
and perfecting compatible color TV for the 
home. 

Today, a color television set in outward 
appearance is the same as a black-and-white 
set, but several years ago the equipment 
needed to receive color was a crate full of 
gadgets and controls. Thanks to the engi-
neer, color TV now is not far from the home. 

FAITH AND FACTS 

I have frequently remarked to our scien-
tists and engineers that I have greater faith 
in them than they have in themselves. But 
I have been warned on occasion that my 
faith was stimulated by "an imagination un-
restrained by sufficient knowledge of scien-
tific facts." Well, there is ample warrant for 
that indictment and I plead guilty. But I 
appeal to this fair and competent jury of 
scientists and engineers and ask you—Are 
there not some extenuating circumstances 
that may lessen in your eyes the size of my 
sins? 

Is it not also a scientific fact that what 
seemed to be true yesterday is sometimes 
proved by new knowledge to be false today? 
For example—Maxwell's theory of the ether 
as a medium for propagation of light, heat 
and electric waves, eventually was dis-
carded by the scientific world as "a supreme 
paradox of Victorian science and yet a 
triumph of the scientific imagination.» It 
did, however, help the world to understand 
wireless. 

Originally—and this is a classic in the 
field of communications—Hertz, Marconi 
and other earlier experimenters used tiny 
waves. But as wireless developed it was 
found that long waves more easily covered 
greater distances. A theory developed that 
short waves were strictly limited in range. 
But during World War I commercial experi-
menters as well as American wireless ama-
teurs were amazed to discover that short 
waves were more efficient for communication 
across the hemispheres. It was found that 
the short waves were reflected from the 
Kennelly-Heaviside layer, popularly re-
ferred to as the "radio mirror" high in the 
sky. So superior were the results that the 
early theory was proved fallacious. As a 

result, short waves became the backbone of 
world-wide radio. 

On more than one occasion theories 
formulated to help explain a new discovery 
have proved to be convenient but no more 
real than the equator of the geographers. 

The realm of science with its fact, and 
sometimes fiction, has always held great 
fascination for me. Therefore, you as engi-
neers can understand how deeply I was 
touched in September, 1951, when the men 
of our Laboratories commemorated my 45 
years of service in radio by naming the RCA 
Laboratories "The David Sarnoff Research 
Center." After expressing my appreciation 
perhaps I should have sat down. But the 
faith I have in scientists, research men and 
engineers, inspired me to ask them to invent 
three presents for my 50th radio anniver-
sary, in 1956. 
I asked them for an inexpensive tape re-

corder of television pictures, an electronic 
air-conditioner, and a true amplifier of light. 

Presents Are Under Way 

Less than two years have passed, and 
now I will let you in on a secret. Recently I 
was given a preview at our Laboratories of 
some preliminary steps toward my 1956 
anniversary presents! 
I was surprised at the demonstration I 

saw of a television program coming from 
New York and being simultaneously re-
corded on tape in the Princeton Labora-
tories 45 miles away. The recording was 
played back instantly. The quality of the 
recorded picture still needs improvement— 
but even its present performance convinced 
me that I will have the television tape re-
corder before the time I specified. 

Tape recordings will obsolete the use of 
film for television and reduce over-all costs. 
Small degradations which mark the various 
steps in the production of a film, creating a 
cumulative effect in the final print, will be 
eliminated. This new method will revolu-
tionize the entire art. As a simpler and 
cheaper process, it will extend into color 
television. And it may extend into the mo-
tion-picture industry as well. 

As you all know, the recording of sound 
on magnetic tape already has reached a high 
degree of perfection. When recorded sound 
has served its purpose it can be wiped off and 

the tape used over again. I believe that we 
now stand on the threshold of the same 
service for sight. 

The second present I asked for—an all-
electronic air-conditioner—is still in the 
embryonic stage, but I saw signs of life! 

The third present I asked for—a true 
amplifier of light—is the toughest problem to 
solve. As you know, the present method is 
first to convert the light into electricity, next 
to amplify it, and finally to convert the 
electricity back into light. Most limitations 
of television now are due to this complicated 
and inefficient method of handling light. 
I still believe that one of these days we 

shall learn how to amplify light directly. 

SCIENCE AND FREEDOM 

I hold to the conviction that if we intelli-
gently accept the challenges that spring 
from our opportunities, the wonders we have 
witnessed in the past fifty years will be 
dwarfed. Indeed, the advances of the next 
half century will make those of our genera-
tion pale into insignificance. Our great hope 
for continued advance stems from the fact 
that the sum total of our knowledge of sci-
ence and nature is but a drop in the ocean of 
knowledge that spreads to the far distant 
shores of the future. 

All of you, as engineers, have a right to 
take special pride in the fact that America, 
supremely the land of Liberty, is also su-
premely the land of science. This is no 
accident, my friends, but a matter of cause 
and effect. Freedom is the oxygen without 
which science cannot breathe. At their best, 
at their most creative, science and engineer-
ing are attributes of liberty—noble expres-
sions of man's God-given right to investi-
gate and explore the universe without fear of 
social or political or religious reprisals. 

Without freedom there can be no genu-
ine research, which is the uninhibited pur-
suit of truth no matter where it may lead. 
In the final analysis science is a search for 
the truth about the natural laws governing 
the universe. 

The task of engineering is to translate 
those findings into products and services to 
enrich man's life. The role of radio engineers 
in this dynamic enterprise has been great. It 
is destined to be even greater. 

Colorimetry in Color Television* 
F. J. BINGLEV, FELLOW, IRE 

Summary—This paper considers the relations between the 
colorimetric quantities of the system and the electrical signals into 
which they are encoded for transmission. The type of system con-
sidered specifically is that in which the complete video signal com-
prises a monochrome component together with a color carrier, which 
collaborate to transmit all of the information necessary for a subjec-
tive reproduction of a colored scene. However, the colorimetric 
equations derived in the paper are quite general, and would apply to 
any system of color reproduction. 
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INTRODUCTION 

THE SCIENCE of colorimetry has developed 
largely in the environment of the dye, paint, 

  printing, and photographic industries. The fun-
damentals, which have been so well established by the 
many pioneer workers in the field of colorimetry, may be 
extended and applied to color television. It is the pur-
pose of this paper to show how this may be done. Par-
ticular reference will be made to a compatible color-
television system. The paper will constitute a sequel to 
an earlier paper by the author' to which reference is 

IF. J. Bingley, "Theapplication of projectivegeometry to the theory 
of color mixture,» PROC. I.R.E., vol. 36, no. 6, p. 709; June, 1948. 
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made since many of the techniques disclosed in that 
paper will be applied in the present instance. 
The fundamental quantities of colorimetry, as estab-

lished by the Commission Internationale de l'Eclairage 
(usually referred to as CIE), are 

X = f ExRxia 

I" = f ExRx9dX 

Z = f ExRedX, 

where the integrations are taken through the visible 
region of the spectrum. These quantities are referred to 
as tristimulus values. 

In these equations, the function Ex represents the 
power distribution of the illuminant in which the col-
ored object is viewed. The function Rx represents the 
reflectance characteristic of the object, that is, the 
proportion of incident light which is reflected, expressed 
as a function of wavelength. The three functions ±, y and 
à describe the psychophysical characteristics of a stand-
ard observer as established by experiments conducted 
by CIE; they are shown in Fig. 1. It may be noted here 
that CIE chose the ordinate scale for these quantities so 
that the areas under them are all equal. As a conse-
quence of this, when the illuminant is equal energy 
white and the object is uniformly reflecting, the three 
integrals above become equal, so that X=Y=Z for 
this case. 

is 

Fig. 1 

SOO 600 700 

Using the tristimulus values as fundamentals, other 
related quantities called "chromaticity co-ordinates" 
have been defined, namely, 

x = 
X 

X Y Z 

Y 

The quantity T=X+Y+Z is the total tristimulus 
value. Obviously, it may be written that 

X Y Z 
T=X+Y+Z=—=—=—• 

y z 

The tristimulus values express the psychophysical 
assessment of a color by a standard observer whose 
characteristics have been established by subjective 
tests of a number of observers. The chromaticity co-
ordinates provide a convenient method of mapping 
colors on a chromaticity diagram. A familiarity with 
this technique will be assumed. 

It has been established by experiment that in a mix-
ture of colors the three individual tristimulus values, 
which describe each of the colors, are individually addi-
tive to give the three tristimulus values of the mixture. 
That is to say, in a mixture of two colors specified by 
Xi, Yi, Zi, and Xs, 172, Z2, the mixture color has tri-
stimulus values X, Y, Z such that 

X = Xi+ X2 

Y = + Y2 • 

Z = Zi + z2. 

This leads directly to a fundamental property of the 
chromaticity diagram, namely, that the point represent-
ing a mixture of two colors is at the center of gravity of 
masses (XI+ Yi+ZI) and (X2+ Y2+Z2) located respec-
tively at the chromatic points of the two constituent 
colors. The analogy with mechanics is complete be-
cause the total tristimulus value of the mixture color is 
also the sum of the six tristimulus values which describe 
the two constituent colors. 

For a complete discussion of colorimetric funda-
mentals reference may be made to the literature, some 
of which is listed in the references appended to this 

paper.2.8 

REPRODUCTION OF COLORS BY MIXTURES OF 
PRIMARIES 

The philosophy of the preceding paragraph can be 
extended to cover the mixture of three colors, each 
specified by its respective set of tristimulus values. 
These three colors can be mixed to provide a wide 
gamut of colors, and when so used are referred to as 
"primaries." The primaries may each be represented 
by a point on the chromaticity diagram, thus defining 
what may be called "the triangle of primaries." Any 
mixture of the three primary colors will produce a color 
located within the triangle of primaries. 

2 W. T. Wintringham, "Color television and colorimetry," PROC. 
I.R.E., vol. 39, p. 1135; October, 1951. 

3 W. D. Wright, "Measurement of Color," Adam Hilger, Ltd., 
London, England; November, 1944. 
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THE FUNDAMENTAL COLORIMETRIC EQUATION 

The reproduction of a given color by a color-television 
system implies control of the outputs of at least three 
separate light sources or primaries at the receiver. These 
light sources have specified colors generally described 
as "red," "green," and "blue." Their respective colors 
may be defined by the appropriate pairs of chromaticity 
co-ordinates xRyft, xaya, and xBya. Their outputs can 
well be specified by the respective total tristimulus 
values TB, T G, and TB. 

Fig. 2—Fundamental equation for red primary. TR• P,— 
+Ze)P.; that is, TR• A =(Xe-F1'e-i-Ze)à1, where à =area of 
ARGB and tà, =area of ACGB. 

Consider a color being produced by a mixture of 
three primaries. The colorimetrics involved are il-
lustrated in Fig. 2. The primaries are indicated at 
points R, G, and B. The total tristimulus values which 
the three primaries are putting out are, respectively, 
TR(=XR+YR+ZR), TG(=XG-FYG+ZG), and TB 
(=X8+17R+ZR). Because of the mechanical analogy 
we may, for example, take moments about the line 
GB, and obtain the fundamental equation given in the 
caption of this figure. Here pc and pc are the perpendicu-
lar distances from the red primary and the mixture color 
C, respectively, to the line GB. The transformation to 
areal co-ordinates is readily made by multiplying both 
sides of the equation by ¡GB, resulting in the equation 
shown. 
The development of this equation in terms of the 

chromaticity co-ordinates of the three primaries, which 
of course are constants for a given receiver, may be 
carried out as follows: We have, from Fig. 2, 

TR.A = (X + Y Z)A, (1) 

where TR is the output of the red primary measured in 
terms of total tristimulus value. 

Now the area of a triangle may be simply stated in 
terms of the co-ordinates of its vertices, leading to the 
following for A and AI' 

XR Xo XL, 

2A = yn ya ys 

1 1 1 

X XG XR 

2A1 = y ya yB 

1 1 1 

(2) 

(3) 

where XR, ya; eca, y a; xa, ya; and xy are the co-ordinates 
of the points R, G, B and C, respectively. 
By substituting for As in (1) and expanding the de-

terminant, there is obtained 

2à TR = [yG(1 — xe) — yG(1 — xo)]X 

▪ [(1 — ya)xa — (1 — yB)xGlit 

▪ [XGyR — XByG[Z. 

There are two similar equations for TG and TB 

2 à7. 0 = [31 R( 1 XR) Y R(1 — X 0)1X 

▪ [(1 YR) XR — (1 — YR) XBilr 

[xByR — xRyB[Z 

27', [y8(1 — Xe:;) — yG(1 — xe)PC 

• [(1 YR)xci (1 Ya)xRW 

[xByG — xayBjZ. 

(4) 

(5) 

(6) 

There is thus very simply derived a relation between 
the total tristimulus value put out by the red primary 
and fixed fractions of the X, Y, and Z tristimulus values 
of the mixture color. These same fractions hold no 
matter what the mixture color is, so long as the chro-
maticity co-ordinates of the three primaries are given 
stated values. Two similar equations exist for the total 
tristimulus values TG and TR of the green and blue 
primaries, respectively. 
The three fundamental equations may be rewritten 

121 111 
TR = X+ — le+ —Z 

2à 2à 2à 

as „ , b2 cs 
TG = 

2A 2à 2à 

as b3 C3 
T8 = —X+—Y4--Z, 

2A 2A 2A 

where A is the area of the receiver primary triangle 

= ¡ [(x8 — xB)(ya — ye) — (sa — xn)(YR — YB).1 

by expanding the determinant in (2) and where 

as 
a2 Sa) 

b1 = (1 — yG)X8 

b2 = (1 — YEt)XR 

— yB(1 — xa) 

— yR(1 — xa) 

— yo(l — SR) 

— (1 — yft)xa 

— (1 — yB),x8 
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b3 = (1 — yR)xo — (1 — yoxie 

= XGYB XBYG 

(3 = xoyn — XRYB 

(3 = XRYG XGYR• 

The coefficients al, b1, cl, and so on may thus be repre-
sented by fixed areas on the chromaticity diagram. 

Equations 7, 8, and 9 may be represented more com-
pactly by the following: 

TR = aiX ‘31Y + 71Z (10) 

TG a2X 02Y 4- 72Z (11) 

TB = a3X 03Y ± -ye, (12) 

where X, Y, and Z specify the reproduced color, and 
where the nine coefficients al, ,33,13, and so on are func-
tions of the six chromaticity co-ordinates of the three 
receiver primaries. The values of the coefficients for the 
NTSC primaries are given in Fig. 3, which also con-
tains a tabulation of other useful numerical coefficients. 
The fundamental equations relate the color produced 

at the receiver to the tristimulus outputs required of 
each of the receiver primaries. If the system represents 
a reproducer producing colorimetric fidelity, then the 
values of X, Y, and Z refer not only to the output color 
but also to the input. 

Useful variations of these equations may be set 
down. For example, since Y=yT, we may write 

YR = yen = acid( ± 131yRY ± -ripe (13) 

Y0 = yoTo = a2yoX 132yoY 72yoZ (14) 

(15) YB ee yoTo = a3),BX /33yBY 73yBZ, 

where YR, Y0, and YB represent the respective lumi-
nance contributions of the red, green, and blue pri-
maries. 
Two other sets of equations may be written—one set 

based on the relation X =xT, the other based on the 
relation Z=(1—x—y)T. These are of less general use 
than the luminance equations just written. 
Another useful variant is represented by the set 

TR =- (ai 131+ 71)Y ± al(X — Y) -I- 1,1(Z — Y) (16) 

TG = (a2 e, + -y2) , + a2(X — Y) ± 72(Z — Y) (17) 

TB = (a3 ± 03 ± 73)Y ± a3(X Y) 73(Z — Y)• (18) 

\Ve may also write 

TB 
R pi(X — 17) qt(Z — Y) (19) 

ai 51 

TG 
G =   = + p2(x — + q2(Z — Y) (20) 

a2 $2 + 72 

B = TB — Y + ps(X — Y) ± q3(Z — Y), (21) 
as -I- Os 73 

where 
al 

= 
aj ± + 71 

71 

at 131 + 7t 

a2 72 

P2 =  Y =   

a2 --i- P2 + 72 a2 + 02 + 72 

P3 = 
a3 03 + 73 

a3 73 
q3 = 

a3 + 73 

From the above set of equations, (19), (20), and (21), 
when equal energy white is the reproduced color, then 
R=G=B because, in this case, X=Y=Z. The color-
imetric quantities R, G, and B .are directly related to 
the channel voltages in a television system. In a linear 
system, the channel voltages may be derived from R, 
G, and B by a single dimensionalizing constant relating 
voltage to tristimulus value; and the channel voltages 
are often referred to as R, G, and B. 

Each primary contributes to the luminance of the 
mixture color, the total luminance being the sum of the 
contributions of each primary. The contribution of each 
primary to the luminance can be expressed by 

YR = yR(cti + si + 71)R 

YG = yo(a2+ 02 ± 72)G 

Y8 = Yft(a3 + 03 + 73) 13. 

(22) 

(23) 

(24) 

One thing clearly brought out by the above equations 
is that the fundamental building blocks of color are the 
three tristimulus values by which it is specified. It ap-
pears that, if it is required faithfully to reproduce a color, 
we must have exact knowledge of X, Y, and Z, and must 
use this knowledge to control the values TR, Ta, TB at 
the receiver. This is true no matter what the receiver 
primaries are, the only requirement being that we use 

Red 

Green 

Blue 

Red 

Green 

Blue 

0.670 

0.210 

0.140 

a 

a= 2à 

1.7301 

—0.8135 

0.0834 

Y 

0.330 

0.710 

0.080 

0=-2A 

—0.4823 

1.6517 

—0.1694 

a a c 
0.5474 —0.1526 —0.0826 

—0.2574 0.5226 —0.0074 

0.0264 —0.0536 0.4064 

= 2à 

—0.2611 

—0.0234 

1.2845 

a+0+1f 

0.9867 1.7534 

0.8148 —0.9984 

1.1985 0.0696 

2A 

0.3164 

—0.2646 

— 0.0287 

1.0718 

Fig. 3—Values of coefficients for NTSC primaries. 
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this knowledge in accordance with the coefficients speci-
fied in the fundamental equation for the receiver pri-
maries in use. 

ENCODING OF COLORIMETRIC VALUES 

The information concerning the values of X, Y, 
and Z may be given directly or indirectly. The indirect 
information may take the form of three independent 
linear combinations of X, Y, and Z typified by 

P = IX ± mY la, 

where 1, m, and n are constants. Three such equations 
are necessary, and they must be independent. Such an 
equation will be referred to as representing a "color 
package" or "tristimulant." The coefficients 1, m, and n 
may be positive, negative, or zero. The nine values in-
volved (three for each of three color packages) con-
stitute the transmission code. 
A typical television system is shown in Fig. 4. For 

simplicity, wire connections have been shown to enable 
the fundamentals to be discussed. The matter of 
packaging information for radio transmission will be 
discussed later. Here we show the pickup system giving 
information in the form of three channel voltages pro-
portional to X, Y, and Z. All three of these voltages 
are fed to the inputs of three separate matrix or mixing 
units. Each of these matrix units has the function of 
applying the appropriate coefficients to the three chan-
nel voltages entering, so that the output voltage of a 
given matrix has the same set of coefficients as the cor-
responding fundamental equation. This will be observed 
in the equations describing output voltages noted on 
each of the three output lines, one for each matrix. 

ILLUMINANT 

(a) 

OBJECT 

XC Yc Zc 

(b) 

A.MPLiFIER 

•  2MATRIX 

The receiving mechanism will be assumed to be a 
direct-view unit, having three picture tubes, with red, 
green, and blue fluorescent screens, respectively. The 
chromaticity co-ordinates defined by the screens deter-
mine the coefficients in the fundamental equation, as 
shown previously. It will be assumed that the tubes are 
linear in their relation between total tristimulus value 
and grid voltages. Their assumed characteristics are as 
shown in the lower part of Fig. 4. 
By introducing amplifiers having the gains specified 

(one between the output line of each matrix and its 
corresponding red, green, or blue tube) the required 
output will be produced from each tube to match the 
input color, since colorimetric quantities exactly ap-
propriate to give correct reproduction have thus been 
developed. 
The system is capable of exact color reproduction 

within certain limitations. The limitation arises from 
the fact that certain of the coefficients in the funda-
mental equation are negative. When the input color 
has values of X, Y, Z so that a resultant matrix output 
voltage is negative, the corresponding tube or tubes is 
incapable of producing an appropriate response. This 
will be found to occur whenever the input color lies out-
side the receiver primary triangle. Widening the receiver 
primary triangle to encompass the input color—of 
course accompanied by the proper readjustment of co-
efficients as dictated by the fundamental equation— 
will enable the color to be reproduced accurately. In 
other words, the information picked up by the camera 
in the method described is complete and accurate. Any 
limitation of color-reproduction fidelity is imposed only 
by the receiver itself. 
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Fig. 4—(a) Diagram of complete system. (b) Characteristics of picture tubes. 
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SIGNAL PACKAGING 

By this is meant the manner in which the colorimetric 
information is put together for shipment over the ether. 
Packaging must be such as to protect the information 
from significant damage in shipment but no more ro-
bust than necessary. 

4 .5 .6 X 

Fig. 5—Maximum demand for Y. Adapted from curves of 
maximum visual efficiency of colored objects.* 

An important property of the television system is il-
lustrated in Fig. 5. Briefly, it shows how much lumi-
nance a television system may be required to transmit. 
based on a unit value for a 100-per cent reflectance 
white object as unity. This will represent the maximum 
brightness the system will need to handle. As the color 
of the objects before the camera is changed, less bright-
ness will be required. A stated value of relative bright-
ness defines a contour in the chromaticity diagram— 
the appropriate decimal values are indicated. These 
curves were first derived by MacAdam.' The curves 
indicate what any television system (including mono-
chrome) will have to deal with in the way of brightness 
for input objects of various colors. As was pointed out 
in the previous paper,' the demand values so derived 
can be exceeded by the presence of self-luminous sources 
or fluorescent materials in the original scene. Use of spot 
lights can make similar excess demands occur. 
A given point on the chromaticity diagram, once Y 

is also given, determines unique values for X and Z. 
Thus similar demand curves can be drawn for X and Z. 
These are shown in Figs. 5, 6 and 7, respectively. The 

' D. L. MacAdam, "Maximum visual efficiency of colored mate-
rials," Jour. Opt. Soc. Amer., vol. 25, pp. 249-361; 1935. 

contour markings indicate the maximum values that 
the system can be demanded to reproduce at any given 
point on the chromaticity diagram. 
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Fig. 6—Maximum demand for X. 

Fig. 7—Maximum demand for Z. 

A color-television system with which we have had 
considerable experience transmits information in pack-
ages containing Y, X — Y, and Z — Y, or rather voltages 
proportional to these quantities. It is, therefore, inter-
esting to examine the demands for X — Y and Z— Y. 
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Demand curves for X— Y are shown in Fig. 8. It may 
be noted that X— Y and Z— Y are both zero on white. 
We also note the straight line which is the locus of colors 
for which X— Y is zero. It divides the chromaticity 
diagram into two areas. In one of these areas, the quan-
tity X — Y is negative; in the other, positive. Note X — 17 
has demand values that range from +0.4 to —0.4. 
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•1 

Fig. 8—Maximum demand for X — Y. 

The corresponding demand curves for Z— Y are 
shown in Fig. 9. Here is observed another straight line 
along which Z— Y is zero, which divides the diagram 
into two parts, one of which has all positive values of 
Z— Y, the other, all negative. The range of Z— Y de-
mand is from +1 to —0.8. 

In the system referred to, the exact method of packag-
ing is as follows: The luminance information, Y, is 
transmitted directly over the normal picture carrier, 
using present monochrome television standards so as to 
render the system compatible. The balance of the in-
formation is placed upon a subcarrier, referred to as a 
"color carrier." The quantities Z— Y and X — Y are 
used to amplitude modulate two color-carrier vectors 
which are in quadrature. The resultant color carrier, 
which is then both phase and amplitude modulated, is 
added to the normal Y signal, and the complete sig-
nal is transmitted on the normal picture carrier. The 
color-carrier frequency is chosen to have minimum visi-
bility. Because both X — Y and Z— Y vanish for white 
input pictures, there is no color carrier on white. This 
is important since it improves compatibility by ensuring 
that there is color carrier present only when necessary 
to transmit color. For the same reason, colors near white 
have only small carrier amplitudes. This brief descrip-
tion is sufficient to discuss the colorimetrics involved. 

The matter of color-carrier demand is obviously very 
important, for it must share amplitude range with the 
luminance signal, because the color carrier is superim-
posed upon it at all times. To examine this, let us look 
at Fig. 10. This shows the amplitude demanded or the 
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Fig. 9—Maximum demand for Z — Y. 
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color carrier at various colors, for the case that the 
carrier vectors are related to X — Y and Z— Y by the 
same constant. The demand is high at 0.85 in the yellow, 
and also high in blue with a value of 1.0. The color 
carrier is measured by its peak value on these curves. 

'Y 
e 

7 

6 

5 - 

4 - 

3- 

.3 *I5 .6 X 

Fig. 11—Peak value of video signal at maximum demand. 
Color-carrier vectors X— Y and Z — Y. 

Vpse= Yp[l + 4/ [X ; Y 12+[Z— Y T. 
Y 

Another set of curves can be drawn assuming that 
the same constant of proportionality relates the lu-
minance signal to Y as relates to subcarrier vector to 
X — Y and Z — Y. This set of curves is obtained by add-
ing the color-carrier vector to the luminance signal (Y 
demand curves) to give a mapping of the contours of 
peak video signal at maximum demand. Fig. 11 shows 
the result. It shows that the maximum peak signal can 
occur in the yellow, at 1.8 times the signal at white 
maximum demand, for which the color carrier vanishes 
because both X — Y and Z — Y are zero. 

Similarly, by subtracting the subcarrier vector from 
the luminance signal, we can obtain a mapping of 
trough values at maximum demand; the result is shown 
in Fig. 12. Note the substantial negative regions, indi-
cating that the subcarrier has dipped down below black 
level. The maximum negative value is —0.9, a sub-
stantial amount of negative swing for which room will 
have to be provided. 
These facts led us to inquire whether a better relative 

weighting of X — Y and Z — Y could be found. It was 
determined from colorimetric literature that the eye 
was much less sensitive to changes in Z— Y than to 
equal changes in X — Y, by a factor of about one-third. 
It seemed appropriate, therefore, to scale down the 

Z— Y vector by a factor of one-third, thereby reducing 
the subcarrier amplitude substantially without mate-
rially affecting the performance of the system. 
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Fig. I2—Trough value of video signal at maximum demand. 

Color-carrier vectors X — Y and X— Y. 
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Fig. 13—Color-carrier amplitude at maximum demand. 
Color-carrier ctors X — Y and (Z— Y)/3. 
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The corresponding color-carrier amplitude at maxi-
mum demand is shown in Fig. 13. The peak values are 
about half those previously shown for equal weighting 
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Fig. I4—Peak value of video signal at maximum demand. 
Color-carrier vectors X- Y and (Z- Y)/3. 
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Fig. I5—Trough value of video signal at maximum demand. 
Color-carrier vectors X- Y and (Z- Y)/3. 
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and the hills have been moved away from the vulnerable 
yellow and blue regions. 

The improvement in the peak value of video signal 
at maximum demand is very definite, as Fig. 14 shows. 
Likewise, Fig. 15 showing the trough value at maximum 
demand is very greatly improved, the maximum nega-
tive excursion being only 0.15. 

The degree of improvement is further illustrated in 
Fig. 16 which shows, for the two cases just discussed, 
the video signal for certain colors determined to be 
critical from the signal maps previously shown. It 
shows that, given equal signal weighting for the carrier 
vectors, there is required a maximum signal range of the 
channel 2.6 times that needed for the luminance signal 
alone under maximum demand conditions. On the 
other hand, it shows that if the Z— Y vector is reduced 
by a factor of one-third, the maximum signal range re-
quired is only 1.4 times that required for luminance 
alone. 
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Fig. 16—Video signals at critical colors. (a) Color-carrier vectors 
X- Y and Z- Y. (b) Color-carrier vectors X- Y and (Z- Y)/3. 

CONTROL OF LUMINANCE IN A COLOR-TELEVISION 
SYSTEM 

The control of luminance in a color-television system 
will now be discussed. Referring to previous equations 
22, 23, and 24, these may be added to obtain the total 
luminance, with the following result: 

YR + VG + 178 = (421YR ± azYG craYB)X 

(i31yR ± 02» ± 192Ya)Y 

("YiYu 72yG -F 73Ye)Z. 

It will be found that, identically, 

acR oz2),G «3» = -YiyR 727G + 73» = 0 (25) 

and 

1917R + 02» f)syB = 1, 

50 that the equation becomes 

YR YO + B = Y. 

(26) 
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This equation says that the sum of the luminances of 
the three primaries equals that of the reproduced color; 
and further that the values of X and Z exercise no con-
trol over luminance. This should be the case, but the 
calculation provides an interesting check of the funda-
mental equations. 
Luminance equations based on (16), (17), and (18) 

may be written as follows: 

R= YR(a1+01-1—Y1)17-1-alyR(X — Y)-F-yiyR(Z —17) (27) 

YG= 0(a2+ 132+ 72)Y a2Y Y)+72yo(Z— Y) (28) 

YR = y R(012+133+ 73) Y-Face(X — Y) -1-73ye(Z — Y). (29) 

The quantities X — Y and Z— Y belong to a class of 
tristimulants often called "color differences." 
Adding these three equations and making use of 

identities (25) and (26) we find that 

YR Y0 YB = Y. 

It is seen that in performing the summation, the co-
efficients of X — Y and Z— Y have become zero in virtue 
of identity (25) above, while the coefficient of Y has 
become unity in virtue of identities (25) and (26). Thus 
it is seen that X — Y and Z — Y can exercise no control 
of luminance. 

THE MONOCHROME SIGNAL 

In the practice of color television of the type to which 
this paper refers specifically, one of the tristimulants is 
transmitted analogously to the main video signal of a 
monochrome television system. Appropriately this sig-
nal is referred to as the monochrome signal. 
Two forms of monochrome signal will be considered. 

The contents of the tristimulant corresponding to these 
two forms are (1) Y, and (2) ER+G+B), respectively. 
We may rewrite the fundamental equations 3 to ob-

tain 

R 

G= 

B= 

TR al 
 X 

ai-1-01-1-71 al-F/31+7i 

f31 71  
+ , , Y+ Z (30) 

«It PI+ 71 ai ± Pi 4- 71 

TG a2 
 X 

a2 e2 + -y2 ce2 + 02 ± 'Y2 

02  
Y + 

a2 02 ± 72 

TB 

+ e, + 73 
if3a  

Y+ Z. (32) 
a3 03 + "Ys ce3 ± Os 4- 73 

72 
 Z (31) 
az 4- e, + 7, 
a3 

X 
a3 e, + 

la 

Thus, by addition 

¡(R + G + B) = XX + + vZ, 

where 

1 421  
X — 

3 [cri+ 01-1-71 + 

a2 a3 
 n 

a2 02 + 72 as I' P3 -I-73] 

1 [ $2  03  
= 
3 «1+01+ 71 «2+02+72 a3-1-P3+73.1 

1 72 73 
ts =  ± _Lee 

3[cti 131-1- 71 

and where, obviously, 

X -I- v = 1. 

If we write M for the monochrome signal, then for 
one case to be considered we have 

M 1 = Y 

and for the other case 

M2 = XX + itY -F vZ. 

The type of receiver display unit will determine the 
form in which the monochrome signal must be fed to 
it. For example, if the receiver display is of direct view, 
it is convenient to feed the monochrome signal directly 
to all three grids, which are connected together for the 
purpose. It is customary to have this signal representa-
tive of luminance because several receiver advantages 
are achieved. If the monochrome component of the 
complete video signal transmitted is M2, then a con-
version must be accomplished at the receiver in order to 
obtain a monochrome signal proportionate to lu-
minance. The nature of the conversion required may be 
derived in the following manner: 
If 

M2 = ¡(R + G + B), 

then 

M2 -= XX µY -F vZ 

Y X(X — Y) ± v(Z — Y) 

-F 4- v1. 

Y = M2 — X(X — Y) — v(Z — Y). (34) 

This shows that the luminance signal is assembled at 
the receiver, subtracting pieces of color-difference in-
formation obtained from the color carrier. Thus we see 
that, when the monochrome signal is l(R+G+B), this 
conversion is required. It introduces control of lu-
minance by X — Y, Z— Y, which we have seen is color-
imetrically unnecessary. 

since 

Thus 

THE COLOR CARRIER 

The complete video signal includes, as noted previ-
ously, the monochrome signal and a color carrier. Let 

(33) us consider now the makeup of the color carrier itself. 
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(a) (b) (c) 

Fig. 17—(a) Given set of vectors—balanced when R =G B. (b) A set of balanced vectors. (c) Set of vectors equivalent to original 
set. Y=sR-1-1G-FuB, so that since s-Ft =1, —1(G— Y)s(R— Y)-Fu(B— Y). 

Only two quantities are necessary to specify the 
color carrier completely. These two quantities may be 
thought of in a variety of ways, but for our immediate 
purposes they will be thought of as two vectors of 
specified and fixed phases. These vectors, by their ampli-
tudes, will respectively carry information in the form of 
voltages proportional to two independent color pack-
ages, which together with the first package, the mono-
chrome signal, will completely specify the color being 
transmitted. 

It has appeared advantageous to have color carrier 
vanish on white, and this leads to a natural choice of 
X — Y and Z— Y as ingredients from which the two 
tristimulants controlling the color-carrier vectors are 
composed. An alternative philosophy of the color car-
rier considers it to be made up of three vectors whose 
values are respectively proportioned to R, G, B. If the 
system is arranged so that the angles between the vec-
tors and the relative magnitudes are so interrelated 
that when R = G =B the color carrier vanishes, the de-
sired result will also have been achieved. 

It is interesting to construct vector diagrams repre-
senting the color carrier. These diagrams can be used to 
display the interconnection between the philosophies 
involved. For this purpose, Fig. 17 is shown. This indi-
cates at (a), a set of vectors proportioned to R, G, and B 
with constants of proportionality r, g, b. The geometric 
relations necessary to insure that this system of vectors 
is balanced or in equilibrium at white is shown on this 
figure in the following manner: Lengths representative 
of the constants r, g, and b have been marked off along 
the arms of the vector framework. These lengths are 
indicated on the diagram by dimension lines and witness 
marks placed at the appropriate points along the vector 
arms. The condition that the vectors are at equilibrium 
at white is stated geometrically, simply by completing 
the parallelogram whose sides are r, b. The diagonal of 
this parallelogram indicated by the dash line, must then 
equal g, and must furthermore be collinear with it. The 
witness marks, denoting the terminal points of lengths 

r, g, b along the vector framework, will be repeated in 
succeeding figures. Fig. 17(b) shows a set of balanced 
vectors which may be constructed on the same angular 
framework. Here we have chosen to multiply the pro-
portionality constants by the luminance value Y. Ob-
viously, a system of equilibrium vectors results. 
This set of balanced vectors may now be subtracted 

from the original set to obtain a set of color-difference 
vectors. This is illustrated in Fig. 17(c). Since only two 
vectors are necessary to specify the color carrier, there 
is an interrelation between the three vectors which is 
given by the equation shown on this figure. This inter-
relation expresses the fact that the luminance is made up 
of contributions from the red, green, and blue primaries 
in accordance with the equations previously developed. 
For brevity we have used the symbols s, t, and u to rep-
resent the luminance contribution coefficients. 

Fig. 18—Original set transformed to two vectors 
proportional to B— Y and R— Y. 

Using this interrelation, we may remove one of the 
vectors by substituting its value in terms of the other 
two. This is shown in Fig. 18, which shows the color 
carrier finally reduced to a pair of vectors proportional 
to B— Y and R— Y. The mechanism of the substitution 
involved is shown in this diagram from which the vector 
g(G— Y) has been removed by substituting for it its 
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equivalence in terms of B— Y and R— Y. Completion 
of the vector parallelograms give the resultant B— Y 
and R— Y components of the complete color-carrier 
signal. To emphasize the geometry involved, the two 
individual vector diagrams referred respectively to 
B— Y and R— Y have been shown in exploded form to 
the right and left of the main diagram. 
As an interesting example of the representation of the 

color carrier in terms of several sets of vectors, Fig. 19 

Fig. I9—Composite vector diagram. 

is presented. Here we see (a) the original vectors pro-
portioned to R, G, and B, (b) a pair of vectors propor-
tioned to B— Y and R— Y derived by the construction 
just indicated, which are equivalent to the original set 
of three vectors, (c) a pair of vectors B— M and R— M 
derived by a similar construction, which may also be 
used as a pair of vectors equivalent to the original three 
vectors, and (d) the demodulation angles which must be 
used to abstract B— M and R— M information together 
with the relative amplitudes in which this information 
will be obtained. It will be seen that by using the meth-
ods outlined, a complete graphical analysis of color-
carrier representation is provided. 

Returning momentarily to the analytical approach, 
we can develop equations representative of the relations 
between the various color-difference quantities. 

Referring to (19), (20), and (21), we may rearrange 
them to show that 

R — Y = mx — Y) ± qi(Z — Y) (35) 

G — Y = p2(X — Y) ± q2(Z — Y) (36) 

B — Y = p3(x — Y) ± qa(Z — Y). (37) 

Thus the signals R— Y, G— Y and B— Y are func-
tions only of X — Y and Z— Y. 

Now let us find the values of R—M, G—M and 
B— M. We have from (19), (20), (21), and (33) 

R — M = Y — Y) ± qa(Z — Y) 

— (XX ± vZ) 

= (pi — x)[x — Y] + (qa — v)[Z — Y] 
± Y(1 — X — — y). 

Since X-I-µ = 1, then must 

R — M = (p, — x)[x — Y] + (q1 — X) — 11 (38) 

and, similarly, 

G — M = (pa — X)[X — Y] ± (q2 — X)[Z — ] (39) 

B — M = (pa — x)[x — Y] + (qa — X)EZ — Y]. (40) 

Thus R—M,G—M, and B—M are functions only of 
X — Y and Z— Y. 
We have seen that the color carrier can be represented 

in terms of the values of X — Y and Z— Y. It is possible 
to derive, from this equivalence, families of loci on the 
chromaticity diagram which represent the loci of colors 
for which the color-carrier amplitude per unit of lu-
minance has a constant value. These curves are ellipses, 
and Fig. 20 shows a set of the curves derived for a pair 
of orthogonal color-carrier vectors representative of 

Fig. 20—Locus of colors for which the color-carrier voltage per unit 
luminance is constant. Color-carrier vectors X— Y and Z— Y. 

[  X ; Y  T+ [z ; 
Values of parameter / indicated on curves 

X — Y and Z—Y, respectively. Also, it shows the loci of 
constant color-carrier phase. These are straight lines 
through the white point, as may be proved geometri-
cally. Thus the diagram enables one to define a given 
color in terms of color-carrier amplitude and phase. 
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The next figure shows a similar diagram covering the 
case where the color-carrier vectors are proportioned to 
X — Y and 1(Z— Y) (Fig. 21). Here again, the curves 
of constant color carrier per unit luminance are ellipses, 
and the lines of constant color-carrier phase are straight 
lines through the white point. Notice that the phase 
change per unit distance on the diagram is smallest in 
the yellow and blue regions, indicating a better com-
promise particularly in the blue region of the diagram, 
where it is well known that the eye is very sensitive to 
small changes in chromaticity. 
The National Television Systems Committee has re-

cently adopted a color signal in which the color-carrier 
vectors are X-0.98 I' and 0.30(Z-1.18 Y) at an in-
cluded angle of 119°. The color packages represented 
by these vectors do not vanish on equal energy white, 
but instead have been selected to vanish on illuminant 
C. An alternative expression for these signals would be 
in terms of vectors B— Y and R— Y, where these vec-
tors are composed of combinations of color packages 
(X-0.98 Y) and (Z-1.18 Y), so that they will vanish 
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Fig. 21—Locus of colors for which the color-carrier voltage per unit 
luminance is constant. Color-carrier vectors X— Y and (Z— Y)/3. 
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Fig. 22—Color-carrier amplitude per unit luminance, for NTSC color signal. Showing loci of colors corresponding to constant color. 
carrier phase. Phase lines angular values in parentheses correspond to even fields; other values to odd fields. 
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on illuminant C. It is possible to draw a similar diagram 
showing loci of colors having constant color-carrier 
amplitude and to show on this diagram also the loci 
of colors having constant color-carrier phase. Because 
the original proposal made use of CPA, which reverses 
the phase of the vector proportional to R— Y in succes-
sive fields, a given color-carrier phase corresponds, in 
general, to a different color locus in odd and even fields, 
respectively. Such a diagram is presented as Fig. 22. The 
phase reference for this figure is that phase correspond-
ing to positive values of the vector representing B — Y. 
The color synchronizing signal phasor leads this phase 
by 90°, thereby corresponding to positive values of the 
R— Y vector in odd fields. A recent modification omits 
CPA, and changes the phase of the color synchronizing 
phasor to be that of —(B— Y). 

It will be noticed that the ellipses of Fig. 22 are some-
what similar to those of Fig. 21. Also, the closer spacing 
of the equiphase lines in the yellow and blue regions of 
the diagram is a feature shared by these diagrams. This 
similarity arises because the two signals represented on 
the two figures, respectively, are each intended to recog-
nize the fact that the eye is less sensitive to changes in 
Z— Y than it is to changes in X — Y and that, therefore, 
the relative amplitudes of the color-carrier vectors 
should be suitably proportioned if the best transmis-
sion compromise is to be achieved. 

CONCLUSION 

It is hoped that the analytical methods described 
will be found useful in setting up color-television system 
standards. 

The PDF Chrornatron—A Single or Multi-Gun 
Tri-Color Cathode-Ray Tube* 

ROBERT DRESSLERt, ASSOCIATE, IRE 

Summary—Described in this paper is a single gun and three gun 
version of a simple color cathode-ray tube developed by Chromatic 

Television Laboratories, Inc., based on the ideas of Dr. Ernest O. 

Lawrence of the University of California. Both types utilize post de-
flection focusing (PDF) and acceleration as will be discussed in the 

body of this paper. The principles described are quite general and 
may be applied to other cathode-ray tube and camera tube designs. 

The single and three gun types discussed below will operate with 
any of the presently proposed color television transmission systems. 

THE CHROMATRON 

DURING THE PAST few years, considerable at-
tention has been given to the development of 
various color cathode-ray tubes. The tube de-

scribed in this paper has been named the Chromatron, a 
completed picture of which is shown in Figure 1. The 
shape of this single gun variety is essentially that of a 
standard metal cathode-ray tube, the only difference 
being that the cone is made in two sections and welded 
together to permit the insertion of the color structure 
after face-plate sealing. 

THE COLOR STRUCTURE 

The color structure is basically the same for both the 
single and multi-gun tube types, with the exception of 
the color-phosphor sequence. The current structure con-
sists of a grid of closely spaced wires built up on a frame, 
the support for which is the color-viewing or image 
plate on which the phosphors are deposited in parallel 
strips. Fig. 2 shows a possible color sequence for a single 
gun tube. The phosphors are deposited on the image 
plate using conventional screen-printing techniques, 
after which the phosphors are aluminum-backed. 

* Decimal classification: R583.6 X R138.31. Original manuscript 
received by the Institute, August 21, 1952; revised manuscript re-
ceived February 26, 1953. 
t Director of Research and Development, New York Laboratory, 

Chromatic Television Laboratories, Inc., New York, N. Y. 

Directly behind the image plate is a wire grid whose 
wires run parallel to the phosphor lines. Their place-
ment with respect to the phosphor strips is determined 
by equation 1.5 and will be discussed more fully later. 

Fig. 1—Completed 22-inch Chromatron. 

For now, it is sufficient to indicate that the wires fall 
behind or are related to each red and blue phosphor strip 
none behind the green. 

In the single-gun type, all of the wires that fall be-
hind the red phosphor strips are electrically tied to-
gether and are brought out to a single terminal at the 
side of the tube. Likewise, all of the wires behind the 
blue phosphor strips are tied together and brought out 
to an external terminal. In addition to the wire-grid 
electrodes, there is a third terminal connecting to the 
aluminum backing on the phosphors. 
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Between the electrical center of the wire grid and the 
aluminum coating, a focusing and accelerating potential 
is applied, which makes a series of converging-cylindri-
cal electron lenses in the front section of the tube. As 

GREEN BETWEEN 
EACH RED AND 
BLUE. 

RED 

r aLUREED 7-

BLUE 
RED 
BLUE 

BLUE 
RED 

Fig. 2—Schematic representation of the phosphor sequence 
and placement for the single-gun tube. 

electrons travel down the length of the tube from a gun 
perpendicular to the image plate, they are sharply 
focused by the series of electrostatic lenses to the green 

RED 
UE 
RED 

BLUE 
RED 

BLUE 

GREEN 

BLUE 
— RED 

Fig. 3—Sketch showing the focusing action of the electrostatic 
cylindrical lens. 

strips between each red and blue strip, when there is 
zero potential between the red and blue terminals of 
the wire grid, as shown in Fig. 3. Thus, a green raster 
appears on the image plate. Now, a potential difference 

may be applied between the sets of wires to deflect 
the focused beam in the direction of the positive wires. 
This voltage can be made of such a magnitude that the 
beam will strike a phosphor strip adjacent to the green, 
thus rendering a red or blue raster on the image plate, 
depending on which set of wires was positive. Separate 
colors, therefore, can be displayed by simply switching 
the potential of these wires. With a color-switching de-
vice of this type, the color displayed depends only on the 
potential of the wires, so that no color distortion or con-
tamination can result from nonlinear sweeps or minor 
inaccuracies in gun position. In addition, the cylindrical 
lenses up front focus the beam of electrons into a spot so 
fine as compared with phosphor-strip width, that the 
placement of wire behind the phosphors need not be ex-
tremely critical. 
With the structure just described, it is also possible 

to have a number of electron guns, each exciting one 
given set of phosphors. This allows a particular color to 
be excited by applying the signal voltage directly to the 
grid of the gun that excites a particular phosphor, as 
Fig. 4 shows. In this multigun version, no color switch-

Fig. 4—Sketch of the phosphor sequence and beam focusing 
action for a 3-gun Chromatron. 

ing is required, and the color grid remains at a chosen 
fixed potential. This potential provides the post-deflec-
tion focusing field for the electron lenses. The phosphor 
sequence for a multi-gun version is red, green, blue, red, 
green, blue, . . . 
As determined from (1.5), electrons that enter the 

cylindrical lens at different angles are displaced by dif-
ferent amounts on the screen. Therefore, two guns of 
the three may be slightly inclined, physically or elec-
trically, to the axis perpendicular to the phosphor plate 
and the electrons from these guns will strike different 
phosphor strips. The three phosphors are excited si-
multaneously. Here the beams simply enter a cylindri-
cal lens and are separated out at very high efficiency, 
allowing smultaneous or rapid switching of the colors. 
In the three-gun tube, there is no switching required up 
front since the electron-striking position is determined 
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e 

by the electron's angle of entry into the electrostatic 
cylindrical lens. Excellent color purity has been ob-
tained using these methods. 

PHYSICAL CONSTANTS AND DRIVE 
REQUIREMENTS 

In terms of the potentials applied and the geometry 
of the tube, the physical constants and the drive require-
ments for tubes of this type will be derived. The defining 
symbols for the physical dimensions and potentials are 

C..4,400C Or 
C pc IZA,  T,ee 

o 

Fig. 5—Schematic cross section of the Chromatron showing relative 
positions of the various elements. (Complete list of symbols is 
given in Appendix I.) 

shown in Fig. 5. The reciprocal of the mean velocity in 
the region between wire-grid and aluminum backing at 
any angle O is 

1 = m ./1"-S; 

tx e 102 11/ E22 

E2  
• cos 0 [VI -I- 11 . (1.1) 

Ei cos2 0 

Defining v, as the velocity of the electrons parallel to 
the grid in the same region as above, then 

= evy d 

is the displacement on the phosphor screen due to v„, 
no matter what the cause of v.. 

Evaluating the "y" direction-spot displacement on 
the screen due to scanning, the y component is 

therefore 

e 107 
= — V2E1 sin 0,2 

11 1/1 d /1/ Ilt  V2E1 sin 04/ m 4/2 —.81 
e 107 E22 

• cos 0[4/ 1 ± E2 
cos2 0 

(1.2) 

1.3) 

(1.4) 

or simplifying, 

E1 E2  
à., = d — sin 20[4/1 -I- i].  

E2 E1 cos2 O 

This relationship tells where an electron will strike the 
screen if it has been deflected by an angle 0, or simply if 
it arrives at the electrostatic lens at the angle 0. This 
equation is used to determine the phosphor placement 
for the single-gun tube. Also, if grid-wire spacing is uni-
form, this equation is used to determine the electron-
arrival angle required for three-gun version of this tube. 
Equation (1.5) may be rewritten in a form which indi-
cates the electron-strike position for any color cell "k" 
as follows: 

and 

••• yk= 

yk = kD à„, 

kD 

Vr2 k2D2 

kD [2dElDrk 
E2(,2 k2D2)J 

E2(r2 -F k2D2) 
1]. (1.55) 

Eir2 

In actual practice, the phosphor strips are laid down 
with a constant pitch slightly larger than the distance 
between wires of the wire grid. A constant chosen with 
care is an approximate solution to (1.5). If the value 
of the constant pitch is obtained by substituting k = 1 
in (1.55), (the other parameter specified judiciously) the 
solution gives tolerable errors to deflection angles of 48 
degrees. If a modified pitch is used, say the pitch re-
quired for the 142nd wire (k= 142), then a 74-degree 
deflection angle is permissible before errors cause color 
change. In the practical case, considering defocusing at 
wide-deflection angles, deflection angles between 66 and 
69 degrees can be realized without varying the pitch. 
Curves showing the pitch variation with angle, and the 
error growths for using the constant pitches indicated 
above are included in Appendix III as Figs. 10, 11, 12 
and 13. 

Focus POTENTIAL REQUIREMENT 

The voltage ratio required for focusing the electron 
beam on the phosphor screen is determined from the 
electron velocity parallel to the grid. That is 

e 107 f e 107 f Ey 
Vy = E„dt =   dx. (2. r 

In the vicinity of the wire grid, vy is given as 

V2e 10 _ 
vx —  ‘/E, cos O. (2 . 2) 

2 The subscript 1 denotes that scanning is the cause of the v„, 
I Appendix II. component. 
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So 

therefore 

Vi, = 
e le 1 

2m •VEI cos 0 

d E2  
= — I 4/1 

E2 El cos' 0 

f -  
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The required ratio is a function of 0. If the voltages are 
set so that E2= 3E1, the focusing is perfect at 0=0 de-
gvees and fails to be perfect by 4.5 per cent of the phos-
phor-strip width or 0.67 mils at 6=30 degrees. By a 
small change in Et this error can be divided so that 
about half appears at 0=0 degrees and half at 0=30 
degrees. In this manner, focusing is obtained with neg-
ligible defocusing with a flat screen over the complete 
angular range from 0 to 36 degrees for the half angle. 

COLOR SWITCHING POTENTIAL REQUIREMENT 

The preceding relationships are useful for both single 
or three-gun tubes. The last expression to be derived 
will indicate the required color-switching potential for 
the single-gun tube in terms of its geometry; that is, the 
voltage required to deflect the electron beam from the 
green-phosphor strip to either a red or blue. Obviously, 

E„dx, (2.3) 

1] f E„dx (2. 4) 

All that remains is to evaluate fE„ dx. 
Since all wires are at the same potential, and all lines 

of force from the wires end on the screen, the deflection 
for an electron passing midway between two wires is 
zero by symmetry. For an electron passing at a distance 
yo from the center, .1'4 dx can be evaluated by applying 
Gauss' theorem to an integral of the normal component 
of the field taken around the following path. The in-

e 
D 

Yo 

e 

Fig. 6—Path of integration to evaluate fEelx to determine the elec-
tron displacement at the striking surface due to the focusing 
action of the cylindrical lens. 

tegrals from A to B and from B to C are zero since 
along these paths, E,, and E. are zero, respectively. 
The integral from D to A has the value yoE2/d since Ez is 
approximately equal to E2/d at the screen. Having eval-
uated this and noting that the total charge inside this 
path is zero, it follows that 

fEndE +f +f + • D =0 A 11 RC.= C D A.. 
0 It eq'd 

Integral toe 

f x = 
— yoE2 

d 

d 

(2.5) 

Therefore, displacement or focusing effect is given by 

Ay/ = — [ 4/1 + E2 
El cos' 0 1] yo. (2.6) 

For perfect focusing elf= —yo, therefore 

I/1 + .82 1 = 1 or 1 -F E2  = 4 
E1 cos' 0 E1 cos' 0 

E2 
— 3. 

(2. 7) 

• 

D 

A 

Fig. 7—Path of integration to evaluate fEetx to determine the po-
tential difference required between the wire grids to switch the 
electron beam from one colored phosphor to the next. 

no switching voltage is required for the three-gun tube. 
With this derivation, the problem again resolves itself 
into evaluating fE„ dx but over a different path. Neg-
lecting the accelerating potential since its effect is 
known, the focusing region of the tube with a potential 
Ed placed between the grid wires can be examined. All 
lines of force due to the deflecting potential begin and 
end on grid wires. The deflecting force is found by ap-
plying a modified Gauss' theorem to the following path. 
Let each wire bear a charge of —g and -I- q coulombs 
per unit length. If the region considered is not too close 
to the end of the grid, E. along AB is zero by symme-
try. E.2 along BC and DA are zero; therefore 

47r 47rg 
f E„dx -= — Q inside = — • 

2E 

Since the electric field due to the deflecting potential is 
zero along BC and DA, there is no difference in deflec-
tion for any two paths through the same gap between 
wires. 
The charge g is equal to CED where C is the capacity 

between wires per unit length of wire. So 

fEi,dx = 27rCED e ' 

(3 . 1) 

(3.2) 

E1 cos' 0 
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VV = 

e 107 27rCED 

17 2m EN/El cos 0 

Therefore, the displacement at the screen is 

d  r,/  E2  
2T-CED, 

3‘Y 11 — EE2 LV 1+ E1 cos' 0 1] 
Setting E2= 3E1 and 0=0, 

271-Cd ED 2 ED 
AY D —  = — 1rCd — • 

E E2 36 E1 

NUMBER OF PHOSPHOR LINES AND DEFINITION 

(3.3) The number of phosphor lines when positioned at 
right angles to the direction of scan determine the hori-
zontal resolution of the tube. If a television source is 
used, the number of changes along the horizontal line 

(3.4) for a given bandwidth is 

Ta = Active time per trace. 

(3 . 5) 

The angular variation here is much the same as in 
the case of focusing. With a compromise accelerating 
voltage, the displacement can be held to within 4.5 per 
cent of phosphor-strip width for an angular range from 
0 to 34 degrees. For a fixed-beam displacement, the 
switching potential required varies inversely as the ca-
pacity; for higher-definition tubes where the wires are 
closer together, the deflection voltage and therefore the 
driving-power requirement is actually diminished. To 
express this potential completely in terms of the geome-
try of the tube, the capacity between wires per unit 
length is shown approximately as 

e  c - 
D 

4 ln — 
R 

To switch colors the beam must be deflected 1/3D. So 

2E1 D D 
ED = — 1T1 — • (3 . 7) 

d R 

This is the required color-switching voltage in terms of 
the geometry of the tube. 
To give some idea of the actual numbers that com-

prise a complete design, note: for a tube with the wires 
placed 320 mils behind the phosphor screen, a distance 
between wires of 30 mils, wire diameter 6 mils, the ac-
celerating potential El= 4,000 volts, the switching po-
tential required is ED =540 volts. The electrons strik-
ing the screen are 16-kv electrons, due to the post ac-
celeration obtained by the focusing potential. The total 
capacity of a grid for a screen size of 12 X16 inches is 
approximately 1,200 µµf. The width of a three-color cell 
at the phosphor surface, as determined from (1.5) using 
the 125th pitch as constant for the entire image plate 
is 30.74 mils. No correction from this constant pitch is 
required for deflection angles to 69 degrees. If wider-
deflection angles are desired, the phosphor centers can 
easily be distributed about 2 or 3 mean values. Error 
growth curves for the various pitches are shown in Ap-
pendix III, as noted earlier. 
The displacement formula given as (1.5) results in 

some distortion of the "barrel" type. This would tend 
to make the straight lines slightly curved. In the prac-
tical case, this line fails to be straight by only 4 mils over 
the 12 inches. With the error divided left and right, 
greatest deviation is only 2 mils. Distortion is negligible. 

(3 . 6) 

H TV = 2TaFmax 

Maximum freq. transmitted. 

Each element thus defined along the horizontal line 
should have the possibility of being multi-colored. That 
is to say, within the diameter of this element there must 
be all three: red, blue and green fluorescent materials. 
So, the number of distinct phosphor lines per inch is 

6T.Fnum 
W = Width in inches. 

For a 60-field standard, a 16-inch picture width and 
an information bandwidth of 4.2 mc, the tube requires 
84 lines per inch. The Chromatrons being manufactured 
at present' have 15-mil phosphor strips and will resolve 
270 black and white elements per horizontal line, when 
the phosphor strips are held vertically. 

It should be noted that the phosphor strips also may 
be held horizontally. In this case, there is no tube limi-
tation on horizontal definition. The number of strips re-
quired is about the same as above so as not to impair 
vertical resolution. Actually, this mode of operation is 
very appealing psychologically since people already are 
used to seeing horizontal lines on their television-pic-
ture tubes when viewing the picture within the critical-
viewing distance. 

These tubes have been operated with the phosphor 
strips in both of the above mentioned directions. Of 
considerable interest is the fact that when the strips are 
oriented in the same direction as scanning lines, the 
moire pattern produced may be reduced to negligible in-
tensity and is not observed at ordinary viewing dis-
tances. 
With respect to line coarseness for the calculated 

spacing, the eye will see a line structure of 33 lines per 
inch in a single color. Considering the average televi-
sion receiver to be interlaced 75 per cent of the time, the 
horizontal structure due to the scanning lines for a pic-
ture 12-inches high, with 483-active lines is approxi-
mately 30 lines per inch. So, the structure is not objec-
tionable and in many cases invisible at ordinary viewing 
distances. For close viewing, say twice the height of the 
picture-tube screen, lines are visible but not as indi-
vidual colors. Rather, one sees a complete color picture 
which has that familiar television-line discontinuity. 

PHOSPHORS 

To obtain proper color reproduction, it is necessary 
to have phosphors whose spectral characteristics are 

3 During time elapsed for publication of this paper experimental 
10 Mil phosphor strip tubes have been satisfactorily tested. 
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such that they can reproduce primaries at least as satu-
rated as those being transmitted. At the transmitter, 
gelatin filters or dichroic mirrors provide excellent color 
saturation in all of the primaries. Phosphor development 
has not attained the goal of being able to produce colors 
as saturated as filters in the red region of the spectrum. 
However, highly acceptable subjective results have been 
obtained with presently available phosphors. A color 
trichromatic diagram is drawn in Fig. 8 to show how 
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Fig. 8—ICI coordinates for the present phosphors as compared with 
the best filters for additive color reproduction work. (Solid lines 
connect the filter ICI coordinates.) 

the reproducing phosphors compare with the transmit-
ting filters. (The solid lines connect the filter primaries.) 
Fig. 9 shows curves as spectral response versus wave 
length for the phosphors used at the present time. These 
are Red (Zn Phosphate: Mn), Blue (CaO MgO 2Si 
02:Ti), Green (7.n2 Si 04: Mn). The thickness of the 
phosphors on the image plate for maximum-light ef-
ficiency depends on their chemical makeup. This prob-
lem has been studied in great detail by H. Bethe and 
others. The silk-screening method allows each phos-
phor to be laid down at its optimum thickness. 

SECONDARY EMISSION 

In tubes of this type, secondary-emission effects re-
sulting from wire emission may be reduced by biasing 
the wire grid slightly with respect to the shell. In this 
manner, all secondaries are urged to the shell leaving 
the fields, as set up by the circuits, relatively unchanged. 

PERSISTENCE EFFECTS 

When using a rotating disc to reproduce colors with 
a field-sequential color system, it is necessary that the 
phosphor-light output decay quite rapidly so that only 

a negligible trace of light appears after a single-field 
interval. With a direct view tube of the type being dis-
cussed, each color is excited separately. Therefore, it is 
practical to use phosphors with a persistence character-
istic 2¡ to 3 times longer than is possible with a disc 
method of color reproduction. The use of longer-per-
sistence phosphors greatly increases resistance to flicker 
and color breakup. 
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Fig. 9—Spectral-energy distribution of the phosphors in the 
present Chromatron. 

It is also possible to make a direct-view tube of this 
type with long-persistence phosphors, allowing mili-
tary displays of various kinds of information. 

DRIVING CIRCUITS 

The color switching circuits for the single gun Chrom-
atron depend upon the type of color television trans-
mission system used. To reproduce color television pic-
tures from a simultaneous compatible system, it is only 
necessary to convert the video information into sequen-
tial form at the receiver. One approach which has been 
successfully demonstrated involves switching of the 
three simultaneous color signals at the subcarrier rate 
used by the NTSC, namely, 3.58 MC. This technique 
permits the use of an inductance in parallel with the 
color grid, the combination being tuned to the desired 
switching frequency. 

The high frequency switching voltage applied to the 
color grid causes the electron beam to move in rapid 
sequence over the color phosphor strips as the raster is 
scanned. A gating circuit is incorporated to control the 
intensity of the beam in proportion to the related color 
video signal. 
To display the NTSC signal, the input power to the 

oscillator driving the color grid structure was approx-
imately 50 watts. Here the color grid capacity was reson-
ated with a coil outside of the tube. It is possible to place 
a high efficiency toroid coil inside of the tube in which 
case only the power losses for the resonated circuit 
must be supplied through the tube terminals, permitting 
a computed power reduction to approximately 15 watts. 

Other methods of switching single gun Chromatrons 
are in development and a detailed paper is being pre-
pared for publication later this year. 
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Of course, for a field sequential or low switching color 
transmission system, a rectangular switching wave form 
is generated to move the beam to the proper color 
phosphor position. In these frequencies there is only 
approximately 1/10th of a reactive watt circulated in 
the color grid structure. 

CONCLUSIONS 

The tubes described have many advantages as color-
picture tubes. They make use of post acceleration to 
aluminum backed phosphors, giving a bright-color pic-
ture as well as a black and white picture without loss 
of television detail. The single-gun tube will operate on 
field-sequential color from conventional-adapted re-
ceivers with the addition of only three tubes for color 
switching. New components and circuit developments 
in progress may permit a practical solution to the prob-
lem of using the single-gun type with high-frequency 
switching or simultaneous-color-television systems. 
The three-gun tube will operate in the conventional 

manner from both high-switching rate or simultaneous-
color-television systems. Because of the post focusing 
and the small spot size thus obtained, the registration 
problem of wire and phosphors has been greatly mini-
mized. There is no objectionable masking loss. In these 
tubes, the lens wires absorb approximately 14 per cent 
of the incident electrons. Allowing, 86 per cent of the 
electron beam to be turned to useful light output. The 
tube design permits wide-deflection angles making it 
possible to produce color tubes which are no longer 
than conventional black and white tubes. The viewing 
angles for these tubes are exactly the same as a conven-
tional black and white cathode-ray tube. All of these 
features permit substantial economics in manufacture. 
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APPENDIX I 

Definition of Symbols: 

r—the distance between the center of deflec-
tion of the electron beam and the plane of 
the grid wires. 

d—the distance between the grid wires and the 
aluminum backing of the phosphor screen. 

R—wire radius. 
D—distance between the center of adjacent 

wires of the wire grid. 
ED— the potential difference required between 

the two sets of wires to switch colors. 
and y—directions are shown on Fig. 5. 

0—deflection angle. 
yk—the distance from the axis of the cathode-

ray tube that a particle will strike if de-
flected through an angle O. 

Er—the potential difference between the cath-
ode of the cathode-ray tube electron gun 

and the electrical center of the color-struc-
ture wires. 

E2—the potential difference between the elec-
trical center of the color-structure wires and 
the aluminum backing of the phosphor 
screen. 

v.—the velocity of a particle as it approaches 
the color structure wires perpendicular to 
the plane of the grid wires. 

V.—the perpendicular-striking velocity of parti-
cle as it strikes phosphor surface of tube. 

0.—the average velocity in the region between 
the grid wires and the phosphor surface. 

= Vx1 

m and e—the mass and charge of particle in question. 

APPENDIX II (See Fig. 5) 

Derivation of Equation (1.1) 

From an energy consideration 

(1) imvz2(1 tan2 = eEi 

also 

(2) Im(V.2 ± v.2 tan' = e(Ei E2), 

since 

from (1) 

or 

— = tan O 

Imv.2 = 

v„ = V„ = v. tan O 

eEi 

1 -F tan20 
= eEI cos' O 

2e 
V:2 = — EI cos' O 

Substituting in 2) 

or 

SO 

2e 
Pti ( V.2+ — E1 cos' 0 tan' = e(E1-1- Et) 

2e 
lm ( V 12 — E1 sin2 = e(Ei E2), 

2e 
V „2 = — [(Et ± E) — E1 sin2 0] 

tn 

2e 
17,2 = — [E2 -I- El cos2 0] 

Since v. and V, are positive 

f,z WE, cos O ± E2 EI cos201 
2 m 

or 

1 472-e [ _ E2 
is = 'VE1 cos 0(1 ± 4/1 

2 m El cos2 
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Fig. 11—Wire-placement error versus deflection angle using as con-
stant pitch value, the value obtained when k =1 in equation 
(1.55). 

APPENDIX III 

Fig. 10 shows the required pitch variation with wire 
number for the 15-mil phosphor-strip tube. Silk screens 
can be made whose pitch varies in accordance with the 
given curve. However, it is interesting to note that 
choosing certain constant pitches allows large deflection 
angles without color shift. Figs. 11, 12, and 13 indicate 
the errors for choosing particular constant pitches. The 
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Fig. 12—Wire-placement error versus deflection angle using as 
constant-pitch value, the value obtained when k=125 in (1.55). 

4.014 

coo 

005 

COO 

54515.20. 

003400 •.00740-t 

E30012 • .0044,2 

-‘,,, r12120.12 • .004444 

60 I MO 

.2 7224 .2 ex' 

Isere 

«10 

k• WIRE NUMBER 
los DEFLECTION ANGLE  

000 
40 51 AL 

31.0 

Fig. 13—Wire-placement error versus deflection angle using as 
constant-pitch value, the value obtained when k=142 in (1.55). 

errors allowed for the 15-mil phosphor-strip tube lie be-
tween 0.0030 inch and 0.0045 inch. The error curves 
show the deflection angles which may be obtained using 
either one of these errors as a basis for the constant 
pitch required. Practical variation in tubes which have 
been manufactured indicate that these tubes will op-
erate between 66 and 69 degree deflection angles. 
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Pulse-Code Modulation Systems* 
A. J. OXFORDt 

Summary—Following a review of the principles of pulsed trans-
mission of information, the method of pulse-code modulation (PCM) 
is discussed. Two different experimental systems for performing this 
function are described. 

INTRODUCTION 

ALTHOUGH the use of short radio pulses for trans-
mitting speech has been contemplated for a 
number of years, it is only comparatively re-

cently that much attention has been paid to the pro-
duction of working systems. For example, some of the 
earliest suggestions for time-multiplexed telephony date 
back to the beginning of the century, and Heising de-
scribed a method for transmitting speech by pulse-length 
modulation in 1924. 
There are several reasons why these ideas appear to 

have lain undeveloped until the early years of World 
War II, when the first practical systems were demon-
strated. There is no doubt that a great incentive was 
given to this work by the development of the art of 
waveform manipulation which was required for televi-
sion and developed so intensively for radar. Progress in 
these applications also gave the technician valves which 
would stand impulsive modulation and an ever-increas-
ing range of very-high-frequency bands in which to op-
erate. Meanwhile, frequency-multiplex systems of mul-
tichannel operation, which depended on different circuit 
techniques, were being adopted extensively for tele-
phone systems. There is evidence that the incompatibil-
ity of the two systems of multiplexing has been partly 
responsible for the lack of interest hitherto shown in 
pulse communication by many authorities. It has been 
demonstrated, however, that for many applications, the 
use of pulse systems with time multiplexing can result in 
smaller and lighter equipments which meet the same 
specifications and have important advantages compared 
with frequency-multiplex systems. 

TIME SAMPLING 

There are several methods of achieving pulse trans-
mission of speech or music, but all depend on the princi-
ple of time sampling. By this process we imply that 
instead of transmitting continuously to the receiver 
information about the instantaneous amplitude of the 
input waveform, we only require to take periodic meas-
urements of this quantity so long as we do so sufficiently 
frequently. In fact, it can be shown that we must take 
our samples at a rate which is at least twice the highest 
frequency required to be transmitted. This is so because 
two samples per cycle are required to define a sine wave. 
If this is done, then no harmonic distortion is intro-

* Decimal classification: R148.6. Original manuscript received by 
the Institute, February 10, 1953. Reprinted from Proc. I.R.E. (Aus-
tralia), vol. 13, pp. 281-287; July, 1952. 
t Superintendent, Electronics Research Laboratory, Adelaide, 

S. Australia. 

duced by the sampling process and cross modulation 
does not occur due to the presence of more than one 
modulating frequency in the input. 

For speech transmission the sampling process in-
volves some form of electronic switch, but for clarity of 
explanation the diagram of Fig. 1 shows an electromag-
netic device, such as a relay, carrying out the sampling 
function and storing the information so derived in the 
condenser C. The switch contacts may be closed for as 
short a period as desired, so long as the storage capacity 
can be charged to the new value in this time. We have, 
therefore, available the whole of the time interval be-
tween one sampling instant and the next to transmit 
to the receiver the information regarding the instan-
taneous-input amplitude. This information may be 
transmitted by a chain of pulses whose amplitude, 
length, phase, or frequency is modulated to carry it. 
Systems operating on these principles have been demon-
strated and used in various applications.1.2 

INPUT 

 • 

OUTPUT 

OPERATING 
IMPULSE 

Fig. 1—Sampling process. 

MULTIPLEXING 

If we restrict the time taken to transmit the instan-
taneous amplitude to 1/n of the time between samples, 
then we can interlace the information contained in a 
total of n-speech channels. This process is usually done 
by collecting in a multiway switch samples from all the 
speech channels in turn and then passing the complex-
video waveform to the modulating device (Fig. 2). An 
important advantage of this arrangement is that during 
the process and after use of suitable time constants is 
sufficient to ensure the absence of cross talk between 
channels; nonlinearity is relatively unimportant. 

BANDWIDTHS AND NOISE 

The various methods of modulating a train of pulses 
so as to carry the sample information have been listed 

1 D. G. Reid, "A 60-centimetre multi-channel system employing 
pulse-position modulation," Jour. IEE (London), vol. 94, pt. IIIA, 
p. 573; 1947. 

1 "Multi-channel pulse modulation," Wireless World, vol. 52, p. 
187; 1946. 
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CHANNEL I 

SPEECH 

4.  

IN 

PULSE MODULATOR 

PULSE 

OUT 

Fig. 2—Multiplying process. 

above and described elsewhere in the literature.“ It is 
not intended to deal here with these methods except 
to point out that they all convert the speech into a form 
requiring extended frequency allocation, in return for 
which they give, in varying degree, an improved signal-
to-noise ratio. In other words, the conversion to pulse 
modulation gives us an opportunity to trade bandwidth 
for signal-to-noise ratio. It is important for us to make 
certain that when we use this trading system we take 
advantage of the most favorable rate of exchange. 

(a) Hartley's Law 

In 1928 Hartley' stated a law which enabled the ef-
ficiency of communication systems to be assessed. It 
was that the amount of information that any system 
can transmit it proportional to both bandwidth and 
time. When, however, the newly invented system of 
frequency modulation was described by Armstrong, it 
became evident that he was increasing the bandwidth 
required without apparently increasing the capacity of 
the system to transmit information. He had, in fact, 
gained in signal-to-noise ratio, his exchange rate being 
one octave of bandwidth for 6 db of signal-to-noise 
ratio. Subsequent mathematical work has shown that 
this is not the best exchange rate and that it should be 
possible to double the signal-to-noise ratio (in decibels) 
per octave of bandwidth. 

In other words, if we have a system giving 25-db 
signal-to-noise ratio for 20-kc bandwidth, then 40-kc 
bandwidth should give 50 db not 31 db as would be the 
case in a frequency-modulated system. 

In order to extend the meaning and usefulness of 
Hartley's Law, it was restated by Shannon' as follows: 

M = (1 + —P )TW AT 

where 

M=number of independent message items identified 
time T 

W =bandwidth 
P =signal-to-noise ratio in power 
N = units. 

8 D. Cooke, Z. Jelonek, A. Oxford, and E. Fitch, "Pulse communi-
cation," Jour. IEE (London), vol. 94, pt. IIIA, p. 83; 1947. 

4 E. M. Deloraine and E. Labin, "Pulse time modulation," Elec. 
Comm. (London), vol. 22, p. 91; 1944. 

R. L. Hartley, "Transmission of information," Bell Sys. Tech. 
Jour., vol. 7, p. 535; July, 1928. 

C. E. Shannon, "A mathematical theory of communication," 
Bell Sys. Tech. Jour., vol. 27; July and October, 1948. 

• 

PULSE-CODE MODULATION (PCM) 

Pulse-code modulation gives us the opportunity to 
take advantage of this theoretically optimum method of 
exchanging bandwidth for signal-to-noise ratio. It is at 
the present time the only system known which ap-
proaches the theoretical limit. 

It depends on taking a still further liberty with the 
speech signals after they have been time sampled. We 
then proceed to carry out a quantizing process on the 
amplitude samples, whereby the exact value is not 
transmitted; instead we send a coded group of pulses 
indicating to the receiver in which subdivision the 
sampled amplitude lies. These subdivisions can be made 
as small as desired in order to transmit more and more 
detailed information. In place of the exact-amplitude 
measurement, it is only necessary to send the nearest 
whole number. It has been found that the ear is ex-
tremely tolerant to this type of distortion and that we 
can achieve good intelligibility using only four sub-
divisions or levels, good telephone quality with 32 
levels, and broadcast quality for music with 128 levels. 
The most usual way in which this signal is indicated 

to the receiver is by means of the binary system, al-
though other methods are possible. As we have con-
verted the speech into a type of telegraph signal, it is 
not unnatural that the system chosen is directly anal-
ogous to the 5-unit code used for machine telegraphy. 
If, for example, we have available five possible pulses in 
each sample time, then we can indicate any number 
from 0-31 by a combination of ON or OFF pulses, as 
shown in Fig. 3. 
The first, or most significant digit, indicates whether 

the sample is in the upper or lower half; in other words, 
we say it is equivalent to plus or minus 8 levels. The 
second indicates which quarter is in use and has a value 
of plus or minus 4 levels, and so on. The fifth or last 
digit, therefore, tells the receiver which thirty-second is 
meant, and has a value of plus or minus one half level. 
Level +4, for example, would be indicated by the group 
ON, OFF, OFF, ON, ON, if we adopt the convention 
that the most significant digit is transmitted first. 
Apart from the theoretical aspect mentioned earlier, 
which shows that this system gives us the best rate of 
exchange of bandwidth against signal-to-noise ratio, it 
is obvious that we are making minimum demands on 
the transmission system if we only require it to dis-
tinguish between ON and OFF. We are not concerned 
with accurate discrimination of the amplitude, phase, 
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BINARY PULSES 

Fig. 3—Binary code. 

length, or frequency of the pulses,—merely whether any 
pulse is intended to be present or not. 
A further corollary is the ease with which multiple 

relays can be carried out without the noise or cross talk 
becoming cumulative. Fig. 4 illustrates how we can 
reproduce a slightly delayed but otherwise perfect ver-
sion of the original pulse by taking both horizontal 
(voltage) and vertical (time) slices. In other words, we 
can, at intermediate points on a system, reconstitute or 
regenerate the pulses completely free from noise or in-
terference. 
One reason for delay in adopting such systems is the 

complexity which was involved in the earlier methods of 
obtaining and demodulating pulse-code modulation. 

SYSTEM 1 

It is the aim of the present paper to indicate two 
methods of carrying out these functions; they involve 
little if any more complication than other methods of 
pulse modulation. They have both been tested and op-
erated at speeds corresponding to a 5-digit, 12-channel 
speech system. 

As mentioned earlier, time multiplexing is obtained 
for multichannel operation by collecting samples from 
the several channels in turn and then passing the com-
bined video waveform through a common modulator. 
There is, therefore, no change in the PCM modulator 
for multichannel working apart from the increased speed 
of operation. 

ORIGINAL 

EFFECT OF 
LIMITED BANDWIDTH 

NOISE 

IN 

RESULTANT, SHOWING TIME 
AND AMPLITUDE SLICES 

REGENERATED 
IMPULSES 

Fig. 4—Reconstitution process. 

MODULATOR 1 

The principles of operation of the two types of PCM 
modulator will, therefore, be described as for single-
channel operation and simplified by replacing the vari-
ous electronic switches by electromagnetic relays, as in 
Fig. 5 which illustrates the general principle of operation 
of the modulator for Method 1. 

SPEECH 

P C 
OUT 

TSLICER 1 RELAY 
51 I— I   `-± 

TC 

GRADUATED 
P ULSES 

- GRADUATED 
PULSES 

Fig. 5—Method 1. Modulator. 

For illustration, we consider a system designed to 
transmit speech of telephone quality (300-3,000), 
namely 32 levels, or 5 digits. The speed of sampling is 
chosen as 6.66 kc, or just over twice the highest frequency 
to be transmitted. 
The function of the modulator is to take periodic 

samples of the input-waveform at 150-µsec intervals and 
to decide which of the five pulses of a group, each 30-
ilsec long, should be transmitted. 
The "slicer" shown in Fig. 5 may be regarded as a 

pulse-operated, high-gain amplifier normally biased to 
the short-center portion of its characteristic, so that a 
small change in voltage in either direction is sufficient 
to cause the relay at the output end to close on one side 
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or the other. The slicer is operated by the potential 
built up on the storage-condenser C. Two similar series 
of pulses mie positive going and one negative going, are 
applied to the fixed-relay contacts. Each series of pulses 
contains five pulses, each one being spaced by its own 
length from the previous one, and each being one-half 
the amplitude of the previous one. These pulse trains 
are formed quite simply by impulsing a 33-kc tuned 
circuit and allowing it to ring with the appropriate 
decrement so that each positive half-cycle is one-half 
the amplitude of the previous one. This waveform is 
then rectified and applied to a cathode and anode fol-
lower to produce low-impedance, paraphased outputs. 
The first, or largest pulse, when selected by the relay, 
is integrated back into the condenser C and changes its 
potential by an amount equal to one-quarter of the 
maximum-peak to peak-input signal. Thus in a 5-digit 
32-level system, these pulses correspond to plus or 
minus 8, 4, 2, 1, or 4 levels, respectively. The slicer 
and relay circuit is so arranged that a positive-going 
signal on C at any instant causes a negative-going pulse 
to be selected from the five-pulse group, and vice versa. 

Consider the operation of such a circuit designed to 
accept a 32-volt (plus or minus 16) peak-to-peak signal 
so that each level equals 1 volt. The sampling switch S1 
closes for 3 µsec at the start of the sampling time and 
charges C to the instantaneous value of the signal wave, 
which we will assume to be at say +11.85 volts (Fig. 6). 
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Fig. 6—Method 1. Modulator waveform. 

This will operate the slicer positively and cause the 
relay to select the first and largest pulse in the negative 
direction, reducing the voltage on C by 8 volts, i.e., to 
+3.85 volts. As the slicer input is still positive, the 
second pulse selected will also be a negative-going one 

and will change the voltage on C by 4 volts to —0.15. 
The input now being negative, the third pulse will be 
selected as positive and add +2 volts to give +1.85 
volts. The fourth pulse is therefore selected as —1 volt, 
changing the value to +0.85 volt, and finally the fifth 
pulse is selected as —0.5 volt, leaving a surplus voltage 
of +0.35 on the capacitor. 

After the fifth pulse the circuit is ready to receive the 
next sample and start afresh, discarding the remainder 
in the process. The important point to note in this 
process is that the five pulses selected by the relay 
were — , — , +, — , —. Adopting the convention that a 
PCM pulse is sent when a negative pulse is selected by 
the relay, the group is sent as +, +, — , +, +. If the 
receiver then allocates to the five pulses their true 
significance, we get +8, +4, —2, +1, +4 = +11.5 volts, 
which is the nearest level to the original measurement 
of the signal input of +11.85 volts. 
The examination process in the modulator is thus a 

reiterative process in which the original sample is ex-
amined in increasing detail and the PCM pulses are 
obtained as a by-product of this examination spaced at 
the correct intervals for transmission. 
The method of operation is in fact that of a servo-

mechanism which on receipt of a disturbing voltage 
tends to reset itself to zero in a series of predetermined 
steps of logarithmically decreasing amplitude. The 
waveform on the condenser C is plotted in Fig. 6, show-
ing the operation of a few of the 32 possible combina-
tions of pulses. It was mentioned above that the slicer 
was pulse-operated; this is necessary for the reason that 
having made a decision, positive or negative depending 
on the charge on C, the slicer must not change the relay 
position again until C has fully integrated the next 
graduated pulse and arrived at a new equilibrium level. 
The operating points for examination by the slicer are 
shown in Fig. 6, and they occur every 30 µsec. 
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Fig. 7—Simple demodulator. 
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DEMODULATOR 1 

The simplified block diagram of the receiver is shown 
in Fig. 7. It will be seen that a pair of graduated-pulse 
trains similar to those employed in the transmitter are 
available from the receiver circuits. The receiver assigns 
to each incoming pulse its correct significance by 
switching an appropriately graduated pulse to the in-
tegration circuit RIC1 so that by the time all five pulses 
have arrived in either positive or negative sense C1 has 
been charged to one of 32 different levels. 
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Fig. 9—Radiolympia, Sept. 28-Oct. 8, 1949. Pulse code 
modulation. S.R.D.E. 

When successive samples follow different paths, the 
interesting picture shown in Fig. 8 can be observed on 
the screen of a cathode-ray tube. This pattern is visible 

32 
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Fig. 8—Method 2. Demodulator waveform. 

on the CRT in the equipment shown in Fig. 9, which is 
an experimental version of System 1 demonstrated at 
Radiolympia in 1949. Electronic switches S1 and S2 are 
provided in the receiver (a) to feed the final voltage ob-
tained on the integrating condenser CI into a storage 
circuit C2 and (b) to discharge CI to zero ready to build 

Pulse Code Modulation 

An cyuennt *No amcn, ,resh urud. 

PCIA IN -3 RELAY DELAY _ IFILTER1 
668PA. 31ke._ 
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Fig. 10—Method 1. Demodulator. 

up the next sample. It would normally be necessary to 
close S1 immediately before S2, but this difficulty is 
obviated as shown in Fig. 10 by putting the signal into 
temporary storage in a short-delay line while the two 
switches operate. The output from C2 is then fed via a 
3-kc low-pass filter into the audio-output circuits. 

LOGARITHMIC LEVELS 

It is necessary to refer at this point to a refinement 
which, although simple to include, produces a consider-
able economy in available levels. The system described 
above quantizes the input signal in 32 equally-spaced 
levels whereas, in fact, in order to make the best use 
of a given number of levels it is desirable to cut them 
at logarithmic intervals from zero. This effect is 
achieved by passing the signal through a simple form of 
instantaneous-logarithmic compressor before modulat-
ing and the inverse process at the demodulating end 
before feeding it to the audio stage. This means that 
each step corresponds to a fixed number of decibels. 

SYNCHRONIZATION 

The transmission waveform produced by the apparatus 
described above is in the form of ON-OFF pulses, 30-
µsec wide, 5 in a group, but with no dead time or spaces 
either between pulses or groups. At the demodulating 
end we are faced with the problem of deriving (a) a fre-
quency of 33 kc corresponding to the pulse-repetition 
rate and (b) pulses at 6.66 kc corresponding to the 
group spacing, in order to indicate the beginning of each 
period so that the pulses can be assigned the correct 
value or significance and can be integrated correctly in 
groups of 5. There may or may not be a changeover of 
the pulse every 30 µsec, and we must derive enough 
information from those changeovers which are present 
to enable the receiver to fill in from memory those which 
are absent. This is a "spongy-lock" problem, often met 
in pulse-communication circuits, and can be solved so 
satisfactorily that the system can handle a gap of over 
100-consecutive pulses without losing synchronism. 

If the output from this locally generated 33-kc signal 
is counted in a divide-by-five circuit, we obtain a 
6.66-kc signal which will produce the graduated-pulse 
chain required and operate the switches Si and 52 
(Fig. 7) once the phase has been correctly set. (There 
are 5 ambiguous positions, only one of which is cor-
rect.) It has been proved that such an arrangement is 
capable of running satisfactorily for many hours after 
having been phased correctly, but in order to provide an 
automatic-phasing signal we introduce a special pulse 
sequence into the transmission at frequent intervals, 
for example, several times per minute. This can be done 
without giving rise to any perceptible interference in 
the speech transmitted. 
The special-pulse sequence chosen as the phase-syn-

chronizing signal consists of two consequential groups 
of five pulses, all ON, i.e., 10 ON pulses in a row. Two 
precautions are involved: (a) This sequence must not be 
allowed to occur by accident and (b) these ten pulses 
must always start after an OFF pulse so that the tenth 
ON pulse is reached at the correct time. 

Condition (a) is obtained by discarding level 32 which 
would normally be indicated by five ON pulses in a 
group. A circuit is included which inverts the last pulse 
when the modulator attempts to produce 5 ON in a 
group. (This circuit is known as the "spoiler.") 
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Condition (b) is obtained by allowing the circuit 
itself to select an appropriate instant to insert the 
synchronizing sequence. In other words, toward the end 
of the required interval between sequences, the circuit 
will begin to look for suitable groups in which the last 
digit is an OFF. When it finds one, it inserts, immedi-
ately following it, 2 groups of 5 ON pulses each, over-
riding the original signal. (This ¡s referred to as the 
"inserter.") The spoiler must, of course, be prohibited 
from operating while the inserter is in action. The op-
eration of the spoiler and inserter sounds rather com-
plicated, but is in fact all carried out by a total of three 
double triodes. 

It will be found that the modulator and spoiler can-
not, in the ordinary way, produce a series of more than 
8 ON pulses consecutively, so that it is a simple matter 
for the receiver to discriminate between this combina-
tion and the genuine 10 ON sequence in which the 10th 
ON pulse indicates the last of a group and so phases the 
receiver circuits. 

SYSTEM 2 

It will be noticed that in the PCM modulator de-
scribed above it is necessary, after each successive 
check on the polarity of the storage condenser Fig. 5, 
to add or subtract a charge of logarithmically decreasing 
amplitude. If, however, we could arrange for the residual 
charge to be amplified by a factor of two after each 
pulse, then we could add or subtract a fixed amount 
from it at each pulse. This would still further simplify 
the apparatus in that the networks to produce the 
graduated pulses could be eliminated. 

MODULATOR 2 

A block diagram of the alternative modulator is given 
in Fig. 11. The unit marked "A" is an in-phase linear 
amplifier provided with positive feedback from output 
to input through R1 so that any charge impressed on C1 
by closure of the electronic switch 1 will thereafter 

(a) CLAMP I 
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Fig. 11—Method 2. Modulator. 

The unit marked "S" is a phase-reversing, nonlinear 
amplifier very similar to the slicer already mentioned 
for use in the original type of modulator. For example, it 
might be designed to produce at its output terminals 100 
volts positive for any input below zero and 100 volts 
negative for any voltage above zero. Clamp 1 closes 
for a brief period at the start of each group and clamp 
2 briefly between each pulse of the group. 
A three-pulse system (8 levels) has been chosen to 

illustrate the operation of the circuit (Fig. 12). Suppose 
the input wave to be such that it successively runs 
through all 8 levels at the sampling times A—J, starting 
at the most positive level A. 
Clamp 1 closes and impresses the sample A on CI 

and due to the feedback action this sample voltage pro-
ceeds to "grow" to al, Fig. 12. Meanwhile, the slicer 
output will be fully negative and building up a negative 
charge of fixed amplitude on C2 thus producing an ap-
propriate PCM output. At the end of the digit time, 
clamp 2 closes instantaneously and impresses on C1 the 
negative charge from Cs, modifying the charge on C1 to 
value as. This value is still positive and proceeds to 
grow again in this direction, still maintaining a negative 
charge on Cg. At the end of pulse 2, clamp 2 closes again 
and modifies the charge on C1 from as to as which is still 
positive. This process is carried on until clamp 1 closes 
again at the end of the group time and sample B is 
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Fig. 12—Method 2. Waveforms. 
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examined in the same manner. In this case at point b3, 
the charge carries resultant potential on C1 negative 
with appropriate change in polarity of the last digit. 

This system has been operated at 12-channel speed 
with the necessary type of electronic switches for 
clamps 1 and 2, but would also be particularly attractive 
for any lower speed application where mechanized 
switches or relays could be employed. 

DEMODULATOR 2 

A similar "growing" technique is used in the receiver 
as shown in Fig. 13. Here clamp 2 operates at every 
pulse and clamps 1 and 3 close, one just before the 
other, at the end of each group of pulses. 
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Fig. 13—Method 2. Demodulator. 

The significant value of each pulse is inserted by this 
demodulator by allowing each pulse to remain in the 
growing circuit for an appropriate time so that by the 
end of the group period it has achieved its correct value. 
Here again the time constant of the circuit R ICI is 
adjusted to give a 2 to 1 gain for each pulse period. 

In both cases, receiver and transmitter, it has been 
found convenient to transmit the pulses in decreasing 
order of significance. However, this is merely a conven-
tion and can be varied to suit any special requirements. 

CONCLUSIONS 

The actual RF transmission may of course be carried 
out either by amplitude modulation or keying or by a 

carrier-shift method. In fact most of the techniques 
hitherto available for telegraph use may now be applied 
to the transmission of speech or music or any other high-
speed waveforms. It has been suggested also that the 
application of PCM to various recording problems 
would result in increased signal to noise ratio in spite of 
deterioration of the recording medium.7 
The two alternative systems have both been de-

scribed because although the second system should per-
mit still further simplification sufficient experience in its 
operation has not yet been obtained to decide which 
gives the optimum over-all performance. 

Both the systems described depend for their economy 
in reducing all the decisions as to whether a pulse should 
be transmitted or not, to a check at a fixed voltage 
datum point, and in the use of a single circuit to carry 
out those checks. Although the functions may appear 
involved, they can be carried out with a small number 
of valves and they do not depend on adjustments which 
are too critical for easy setting up and maintenance. 

7 N. L. Yates-Fish and P. G. Forsyth, British Ministry of Supply 
Patent. 
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Summary—Theory and experimental results are presented for a 
basically new type of electron-stream amplifier in which the stream 
flows near a resistive wall. The values of gain and bandwidth obtain-
able are found to be comparable to those of other microwave ampli-
fiers, such as traveling-wave tubes. In contrast to such tubes, how-
ever, the gain is affected very little by appreciable changes in the 
circuit parameters or operating voltage; furthermore, self-oscillation 
is inherently absent because the input is effectively isolated from 
the output. Experiments are described that were performed mainly 
toverify the theory ;the existence of the growing wave was demonstra-
ted, and the measured gain was in good agreement with the theory. 
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INTRODUCTION 

N ELECTRON-STREAM AMPLIFIERS, such as 
klystrons and traveling-wave tubes, it is desirable to 

  have as little noise energy in the stream itself as pos-
slle in order to obtain satisfactory amplification of very 
weak signals. To accomplish this, one proposal has been 
that the stream, before entering the interaction circuit, 
be passed near a lossy circuit which presumably would 
absorb this unwanted energy. However, a theory due to 
L. J. Chu' suggested that just the opposite effect, am-
plification, could take place under these conditions. 
Similarly, a one-dimensional analysis by J. R. Pierce2 

1 L. J. Chu, "A-c kinetic energy in electron streams," private com. 
J. R. Pierce, "Waves in electron streams and circuits," Bell 

Sys. Tech. Jour., vol. 30, pp. 626-651; July, 1951. 
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showed that if the circuit admittance has a dissipative 
component, there may be an increasing wave. We have 
found that the amplification obtainable with the com-
bination of stream and resistive wall is of useful mag-
nitude, and we have performed experiments that agree 
with this analysis. 

In the "resistive-wall" amplifier (RWA) the gain is 
obtained through interaction between the stream charge 
and the wall charge which is induced by the stream. As 
contrasted to the traveling-wave type of interaction, 
there is essentially no interaction between the circuit 
wave (which is highly damped) and the stream. The 
wall charge acts on the stream so as to cause larger and 
larger bunches to be formed which result in exponential 
growth with distance of the original signal. Although 
some energy is dissipated in ohmicwall loss, there is a 
finite rate of growth for all stream currents. In an actual 
device the signal can be impressed on the stream by 
other circuitry and, after the stream flows near the re-
sistive wall, the signal can be extracted similarly. 

In Part I the analysis is carried out for a one-dimen-
sional model of a stream flowing through a porous re-
sistive medium; it is shown that two space-charge waves 
can exist, which are similar to the ordinary nongrowing 
klystron waves, except that the dielectric constant ap-
pearing in the plasma-wave number is now a complex 
number which results in a conjugate pair of propagation 
constants, representing a growing wave and a decaying 
wave. 

In Part II, simple design data are obtained from an 
analysis of an elementary two-dimensional model of 
thin electron streams flowing between resistive sheets. 

In Part III, the results of a field theory solution' are 
presented for an axially symmetric model of a stream 
encircled by a resistive tubing; here the gain is found to 
be substantially lower than that of the earlier models; 
this is due to the shunting capacitance of the space be-
yond the tubing. Practical methods of reducing or elimi-
nating this capacitance are discussed. 

In Part IV, experiments with the cylindrical model 
are described in which the growing wave was observed 
and the amplification measured, checking well with the 
theory. In one set of experiments, helices were used for 
modulating the stream, and in another experiment, cavi-
ties were used. In all tests the net gain of the resistive 
wall was obtained experimentally by a substitution 
method, thus avoiding the need for accurate knowledge 
of the helix and cavity parameters. 
The RWA has several advantages. The gain and 

bandwidth are comparable to the helix-type traveling-
wave tube. In contrast, the input is effectively isolated 
from the output by the lossy circuit so that oscillations 
due to internal feedback are inherently absent. Further-
more, there are no critical design or operating parame-
ters; for example, substantial deviations from the opti-
mum-wall resistance or stream velocity have but little 
effect on gain. 

8 C. K. Birdsall and J. R. Whinnery, "Waves in an electron stream 
with general admittance walls," Jour. Appl. Ploys. vol. 24, pp. 314-323; 
March, 1953. 

I. THEORY OF ONE-DIMENSIONAL MODEL OF THE 

RESISTIVE-WALL AMPLIFIER 

For simplicity, consider first a model in which an elec-
tron stream flows through a medium that has conduc-
tivity cr as well as the usual dielectric properties (dielec-
tric constant, eoe2). Let the medium be made porous in 
order to transmit the stream without interception. Fig. 1 
shows a model of this stream and medium combination 
which will be called the resistive-medium amplifier 
(RMA). It will be assumed that the ac quantities (elec-
tric field, velocity, current, and charge densities) vary 
only in the z-direction. The treatment is for small sig-
nals, since products of the ac quantities are neglected. 

ELECTRON STREAM 

POROUS 
RESISTIVE 
MATERIAL 

Fig. 1—Microscopic view of the cross section of a resistive-medium 
amplifier. An electron stream floods the pores of a lossy dielectric 
medium. 

The propagation constants for the waves that may 
exist in this model are found in the usual manner, start-
ing from the equations of Maxwell, of motion, and of 
continuity. These equations are linearized (small signals 
only) and are used for the case of nonrelativistic elec-
tron velocity, uniform field for a given cross section, and 
no motion normal to the z-direction. The ac quantities 
are assumed to vary in a wave-like manner as exp 
./(col — 13z). 

The following additional symbolism is employed: 
1, io = ac, dc current densities, io <O. 
uo =ac, de velocities. 
A. = Xouo/c= stream wavelength; X0 = free-space 

wavelength. 
Vo=dc voltage with respect to the cathode; uo 

= ( —217 Vo)"2. 
O.= co/uo, stream wave number. 

8,=coduo= 
4143 

n =electron charge-to-mass ratio; n= —1.76 X 10" 
coulomb/kg. 

Co = dielectric constant of vacuum; eo = (367r X 109)-1 
farad/meter. 

It is found that four waves can exist. (The derivation 
of the propagation constants is outlined in Appendix A.) 
Two of the waves are propagated at approximately the 
electron velocity and the other two, at the velocity that 

plasma wave number. 
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a wave would have in the medium in the absence of the 
electron stream. The two pairs of waves are completely 
uncoupled; the latter pair, field waves, are decaying 
waves, important only in determining feedback in the 
direction opposite to that of the electron stream. 
The two space-charge waves are closely related to the 

ordinary space-charge waves of empty space with which 
one is familiar from the work of Hahn' and Ramo.° For 
a one-dimensional model, the propagation constants of 
the empty-space waves are 

(1) 
which represent two unattenuated waves. In the re-
sistive-medium model the propagation constants are 
quite similar, differing only in that eo in the expression 
for 13„ is replaced (as is justified in Appendix A) by eoe, 
which is a complex quantity accounting for the con-
ductivity of the space shared by the stream and the 
medium. These waves are characterized by 

where 

o = o. ± op/ v7,7 

cr 
€1.= 62 [1 — j 

(4)6062 

(2) 

(3) 

It is seen that the upper sign in (2) allows e to have (i) 
a positive imaginary part representing a wave growing 
in the +z-direction and (ii) a real part greater than ee, 
indicating a phase velocity smaller than the average 
stream velocity. Both of these conditions are necessary 
in order to obtain amplification.2 This growing wave 
may be excited to useful amplitude by ordinary means, 
as will be discussed later. The lower sign in (2) leads to 
a decaying wave with a velocity greater than uo, so that 
this wave gives up energy to the stream. 

In the limit, cr= 0, e2= 1, these waves revert to the or-
dinary unattenuated space-charge waves existing, for 
example, in a klystron amplifier. However, when loss is 
present (o-> 0), both gain and attenuation result because 
the propagation constants appear as a conjugate pair. 
For this reason, any scheme for attenuating a signal by 
a resistive wall (as for reducing noise energy) would 
necessarily also lead to a growing wave. To avoid excit-
ing the growing wave, special initial conditions would be 
required, in general, not corresponding to noise space-
charge waves as obtained from a thermionic cathode. 

In expressing the gain and the phase velocity, it is 
convenient to introduce the dimensionless gain factor 
q and the phase factor p, defined by 

so that 

[1  — o. 1 -1 / 2 = p jq, (4) 
weoe2 

(1). + 
19 = 19. ± • 

v E2 
(5) 

The rate of exponential increase of the growing wave is 
then given by 

q 
8.690, -=db/meter, 

Ve2 

and the phase velocity by 

140 

P  Clef) 
1 + 

VE2 co 

The factors p and q are plotted in Fig. 2 as functions 
of the Q(= we /a) of the dielectric medium. 

(6) 

meter/second. (7) 
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Fig. 2—Variation of gain factor q and phase factor p with Q=c0E/cr 
of the dielectric for the resistive-medium amplifier. 

A. Rate of Gain and Over-all Gain 

The over-all gain of a resistive-medium amplifier is 
the product of the gain due to the RMA section and 
that due to the coupling system employed. Such a cou-
pling system is required in practice because of inherent 
weakness of the structure itself in exciting the space-
charge waves. This weakness is due to the rapid decay 
with length of a signal applied directly to the circuit. It 
is felt necessary to use helices or cavities or grids in 
tandem with the resistive-medium section in order to 
modulate and demodulate efficiently. 
The rate of gain, given by (6), reaches a maximum of 

p, 1 3 
8.69—& --=-_. db/me ter. (8) 

Ve2 2V2 Ve2 

This value occurs for 

C0E0E2 1 
Q = = — (9) 

o. N/3 

This value of gain is the same as is available from an 
idealized double-stream amplifier° if one takes io in the 
expression for to be the sum of the current densities 
in both streams. 

For an illustration of the available gain, we choose a 
representative current density of -lo = 0.3 amp/cm2 and 
an electron velocity corresponding to a voltage of Vo 
=400 volts. In this case the gain of the growing wave 
computed from (8) is 5.8 db/cm or 14.7 db/inch at the 
optimum Q as given in (9) and with e2= 1. 

4 W. C. Hahn, "Small signal theory of velocity-modulated electron 
beams," Gen. Elec. Rev., vol. 42, pp. 258-270; June, 1939. 

S. Ramo, "The electronic wave theory of velocity modulation 
tubes," PROC. I.R.E., vol. 27, pp. 757-763; December, 1939. 

A. V. Haeff, "The electron wave tube—a novel method of gen-
eration and amplification of microwave energy," PROC. I.R.E., vol. 
37, pp. 4-10; January, 1949. 
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It is seen that gain is affected by the electron velocity 
only through the plasma-wave number f3,,. For constant 
perveance (io/ Voe7), the gain is essentially velocity in-
dependent, which is in great contrast to other stream-
type amplifiers, particularly the traveling-wave tube. 
As a step in estimating the over-all gain, it is neces-

sary to know the behavior of an RMA section of any 
length for arbitrary excitation. The relative excitation 
of the two waves may be found by using the method of 
Appendix A and inserting the values of initial modula-
tion. The ac current and velocity at a distance z from 
the plane of input current and velocity modulation, 
1(0), v(0), may be written as 

fi(0) 
cos [—P—ez 

jo A,/r, 

v(0) co-VZ. 
+1 — 

u0 cop 

{ I'M cos r z] 
140 Vi; 

v(z, t) 

Ito 

i(0) co, 
./  . 

to 

Opz 
sin [—=1} 

N/E, 

sin [,]} ei("--0.*). (11) 
fipz 

NA, 

After a sufficient distance, (tIpgz/ N/E-2> 2 or 3), the grow-
ing wave predominates, leaving simply 

i(z, 0 1 I i(0) v(0) coN/7,. 

jo 2 I. io no wf 

initial amplitude of 

the growing wave 

X {exp [11} 
Yes 

growing term 

X {exp j[cot — i4P )z]} 
Ves 

phase term of unity magnitude 

v(z, t) 1 cop {v(0) i(0) } 

no 2 uo jo w/3. 

X {exp [1} 
N/62 

X {exp j [cot — (13, 
e9PP ) 

— 1} 
N/€9 

where 

,.] 
.4 ; = — 6 + 20 log io [1 y(0)/no coN/7 db, (16) 

i(0)/i0 cop 

is the apparent initial loss suffered in excitation. 
The gain in ac velocity is, similarly, 

v(L) 0„qL 
velocity gain -=   = A, -I- 8.69 db, (17) 

.02 

where 

A y = — 6 20 log ic, [1 i(0)/io w„   db. (18) 
v(0)/uo coN/i; 

For example, in a particular tube the stream might be 
velocity modulated by a short resonant gap preceding 
the resistive medium. At the exit from the medium, the 

(10) stream would modulate a similar gap. Because of the 
division of the signal at the input, there is an apparent 
loss of 6 db; the power gain for the tube is 

13AL 
power gain = — 6 + 8.69 —= db, (19) 

1/62 

over that when operated as a klystron. In the case of 
excitation by a growing wave, as at the exit from a helix, 
the initial loss A upon entering the RMA would be 
smaller and could be zero. 

B. Frequency Bandwidth Available 

The tremendous range of frequencies over which some 
gain is available is evident from Fig. 2. The slow-gain 
variation between half-power (3 db down) frequencies is 
also readily seen. For example, with a tube having 35-db 
gain and, for simplicity, no initial loss, these frequencies 
occur at roughly 50 and 170 per cent of the optimum-
gain frequency, meaning 120 per cent bandwidth. Less 
gain would lead to more bandwidth. However, as is 

(12) commonly found in practice with stream-type amplifi-
ers, the bandwidth would probably be limited not by 
this figure but rather by the circuitry external to the 
tube. 

(13) 

The gain in ac current (not necessarily ac energy) due 
to an RMA section of length L is given by 

current gain 

i(L) 1 [, y(0)/no  w\/E,.1   exp PqL) — db, (14) 
i(0) 2 2(0)120 w J N/62 

which is given in decibel form by 

13pe 
+ 8.69 , db, (15) 

Ves 

C. Optimum Design Factors 

The variation of gain with the material constant, e/a, 
is uncritical. Increasing o by a factor of two over the 
optimum value reduces gain factor q by only 10 per 
cent. Since gain is proportional to q/ eq, it is desirable 
to keep 62 as small as is practicable. 
The medium itself may be characterized by the con-

dition (9), which may be rewritten as u = (f62/9) mho/ 
meter, effective conductivity, where f is in kilomega-
cycles. In the range 0.1 to 100 kmc, the optimum value 
of 0/62 is roughly in the range 10-2 to 10; such conduc-
tivities for solids lie between those of good conductors 
(107) and good insulators (10—") and in the vicinity of 
some semiconductors. 
The medium may be characterized in a somewhat dif-

ferent fashion in terms of the signal and dielectric re-
laxation frequencies. Recalling that in an isolated lossy 
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dielectric, an impressed-charge density po decays with 
time as7 

p = poe— fr 101 (20) 

we define a fictitious relaxation frequency 

(or = 010E2. (21) 

In this symbolism the abscissa in Fig. 2 becomes the 
ratio co/w, and the frequency at optimum gain is co 
=corhià. In a qualitative way we deduce that, for 
w«cut, the wall charge decays too rapidly to influence 
the stream charge and, for co»cur, the wall charge can-
not reverse sign rapidly enough to aid in bunching; in 
both cases there can be but little gain. However, in the 
frequency region where the driving and the relaxation 
frequencies are about equal, co eccor, we must look for a 
more exact relation between these charges in order to 
understand the mechanism of amplification. 
The wall charge is found (in Appendix A) to be re-

lated to the stream charge in the following way: 

Pm = P.( 1 + ju1/4 0.) -1. (22) 

This relation may be used to describe the mechanism of 
constructive interaction as follows. The out-of-phase 
component of pm (this is the ordinary image charge) 
tends to reduce the debunching forces, thus allowing 
denser bunches to be formed. The quadrature com-
ponent of pm shifts the phase of the total field so as to 
put most of the electrons of a bunch in a retarding field. 
Thus, on the average, energy is given up by the stream 
to the growing wave and to ohmic losses in the medium. 

D. Isolation of the Input from the Output 

The field waves which can exist in the medium are 
highly attenuated. At the optimum-gain frequency the 
attenuation is 

a -= 8.69.27 • Vi2": 1/VI 

= 38.5 -V-€7.db/free-space wavelength. (23) 

At microwave frequencies the length of the RMA tubes 
would be of the order of one free-space wavelength. 
Thus, the attenuation would be ample for preventing 
self-oscillation, even in the case of complete reflection. 

II. THE RESISTIVE SHEET MODEL 

The use of a semiconductor full of small holes for 
the passage of electrons appears impractical. However, 
the results derived above for this idealized model serve 
as a rough guide in estimating the performance of more 
practical models. To obtain more useful design data 
without recourse to a complete-field solution, a more 
practical model will be analyzed. 

Consider a sandwich of insulating sheets of dielectric 
constant e = eoeo, coated with a lossy material, and with 
sheet-electron streams flowing through the interspaces 
as shown in Fig. 3. Assume that the thicknesses involved 
are all small compared to a stream wavelength; that is, 

7 For example, S. Ramo and J. R. Whinnery. "Fields and Waves 
in Modern Radio," John Wiley and Sons, Inc., N. Y., p. 200; 1944. 

s,g«X, and d«g. Upon inserting the effective con-
ductivity and dielectric constant into (2) in terms of the 
actual a. and e, we find that the propagation constants 
may he written as 

g 2crd ]-112 -1 2 

[I . (24) 
weo(s ge2) 

INSULATOR 
SHEET 

SHEET 
ELECTRON 
STREAMS 

RESISTIVE 
COATING 

Fig. 3 —Resistive-sheet model in which electron streams flow between 
resistive layers; this model is a practicable version of the re-
sistive-medium amplifier of Fig. 1. 

The gain and phase velocity for this model are given 
by (6) and (7) and Fig. 2, as in the previous case, but 
with an obvious interchange of functions. The optimum 
gain is obtained at 

wEo(s 862) 1 

2crd N/3 

which may be written as 

Rook' = 1//, 

(25) 

(26) 

where 2R0 is the resistance per square of one coating 
and C. is the capacitance measured along z, per unit 
length and width of an elementary stratum of the model 
in Fig. 3. 
One could actually use lumped elements at a low 

enough frequency (long enough stream wavelength) 
where it would be mechanically possible to employ a 
number of elements per quarter stream wavelength. 

For example, at the frequency of 3 kmc, the order ol 
magnitude of resistances and gain are, for very thin 
insulating sheet, (g/s)eo«1, Ro = 3,500 ohms/square, 
qmax=0.351; and, for fairly thick insulating sheet, 
(g/s)e2= 1, Ro =1,700 ohms/square, qn.,= 0.248. 
The design data obtained from this model are ap-

plicable even for models for which s and g are not small 
compared to X,, and the number of sheets in the sand-
wich is small rather than infinite. 

III. FIELD THEORY AND DESIGN DATA; THE 
RESISTIVE-WALL AMPLIFIER, A TWO-

DIMENSIONAL MODEL 

To obtain more accurate gain and phase information, 
a third model, Fig. 4, corresponding to a single pore of 
the resistive medium will be analyzed using a two-
dimensional field theory. The stream flow is assumed to 
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be confined to the z-direction by a very strong magnetic 
field so that the electron motion is affected only by the 
z-component of the electric field. Also, the stream is 
assumed to have uniform dc velocity and current den-
sity, which implies either small charge density or com-
plete neutralization by positive ions. However, in this 
small-signal solution the ac quantities do vary with r 
(though not with 4)) as the Bessel functions Jo(Tr) and 
.4( Tr). 

ELECTRON 

STREAM 

Fig. 4—Resistive-wall amplifier cross section of simplest design; this 
model represents a single-pore version of the resistive-medium 
amplifier of Fig. 1 and is the model actually used in the initial 
experiments. 

GLASS TUBING, 
SUPPORT FOR 

RESISTIVE COATING 

(Y353.cr3) RESISTIVE 
COATING 

P2,€ 2,°2 

The following restrictions are placed on the thickness 
of the resistive coating to insure that electrically it is 
very thin: 

-NA0E2cr2 d « 1, or d «;5, the skin depth; 

NA0E20.2 « 13., or ô « X,, the stream wavelength. 

The actual mechanics of the field solution are carried 
out elsewhere.' The particular result presented here is 
for the case of the stream filling the tube, a = b, the 
dielectric constant of the glass equal to that of free 
space (€3= eo), and bi3 = Po, w€3/«,>>1. These conditions 
may be approximated fairly closely, the second condi-
tion through use of very thin-walled glass. 
The propagation constants of the space-charge waves 

in this case are given by (5), the rate of gain by (6) 
and the phase velocity by (7), all with e2 = 1. However, 
p and q are numerically different from the previous 
values. Contours for constant p and q are shown in 
Fig. 5; the abscissa (3,b is the ratio 27rb/X, of the stream 
circumference to the stream wavelength, and the or-
dinate is 2wR,C,, where R,-= Rol 27rb , the resistance 
per unit length, or ohms per square of the coating di-
vided by the circumference, and C,=71-b2e0, the ca-
pacitance per unit length. For a given tube with Ro 
and uo fixed, the gain factor q varies with the frequency 
along a line of slope unity, since 

2wR,C, = PabRouo€0. (27) 

For a given tube at fixed frequency, the gain varies 
with the stream velocity along a horizontal line. In 
designing a tube, given f3,b, the gain varies with Ro 
or R, along a vertical line. 
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Fig. 5—Contours of constant gain factor q and phase factor p as 
functions of 0.6 =-27rb/X. and 2wRia---(3.bRouoeo for the resistive-
wall amplifier model of Fig. 4. 

In Table I the properties of this model and of the 
RMA are compared. Also, the values of attenuation of 
the return waves are found to be comparable. 

TABLE I 

Basis of Comparison RMA RWA 

(a) Maximum of the gain factor q 
(all e=50). 

(b) Bandwidth between half-power 
frequencies, assuming no initial 
loss, 35-db peak gain. 

(c) Dependence of gain on resistive-
wall potential at constant perve-
ance. 

0.351 

120 
per cent 

None 

0.10 

70 
per cent 

Variation of ± 50 
per cent to go 3 
db down from 
max. of 35 db. 

Except for (a), it is seen that the useful properties 
of the RMA are fairly well retained in the RWA. 
However, the RWA gain is considerably lower and, in 
actual models, it unfortunately will be lower still, 
owing to higher dielectric constant of the glass tubing 
and looser coupling of the stream to the wall when the 
stream fills but a fraction of the hole cross section. 

Fortunately, part of this "lost" gain may be re-
trieved through use of honeycomb structures as shown 
in Fig. 1. Also, mounting resistive coating on an induc-
tive wall,' so as to cancel out part or all of the capaci-
tance beyond resistive coating, gives higher gain. 
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Fig. 6—A resistive-wall amplifier with helix coupling for use in the frequency range of 1 to 4 kmc. The drawing 
shows the details of construction of the actual tube. 

INPUT 

INPUT HELIX 
RESISTIVE WALL 

IV. DESCRIPTION OF THE EXPERIMENTS 

The experiments on the resistive-wall amplifier were 
conducted primarily to demonstrate the existence of 
resistive-wall amplification and to determine some of the 
operating characteristics of this amplifier. In the initial 
experiments, the model consisted of a cylindrical-
electron stream surrounded by a coaxial glass tube 
coated on the inside with a resistive material. This may 
be thought of as a single pore of the resistive medium. 
An auxiliary circuit in the form of a helix was added to 
each end of the resistive-wall section to modulate and 
demodulate the stream. Fig. 6 shows a drawing and 
photograph of a typical tube. 

Because the helices are capable of amplification as in 
ordinary traveling-wave tubes, it is difficult to deter-
mine accurately the gain of the resistive-wall section of 
the tube from measurements on a single tube. Though 
some indication of the division of total gain can be ob-
tained from calculations, there are uncertain parame-
ters (stream diameter, helix impedance, and so forth) 
that reduce the accuracy of such calculations. Therefore 
the resistive-wall amplification was determined more 
directly by means of a substitution method. After 
measuring over-all gain with the resistive wall, the gain 
was remeasured with a metallic drift tube substituted for 
the resistive-wall section, all other parts remaining un-
changed. In each case the gain was measured for a 
number of different stream currents. The difference be-
tween the two values of gain was substantial, indicating 
the existence of a growing space-charge wave in the 
resistive-wall section. Further evidence of the existence 
of such a growing wave was also found through observa-
tion of the interference between the growing and decay-
ing waves at the end of the interaction region. 

Four resistive-wall experiments have been performed, 
three with helix input and output circuits and one with 
resonant-cavity circuits. Three of these tests were made 
in a demountable vacuum system and one with a sealed-

- 

/- OUTPUT HELIX 

off tube. In the demountable system, Fig. 7, the various 
elements of the tube were individually supported in a 
large continuously evacuated bottle, allowing accurate 
alignment and ease in substitution, a method well 
adapted to this type of measurement. 

Fig. 7—The demountable vacuum system in which some of the initial 
RWA experiments were performed. The construction employed 
allowed easy interchange of the resistive wall for the metallic 
drift tube. 

To obtain maximum gain, it would be desirable to 
use a self-supporting resistive material surrounding the 
electron stream as the resistive wall. Practically, it was 
found necessary to bond the existing usable resistive 
materials to a dielectric support, in this case, glass. As 
pointed out in Section C, Part I, the capacitive-shunting 
effect of the dielectric-support material reduces the gain 
available from the resistive wall. To minimize this 
effect, the glass tubing was etched to a thickness of 
about 0.005 inch. The resistive layer was a coating of 
tin oxide about 10-5 inch thick on the inner surface of 
the glass tube, obtained by deposition of tin oxide 
onto the hot glass from stannous chloride vapor. This 
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process can be controlled to yield any desired resistance 
value from the order of 10 ohms to hundreds of meg-
ohms per square. The coating is very tough mechan-
ically, remaining stable under conditions of moderate 
electron bombardment and up to temperatures near the 
softening point of the glass. 

In this work the resistive walls were coated to an rf 
resistance (measured at X0 = 3 and 10 cm) near 2,000 
ohms/square, about half the dc value. 

In the experimental tubes the coated tubing was 10 
inches long and the helices placed at each end were 3 
inches long. Each helix was terminated nearest the 
resistive wall by a layer of "Aquadag." The tube was 
operated in confined flow with a magnetic field of about 
800 gauss. 
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Fig. 8—Over-all gain of a helix-coupled tube as a function of the 
stream current for a resistive wall and a metallic drift tube, as 
measured near 3 kmc. The resistive coating measured about 
3,000 ohms/square with dc. (Demountable system.) 

20 

Fig. 8 shows a plot of measured over-all gain as a 
function of collector current (ra 97 per cent of the 
cathode current) for both the resistive-wall and the 
metallic-drift tube. The gain observed in the case of the 
drift tube is, of course, due entirely to the helices. The 
difference in gains (ra 14 db at 10 ma) is interpreted as 
due to the growing wave in the resistive-wall section. 
From the knowledge of this net gain and the operating 
parameters, an experimental value of 0.035 was ob-
tained for the gain factor q. From the theoretical curve 
of Fig. 5, q = 0.073. This value should he reduced by 

about 48 per cent because the stream did not fill the 
cross section (b/a --e-0.77) and further reduced by 88 per 
cent to account for the capacitive effects of the glass; 
the final theoretical value for q is 0.031. In both calcu-
lations it is assumed that the stream has a uniform 
diameter and is concentric with the walls; experi-
mentally the diameter is not uniform (the mean diame-
ter can only be estimated) and the concentricity is 
doubtful. Thus, exact agreement between experiment 
and theory would be fortuitous. 
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Fig. 9—Over-all gain as a function of resistive-wall potential for a 
helix-coupled tube. The points shown are the measured maxima 
and the dashed line indicates the loci of the minima. Stream cur-
rents and other potentials were held constant. (Demountable 
system.) 

One of the distinguishing features of the resistive-
wall amplifier, as mentioned previously, is its relative 
insensitivity to changes in stream voltage. Fig. 9 shows 
the measured gain as a function of resistive-wall voltage 
for constant-stream current and helix potentials. It is 
seen that the gain changes little for a voltage range from 
300 to 1,000 volts. There are small variations due to 
constructive and destructive interference between the 
larger-growing and the smaller-decaying wave at the 
exit from the resistive wall, as well as to a small 
velocity jump at each end. In addition, when the poten-
tials of the anode, helices, and the resistive wall were 
derived from a common supply, it was found that the 
gain also varied slowly with the supply voltage. The 
difference between potentials where gain was 3 dl) 
below the peak value was about 22 per cent of the 
potential at peak gain, as measured at several frequen-
cies. This voltage "bandwidth" was delimited primarily 
by the short helices and could be increased by the use of 
even shorter helices. Although no special precautions 
were taken to maximize the insertion loss, the measured 
isolation between input and output terminals of the 
tube varied between 55 and 85 db over the frequency 
range 2,000 to 4,000 mc. 
We also constructed a resistive-wall tube with reso-

nant cavities as the coupling elements to the electron 
stream. To determine the net gain, the method of sub-
stitution of a drift tube for the resistive wall was used 
in this test also. The experimental data of gain versus 
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current, Fig. 10, show that a net gain in the resistive-
wall section of about 12 db was obtained at 10 ma, 
meaning an experimental gain factor of q= 0.034. (This 
test employed the same resistive wall as used with 
helices.) Upon substitution of the drift tube, the system 
behaved as a two-cavity klystron with a long-drift 
space. The gain of this klystron was estimated8 for one 
value of current which is seen to be a little lower than 
the measured value. 
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Fig. 10—Over-all gain of a resonant-cavity-coupled tube as a function 
of a stream current for a resistive wall and a metallic drift tube, 
as measured at 2,920 mc. (Demountable system.) 

Fig. 11 shows the variation of gain with the potential 
of the resistive-wall section. Curves (a) and (b) are 
much like those obtained with helix circuits; in both 
cases the ac velocity and current of the decaying wave 
are small compared with those of the growing wave, and 
the interference is therefore small. However, the case of 
klystron operation, curve (c), is quite different, exhibit-
ing interference between unattenuated waves that are 
essentially equal in amplitude. The input cavity excites 
two waves with equal ac velocities, but with opposing ac 
currents (initial net current =zero). Because the waves 
have different phase velocities, the ac currents add and 
subtract as they travel. Thus the output of the second 
cavity, which is sensitive to current, fluctuates rapidly 
as the space-charge wavelength is varied by varying 
the wall potential. 

BL. T. Zitelli, "Space charge effects in gridless klystrons," Stan-
ford University, Microwave Laboratory Technical Report No. 149; 
October, 1951. 
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Fig. 11—Over-all gain as a function of resistive-wall potential for a 
cavity-coupled tube. Shown are curves for (a) resistive wall, high 
current, (b) resistive wall, low current, (c) metallic wall, low 
current. (Demountable system.) 

A further check on the value of q is afforded by the 
measurement of Gc and Gd, the voltage gains at con-
structive and destructive interference. Assuming that 
the growing and decaying waves are equally excited by 
the velocity modulation and that 13,q varies slowly 
with resistive wall potential, we find 

1 Gc ±Gd  
= In (28) 

2tI„LGe — Gd  

where L is the length of the resistive-wall section. The 
value of q calculated this way from curve (h) of Fig. 11 is 
0.032, as compared with the theoretical value, 0.031. 
The interference patterns and the measured values of 

gain confirm beyond reasonable doubt that there are 
exponentially growing and decaying waves in the re-
sistive-wall section. 

Fig. 12 shows the variation of over-all gain with 
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Fig. 12—Over-all gain as a function of frequency for a stream current 
of 15 ma: (a) all potentials adjusted for maximum gain at each 
frequency; (b) all potentials held constnt. (Sealed-off tube.) 
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frequency for the helix-coupled sealed-off tube and coax-
to-helix matches as shown in Fig. 6. The bandwidth is 
about 700 megacycles between half-power frequencies, 
or 33 per cent of the mid-band frequency with all poten-
tials held constant (curve (a)). Of course, the band-
width is limited by the helices and coupling units, as 
well as by the resistive wall. 

Fig. 13 shows the saturation characteristics of the 
same tube for several stream currents at a frequency 
(3 kmc) above that for maximum gain. Although the 
efficiencies (3-4 per cent) are low compared to some 
types of tubes, they are comparable to those of low-
power traveling-wave amplifiers; because efficiency 
(and gain) increase with stream current, higher ef-
ficiency could be obtained at higher-power levels. 
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Fig. 13—Power output as a function of power input as measured at 
3 kmc for all potentials about 650 volts. The electronic efficiency 
is seen to be about 3.1 per cent at 20 ma and 4.1 per cent at 25 ma. 

1000 

Some spot measurements indicate the noise figure of 
this tube to be about 26 to 30 db at 15-ma stream cur-
rent. No attempt was made to design the tube for a 
low-noise figure. One could expect the resistive-wall 
amplifier to exhibit the same value of noise figure as a 
traveling-wave tube (with the same helix and gun 
structure) because, if the input helix is long enough to 
insure predominance of the growing wave, then the 
noise figure is almost independent of what follows the 
first helix. 

V. OTHER POSSIBLE MODELS AND APPLICATIONS 

The initial experimental models were designed pri-
marily to demonstrate the existence of resistive-wall 
amplification. It is believed that models with much 
higher gain can be constructed. The physical structure 
of such tubes would correspond more closely to either 
the resistive medium with a honeycomb support for the 
resistive coating and using, say, three or four holes, or 
to the sandwich model with a few more than two sheets. 
Two versions of such structures have been made as are 
shown in Fig. 14. One structure consists of four 0.006-
inch walled glass tubes whose surfaces are to be coated 
with resistive material; in operation the open spaces 
would be flooded by an electron stream. The second 

structure (made by the Corning Glass Works using their 
Fotoform developing and etching technique) has slots 
of width 0.040-inch between glass fins of thickness 0.006 
inch for passage of the stream. The fins are to be re-
sistive coated. It is estimated that with such structures 
an effective value of gain factor q of about 0.2 or better 
could be obtained. This would result, for example, in a 
net resistive-wall gain of about 90 db for the same 
(3„L as used in the tests described previously. 

Fig. 14—Structures proposed for higher gain which are physically 
realizable approximations to the resistive-medium or sheet models. 

The RWA, even in the form used, could fit into appli-
cations now filled or intended for the TWT. It would 
have most effective application where advantage is 
taken of its special properties such as the relative in-
sensitivity of gain to variations in operating or design 
parameters and the high isolation between input and 
output. 

APPENDIX A—PROPAGATION CONSTANTS IN THE 
RESISTIVE-MEDIUM AMPLIFIER 

The propagation constants of the waves in the re-
sistive-medium amplifier can be found as follows. We 
assume that the stream and the medium are intimately 
mixed (insofar as our macroscopic observation is able 
to discern) so that e, i, o- may be taken as continuous, 
being averaged values. It will be shown that in the 
conducting medium itself there are free charges of 
density pm (usually taken as zero)7 induced by the charge 
in the stream of density pa. 
The view shown in Fig. 1 is a microscopic picture. 

There we are observing only a small cross section (of 
diameter small compared to a stream wavelength) of a 
large structure that is operating in its fundamental 
mode. On this assumption, the stream may be regarded 
as drifting through a medium of arbitrary conductivity 
and dielectric constant. 
The total charge density is p, the total convection 

current density is i=i8-EcrE, and the total dielectric 
flux density is D = EE. 
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To show that there exists a charge density in the 
medium, we employ the relations 

aE 
vxzt=i+e—Y 

at 
V • E = p/c. 

(la) 

(2a) 

Taking the divergence of (la) and using (2a), we see 
that i must be continuous. Because we already have 
assumed that the stream current is continuous, that is 

ap, 
v • is = o, 

at 
(3a) 

we find that the current in the medium also must be 
continuous, or 

V • «E + 0(13 — pa) — o. 
at 

(4a) 

It is seen that, for wave-like behavior of E, (p — p,) will 
have a value which is the charge density Pm in the medi-
um. Assuming that the time dependence for all quanti-
ties is exp (jcot) and combining (4a) with (2a), we obtain 
the relation 

p. = — (5a) 

For the waves in the medium, the inhomogeneous 
wave equation9 is 

02E 1 ai 
v2E — pe —  p ± 12— • 

at2 e at 
(6a) 

When pm in expressed terms of p,, from (5a), and P. and is 
in terms of E, (assuming that the stream electrons have 
z-directed motion only), (6a) in cylindrical coordinates 

• For example, J. A. Stratton, "Electromagnetic Theory," Mc-
Graw-Hill Book Co.. Inc., New York, N. Y., p. 33; Eq. 71; 1941. 

(r, çb, z) becomes 

where 

Vr,o2E, + PE, = 0, (7a) 

[ 

0 1,2 1 

r = (132 — (e2bie -FiWiLa) 1 . (8a) 
cr 

(s — e.)2(€/€0[ ] 1+— 
jcue 

For the one-dimensional model (that is, no transverse 
variations, 17,42= 0), in order for E. to exist, T must be 
zero. Of course, this implies a cross section infinite in 
extent. However, even with a finite cross section, T can 
approach zero. One recognizes that (7a) is a Bessel 
equation with solutions for E. of the form J,(Tr)eio. 
Suppose that the stream and the medium are encircled 
by a perfect conductor at the radius r = b; then Es(b)= 0. 
For the case of no variations of E. with qh (n = 0), this 
requires that Jo(Tb)= 0, which means that T= 2.405/b 
for the lowest order mode (smallest T). Hence, making 
b very large (essentially, one stream wavelength or 
more), we can approach the limit T=0. 
With T=0, one obtains from (8a) two separate equa-

tions from which the four propagation constants are 
easily obtained. Those corresponding to the space-
charge waves are the zeros of the second bracket as 
written out in (2). 
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Some Aspects of Mixer Crystal Performance* 
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Summary—A method for calculating the conversion loss and 
conductances of a crystal mixer is presented. The magnitude of the 
dependence of these characteristics on terminations at the image 
frequency and at the sum frequency is shown. Experimental verifica-
tion of the calculations is shown by measurements and by reference 
to the literature. An investigation of crystal noise characteristics is 
reported, and it is shown that there is an optimum intermediate 
frequency for minimum noise figure. The design criteria for minimum 
receiver noise figure are shown. 
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I. INTRODUCTION 

rll IHE MINIMUM NOISE FIGURE attainable in 
a microwave receiver is limited by two character-
istics—loss in the signal circuitry prior to ampli-

fication, and noise generated in the receiver components. 
Most microwave receivers presently use a crystal mixer 
as the first active network. In such receivers, most of the 
signal loss and excess noise are contributed by the crys-
tal mixer. Therefore an improvement in mixer crystals, 
or in the manner in which they are operated, will allow 
the design of more sensitive receivers than is now pos-
sible. 

This paper describes a theoretical and experimental 
investigation of the performance of microwave mixer 
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crystals. 'I'he purpose of the investigation was threefold: 
(1) to develop a simple mathematical method for nu-
merically analyzing the performance of mixer crystals; 
(2) to obtain experimental data and data from the 
literature that substantiate the mathematical pre-
dictions and show noise temperature characteristics; 
and (3) to formulate from the results methods for pre-
dicting and improving the performance of standard 
crystals as mixers. 
A mathematical method was developed that permits 

analysis of crystal characteristics. It was found that 
the conversion loss of a crystal depends on two char-
acteristics of the crystal E-I curve. The fundamental 
characteristic is the slope d (log i)/d (log e) for the high-
conductance portion of the static E-I chacter-
istic. The symbol x is used hereafter to denote 
d (log i)/d (log e). The other, and somewhat less im-
portant, characteristic is the relative back conductance. 
The mathematical method was experimentally veri-

fied, and from noise temperature measurements it was 
found that there is an optimum mixer configuration 
and an optimum intermediate frequency for minimum 
over-all receiver noise figure. 

II. DISCUSSION 

A number of authors'-7 have given general an-
alyses pertinent to crystal mixers based on linear-net-
work theory. In each case the elements of the linear 
network were obtained from the Fourier analysis of the 
periodic crystal conductance pulses 

00 

g = E g„ cos moot. (1) 

In (1), g is the instantaneous slope of the crystal 
curve, g0 is the amplitude of the nth harmonic com-
ponent of the periodic conductance, and g0 is the time 
average of g. 

Several of the authors" have shown that a mixer 
using a nonlinear conductance of the form of (1) can be 
represented by an equivalent network of linear con-
ductances in which frequency translations *take place. 
(The purpose of this paper is not to derive an equivalent 
network, but to obtain numerical values of loss, con-
ductance, and noise temperature. A brief discussion of 
the derivation is, however, included in the appendix for 
completeness.) Except for the frequency translations 
most of the usual laws of linear-network analysis apply. 

1 M. J. O. Strutt, "Diode frequency changers," Wireless Eng., vol. 
13, pp. 73-80; February, 1936. 

2 E. Peterson and L. W. Hussey, "Equivalent modulator cir-
cuits," Bell Sys. Tech. _lour., vol. 18, pp. 32-48; January, 1939. 

3 E. W. Herold and L. Malter, "Some aspects of radio reception 
at ultra-high frequencies," PROC. I.R.E., vol. 31, pp. 575-582; 
October, 1943. 

4 L. C. Peterson and F. B. Llewellyn, "The performance of mixers 
in terms of linear-network theory," PROC. I.R.E., vol. 33, pp. 458-
476; July, 1945. 

6 E. W. Herold, R. R. Bush, and W. R. Ferris, "Conversion loss 
of diode mixers having image-frequency impedance," PROC. I.R.E., 
vol. 33, pp. 603-609; September, 1945. 

6 H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," vol. 15, 
Rad. Lab. series, pp. 111-178; McGraw-Hill Book Co. Inc.; 1948. 
r 7 A. B. Crawford, material included in G. C. Southworth, "Prin-

ciples and Applications of Waveguide Transmission," D. Van 
Nostrand Co. Inc.; pp. 626-636; 1950. 

The network conductances can be found from analysis 
of the current through g which results from the applica-
tion of a small-signal voltage. 
The resulting current is 

where 

i = ger cos curt, 

= (g. E g0 cos moot) Cr cos curl, 
OD 

= g„e,. cos (or! E gen e,. cos (moo cor)l 

+ E gene, cos (moo — 41, (2) 

ga 

2 (3) 

It is seen that gen is a conversion conductance; i.e., gc0 is 
the ratio of the current flowing in g at the first upper or 
lower sideband of the nth harmonic of the conductance 
frequency to the signal voltage. For the usual case of 
fundamental mixing n=1. 
The equivalent network of a mixer with appreciable 

impedance in series with g at each of the frequencies 
indicated in (2) would be an infinite-mesh network. In 
the usual crystal mixer the impedance at only a few of 
the indicated frequencies is of importance. 

III. EQUIVALENT NETWORKS 

In the least complex mixer possible there is imped-
ance in series with the crystal at the signal frequency, 
co,., and at the intermediate frequency, nwo —to,- Fre-
quently there also is impedance at the image frequency 
2ncoo—cor, and perhaps at higher-frequency sidebands, 
such as the sum frequency, nwo-I-cor. It should be noted 
that in microwave receivers coo-1-cor is almost equal to 
2wo; and as a result, the effect of termination of this 
sideband is sometimes erroneously attributed to ter-
mination of the "second harmonic." 

-E, cos 

R-F SIGNAL 
TERMINALS 

go >;, 

I-F OUTPUT 
TERMINALS 

IMAGE 
TERMINALS 

Fig. 1---Equivalent network for mixer calculations. 

The equivalent network in Fig. 1 has been shown to be 
suitable for calculations when there is impedance at 
signal, image, and intermediate frequencies.' In the fol-
lowing analyses the various conductances are normal-
ized with respect to g.. The use of the normalized form 
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simplifies the numerical calculations. An example is 
the normalized conversion conductance 

gC1I. 

7. = — • 
g. 

(4) 

In Fig. 1 ga7r is the conductance presented to the point 
contact of the crystal at the signal frequency by the 
RF signal source. In a like manner the IF output 
terminals and image terminals indicate schematically 
the point contact of the crystal. The admittance re-
flected to the point contact at one of the frequencies is 
in effect connected to the corresponding pair of ter-
minals. 

Brief mention will be made of the case involving im-
pedance at the sum frequency, ruao+wr, which is similar 
to the image in its effect. The effect of impedance at 
higher-order sidebands is considered negligible, and the 
following three particular cases of general interest will 
be analyzed: 

Case 1: The mixer of Fig. 1 with the image ter-
minals short-circuited. 

Case 2. The mixer of Fig. 1 with an external con-
ductance at the image terminals equal to the RF 
signal-source conductance; i.e., the so-called matched-
image case. 

Case 3: The mixer of Fig. 1 with the image ter-
minals open-circuited. 

In each of these cases the sum frequency, moo+co,, 
can be substituted for the image, 2moo —co, so far as the 
effect on conversion loss is concerned, provided the 
crystal susceptance is not appreciable at nwo+wr. This 
is usually not the case for crystals operating at rated 
frequency, but does apply when operation is at one-half 
rated frequency or less. For impedance considerations, 
the substitution can also be made provided the input 
and output terminals are reversed. Calculation of con-
version loss at a single value of x will be made for a fourth 
case in which there is an open circuit at both the 
image-frequency and the sum-frequency terminals. 

IV. CONVERSION Loss 

Friis' has shown that, for a minimum noise figure, 
cascaded networks should each have maximum avail-
able gain. This concept is applicable to the crystal 
mixer. However, since it is customary, the term conver-
sion loss will be used to describe the reciprocal of the 
available conversion gain. Conversion loss is therefore 
defined as the ratio of the power available from the 
RF signal source to the power available at the IF out-
put terminals. 
At this point it should be noted that a true power loss 

has little significance in the case of a crystal mixer de-
signed for low noise figure. This is the case because there 
is little resistive loading at the input of a well-designed 

H. T. Friis, "Noise figures of radio receivers," PROC. I.R.E., 
vol. 32, pp. 419-422; July, 1944. 

IF amplifier. Instead of an admittance-matching net-
work at the junction of the IF amplifier and crystal 
mixer there should be a network to transform the 
mixer output admittance to the optimum admittance 
so as to minimize the noise figure of the IF amplifier.' 

It was also pointed out by Friis that for maximum 
available gain the admittance of the generator feeding a 
network should be equal to the input image admittance 
of the network.» Therefore at the junction of the RF 
signal source and the crystal mixer there should be an 
admittance mismatch for minimum conversion loss. As 
will be shown later in the calculations, the optimum 
degree of mismatch is a function of the conversion loss. 
The conversion loss for Case 1 will be a minimum, 

when the RF signal-source conductance, gn, is 

= gen, (5) 

where 7,1 is the normalized signal-terminal image con-
ductance for Case 1. From Fig. 1 it can be shown that 

= 1/1 — 7.2. (6) 

When (5) is satisfied, the minimum conversion loss is 

1 + V 1 — 7 n2) 2 

7" 
(7) 

In a similar manner the minimum conversion loss for 
Case 2 can be shown to be 

4 /1 + 72n — 2 7.2\ 2 ( 1 + 72n\ 

L2 (n) = (1 +   
1 ± 72. / 7.2 

when is made equal to 

'112 
V(1 — 72.)(1 + 72. — 2 7.2) 

7.2 

For Case 3 

/ 1 + 72. — 27.2 1 2 

L3(n) =  [i + i f (I 7.2)( 1 + 72n)—I 

Í' - 7.2)(1 + 724)1 
L 7.2(1 - 72n) 

when -yr is made equal to 

(8) 

(9) 

(10) 

718 = 712-0 — 72n2. (11) 

In (7), (8), and (10) the notation for conversion loss 
is cumbersome, and in the following analysis the super-
script will be omitted except for n>1. To obtain 
numerical values from (7), (8), and (10), it is necessary 
to find 7„ and 72.. A simple mathematical model has 
been found from which these parameters can be calcu-

lated. 

• G. E. Valley, Jr., and H. Wallman, "Vacuum Tube Amplifiers,. 
vol. 18, Rad. Lab. Series, McGraw-Hill Book Co. Inc., 1948, pp. 
636-641. 
" In the following discussion the term image admittance is used 

in the network sense and should not be confused with the admittance 
connected to the image-frequency terminals. 
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V. MATHEMATICAL MODEL OF CRYSTAL 

Inspection of the E-I curve of a crystal plotted on 
logarithmic co-ordinates as in Fig. 2 shows that the 
forward portion is a nearly straight line over a large 
part of the current range. Over most of the back voltage 
range the current is considerably smaller than it is for 
equal forward voltages. It is also a nearly linear function 
of the voltage. The curve can be expressed 

= kee, (e > 0), (12) 
and 

ib gbe, (e < 0), (13) 

where if is instantaneous forward current; ib is instan-
taneous back current; k is a proportionality constant 
similar to conductance; x is the nearly constant slope, 
d(log i)/d(log e), of the forward portion of the E-I 
curve; and gb is the nearly constant back conductance. 
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Fig. 2— E- I curve of a typical mixer crystal. 

Typical values of k and x for a 1N21B or 1N23B crystal 
are 0.05 and 3, respectively. 

For mixing to occur, the crystal described by (12) 
and (13) must be excited by a local-oscillator voltage. 
In addition, sometimes a dc bias is used. The calcula-
tions will be carried out for a sinusoidal local-oscillator 
voltage, e0=E0 cos wet, and zero bias. It will then be 
shown that the effect of bias is to change k, x and gb; 
consequently, the results derived for zero bias will be 
directly applicable to various bias conditions. 
From (12) the instantaneous small-signal conduct-

ance can be shown to be 

di 
g = — = kxee--1, (e > 0) 

de 

gb, (e < 0). 

When local-oscillator voltage is applied 

g = kxEoe-' cose-' cool, 

g b, 

— <('o1 < 
2 2 

( 2 

r r 
- Ir < coot < — — and — < coot < 7r). (151 
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Fig. 3—Conversion loss for Cases 1, 2 and 3. (See text for a discussion 
of the interchange of the image and the sum-frequencywo+w, and 
for a discussion of the single points for Case 3.) 

Analysis based on (15) gives for the average small-signal 
conductance 

kx 
ga = — E0e-1 

27r 

_ x — 2 

2 

x — 1 
gb, (16) 

2 

and for the normalized conversion conductance 

ix — 1 y  

\ 2 
Tn =   (17) 

(x + n — 1 x — n — 1 
 /  !   2 ! ) + 'Yb 

To find 72„ it is necessary to substitute 2n for n in (17). 
Values of conversion loss can be calculated by substitut-

(14) ing (17) into (7), (8), and (10). Fig. 3 shows calculated 
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values of the three fundamental conversion losses. 
The conversion loss shown in Fig. 3(c) for Case 3 

applies equally well to the case of the short-circuited 
image in combination with open-circuited, sum-fre-
quency terminals. The case of open-circuited sum-
frequency and image-frequency terminals, though not 
studied in detail, was considered to the extent of calcu-
lating the conversion loss for this condition at x =2. The 
calculated points are shown in Fig. 3(c). It is seen that 
in a low-loss mixer some care should be given to the 
termination of this sideband. 
The dashed curve in Fig. 3(a) will be discussed under 

Section VII. 
From Fig. 4 it is seen that, for gb= 0, the funda-

mental conversion losses for all three cases decrease 
with increasing x. The limiting values in each case are 

and 

hm L1 = hm L3 = 1, (18) 

hm L2 = 2. (19) 

There is, therefore, a theoretical limit imposed by the 
type of mixer configuration regardless of crystal quality. 

0 4 6 8 
CONVERSION LOSS IN DECIBELS 

Fig. 4—Optimum mismatch. 

The conversion loss for n >1 is known as harmonic 
conversion loss and can be easily calculated for Case 1. 
For x > 0 and n > 2, points of infinite loss occur at 
x= n-1, n-3, n-5, and so forth. Consequently care 
must be taken in operating a harmonic mixer to estab-
lish a value of x that is not near one of these points. 
Several methods for adjusting the value of x will be in-
dicated in Section VII. 

VI. MIXER CONDUCTANCES 

For the three conversion-loss cases the normalized, 
signal terminal image conductances can be calculated 
from (6), (9), and (11). 
These calculated values differ from the input con-

ductances of the mixer since no admittance match occurs 
at the output of the mixer. There will, therefore, be an 
optimum conductance mismatch at the mixer-input 
terminals for minimum conversion loss. This optimum 

mismatch will depend upon the conversion loss and the 
type of input network incorporated in the intermediate-
frequency amplifier. The input networks can be placed 
into two categories, those with an admittance zero 
(impedance pole) at center frequency and those with an 
admittance pole (impedance zero) at center frequency. 
If it is assumed that the IF input network has an un-
damped admittance zero at center frequency, then the 
optimum center-frequency mismatch is given in Fig. 4 
as a function of conversion loss. If the reciprocal IF in-
put network is assumed, the reciprocal SWR pertains. 
If damping is present, the optimum SWR will be less 
than that in Fig. 4. 

It is seen that, for a typical crystal with a 6-db con-
version loss and negligible damping in the IF input 
network, an SWR of approximately 1.7 should exist at 
the input for minimum loss. The point was verified ex-
perimentally and will be discussed under Section IX. 
When considering mixer tolerances the variation of 

conversion loss with changes in 7, from optimum is of 
some interest. The relationship between conversion-loss 
increase and deviations of the ratio 7,[yr from unity 
can be determined by conventional mismatch-loss calcu-
lations. Unity mismatch loss occurs at rfry 1=1 even 
though there is an SWR greater than unity in this case. 
If a design center were chosen such that the input 
SWR = 1, which has been the case frequently in the 
past, the loss variations for a certain spread of SWR 
might be more than twice those for a design in which 
7,./7/ =1. For instance, if -y,fryi =0.6 and SWR =1 
were design center values, conversion loss would vary 
1 db for SWR variations from 0.6 to 1.7. But for the 
same relative SWR variations, conversion loss would 
vary only 1/4 db for 7,/-yr =1. 
The normalized output conductances can be shown 

to be for Case 1, 

for Case 2, 

and for Case 3, 

7°0 = 7/1; 

700 = 4/1 + 72n — 27.2 

1 + 72b 

7op/3 = 7op2V1 

Fig. 5 is a plot of (20), (21), and (22) with conversion 
loss as the independent variable. It is seen that the out-
put conductance of a mixer can vary widely as a func-
tion of the image termination. 

VII. THE SIGNIFICANCE AND CONTROL OF x 

There are several ways that x can be altered for a par-
ticular crystal. 

1. The E-I curve of Fig. 2 shows that x increases for 
increasing peak currents up to about 1 ma, and de-
creases for higher peak currents. Hence the amplitude 
of the local-oscillator voltage, in the absence of bias, 
controls x. 
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2. An increase in x can be obtained with negative bias. 
This effect can be seen by replotting the E-I curve of 
Fig. 2 with co-ordinates translated to a new zero at the 
bias point. 

3. The effective value of x can be increased by using 
a pulse-type local-oscillator voltage of low duty ratio. 
Ideally an infinitesimal duty ratio, corresponding to 
x= re, would give minimum conversion loss, provided 
"Yb= O. (One should note, however, that a square-wave 
local-oscillator voltage establishes x=1 giving a high 
conversion loss.) 

4. Adjustment of the impedance in series with the 
crystal at local-oscillator frequency allows adjustment 
of x. 

5. Control of the E-I curve by the manufacturing 
process can control both x and Yb. 
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Fig. 5—Normalized IF output conductances. 

The first is the usual method of establishing x. Ex-
perience has shown that, when there is little or no re-
sistance in the dc return of the crystal, x is maximum 
when local-oscillator excitation is sufficient enough that 
a rectified current of approximately 0.2 to 0.7 ma flows. 
Hence mixers are usually operated with about 0.4 to 
0.5 ma of rectified current. Examination of the E-I 
curve has shown that x is a maximum at about 0.2 ma 
of rectified current; but at such a low excitation level 
the back conductance, gb, limits the minimum conver-
sion loss. The dashed curve of Fig. 3(a) shows the effect 
on Case 1 conversion loss of the changes in x and yo 
which occur as a function of local-oscillator excitation. 
It is seen that the variations in x and 7b counterbalance 
each other over a large range of rectified current cor-
responding to the optimum region determined from 
practice. 

The second method is valid but should be used \\ it h 
caution since negative bias increases the excess noise 
generated in a crystal. For minimum noise figure the 
increase in x that is obtainable with bias must be 
balanced against an increase in crystal excess noise. The 
bias for minimum noise figure will depend on a num-
ber of factors, and will be discussed further in Section 
XIV. 
The third method is hardly practical as such at micro-

waves. However, it does suggest the addition of local-
oscillator power at the second harmonic to peak d the 
conductance pulses and hence increase the effective 
value of x. 

In previous theoretical analyses no account has been 
taken of the fourth method listed for varying x. It can, 
nonetheless, be demonstrated that there can be a sig-
nificant change in x, and hence conversion loss, caused 
by changes in impedance at local-oscillator frequency. 
Qualitatively, the effect is one of changing the shape 
of the current pulse, and consequently the conductance 
pulse, by changing the frequency response of the circuit 
in series with the crystal element. 
The fifth method is beyond the scope of this paper. It 

can, however, be stated that on a linear plot the knee 
of the E-I curve for a hypothetical, improved crystal 
should be depressed below that for the ordinary crystal; 
and the high-current region for the improved crystal 
should rise more sharply than that for the ordinary 
crystal. A crystal checker based on this characteristic 
has been described elsewhere." 

VIII. OTHER CALCULABLE CHARACTERISTICS 

There are several other characteristics of somewhat 
less interest that can be calculated. In particular, these 
include such large-signal characteristics as rectified cur-
rent, absorbed power, and large-signal conductance. As 
used here large-signal conductance is the time-average 
conductance presented to a large-amplitude signal, such 
as that from a local oscillator. A signal of 0.1 y peak or 
larger will be considered of large amplitude. 
When the local-oscillator voltage is sinusoidal the 

rectified current can be shown to be 

= — Eo' 
2r 

_ x — 1 
NAN'   

2 

2 

(23) 

Likewise the average power absorbed by the crystal 
from a large-amplitude signal can be shown to be 

P. = — Eoz+1 
2r 

(24) 

1, P. D. Strum, "Mixer crystal checker," Electronics, vol. 23, pp. 
94-97; December, 1950. 
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as 

Similarly, large-signal conductance can be shown to be 

G = — 
e 

kez-', (25) 

= — • 
X 

distinguished from g= di/de, and 

_ x - 
v - - 

= - Ebe-' 
2ir x - 1 

- — 

(26) 

IX. EXPERIMENTAL VERIFICATION OF CONVERSION 
Loss AND CONDUCTANCE CALCULATIONS 

The experimental verification is in the form of data 
obtained both by measurements on actual high-fre-
quency mixers and from the literature. 

High-frequency verification has been obtained for 
(7), (8), (10), (16), (20), (21) and (22). The verification 
of (7), (8), and (10) is considered the measure of the 
usefulness of the proposed mathematical model of the 
crystal. 

Conversion-loss data was obtained from another 
laboratory.li Measurements were made of LI, A, 1.3, 
and the E-I curve on a 1N23B crystal at 3 cm. They 
were made with constant available local-oscillator power 
at various average currents as established by control of 
the bias voltage. At each condition an optimum signal-
frequency impedance transformation was established to 
yield a minimum loss. 
To calculate the three losses at one power level is 

straightforward, but somewhat time consuming. Never-
theless an example will be shown. 
The sequence of calculations is as follows: 
1. From the measured E-I curve construct a family 

of curves assuming various values of bias. By geo-
metrical measurement determine at each bias x and k 
for the crystal alone in the region of 1 ma. The slope in 
linear dimensions of the logarithmic plot is x, and the 
current intercept on the 1-v line is k. 

2. By solution of (24) E0 can be found, and I. can be 
found from (23). These values should be marked on the 
curves. 

3. If it is assumed that the crystal terminal admit-
tances at signal and local-oscillator frequencies are 
equal, the local-oscillator source can be considered to be 
a conductance equal to gr2. At each excitation point g0 
should be found from (16) and gri from (9). The voltage 
I/ga should then be added to the E-I curves. The re-
sulting curves are the composite E-I curves of the 
crystal and excitation generator. These curves govern 
the performance of the mixer. 

4. Effective values of x and 7 should next be de-
termined from the resulting curves. The values of x 

IS Private communication from C. T. McCoy and B. Steinberg of 
the Philco Corporation, Philadelphia, Pa. 

measured at the 0.7 Epk point is a good approximation 
to the effective values. The peak voltage, Epb, is the 
sum (E0-1-4k/gr2). Values of 7b can be determined from 
the relation 

Yb = 
if) pk 

_ - 1 
2-Or - ! 

2 

x - 2 

2 

(27) 

where (ib/ii),k is the peak back-to-front current ratio 
and x is an effective value. The values of effective x 
and 7b obtained for 0.7 mw, 1.2 mw, and 2.0 mw are 
shown in Fig. 6. The families of calculated loss curves 
are shown in Fig. 7 with the experimental points. 
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It is seen that the agreement of theory and experi-
ment is good, but the calculation lengthy. Good approxi-
mate results can usually be obtained by the following 
simplified procedure: 

1. Find approximate x and lib at zero bias and at the 
bias for which 1=0.1 ma. 

2. Fill in, by judgment based on Fig. 6, the variations 
of x and -y as a function of bias. 

3. Read values of conversion loss from Fig. 3. 
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Qualitative verification of the magnitude and simi-
larity of the effects of image-frequency and sum-fre-
quency terminations on conversion-loss and IF-output 
conductance is to be found in the literature." The varia-
tions of IF output (or conversion loss) and transformer 
tap position (or IF-output impedance) shown by Ed-
wards" indicates the combined effect of impedance 
variations at both the image frequency and the sum fre-
quency. In Fig. 15 of the same reference the effect of 
variations of image-frequency termination only is 
shown. The magnitudes of the variations are in ap-
proximate agreement with the results predicted in 
Fig. 3 and 5. Insufficient data on rectified crystal cur-
rent and absolute conversion loss are available to de-
termine the degree of agreement. It is probably true 
that, because of crystal barrier susceptance, the mag-
nitude of the variations due to sum-frequency termina-
tion would have been less had the operating wavelength 
of the mixer been 3.2 cm, the rated crystal wavelength, 
rather than 7.2 cm. On the other hand, the effect of 
image-frequency termination would probably have been 
approximately the same as that found at 7.2 cm. The 
position of the sum-frequency, or second-harmonic, 
filter in the 7.2-cm mixer described may or may not 
have been in an optimum position. Its position should 
be such as to reflect an open circuit at the sum fre-
quency at the point contact of the crystal. In this posi-
tion the sum-frequency filter would minimize both the 
magnitude and the variation of the conversion loss as a 
function of sum-frequency reflections in the main wave-
guide. This result is from Fig. 3(c) and is predicated on 
the estimate that -yb= 0.05 and X =2 for an acceptable 
crystal. Crystals with 71, = 0.05 and x=2 would show 
little or no loss variation with position of the second-
harmonic filter. If, however, -yb= 0.02 and x=2, a 1-db 
loss variation could be expected. 

Indirect verification of the IF output conductances 
of (20), (21), and (22) was obtained from the literature. 
In table 7.1 of Torrey and Whitmer" values of IF re-
sistance and conversion loss measured at 9,423 mc are 
shown for five random 1N23B crystals. In Table I are 
shown values of x and -yb chosen to give a good fit for 
the measured values of LI, L2, and Lg. From Fig. 6 
theoretical values of IF resistance were obtained for 
the five crystals using g0=0.0068 mho for 0.9 ma. The 
comparison of measured and calculated IF resistances 
is shown in the last three columns of Table I. The 
last column gives for each case the ratio of measured-
to-calculated IF resistance. If this ratio were constant 
for the three cases the verification would be exact. The 
true value of g0 for each crystal can be found by di-
viding 0.0068 by the ratio Rm/Rc. It is seen that for 
crystals 2, 4, and 5 respectively, the ratios Rm/Ro are 
virtually constant for Cases 1, 2, and 3; and for crystals 
1 and 3 the spread is not very large. Indirect verification 

13 C. F. Edwards, "Microwave converters," PROC. I.R.E., vol. 35, 
pp. 1181-1191; November, 1947. 
" Ibid., Fig. 3. 
" Torrey and Whitmer, "Crystal Rectifiers," ibid., p. 233. 

of the IF output resistance is therefore obtained. It is 
interesting to note that the average value of g0 for the 
five crystals is only 3.5 per cent higher than that 
chosen from Fig. 6. It is also interesting to note that the 
spread in values of g, is small although there was a con-
siderable spread in IF output resistances. 
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oscillator powers of 0.7, 1.2, and 2.0 mw. 

Verification was obtained for the fact that a signal-
frequency SWR other than unity is required for mini-
mum conversion loss. On a microwave receiver using a 
high-Q T-R cavity, noise-figure measurements were 
made as a function of signal-frequency SWR." On the 
average, for six 1N21B crystals that were used a mini-
mum noise figure was obtained at a signal-frequency 
SWR of 1.3 at the cavity input. Because of cavity 
losses this SWR corresponds to a larger SWR at the 
crystal. For the particular cavity used, the shunt loss 
conductance was 0.17, giving an SWR at the crystal of 
1/(1/1.3-0.1.7) = 1.7. For each crystal the optimum 
signal-frequency SWR was greater than unity and of 
such phase that the signal-source conductance was 
higher than the mixer-input conductance. If one takes 

" This data was furnished by J. Lory and W. H. Spencer of Air-
borne Instruments Laboratory, Mineola, N. Y. 
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TABLE I 

COMPARISON OF MEASURED AND CALCULATED IF RESISTANCES. 
MEASURED VALUES ARE FROM TABLE 7.1 OF FOOTNOTE REFERENCE 6. 

SIGNAL FREQUENCY =9,423 MC. CRYSTAL TYPE IS 1N23B 

Crystal 
Num- Case X* 
ber 

Measured Calcu-
IF lated IF 

Resist- Resist- Rid& 
ance, ance, 
R„, Rc** 

1 1 1.6 0.03 
2 
3 

2 1 2.1 
2 
3 

3 1 1.9 
2 
3 

210 
330 
455 

0.03 185 
325 
560 

0.04 270 
415 
610 

4 1 2.0 0.08 
2 
3 

5 1 1.7 
2 

218 
325 
520 

0.07 180 
282 
390 

206 1.02 
355 0.93 
545 0.83 

222 0.83 
405 0.80 
670 0.83 

216 1.25 
385 1.08 
600 1.02 

201 1.08 
323 1.01 
490 1.06 

193 0.93 
320 0.88 
450 0.87 

* X and la are chosen for best fit of measured values of Lt. Li. and Lo. 
** 1/g. =147 ohms (from Fig. 6 for rectified current of 0.9 ma). 

an average Case 3 conversion loss of 6 db as representa-
tive, the theoretical SWR for optimum mismatch from 
Fig. 4 is approximately 1.7. 

X. EXCESS NOISE STUDY 

In this section will be presented experimental results 
obtained from the literature and in the laboratory, con-
cerning the excess noise generated in mixer crystals. It 
will be shown that, for minimum noise figure in a super-
heterodyne employing a crystal mixer there is an opti-
mum intermediate frequency; and that the usual 
arbitrary use of conversion-loss, noise-temperature and 
resistance data can lead to erroneous conclusions con-
cerning the design of such a receiver. 

XI. DEFINITION OF NOISE TEMPERATURE 

The term noise temperature, which could more ap-
propriately be called output noise ratio, is defined as 

NA 
= (28) 
NT 

where t is noise temperature; NA is the noise power 
available from the crystal or mixer under consideration, 
and N T is the available thermal noise power from a re-
sistor at room temperatures. This available thermal 
noise power has been shown17-'9 to be 

NT = kTB, (29) 

where k is Boltzmann's constant, T is absolute tempera-
ture, and B is noise bandwidth. Noise bandwidth is de-

17 W. Shottky, "Spontaneous current fluctuations in various 
conductors," Ann. Phys., vol. 57 .pp. 541-567; December 20,1918. 

12 J. B. Johnson, "Thermal agitation of electricity in conduc-
tors," Phys. Rev., vol. 32, pp. 97-110; July, 1928. 
U H. Nyquist, "Thermal agitation of electric charge in conduc-

tors," Phys. Rev., vol. 32, pp. 110-113; July, 1928. 

fined by the expression B=(1/A 02).frA2(f)df, where 
A2(f) is the power gain versus frequency function and 
A02 is the peak power gain. 
The term noise temperature can be applied either to 

the crystal or to the complete crystal mixer. When ap-
plied to the crystal, the term can be used for either 
instantaneous values obtained with dc excitation or for 
average values obtained with ac excitation. When ap-
plied to the complete mixer, the term is used to indicate 
the noisiness of the output resistance of the mixer. 

Since there is a contribution to the mixer output re-
sistance from the resistance of the RF signal source, 
mixer noise temperature usually differs from crystal 
noise temperature. For mixer-noise-temperature con-
siderations, the applicable crystal noise temperature is 
the average value resulting from the periodic excitation 
of the crystal by the local oscillator. 

Noise generated by the local oscillator is sometimes 
found to increase the noibe temperature of a mixer. 
However, since proper design can eliminate local-oscil-
lator noise and since the mixer should not be charged 
with deficiency of the oscillator, this source of noise will 
not be considered in the discussion. 
The theoretical noise temperature of the large-signal 

conductance G of a perfect crystal is unity. That is, the 
only noise present is thermal agitation noise. Any noise 
temperature in excess of unity must result from physical 
phenomena other than thermal agitation. This excess 
noise temperature (t -1) will be called simply excess 
noise in the following discussion. 

XII. CRYSTAL NOISE TEMPERATURE 

A mixer crystal as a circuit element usually has a 
noise temperature, tz, greater than unity, thus contribut-
ing to the excess noise of the receiver. 

It has been considered in the past that the noise 
temperature of the mixer is identical to the noise tem-
perature of the mixer crystal used. Such is not the case, 
as will be shown in the next section. However, a study 
of the noise characteristics of the crystal alone leads to 
certain important conclusions regarding mixer noise 
characteristics. 
A study was made of the excess noise generated in a 

crystal as a function of steady direct current and as a 
function of the frequency at which the noise was meas-
ured. Others have made similar studies"--23 and one 
of the results presented here is a compilation of their 
data into one integrated picture of excess crystal noise 
as a function of frequency. 

Fig. 9 shows composite results of the compilation and 
the experiments. The sources of the data of Fig. 9 are 
listed in Table II. 

2° P. H. Miller, Jr., "Noise spectrum of crystal rectifiers," PROC. 
I.R.E., vol. 35, pp. 252-256; March, 1947. 

21 J. F. Wilkerson, unpublished experimental data on a single 
1N21B. 

22 R. V. Pound, "Microwave Mixers," vol. 16, Rad. Lab. Series, 
McGraw-Hill Book Co. Inc., 1948, p. 362. 

23 H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," vol. 15, 
Rad. Lab. Series, McGraw-Hill, 1948, p. 196. 
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TABLE II 

SOURCES OF DATA IN FIG. 9 

Identi-
fying 
Letter 

Source Comments 

A, B P. H. Miller, Jr. "Noise 
spectrum of crystal recti-
fiers," PROC. I.R.E., vol. 35, 
pp. 252-256; March 1947. 

C J. F. Wilkerson, unpub-
lished experimental data on 
a single 1N21B. 

H. C. Torrey and C. A. 
Whitmer, "Crystal Recti-
fiers," vol. 15, Rad. Lab. 
Series, McGraw-Hill Book 
Co. Inc., 1948, pp. 192-193. 

E, F Experimental data E ob-
tained by the author on the 
crystal used by Wilkerson 
in C. 

G R. V. Pound, "Microwave 
Mixers," vol. 16, Rad. Lab. 
Series, McGraw-Hill Book 
Co. Inc., 1948, p. 362. 

H, I H. C. Torrey and C. A. 
Whitmer, "Crystal Recti-
fiers," vol. 15, Rad. Lab. 
Series, McGraw-Hill Book 
Co. Inc., 1948, p. 196. 

Curve A is from Fig. 5, ad-
justed to 10,000 ohms a 
more probable resistance at 
-3 volts than 300 ohms 
and converted from (noise 
voltage)' to noise tempera-
ture. Point B is from Fig. 4, 
adjusted to 10,000 ohms 
and converted to noise tem-
perature. The point is the 
three-crystal average for 
-20 pa. 

Curves obtained for dc ex-
citation at 20 kc, 50 kc, 100 
kc, and 200 kc. Upper curve 
is for -20 pa. Lower three 
curves in ascending order 
are for +1, +2, and +10 
ma. 

The quoted values of 1 400 
at 60 kc and t1.6 at 30 mc 
are seen to be joinable by a 
line of slope 1' on the -1 
plot. 

The data for E are shown, 
complete with the extrapo-
lation to F in Fig. 10. 

9,000 mc data quoted for 
-5 to -10 ma. 

10,000 and 24,000 mc data 
quoted for —3 to —4 ma. 

As indicated in Table II, Miller's results had to be 
adjusted from their original form. Miller indicated the 
method for converting his (noise voltage)2 to noise tem-
perature; but his assumed resistance value of 300 ohms 
is apparently too low for the case of reverse dc excita-
tion. A value of about 10,000 ohms more nearly fits 
existing curve data; therefore, the noise tempera-
tures obtained by Miller's method have been multiplied 
by 10,000/300. 

The point B, from Miller's Fig. 4, at a back current 
of 20 µa, is seen to join quite accurately the extra-
polation from the upper curve of group C, which was 
also measured at a back current of 20eta. 
The four solid lines of group C were measured on a 

sample crystal in a separate investigation by Wilker-
son" The sample crystal was made available for the 
present investigation. Measurements were made at 30 
mc for the same range of dc excitation as used by 
Wilkerson. The 30-mc data are plotted as the solid 
curves in Fig. 10. In Fig. 9, the 30-mc data, group E, 
fall on extrapolations of the 20 kc to 200 kc data within 
experimental error. 
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Fig. 10—Excess 30-mc crystal noise versus 
instantaneous direct current. 
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Data D apply to a crystal with 3-cm excitation. The 
three groups of data G, H, and I were reported as 
rather general results obtained by passing large back 
currents through crystals in crystal-noise-generator ex-
periments. Among themselves, G, H, and / indicate an 
f--' relationship between 9,000 and 24,000 mc. 
The three groups of data G, H, and / may be joined 

to group E by two extrapolations. The back-current 
data of Fig. 10 are seen to lie on a straight line. Arbi-
trary extrapolation of this straight line upward to 10 ma 
should probably have at least an order of magnitude 
validity. Data group F of Fig. 9 corresponds in ascend-
ing order to the extrapolated values of (t — 1) for 3, 4, 5, 
and 10 ma respectively. It is seen that these values are 
well within an order of magnitude of corresponding 
values arbitrarily extrapolated by dashed lines of f-1 
slope from 9,000, 10,000 and 24,000 mc. Although a 
certain amount of license is taken when extrapolations 
are made such as in Fig. 10, the agreement in this case 
is so good as to indicate that the f-1 dependency holds 
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from at least as low as 30 cps to at least as high as 
24,000 inc. Unpublished results indicating that the 1' 
proportionality extends to frequencies less than 1 cps 
were reported in discussions at the conference on Elec-
tron Devices at the University of New Hampshire in 
1951. 

In a later section the f-1 relationship of Fig. 9 will be 
shown to have an important bearing on the choice of 
intermediate frequency for a microwave receiver. 
The instantaneous values of excess crystal noise 

shown in Fig. 10 can be averaged for ac excitation by the 
expression 

f rezde 
(I. — =   1, 

frgd8 
(30) 

where g and tz are periodic functions of O with a period 
small compared with the period of the intermediate 
frequency. The first right-hand term of (30) is the ratio 
of the average mean-square noise current of the excited 
crystal to the mean-square thermal noise current from g. 
The result for (30) for a particular crystal depends on 

the amount of ac excitation and dc bias used. From the 
data of Fig. 10 it can be shown that a forward bias of 
approximately 0.1 y is at the approximate minimum of 
the excess noise. Maximum curvature of the E= I curve 
also occurs at approximately 0.1 y forward bias. There-
fore, for mixing with small local-oscillator excitation, 
an optimum bias for minimum noise figure of approxi-
mately 0.1 y is predicted (an expression for noise figure 
is given in (32)). 
At larger values of ac excitation the optimum bias 

for minimum noise figure depends largely on the rela-
tive magnitudes of the excess mixer noise and excess 
IF amplifier noise. It has been shown that large nega-
tive bias gives minimum coversion loss. Fig. 10 shows 
that large negative bias also gives large noise tempera-
ture. 
Three sets of conditions can therefore be postulated, 

each requiring a different optimum bias for minimum 
noise figure. 

1. Where the excess mixer noise is large compared 
with the excess IF amplifier noise the optimum bias is 
about 0.1 y forward bias, the minimum point of Fig. 10. 
This is coincident with the optimum bias for small local-
oscillator excitation. 

2. Where the excess mixer noise and excess IF ampli-
fier noise are comparable, the optimum bias will usually 
lie in the vicinity of zero bias. 

3. Where thé excess mixer noise is negligibly small 
compared with the excess IF amplifier noise, either be-
cause of low-noise-temperature crystals or because of a 
high-noise-figure IF amplifier, the optimum bias is a 
back bias of about 1 v. The use of such a large back 
bias to minimize conversion loss requires the use of a 
local-oscillator voltage large enough to give a positive 
rectified current. One means of obtaining such a result 

is to obtain the bias from a self-biasing resistor of sev-
eral thousand ohms resistance. 

Another prediction which can be made from (30) is 
that pulse-type excitation for which no back current 
flows should reduce the average excess noise. The addi-
tion of second-harmonic power to provide such excita-
tion was also suggested as a means of lowering con-
version loss. 
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Fig. 11—Mixer-noise temperature versus crystal noise 
temperature and conversion loss. 

XIII. MIXER NOISE TEMPERATURE 

From the equivalent networks of Fig. 1 it will be 
shown that mixer noise temperature depends upon the 
termination at signal and image frequencies. The noise 
temperature of the output conductances for Cases 1, 2, 
and 3 given in (20), (21), and (22) may be found by 
considering combinations of conductances of different 
noise temperatures. The effective noise temperature of a 
number of parallel conductances is 

gti ± gsts ± • • • ± gun 
toff '" (31) 

gi g2 -I- • • • g. 

which is seen to be an adaptation of (30) to the case of 
parallel conductances. 
By application of (31) to the equivalent networks of 

Fig. 1, the curves of Fig. 11 were calculated. The two 
families of curves in Fig. 11 show mixer noise temperature 
versus crystal noise temperature with conversion loss as 
a parameter. The curves for Cases 1 and 3 are seen to be 
identical. This result would be expected from the 

considerations that in each the only external con-
ductance is at the signal terminals and that the padding 
effect from the noise-free signal-source conductance 
through the noise mixer network depends only on the 
loss of the mixer network. 
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The noise temperature measured in standard test sets 
at 30 mc and quoted as a characteristic of the various 
crystal types is approximately the mixer noise tem-
perature for Case 2. From this quoted characteristic, 
crystal noise temperature may be found from Fig. 11(b) 
for use in Fig. 11(a). 
An approximate check of the variation of noise tem-

perature with image termination as given in Fig. 11 can 
be made against data existing in the literature.24 The 
approximate check will also further check the predic-
tions of loss variations. Fig. 12 shows as solid curves the 
measured curves of Deringer as reported by Torrey 
and Whitmer. Beringer's curves were obtained at 3 cm, 
the rated wavelength of the 1N23B crystal used. The 
measurements were made for the conditions of matched 
signal terminals and image phase adjustable over one 
full cycle by a cavity with a reflection co-efficient of 75 
per cent. The calculated points and estimated curves 
were obtained in the following manner: 
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Fig. I2—IF resistance, conversion loss and mixer-noise temperature 
versus image-frequency termination. 
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1. Values of x=1.5 and 71, =0.07 were chosen to give 
approximately the observed ratio of maximum to mini-
mum output resistance. 

2. A value of 1/go= 230 ohms was chosen to adjust 
the resistance variations approximately to the limits 
observed. It will be noted for comparison that a value 

" Torrey and Whitmer "Crystal Rectifiers," ibid., p. 234. 

of 1/g. = 210 ohms was found at 0.5 ma of rectified 
current for the example crystal in Fig. 6. 

3. The relative positions of 0.5 and 1.5 were esti-
mated to be the minimum and maximum image im-
pedance positions respectively. 

4. It was found from a reflection-co-efficient chart 
that at a position approximately 1/6 wavelength from 
the minimum position a condition of approximate match 
of resistive impedance components is obtained. It was 
assumed that at this position the characteristics would 
be approximately comparable with those obtained at the 
condition of matched image. 

5. It was assumed that the barrier shunting suscept-
ance provided an effective short circuit at the sum-
frequency terminals. 

6. The calculated points were calculated for perfect 
short-circuit, open-circuit, and match conditions at the 
image-frequency terminals. 

7. The dashed curves are estimated from the loca-
tions of the calculated points. 
Although this type of data fitting is subject to several 

arbitrary choices, the agreement of the variation of the 
three characteristics with image phase tends to sub-
stantiate the theoretical predictions. It will be noted 
that the observed peaking of the loss and resistance 
curves around the point of high image impedance is 
predicted. 
The two peaks observed in the noise temperature 

curve are also predicted. The asymmetries of the meas-
ured curves and the 1-db error in predicted conversion 
loss are not considered to be serious discrepancies. The 
observed asymmetries may have been due to reactive 
effects at signal- and image-frequency terminals and to 
incompleteness of the short-circuit assumed in assump-
tion (5) above. 

XIV. OPTIMUM RECEIVER DESIGN 

The information of Figs. 9 and 11 can be applied, 
along with conversion loss information, to the design of 
minimum noise figure receivers. First, there is the 
choice of optimum mixer configuration; and, second, 
there is the choice of optimum intermediate frequency. 

Over-all receiver noise figure can be expressed as 

F = L,L,[(Fi — 1) + (1. — 1) ± 1], (32) 

where F is over-all noise figure, L is RF circuitry loss, 
Lc is mixer conversion loss, Fi is noise figure of the 
intermediate frequency amplifier, and tm is the mixer 
noise temperature. All units are power ratios. In this 
form the expression shows clearly that the term within 
the brackets is the sum of the excess noise of the inter-
mediate frequency amplifier, the excess noise of the 
crystal mixer, and the theoretical thermal noise of 
unity. 

For minimum noise figure each of the right-hand 
terms in (32) must be minimized; or, if there are inter-
dependences, these must be determined and the product 
minimized. 
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Although theoretically independent, the le circuitry 
loss, L,., and the conversion loss, Lc, are somewhat 
dependent on each other as a result .of the practical 
limitations on realizing loss-free microwave networks. 
For Cases 1 and 3 a high-Q RF circuit is required to 
permit a resistive impedance transformation at the 
signal frequency and a resistance-free short- or open-
circuit termination at the image frequency. In radar re-
ceivers such a high-Q circuit is usually in the form of 
a T-R cavity with an insertion loss of approximately 
1 to 1.5 db. 
For Case 2 it is necessary that the RF circuitry be 

of relatively low Q. Low-Q T-R switches are available 
with an insertion loss of approximately 0.5 db. From 
these considerations it is seen that the product L,Lc 
must be considered when choosing a mixer configuration 
for minimum noise figure of a radar receiver. 

In (32), (Fi - 1) and (t.- 1) are independent of each 
other; however, (t.- 1) is dependent upon Lc as shown 
in Fig. 11, and both (Fi - 1) and (t.- 1) are dependent 
upon the intermediate frequency. 
The excess noise of an intermediate-frequency ampli-

fier using a particular tube type increases approximately 
directly with frequency." The data in Fig. 9 shows 
that the excess noise of the mixer varies inversely with 
frequency. Fig. 13 shows a family of 1) curves and 
a typical (F; - 1) curve for the 6AK5 in a "cascode" 
circuit. The dashed curves showing total excess noise 
are seen to have a minimum at the frequency at which 
(Fi -1) = (4,-1). Fortunately, the sum (Fi - 1)-F (t.- 1) 
does not vary rapidly in ,a broad region about the opti-
mum intermediate frequency. Tube types other than 
the 6AK5 will give curves approximately parallel to 
the 6AK5 curve but displaced by an amount dependent 
upon input admittance, equivalent noise resistance, 
and so forth. 
The use of Figs. 11 and 13 and the conductance and 

conversion loss calculations in determining optimum re-
ceiver design will be demonstrated by two examples. 

First Example 

Problem: Find the optimum mixer configuration and 
intermediate frequency for a 10,000 mc receiver of 
minimum noise figure. Determine optimum RF mis-
match and IF output resistance, Ru, at 0.5 ma rectified 

current. 
Data: The average measured value of L2 for several 

hundred 1N23B crystals is 6.0 db, Average measured 
30-mc noise temperature for the same crystals is 1.7. 
The IF tube type is to be the 6AK5 in a "cascode" cir-

cuit. 
Solution: Solve (32) for Cases 1, 2, and 3. Assignment 

of values of x and lib is somewhat arbitrary, but x=2 
and 71, = 0.02 are apparently reasonable choices to fit 

the loss data. 

26 G. E. Valley, Jr., and H. Wallman, "Vacuum Tube Amplifiers," 
vol. 18, Rad. Lab. Series, McGraw-Hill Book Co., Inc., 1948, pp. 
641-643. 

For Case 1: 

t.= 2.2 (at 30 mc), 
/For,g = 53 mc, 
Fi -1 = 1 = 0.65 (at 53 mc), 
Lc = 6.6 db (from Fig. 3). 

Let L,.=1.25 db; 
F=1.33 X4.57 X2.3, 
=14.0, 
=11.5 db; 

SWRope= 1.5; 
R,= 320 ohms. 

For Case 2: 

= 1.7 (at 30 mc), 
/Fo„i = 40 mc, 
Fi - 1 = t.- 1 = 0.49 (at 40 mc), 
Lc = 6.0 db (from data). 

Let L,= 0.5 db; 
F=1.12 X3.98 X1.98, 
= 8.8, 
=9.5 db; 

SWRcpt=1.7; 
Ru= 580 ohms. 

For Case 3: 

t„,= 1.9 (at 30 mc), 
IF„„t=47 mc, 
Fi- 1 = t.- 1 = 0.58 (at 47 mc), 

L,,=5.0 db (from Fig. 3). 

Let L,.= 1.25 db; 
F=1.33 X3.16 X2.16, 
=9.1, 
=9.6 db; 

SWR„„i =1.9; 
Ru= 800 ohms. 

It is seen that with the assumed values of L,. Cases 2 
and 3 give similar results, leaving the choice of mixer 
configuration to be determined by requirements other 
than minimum noise figure. If L,. were equal in the two 
cases, Case 3 would be preferable by 0.7 db. It is also 
seen that, if the high-Q mixer is chosen, a total varia-
tion of approximately 2 db may be expected as a result 
of variations in image-frequency termination from open 
circuit to short circuit. The frequently used intermediate 
frequencies of 30 or 60 mc are seen to be about equally 
good choices for this example receiver. 

Second Example 

Problem: Find the optimum mixer configuration and 
intermediate frequency for a 3,000 mc receiver of mini-
mum noise figure. Determine optimum RF mismatch 
and IF output resistance, Rif, at 0.5 ma rectified current. 

Data: The average measured value of L2 for a small 
number of 1N21C crystals is 5.0 db. Average measured 
30 mc value of t is 1.2. The IF tube type is to he the 
6AK5 in a "cascode" circuit. 
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Solution: The values x = 3.2 and 7t, =0.01 are ap-
parently reasonable choices to fit the loss data. 

For Case 1: 

1=1.4 (at 30 mc), 
IFc„t= 32 mc, 
F.-1= 4.-1 = 0.40 (at 32 mc), 
L= 5.2 db (from Fig. 3). 

Let Lr= 1.25 db; 
F=1.33 X3.31 X1.80, 
= 7.9, 
= 9.0 db; 

SWRcps= 1.8, 
R0=400 ohms. 

For Case 2: 

t„, = 1.2 (at 30 mc), 
/F,,,,t= 22 mc, 
Fi -1=4.-1= 0.26 (at 22 mc), 

Lc=5.0 db (from data). 

Let L= 0.5 db; 
F=1.12 X3.16 X1.52, 
=5.4, 
=7.3 db; 

SWR.„à = 1.9; 
RI= 900 ohms. 

For Case 3: 

1„,= 1.3 (at 30 mc), 
/F‘,„i = 26 mc, 
F.-1=4,-1=0.32 (at 26 mc), 
Lc = 3.9 db (from Fig. 3). 

Let Lr= 1.25 db; 
F=1.33 X 2.45 X1.64, 
=5.3, 
=7.3 db; 

SW/20,8=2.4; 
Rif= 1,400 ohms. 

Again it is seen that with the assumed values of L, 
Cases 2 and 3 give virtually identical results, but the 
difference between Cases 1 and 3 is less than in the first 
example. The higher performance crystals obtainable 
at 3,000 mc allow noise figures approximately 2 db 
lower than for the 10,000 mc receiver of the first ex-
ample. The corresponding optimum intermediate fre-
quency is approximately half that of the 10,000 mc re-
ceiver. 

It is interesting to note that the much-used value of 
300 ohms for IF resistance of a mixer may be very much 
in error in a receiver of low conversion loss. As a conse-
quence, if an IF amplifier designed to give minimum 
noise figure with a source resistance of 300 ohms were 
used for Case 3 in the second example, the error of 4.7 
times in resistance would cause approximately a 1-db 
increase in over-all noise figure. If the same receiver 
were designed for unity RF SWR, there would be an 

additional 0.7-db increase in over-all noise figure. For a 

receiver with a higher intermediate frequency the over-
all noise figure is more critically dependent on the 
magnitude of the IF resistance of the mixer than in the 
example receiver. 
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Fig. 13-Total excess noise versus intermediate frequency. 

EXPERIMENTAL VERIFICATION OF OPTIMUM 
RECEIVER DESIGN 

Experimental data indicating the validity of Fig. 13 
were obtained on two microwave receivers. These data 
are listed in Table III together with noise figures com-
puted with the aid of Fig. 13. 

TABLE III 

COMPARISON OF COMPUTED AND MEASURED 
RECEIVER NOISE FIGURES* 

Rec. I t 
Rec. IIt 
Rec. III§ 

For 6-mc IF Amplifier For 30-mc IF Amplifier 

IF Comptd. Meas. IF Comptd. Meas. 
Amp. Av. Av. Amp. Av. Av. 
Noise Noise Noise Noise Noise Noise 
Fig. Fig. Fig. Fig. Fig. Fig. 

1.0 12.9 13.2 1.7 9.9 10.6 
0.7 8.5 9.5 1.7 7.7 8.3 
0.5 8.2 7.0 1.2 6.7 7.0 

* All noise figures are in decibels. 
t This receiver was an experimental receiver furnished by 

R. Weinberger of Martin Aircraft Company, Baltimore, Md. 
Experimental receiver furnished by L. Murdock of General 

Electric Company, Syracuse, N. Y. 
§ This receiver was the same as Receiver II except for the im-

proved IF noise figures. 

Receiver I was a 10,000 mc receiver using 1N23B 
crystals in a balanced broadband waveguide mixer. 
Receiver II was a 3,000 mc receiver using 1N21C 
crystals in a balanced broadband waveguide mixer. For 
Receivers I and II the measured data check very well 
with the noise figures predicted with the aid of Fig. 13. 

Receiver III was the 3,000 mc receiver with newer 
crystals and improved IF noise figures of 0.5 and 1.2 db. 
In this instance the average measured noise figures were 
7 db at both frequencies. This result indicates that crys-
tal noise temperatures were probably slightly less than 
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1.1, instead of 1.2 as used in the computations; and that 
the optimum intermediate frequency was approximately 
14 mc. 

CONCLUSIONS 

It can be concluded that an accurate mathematical • 
method for making mixer crystal calculations was dem-
onstrated. With the aid of the mathematical method 
one can predict numerically the conversion loss and 
conductance behavior as a function of image-frequency 
or sum-frequency termination. 
The fundamental aspects of the mathematical 

method have been verified experimentally. Certain ex-
perimental results given previously in the literature 
without theoretical explanation were explained by ap-
plication of the present analysis. 
On the basis of theoretical predictions given here, it 

should be possible to evaluate more accurately the 
conversion loss behavior in future mixer designs. Cer-
tain of the secondary aspects of predicted mixer be-
havior were not completely verified, such as the effect 
of admittance at local-oscillator frequency on conver-
sion loss and the use of added second-harmonic power 
to reduce conversion loss. 

It has been shown that the literature contains data 
indicating that the fr.' dependence of excess crystal 
noise extends from very low frequencies to at least as 
high as 24,000 mc. A means of using this information 
to help predict optimum mixer design and optimum 
intermediate frequency for minimum noise figure has 
been demonstrated with supporting data. A means of 
predicting the variation of noise temperature with 
image-frequency termination was shown to give ap-
proximate agreement with the published results of a 
previous experimental investigation. It was shown that, 
if one does not consider RF circuitry loss, over-all re-
ceiver noise figure will be a minimum with a mixer 
having open-circuited image terminals. For typical 
crystals, however, the difference between the noise 
figure in that case and the noise figure in the case of 
matched image is less than 1 db. This difference may be 
offset by the usual difference in RF circuitry loss for 

two cases. If such is the case, it can be concluded that 
low-Q mixers and high-Q mixers of good design should 
give approximately equal noise figures. 

ACKNOWLEDGMENT 

For their encouragement and helpful suggestions, the 
author wishes to thank F. C. Cahill and M. T. Leben-
baum of Airborne Instruments Laboratory, who super-
vised much of the work reported here. The author also 
wishes to thank Mr. Lebenbaum and C. A. Fowler for 
their help in preparing the illustrations, and W. L. 
Prichard of Raytheon Manufacturing Company for his 
helpful comments on the text. 

APPENDIX 

The equivalent network of Fig. 1 can be obtained 
from the admittance matrix form of (2). A brief qualita-
tive discussion of the network follows. 
The series arms of the network are conversion con-

ductances, gc„, obtainable from (2). The validity of 
these elements of the network can be shown by con-
sidering them as transfer admittances. Conversion con-
ductance in a mixer is, by definition, a transfer con-
ductance. 
The algebraic sign of the conversion conductance is 

determined from consideration of the direction of rota-
tion of the sideband vectors. If susceptances were to 
be considered, conjugate notation would be required in 
certain of the elements to properly account for the 
directions of vector rotation. This concept is dealt with 
in detail by Torrey and Whitmer.. 
The shunt arms of the network must be of such 

magnitude that, with all bother pairs of terminals short-
circuited, the driving point conductance at each pair of 
terminals is the average small-signal conductance, g.. 
Again, by definition, average small-signal conductance 
is the conductance of an excited crystal as a two-ter-
minal small-signal circuit element. Thisvalue of the shunt 
conductance is obtained by subtracting algebraically 
from g0 the series conductances that connect the particu-
lar pair of terminals to all other pairs of terminals. 
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10.0 NOISE MEASUREMENTS 

S
PURIOUS SIGNALS, which are undesired and 
often unrelated to the desired signals, are always 
present in signaling systems and their components. 

Such spurious signals are generally called noise. Since 
noise reduces the amount of information that can be 
transmitted with a specific signal power, and since it 
adds spurious information that impairs performance or 
causes annoyance, quantitative measures of noise are 
often indispensable to engineering evaluations of sig-
naling systems. 

Test measurements for noise might logically be ex-
pected to begin with some generally useful quantitative 
measure of information-handling capacity in the pres-
ence of noise, or of the amount of annoyance which it 
creates. Such tests can be made in specific instances, 
but encounter numerous difficulties. Often they are 
subjective and hard to evaluate accurately. Further-
more, the effects of noise vary enormously, depending 
on the system in question, and on the levels and char-
acteristics of both signal and noise. It is useful, there-
fore, to measure noise in the engineering terms com-
monly used to describe signals. To give a description of 
noise measurement in these terms is the purpose of this 
section. 

Measures in terms of power are particularly compre-
hensive for an important type of noise, called "Gauss-
ian," which is rather thoroughly characterized by its 
power spectrum at all frequencies. Gaussian noise in-
cludes the important types of "thermal" noise arising 
from thermal aggitation of charge carriers in conductors, 
and usually includes "shot" noise from random electron 
transits in a vacuum tube, as well as contact noise and 
transistor noise. Any noise which is steady or stationary 
in character, and which consists of the linear super-
position of a sufficiently large number of small inde-
pendent events, almost always has a Gaussian ampli-
tude distribution in time. 
Other types of noise also exist which may not be 

Gaussian—for example, "impulse" noise from ignition 
systems, atmospheric noise, power-line hum, and cross-
talk. Complete characterization of these types requires, 
in addition to their power spectrum, other information 
such as the waveform of a typical pulse or the phase of 
the interference. However, for practical purposes, treat-
ment by the methods below is often adequate anyway; 
if not, special methods, not described here, may be 
necessary to deal with non-Gaussian noise. 

For simplicity, the test methods assume linearity of 
system response. Since noise usually enters the system 
at a point where the signal level is low, linearity will 
generally exist in the sense that the principle of super-
position applies; that is, signals and noise produce cur-
rents and voltages which are simply additive, without 
the complicated intermodulation effects between dif-
ferent frequency components which occur in nonlinear 
systems. When the noise arises from independent un-
correlated sources, the average power of such inde-

pendent noises is also additive in a linear system. Het-
erodyne systems, incorporating frequency shifters, are 
linear in this sense when the signals are small. 
IRE standard definitions of some of the terms used in 

this Standard are listed in the Appendix. 

10.1 NOISE FACTOR MEASUREMENTS 
10.1.1 Introduction 

A useful measure of the effect of noise in a system is 
the noise factor or noise figure. On the assumption that 
all the noise under consideration is characterized by its 
power spectrum, transmission by a linear system can 
only alter its noise spectrum or superpose additional 
noise. Accordingly, the performance of the system is 
rated by comparing its actual noise-output power with 
that which would have existed had the noise input been 
transmitted in the same manner as a signal with no 
accretions from noise sources within the system. Since 
the actual noise input is not a property of the system, 
the noise-performance measure is constructed by adopt-
ing a standard noise input, namely the thermal noise 
at standard temperature of the normal-input termina-
tion for the system. This measure of noise performance 
is called the noise factor, because it is the factor by 
which the output noise exceeds the reference level that 
would ideally be developed at the output from the 
standard-thermal input acting alone. The measure is 
taken with the transmission bandwidth limited to a 
small value (in principle infinitesimal) by appropriate 
filters. To emphasize that the measure is a point func-
tion of frequency, the term spot noise factor may be 
used. 

In any communication system the signal is distributed 
over some finite bandwidth over which both signal-and 
noise-time averages may vary with frequency. The-
oretically, in treating the interfering effect of the noise, 
it would be necessary to consider the frequency distribu-
tions (spectra) of both noise and signal; but in practice 
many cases are sufficiently well approximated by con-
sidering only the total powers of signal and noise. 
When only the total noise power in the band need be 
considered, it also may be referred to the reference 
thermal level. The corresponding measure of noise per-
formance is the average noise factor, or weighted average 
of the noise factor over the band in question, the weight-
ing factor being the operating power gain as described 
below. The measure of average noise factor is taken 
with the transmission bandwidth of the system at its 
normal value, not limited by added filters. 

Since the average noise factor measures the degrada-
tion of the ratio of signal to noise' in passing through the 
system, it is a figure of merit (more strictly, of demerit) 
measuring the performance of a system as a whole. 
Consequently the average noise factor has often been 
called the noise figure. However, usage in the literature 
has been rather varied. Consequently it is felt that, for 

' In constructing the input signal-to-noise ratio, the input stand-
ard-thermal noise power is taken to be limited by the noise band-
width of the system. 
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clarity, henceforth noise factor and noise figure must 
be considered synonymous, both referring to point 
functions of frequency, and both being carefully dis-
tinguished from the average noise factor (average noise 
figure), which is the weighted average over the band. 
These distinctions, as well as the technical definition 
for each term, should be carefully noted, for there are 
many published treatments of the subject that differ 
among themselves and that differ from these Standards 
with respect to both nomenclature and definition. 

Either kind of noise factor is a numeric, basically a 
power ratio, which may be expressed in decibels by 
multiplying its common logarithm by 10. It is a function 
of the internal structure of the system and of the source 
impedance. However, the noise factor is not a function 
of output-termination impedance, nor is the average 
noise factor either, except insofar as the output-power 
mismatch varies with frequency, thus modifying the 
characteristic relating operating power gain and fre-
quency. The noise factor of a complete system depends 
on the noise factors of each tandem section of the sys-
tem; the composition formula will be found in (9). 
The noise-factor concept is useful over the entire fre-

quency range, from audio to microwaves. Since it com-
pares the actual noise with the fundamental limit set 
by thermal agitation, the noise factor gives a broad and 
direct evaluation of the degree to which a system ap-
proaches the ideal. For calculation of the output signal-
to-noise ratio, knowledge of the average noise factor is 
sufficient whenever the input signal, the input noise, 
and the noise bandwidth of the system are all specified. 

In making measurements of noise factor, numerous 
precautions must be taken to avoid difficulties with 
spurious frequency responses in the network, non-
linearities, spurious noise contributions, and indicating 
devices that are not true power-reading instruments. 
Where it is desired to measure spot noise factors, suit-
able filters must be provided to restrict the passband 
to a small percentage of the passband actually used. 

In order to evaluate the noise factor it is necessary 
to obtain a measure of the noise power that is actually 
delivered to the output. This measure is divided by a 
similar measure of the output noise that would have 
been present if the system were noise-free and merely 
transmitted the thermal noise of the input termination 
at standard temperature. The following general meth-
ods of measurement are recognized for performing the 
evaluation. In each method a measure of the output 
noise is taken directly, but the methods differ in the 
ways of determining the reference noise of the ideal 
noise-free system. 

a. CW-Signal Generator Method. (See section 10.1.2.1.) 
In this method a power meter at the system output 
and a calibrated signal generator at the system input 
are used to determine the gain-frequency function for 
the system. From this function there is determined a 
noise bandwidth which has the same transmission over 
its entire width as the actual function has at a reference 
frequency fo, and which would transmit from the stand-

ard thermal source the same power as would the actual 
passband. By use of this noise bandwidth, the portion 
of the output noise resulting from the input-termination 
noise can be determined. Dividing total output noise by 
this reference noise gives the average noise factor. 

b. Dispersed-Signal Source Method. (See section 
10.1.2.2.) In this method a signal generator having its 
output dispersed uniformly over the passband of the 
system, and calibrated in terms of power output per 
unit bandwidth, is used to determine that portion of the 
output-noise power which results from the input-ter-
mination noise. Suitable dispersed-signal generators are 
noise diodes, gas tubes such as fluorescent lamps, or an 
oscillator whose frequency is swept through the band 
at a uniform rate. 

c. Comparison Method. (See section 10.1.2.3.) This 
method consists of direct comparison between the net-
work being tested and a secondary standard in the form 
of a network of the same type for which the noise factor 
has been determined. 
Of these three methods the first, involving the direct 

measurement of band shape, although somewhat cum-
bersome, is accurate when carefully done. The noise 
diode dispersed-signal method is frequently simpler, and 
may be used for production testing when noise levels 
and frequency are not too high. The gas-discharge-
generator dispersed-signal method is especially useful 
for frequencies so high that the noise output of the 
diode may be affected by transit-time or lead effects. 
The swept-oscillator dispersed-signal method may have 
some application as a supplementary method, especially 
when the noise level and frequency are both high. Com-
parison methods are primarily of use in production 
testing. 
Sometimes the noise factor of only a first section of a 

receiver is desired as, for instance, in rating a preampli-
fier designed for maximum sensitivity. The contribu-
tions of succeeding stages can then be eliminated by 
using the cascade formula with precautions discussed 
below. 
The noise factor or noise figure (the terms may be 

used interchangeably) of a 4-pole is, in effect, the ratio 
of the noise power delivered to the output termination 
of the system to the noise power that would have been 
delivered if the network had not degraded the input 
signal-to-noise ratio.2 The noise figure is basically a 
numerical-power ratio, and it may be expressed in deci-
bels by multiplying the common logarithm of this ratio 
by 10. In all cases the ratios referred to in the following 
discussion will be the numerical-power ratios. 

Since the noise factor of a network depends upon the 
impedance of the source from which it operates, meas-
urements should be made with a generator having the 
impedance characteristics from which the network being 
tested is intended to operate. This does not mean the 
two circuits are to be "matched" but merely that a spe-
cific condition of "match" or "mismatch" is necessary. 

2 It is assumed that the noise from the input termination is ther-
mal at standard temperature of 290°K. See definitions. 
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Heterodyne systems may have appreciable responses 
at frequencies outside the band specifically required for 
transmission of the desired signal. Such image-frequency 
responses can often be eliminated by appropriate filters. 
In usual practice, the noise factor is defined only for 
the principal frequency transformation of the system. 
When image responses are present, corrections may be 
made as described (See section 10.1.2.1, 10.1.2.2). 

10.1.2 Measurement of Average Noise Factor 

The general method whereby the average noise factor 
may be measured involves the use of a signal generator 
for driving and a power-measuring device for measuring 
the output of the network under consideration. Several 
variations of method are possible, as will appear, but 
the general arrangement of apparatus is shown in Fig. 1. 

SIGNAL 
GENERATOR 

NETWORK 
UNDER 
TEST 

POWER 
MEASURING 
DEVICE 

Fig. 1—Noise-factor test arra tgei lent. 

Certain requirements must be met by each of the 
three components of Fig. 1 if the noise-factor concept 
is to be applied and a measurement made: 

a. The calibrated generator should have an output 
impedance identical with that of the source to which the 
network is ordinarily connected. Calibration for avail-
able output power should take account of any elements 
that have been added to the basic generator to simulate 
the impedance characteristics of the source from which 
the network is ordinarily excited. 

b. The signal generator may deliver either cw power 
or power uniformly distributed through a frequency 
spectrum including all significant res'ponses of the net-
work. In either case the instrument must be accurately 
calibrated in terms of its available power output. 
The available power of a signal generator may be 

considered in the following manner. If the signal gen-
erator is as represented by the circuit of Fig. 2(a) it 

SIGNAL GENERATOR 
(a) 

MATCHED WAD 
(b) 

Fig. 2—(a) Signal generator (b) matched load. 

will deliver its maximum or available power to a match-
ing load as shown in Fig. 2(b). This power is E1/4R 
and is available regardless of whether or not the load is 
one, such as that of Fig. 2(b), which absorbs it. That is to 
say, the available power is a property of the signal gen-
erator only, and not of the manner in which it is loaded. 

c. The network under test must be linear in the sense 
that its available output-power change for a given avail-
able input-power change is independent of the initial 

power level for all values used in testing. It may include 
linear elements or linear frequency shifters, but, par-
ticularly, simple envelope detectors must be excluded. 
For example, in testing a conventional heterodyne re-
ceiver, the power-measuring device must be connected 
ahead of the second detector (unless the latter is itself a 
suitable power meter; see next paragraph). 

d. The power-measuring device must indicate quan-
titatively the relative values of (1), the noise power at 
the output of the system with no signal input and (2), 
the total power at the output when an input signal is 
applied. The measuring device may be either a true 
power-measuring device such as a bolometer or thermo-
couple, or some other type of instrument which has 
been calibrated to read power for the particular wave 
forms used in testing. 

10.1.2.1 Signal Generator Method 

The measurement of average noise factor with a cw 
sine-wave signal generator will now be described. The 
average noise factor to be determined may be written 

No 
=   

kToBG0 
(1) 

where 

No = noise-power output in watts, 
k= Boltzmann's constant, 1.38 X 10-n joules per de-

gree K, 
To =absolute reference temperature, 290°K, 
B=noise bandwidth in cycles per second (cps), and 
Go =network operating power gain (transducer gain) 

at the reference frequency fo. 

With the signal generator connected to the network, 
but with the generator output at zero except for its 
thermal noise, let the network-power output be Q. 
With the available signal power of the generator set at 
P,, let the network-power output be Q2. Then the op-
erating-power gain is Go = (Q2— Q2)//),. Also the noise-
power output will correspond to the original reading 
Qb so that (1) becomes 

Qi  P, 
= (2) 

Q2 — Col leToB 

In making the measurement it is desirable to make 
Qs several times greater than Q1 since accuracy is pro-
moted in this manner. However, for convenience and to 
avoid saturation, it is common to make Q2 = 2Q1 in 
which case (2) becomes F=P,/kT0B, and P. may be 
considered as a power equivalent to the noise output as 
referred to the input circuit. 
The signal generator is set at the frequency fo selected 

within the passband, as described below. It will be 
noted that an absolute calibration of the power-output 
measuring meter is not necessary, that is, Go need not be 
determined. 

10.1.2.1.1 Determination of Noise Bandwidth. The 
noise bandwidth B may be obtained by plotting on 
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linear scales the transmission characteristic, as shown 
in Fig. 3. 
The object of this measurement is to fiad the width 

on the frequency axis of a rectangular-response curve 
that will have the same area and height at f2 as the 
actual curve. The frequency f2 is usually, but not al-
ways, the frequency of maximum response. The area to 
be considered is that above the noise contribution, since 
only the signal contribution is of interest here. The area 
under the response curve may be measured by a planim-
eter or by counting squares on graph paper, or calcu-
lated by suitable formulas such as Simpson's rule. If the 

l'
OW
E R
 o
ur

Pu
'r

 

C, 

-fo 
I-AE(01E140 

WISE DEFLECTION 
OF OUTPUT METER 

Fig. 3—Network relative power as a function of the frequency of 
a signal generator with fixed available power output to network. 

area is M units of area, and the frequency scale is D cps 
per unit of length, and the height above noise h in Fig. 3 
is in units of length, then the noise bandwidth referred 
to f2 is B = MD/h. Since the noise factor refers only to 
the principal response of the system, spurious or image 
responses should be excluded from the selectivity curve. 

If the characteristics of the network are such that 
signals large compared with the noise can be handled 
without saturation, the effect of noise can be ignored 
in determining the bandwidth B. That is Q1 in Fig. 3 
may become negligible. It may be possible to achieve 
this same effect by reducing the gain of the network to 
considerably less than its normal value, but it should be 
ascertained that this does not cause undesirable satura-
tion effects and that bandwidth is not altered by reduc-
ing the gain, as may happen if regenerative effects exist. 

10.1.2.2 Noise Measurement with Dispersed-Signal 
Source 

Noise measurements may conveniently be made with 
a generator that delivers power uniformly over the re-
sponse band of the network. To some extent this elim-
inates the need for a direct determination of the noise 
bandwidth as will appear below. Three examples of 
such generators are a noise diode, a gas-discharge tube 
such as fluorescent lamp, or a cw generator the fre-
quency of which is continually swept at a uniform rate 
through the response band of the network. In any case, 
it is necessary that the output of the generator in watts 
per cps of bandwidth be accurately calibrated. If the 
system is connected as in Fig. 1, with the generator con-
nected but with its output zero except for thermal 
noise, a reading Qi on the power-output meter will be 
obtained. If the generator is now made to have an 

available power of p watts per cps in addition to the 
initial thermal noise, the power output will be increased 
by pBG0 and the new output meter reading will be Q2 
or, in terms of the same symbols as previously, Go= (Q2 
—Q1)./pB. Also, as before No = Q1, or substituting in (1), 

p Qi  _ 
kr0 Q2 Q1 

It should be noted that this measurement may in-
volve spurious or image responses which will or-
dinarily give a noise factor that is deceptively good, i.e., 
too low, unless appropriate correction is made. In other 
words, if the dispersed signal covers passband responses 
not ordinarily used, such as images, which have ap-
preciable gains compared to that of the passband or-
dinarily used, the test signal will produce an effect in 
the output circuit greater than would be produced if 
the dispersed-signal source were limited so as to include 
only the response ordinarily used. Hence, if important 
spurious responses exist, a bandwidth measurement 
must be made and the noise factor initially determined 
must be increased in the ratio of (1) the noise band-
width including all spurious responses, to (2) the noise 
bandwidth when only the desired response is considered. 

10.1.2.2.1 Noise-Diode Generators. A temperature-
limited diode can be used as a noise generator when 
connected in a circuit such as Fig. 4(a). This circuit is 
typical, but many variations are of course possible. In 

(A) TYPICAL DIODE NOISE-GMERATOR CL4CUIT 

Is Is 

(3) 

D 1 ODE T ERN" OAT LON 

(3) 

LOAD 
CONNECTIONS 

EQUIVALENT C !RC ir 

Fig. 4—(a) Typical diode noise-generator circuit 
(b) equivalent circuit. 

particular, R should be compensated so that together 
with the diode it simulates the actual input termination 
for which the system to be tested is designed. If the 
cathode temperature is adjusted to give a dc plate 
current of Id amperes, then as a result of the diode shot 
noise there will be impressed across the resistor R of 
Fig. 4(b) a noise current 1, such that for each small in-



1953 Standards on Electron Devices: Methods of Measuring Noise 895 

crement tlf of bandwidth 

= 2e1 dàif, (4) 

where e is the electronic charge, 1.60 X10-19 coulomb, 
and 1,,2 is the mean square noise current. In addition, 
from thermal noise in the resistor R will arise another 
current /g, given by the relation 

= 4kTe R. (5) 

Looking back into the load connections of the circuit 
of Fig. 4(b) one sees a generator having an available-
noise power per cps of bandwidth greater than thermal 
by the amount p watts per cps, where 

p = eIaR/2. (6) 

Inserting (6) into (3), one obtains the expression for 
average noise factor 

dal? Qi  
=  

2kTo Q2— Qi 

Since the numerical value of kTo/e= 0.0250 volt, 

Qi  
P = 20IdR e 

Q2 — Q1 

where Id is in amperes, R in ohms and Qi and Q2 are 
relative noise-power outputs. 
As before, it is desirable that Q2 be considerably larger 

than G (preferably several times larger) so that the 
difference between Qi and Q2 can be read with maximum 
accuracy in terms of Qi. For convenience, Q2 is often 
made equal to 2(21. Sometimes a smaller value of Q2 
must be used because of limitations imposed on the 
.diode dc plate current Id. In such cases, additional care 
must be taken that Ql and Q2 are stable, repeatable 
readings to assure reasonable accuracy in the result. 

In the above discussions, no account has been taken 
of electron-transit time in the diode. If the transit time 
is an appreciable fraction of a cycle, the noise output 
of the diode will be lowered.' 

(7) 

(8) 

10.1.2.3 Comparison Methods of Noise Measurement 

The previously described methods may not be con-
venient or necessary for production testing. In such 
cases, noise factors can be checked approximately by 
carefully chosen comparisons with the performance of a 
master standard unit of known noise factor. When band-
widths of networks, both before and after detection, and 
also detector characteristics are maintained within 
close limits, then a measurement of signal-to-noise ratio 
after detection, with a fixed modulated-signal input, 
may be used for checking individual units. 

10.1.3 Spot-Noise Factor 

The noise figure discussed in 10.1.2 is the weighted 
average noise factor over the whole network passband. 

* For transit-time correction, see D. B. Fraser, "Noise spectrum of 
temperature-limited diodes," Wireless Eng., vol. 26, pp. 129-131; 
April, 1949. 

The spot noise factor, or factor at a particular fre-
quency, can be determined by inclusion between the 
network and the power-measuring device of a very 
narrow filter at the desired frequency. When the spot 
frequency is near the center of the band, the factor so 
obtained may not be greatly different from the average. 

10.1.4 Networks in Cascade 

Frequently several networks are connected in cascade, 
and it is desirable to know how the noise factor of each 
affects the noise figure of the over-all system. This is 
necessary both in evaluating the effect of improvement 
in any part of the system and in measuring the noise 
factor of a single unit connected in a system. 

For a number of networks in cascade, as shown in 

SIGNAL 
GENERATOR 

NETWORK I 
Fa, G. 

NETWORK 2 
FI, G. 

Fig. 5—Networks in cascade. 

LOAD 

Fig. 5, the system spot-noise factor is given in terms of 
the component spot-noise factors by the formula: 

F = F1+ (F2— 1)/G1+ (F3 — 1)/GIG2 + • • • (9) 

where G1, G2, and so forth, are the available power gains 
of the component networks. 
An analogous formulation for average noise factor 

can be derived, but is more involved. When the fre-
quency for spot noise factor is chosen near the center of 
the noise-transmission characteristic, thén formula (9) 
for spot noise factor is often a satisfactory approxima-
tion for average noise figure also. 
These formulas are also applicable to networks that 

attenuate rather than amplify, in which case the cor-
responding gains are fractional. It should be mentioned 
here that the spot noise factor of a passive attenuating 
-network at standard temperature is the factor by which 
the available power is attenuated in passing through it. 
It should also be noted that, when the various networks 
each have substantial gains and the noise factor of the 
later stages is not excessive, then the over-all noise fac-
tor is largely determined by the noise figure of the first 
stage. 

10.1.5 Precautions 

Care should be taken that the apparatus which must 
be attached to the network to be measured does not ma-
terially affect the bandwidth of the system. For exam-
ple, if regeneration is introduced that greatly narrows 
the bandwidth, the noise factor may be markedly al-
tered. In any event, unwanted feedback usually makes 
the measurement much more difficult. 

Careful shielding and filtering of input and output 
elements is essential, particularly when the difference in 
power level between output and input is large. If the 
measuring-signal generator has a temperature different 
from standard To, an appropriate correction must be 
applied. 
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APPENDIX 

Noise Factor (Noise Figure). Of a linear system at a se-
lected input frequency, the ratio of (1) the total noise 
power per unit bandwidth (at a corresponding out-
put frequency) available at the output terminals, to 
(2) the portion thereof engendered at the input fre-
quency by the input termination ,whose noise tempera-
ture is standard (290°K) at all frequencies. (See Noise 
Temperature.) 
Note 1—For heterodyne systems there will be, in 
principle, more than one output frequency corre-
sponding to a single input frequency, and vice versa; 
for each pair of corresponding frequencies a noise 
factor is defined. 
Note 2—The phrase, "available at the output ter-
minals" may be replaced by "delivered by the sys-
tem into an output termination," without changing 
the sense of the definition. 

Noise Factor (Noise Figure), Average. Of a linear sys-
tem, the ratio of (1) the total noise power delivered 
by the system into its output termination when the 
noise temperature of its input termination is standard 
(290°K) at all frequencies, to (2) the portion thereof 
engendered by the input termination. For heterodyne 
systems, portion (2) includes only that noise from the 
input termination which appears in the output via the 
principal frequency transformation of the system, and 
does not include spurious contributions such as those 
from image-frequency transformations. 

A Direct-Reading 

Note 1—A quantitative relation between avera 
noise factor, P, and spot noise factor, F(f) is 

J.;) F(f)G(f)df 

f *>G(f)df 

where f is the input frequency, and G(f) is the ratio 
of (a) the signal power delivered by the system into • • .t 
its output termination to (b) the correspondi 
signal power available from the input terminati 
at the input frequency. For heterodyne system 
(a) comprises only power appearing in the outpu 
via the principal frequency transformation of the,V!4 erk 
system; in other words, power via image-frequency, . - 
transformations is excluded. 

Noise Factor (Noise Figure), Spot. See Noise Factor. 
Used where it is desired to emphasize that the noisâby 
factor is a point function of input frequency. 

Noise Temperature. .1t a pair of terminals and at a è e-
cific frequency, the temperature of a passive sys 
having an available noise power per unit bandwi 
equal to that of the actual terminals. 

Noise Temperature, Standard. The standard refer ce 
temperature To for noise measurements is take as 
290° Kelvin. 

Note—k Tole = 0.0250 volt, where e is the electro 
charge and k is Boltzmann's constant. 

7 e 

Oscilloscope for 100-KV Pulses**. 
R. C. HERGENROTHERt, ASSOCIATE, IRE, 

summary—This paper describes the design, construction, and 
performance of an electrostatic oscilloscope tube suitable for direct 
operation on peak deflection voltages of 100 kv and pulse widths of a 
fraction of a microsecond. The deflection system comprises an elec-
trostatic field divider between the deflection electrode and the 
electron beam, so that the high deflection voltage causes only normal 
beam deflection at the screen. The tube may be calibrated at a low 
anode voltage and operated at a high one during pulse measurement, 
reducing dc calibration voltage requirements fivefold or tenfold. 
Use of the tube avoids difficulties encountered with resistance-ca-
pacitance dividers in measuring radar modulator pulses. 

INTRODUCTION 

A CATHODE-RAY TUBE with an electrostatic 
deflection system operated directly by high-volt-
age pulses would circumvent many of the prob-

lems encountered in the measurement and display of 
such pulses. The conventional techniques of measure-

* Decimal classification: R37I.5. Original manuscript received by 
the Institute, October 1, 1952; revised manuscript received January 
21, 1953. Reprinted from TRANSACTIONS OF THE I.R.E. PROFES-
SIONAL GROUP ON ELECTRON DEVICES, PGED-1; November, 1952. 
$ Raytheon Mfg. Co., Waltham, Mass. 
$ Electronics Research and Development Corp., Melrose, Mass. 

Formerly with Raytheon Mfg. Co., Waltham, Mass. 
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te 
ment have not kept up with recent advances in the teL.: - ,f  

niques of generation of high-voltage pulses. This 
cult)' of measurement seems to be particularly grea in 
the radar field, where modern requirements dem d 
shorter pulses of higher-peak powers than ever beff e. 
As radar transmitter powers have increased, the pi b- • 
lems of measuring and timing modulator pulse sha,pes 
and amplitudes have become increasingly difficult. , 

Conventional techniques for the measurement' óf 
high-voltage pulses of short duration have severe dis-
advantages when they are applied to this problem MI 
when the ultimate performance is required. The us,u4 .̂ 
method of measuring such high-voltage pulses consists-
of using a voltage divider network so as to reduce he 
voltage to a level which can be applied to the deflection 
plates of a cathode-ray oscilloscope. This runs into seri-
ous limitations when voltages of the order of 100 kv and 
pulse widths of the order of fractions of a microsecond 
are to be measured. In an attempt to reduce the voltage 
stress on each high resistance, these are usually divided • 
into sections. In a simple dividing network, it is possible 
to take into account the stray capacitances, and thus to 

r 
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rl djtèompensate for their frequency characteristic. However, 
,4;• the actual magnitudes required for a divider to measure 

100-kv pulses require a more complex network as the 
distributed capacitance is not lumped across each re-
sistece section. Consequently, one has to use few re-
sistor sections of relatively high dissipation, and the 
hightfrequency error due to their stray capacitances can 
not be compensated completely. Other techniques, such 
as the use of networks resembling lumped transmission 
line bections,' suffer from the same limitations when ap-
plied to the problem of measuring 100-kv pulses. 
Al further method consists of rectifying the peak-

pulsg voltage with a diode rectifier and measuring the 
resultant direct voltage. This may also lead to difficul-
ties, 'as diodes suitable for operation at such high voltages 
are not available with sufficiently small capacitances. 
Whein the construction of such diodes is contemplated 
especially for this purpose, then one might also consider 
the Ifonstruction of an oscilloscope tube along the lines 
presented in this paper. As a diode can only give infor-
mation on the peak voltage of the pulse whereas the 
oscieoscope tube displays the pulse shape as well, the 
latter alternative has much to offer. 
Taese considerations have led to the belief that a 

cathode-ray tube having an electrostatic deflection sys-
tem capable of being operated directly at the required 
voltiage levels would have considerable utility. Although 
reqUiring considerable care to construct, its use avoids -1 
many of the difficulties encountered with resistance-
capiecitance dividers. The deflection system of the tube 
comprises a carefully designed electrostatic field divider 
between the deflection electrode and the electron beam, 
so that the high deflection voltage causes only normal 
deflection of the electron beam at the screen of the os-
cilloscope tube. Another advantage is that calibration 
càn 'be simplified, as a low anode voltage can be used 
during calibration and a high one during pulse measure-
ment, thus reducing the dc calibration voltage require-
ment by a factor of 5 or 10. 

DESIGN REQUIREMENTS 

The key problem in the design of an oscilloscope tube 
fpr this application is the electrostatic deflection system 
design. Foremost is the requirement that the system 
must withstand the high voltages to be applied directly 
to the tube. Thus, the deflection system must be de-
signed so that high potential gradients, which might 
cause cold emission, are avoided. Also a substantial in-
sulation surface length must separate the electrodes in 
theivacuum envelope as well as outside, so as to avoid 
• insulation breakdown. 

The other requirement is that deflection with 100-kv 
pulses will give a deflection that is comparable to that 
usual with lower voltage tubes. This means that the de-
flection factor in volts per radian of electron-beam de-
flection of this electrostatic deflection system should be 

' C. L. Dawes, C. H. Thomas, and A. B. Drought, "Impulse meas-
urénients by repeated structure networks," Trans. A IEE, vol. 69; 
1950. 

about fifty times that of a conventional oscilloscope tube 
and also that this factor be essentially constant over 
the full deflection range. This can be achieved by reduc-
ing the coupling to the electron beam from the deflection 
system in one of several ways, so that the deflecting 
voltage may be sufficiently high. In fact, in the tube to 
be described the deflecting voltage exceeds the anode 
voltages of the oscilloscope tube. 

ATTEMPTS TO USE CONVENTIONAL 
DEFLECTION PLATES 

It might be thought possible to utilize modifications 
of conventional deflection systems by proper modifica-
tion and shaping of the plates. The deflection factor in 
volts per inch deflection of conventional deflection plates 
can be increased by making the plates shorter and in-
creasing their separation. If this is carried to extremes, 
the plates shrink to two parallel wires whose separation 
is large compared to their diameters. The deflection fac-
tors of such a deflection system has been analyzed2 to be 

E 2 d 
— = — V cosh-i 
o r 2r 

where 

r =radius of wires 
d =center to center separation of wires 
V= anode voltage 
E = deflection voltage 
0 = beam deflection angle in radians. 

If it is required to get a deflection of 1 radian with a 
deflection voltage of 105 volts using an anode voltage of 
104 volts, this equation gives 

or 

d 
cosh-1 (—) 571- 

2r/ 

d 
—2r = 6 X 102. 

The lower limit of r is set by cold emission effects 
which require that potential gradients at the conductor 
surfaces should be less than 102 volts per cm. 

These computations indicate that it is impossible to 
meet the deflection factor requirements by modification 
of a conventional deflection electrode system and that 
some other type of deflection system must be devised. 

ATTENUATION OF DEFLECTION FIELDS 

Let us, therefore, re-examine the factors governing 
the deflection of an electron beam. The deflection factor 
of an arbitrary deflecting system has been analyzed to 
give 

0/E = c/2Vko, 

I H. G. Rudenberg, "Deflection sensitivity of parallel wire lines in 
cathode-ray oscillographs," Jour. App!. Phys., vol. 16, pp. 279-284; 
May, 1945. 
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where c is the capacitance per unit deflection plate 
width that couples directly with the electron beam and 
ko is the permittivity of free space. It can be seen that 
only the capacitance coupling the beam directly with the 
deflection electrodes enters into this equation, and not 
the total deflection system capacitance. 
The method used for reducing the angular deflection 

sensitivity, therefore, consists of attenuating this cou-
pling capacitance by attenuating the corresponding de-
flecting field of the electrodes through a shield. By this 
means one may reduce this coupling capacitance at will 
without great affect on other construction problems. 
A possibility existed that electrodes external to the 

glass wall of the cathode-ray tube might be adapted. In 
practice, it is known that electrostatic charges on the in-
sulating glass walls can build up and contribute to er-
ratic deflection, as these charges depend on the second-
ary emission and leakage properties of the surfaces of 
the vacuum enclosure. Reports on an investigation of 
these effects' indicated that considerable errors might be 
expected from a conventional cathode-ray tube using 
external high-voltage electrodes and shields. The elec-
trodes were designed to be within the high-vacuum en-
closure of the cathode-ray tube, and shielded internally 
so as to reduce the coupling capacitance to the electron 
beam in the present tube. 
By proper shaping of the electrodes and shield, this 

coupling capacitance and also the shape of the equipo-
tentials and the field traversed by the electron beam may 
be designed to meet the requirements of this particular 
electrostatic deflection system. As the radar pulses con-
sidered for measurement were negative only, the par-
ticular deflection system used here was designed single-
ended. It consists of one deflecting electrode to be con-
nected directly to the high-voltage pulses, a grounded 
shield with a sufficiently large slot to give the proper 
deflection, and a grounded second deflection electrode. 
Deflection systems based on this principle of field atten-
uation were studied in detail, using an electrolytic 
trough for measuring the deflection field pattern. 

DEFLECTION ELECTRODE AND SHIELD 

An electrostatic deflection system comprising coaxial 
cylinders and utilizing the leakage field around a slot in 
the outer cylinder was studied by means of the electro-
lytic trough. The pattern of equipotentials measured for 
this configuration is shown in Fig. 1. These data show 
that the slot width chosen produces too high a deflection 
factor and shows undesirable variation in field strength 
across the deflection space, which would result in a vari-
ation of deflection factor with deflection angle. 
The electrode shapes were repeatedly modified and 

the resultant field shapes measured with the objective of 
obtaining the required deflection factor and producing 
a close approximation to a uniform field which will 
satisfy the requirement for constant deflection factor. 
The electrode shape finally chosen with its measured 

3 C. L. Dawes and K. Shen, private communication, Harvard 
University, Cambridge, Mass. 

Fig. 1—Electric field of slotted coaxial shield. 

potential configuration is shown in Fig. 2. The field re-
gion of interest, which will comprise the deflection space, 
is also shown. The deflection field is seen to be quite 
similar to the field between double-flared plates. It is 
quite uniform in the center of the deflection area and, in 
the region seen, encompasses 5 per cent of the total 
voltage applied to the system. 

Fig. 2—Electric field of final electrode design. R1=--0.062 inch in the 
deflection-electrode structure used in the tube. 

The dimensions to be chosen for this deflection sys-
tem should be as small as possible for convenience in 
construction. A lower limit for the size will be set by the 
field intensity at the surface of the central electrode. The 
field intensity at the surface of the inner electrode of co-
axial cylinders of radius R1 and R3 is given by4 

4 C. V. Christie, "Electrical Engineering," pp. 18, 19, 20; 1938. 
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E 
E —  

R2 
RI ln — 

R1 

where 

E =potential gradient in volts/cm 
R1= radius of inner cylinder 
R2 = radius of outer cylinder 
E= potential difference between cylinders in volts. 

In order to avoid cold emission, voltage gradients 
should not exceed 10° volts per cm. 

If a deflecting voltage of 0.25 X10° volts is applied be-
tween coaxial cylinders having a diameter ratio of 6, 
which corresponds to the model, this equation shows 
that the voltage gradient will be 106 volts per cm when 
the inner cylinder radius is 0.14 cm. An inner cylinder 
radius of approximately twice this value was chosen for 
the design, giving a substantial factor of safety. 

Fig. 4—Cross section of high-voltage pulse oscilloscope tube. 

CONSTRUCTIONAL FEATURES 

The deflection electrode assembly which was con-
structed is shown in Fig. 3. The center electrode is sup-
ported from the ends of the conducting rods projecting 
into the tube. There is no supporting insulation in or 
near the deflection space. The deflection electrodes are 
assembled in the bulb by means of a jig which locates 

Fig. 3—Deflection-electrode structure. The deflection-electrode cross 
section has the same proportions as Fig. 2. The high-voltage elec-
trode has a diameter of inch in the deflection region and the 
width of the other electrodes is 2 inches. 

their positions accurately inside the bulb. The outer 
electrode is spot welded to the supporting wires. 
The modulator output pulses to be measured are neg-

ative with respect to ground. The center electrode of the 
deflection system is used as the high-voltage electrode 
and the outer electrode is connected to the cathode-ray 
tube anode which is at ground potential. The deflection 
field will, therefore, bend the electron beam away from 
the center electrode. If the deflection system were 
aligned with the cathode-ray tube axis, only one half the 
fluorescent screen would be available for displaying the 
pulse. To make the whole diameter of the fluorescent 
screen available for displaying the pulse, the deflection 
system is displaced from the tube axis and the cathode-
ray beam is given a fixed deflection by a magnetic field, 
causing the beam to pass through the deflection field 
area to one edge of the fluorescent screen as shown in 
Fig. 4. This bias deflection is produced by passing a di-
rect current through one set of coils of a deflection yoke 

similar to those used for television. The other set of coils 
in the yoke is used for producing the time base deflection 
of the oscilloscope trace. These were especially designed 
for high sweep speeds. 

Fig. 5 shows a photograph of the oscilloscope tube. 
When the tube is in use, spherical corona shields are 
placed on the ends of the arms. Tubes with electrostatic 
deflection for the time base and bias deflection present 
certain advantages for general-purpose measurements, 
and could also be used. 

CALIBRATION 

The deflection factor of the tube is calibrated by us-
ing a measured anode voltage of several thousand volts 
and applying a measured dc deflection voltage to the 
deflection system. During pulse measurement a meas-
ured anode voltage of about 18,000 volts is used. The 
deflection factor during measurement is derived from 
the calibrated deflection factor by multiplying this fig-
ure by the ratio of the anode voltage used during meas-
urement divided by the anode voltage used during cali-
bration. 
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Fig. 5—High-voltage pulse oscilloscope tube with 8-inch diameter fluorescent screen. 

A particular advantage of a deflection system, unlike 
resistance-capacitance dividers, is that direct calibra-
tion can be made at any frequency or with dc. 

OSCILLOSCOPE UNIT 

A complete oscilloscope unit utilizing this oscilloscope 
tube is shown in Fig. 6. This unit was designed by Buck-

bee.5 The unit contains the anode voltage and calibra-
tion-voltage power supplies. A sawtolth time base 
which is triggered by the same pulse used to trigger the 
modulator is included. The time base is adjustable in 
steps of 4, 5, and 50 µsec per inch of deflection. During 
calibration of the deflection factor a measured dc volt-
age is applied to the deflection system and a 60-cycle ac 
voltage is applied to the time-base deflection coils to 
draw the spot out into a line, making the spot deflection 
measurement more accurate. 
A photograph of a modulator voltage pulse applied to 

a magnetron is shown in Fig. 7. The voltage scale is in 
kilovolts. 

le Mr. John Buckbee is Chief Circuit Engineer of the Raytheon 
Power Tube Division. 

Fig. 7—Photograph of a 1 usec 63 kv modulator pulse 
as shown on oscilloscope screen. Fig. 6—Complete high-voltage pulse oscilloscope unit. 
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CONCLUSION 

The design, construction, and performance of an elec-
trostatic deflection oscilloscope tube, suitable for direct 
operation on peak pulse deflection voltages of 100-kv 
and pulse widths of a fraction of a microsecond, has been 
described. This consists of a special deflection electrode 
shielded from the electron beam by a grounded electrode 

to provide proper attenuation of the deflecting field 
sealed into a normal cathode-ray tube. The unit is cali-
brated at a much lower anode voltage to simplify tests. 
These tubes have been very useful in adjusting and 
measuring high-power radar modulators. The tubes 
have given satisfactory operation and appear to have 
normal cathode-ray tube life. 

Analysis of Control Systems Involving 
Digital Computers* 

WILLIAM K. LINVILLt, MEMBER, IRE, AND JOHN M. SALZERI, ASSOCIATE, IRE 

Summary—Digital computers have recently been used as ele-
ments in control systems employing otherwise conventional ele-
ments. The fact that data passing through the digital computer of the 
usual type must be sampled is an important property of such mixed 
systems. The description of the processes of sampling and desam-
pling, as well as operations performed by the digital computer, in the 
frequency domain permits the extension of conventional servo-
mechanisms analysis to mixed systems. The purpose of this article 
is an introduction to dealing with the unconventional parts of the 
system. Sampling is shown to be analogous to amplitude modulation 
by the continuous data of a carrier of unit impulses, while desampling 
is analogous to ripple filtering. Linear operations of the digital com-
puter on sampled data are described by transfer functions. An il-
lustrative example of computer program design in the frequency do-
main is given, and the applicability of these methods is indicated. 

I. INTRODUCTION 

ALTHOUGH MOST digital-computer developments 
are directed toward the building of tools for the 
numerical solution of scientific and engineering 

problems, it is becoming increasingly more evident that 
digital computers will play an important role also in 
control applications. It is not impractical to think of 
using a digital computer for controlling an automatic 
process in a chemical manufacturing plant or for utiliz-
ing track-while-scan radar data in an aircraft control 
system. The digital computer becomes just one element 
in a closed-loop control system, in which its action can 
be compared with that of an analog computer or an ana-
log filter. Just as an analog unit represents the solution 
of a differential equation, a digital unit can be thought 
of as representing the solution of a difference equation. 
The important requirement is that the computer be suf-
ficiently fast for the application; that is, it should be 
able to operate in real time. 

It is beyond the scope of this paper to deal with the 
merits or demerits of applying a digital computer for 
controlling. It suffices to state here that each applica-
tion should be considered on an individual basis. Some, 
but by no means all, of the considerations will come to 

• Decimal classification: 621.375.2. Original manuscript re-
ceived by the Institute, September 2, 1952; revised manuscript 
received February 6, 1953. 
f Electrical Engineering Department, Massachusetts Institute of 

Technology, Cambridge, Mass. 
: Research and Development Laboratories, Hughes Aircraft Co., 

Culver City, Calif. 

light in what follows. The question that can be asked is 
this: If it has already been decided to employ a digital 
computer in a control system, how can the resulting 
system be analyzed? In order to answer this question, 
one must understand the basic difference between a 
mixed system and a conventional all-analog system. 
The present paper will concentrate on one particular 

aspect of mixed systems; namely, that the data must 
be sampled when passing through a digital computer. 
For whenever equipment is time-shared, it can handle 
any particular data only part of the time and some kind 
of sampling process is indicated. In a digital computer, 
as we think of it today, the arithmetic unit is used to 
perform operations in sequence, and furthermore, se-
quences of pulses are employed to execute each step of 
an operation. 

Consider Fig. 1 which is the block diagram of a sim-
ple system employing a digital computer. This figure 
represents only one of a number of ways in which a 
computer may be incorporated in a control system, but 
the analysis of this specific system poses the same prob-
lems generally encountered. The sampling and coding 

ERROR 

INPUT I 
 • 

SAMPLER DIGITAL HOLDER CON VEN- OUTPUT 
-* AND -11. AND - TIONAL 

CODER COMPUTER DECODER * CONTROLLER  

Fig. 1—A simple servo system employing a digital computer. 

unit converts continuous and analog data into sampled 
(discrete in time) and numerical form for use by the 
digital computer. The digital computer performs a se-
ries of operations on the input data and supplies the 
result still in sampled and numerical form to the hold-
ing and decoding unit. The latter converts the data to 
continuous and analog form for use by conventional an-
alog equipment. 
Note that the system of Fig. 1 presents three new 

problems of analysis: the descriptions of (1) the sam-
pling process at the input of the computer, (2) the op-
eration on the input samples by the computer, and (3) 
the desampling (holding) process at the output of the 
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computer. The rest of the system is conventional and 
operates on continuous data. In an actual case the con-
ventional part may constitute the bulk of the system. 
The analysis of such a mixed system is greatly facili-

tated by describing all of its portions in terms of the 
same language. The frequency domain has been chosen 
as one possible common ground of approach because: 
(1) frequency techniques have proved extremely effec-
tive in dealing with conventional control systems and 
much of a control system remains conventional even 
when a digital computer is used as a component, (2) 
the processes of sampling and desampling are very con-
veniently described in the frequency domain, and (3) 
the computer operations are often linear and conse-
quently can be described in the frequency domain. 

In short, the results of this paper are: (1) sampling 
is like amplitude modulation, (2) desampling is like rip-
ple filtering in amplitude demodulation, and (3) linear 
digital computer programs can be described by transfer 
functions. A control system involving a digital com-
puter is strikingly analogous to a familiar type of con-
trol system having one part wherein the signals are given 
directly and another part wherein the signals are given 
as modulation envelopes of suppressed-carrier ampli-
tude-modulated waves. The direct-signal part corre-
sponds to the conventional part of the system, the mod-
ulated-signal part to the digital computer. 
The present paper will deal with the frequency analy-

sis of only the unconventional parts of the control sys-
tem. In a previous paper on sampled-data control sys-
tems the analysis of an over-all system having a sam-
pled-data part, but no digital computer, has been de-
scribed.' The analysis of an over-all system involving 
a digital computer follows readily once the computer is 
defined by a transfer function. The purpose of the pres-
ent paper is to indicate in general terms how a digital 
computer is fitted into a conventional system. A more 
thorough treatment of digital computers and their prop-
erties in the frequency domain will be given by one of 
the authors in an ensuing paper. 

II. EQUIVALENT REPRESENTATION 

Consider Fig. 2 which shows the unconventional part 
of a mixed system. Since a direct description of the in-
put and output samples in the frequency domain is not 

INPUT 
SAMPLES 

I 0) 
SAMPLER 

OUTPUT 
SAMPLES 

DIGITAL 

COMPUTER 
DESAMPLER 

0 (t) 

Fig. 2—A digital computer operating on a continuous input. 

possible, the use of equivalent data is suggested. In par-
ticular, if each sample of Fig. 2 is replaced by an im-
pulse of the same (area) value, the equivalent circuit 
shown in Fig. 3 results. 

W. K. Linvill, "Sampled-data control systems studied through 
comparison of sampling with amplitude modulation," A .I.E.E. 
Trans., vol. 70, part II, pp. 1779-1788; 1951. 

The equivalence between Figs. 2 and 3 can be estab-
lished by showing that o(t) is related to i(t) equally in 
both cases. In the actual equipment, the signal, 1(1), is 
sampled at uniformly-spaced instants resulting in a se-
quence of samples, which may be coded as binary num-
bers for the computer. In the equivalent circuit, 1(1) 

CARRIER 
OF IMPULSES 

i (1) i(t) 
--le MODULATOR fr 

EQUIVALENT 
DIGITAL 
FILTER 

o(t) RIPPLE 
FI LT ER 

(t) 

Fig. 3—Equivalent circuit of Fig. 2. 

modulates a carrier of sharp unit-area pulses having a 
repetition frequency 1/T, where T is the interval be-
tween sampling instants. There is a one-to-one corre-
spondence between the areas of this sequence of im-
pulses and the numerically-coded samples which are ac-
tually fed into the computer. The equivalent digital 
filter operates on the successive impulses in precisely 
the same way the computer operates on the successive 
numerical samples. It follows, therefore, that the areas 
of the output pulses of the equivalent-digital filter cor-
respond to the output numbers of the actual computer 
in a one-to-one fashion. Finally, the demodulator of Fig. 
3 has an impulse response exactly equal to the sample 
response (sometimes called the holding function) of the 
actual holding unit. The identity of the final outputs for 
both the actual and equivalent circuit follows in a trivial 
manner. 
Having established the equivalence between the ac-

tual circuit and the equivalent circuit, we will now de-
scribe the latter in more specific terms. We will refer to 
Fig. 4, which shows the form of data at various points 
of the equivalent circuit for a particular example. The 
digital computer is used to differentiate the input func-
tion, and the effect of each step is illustrated in both the 
time domain and the frequency domain. 

III. THE SAMPLING PROCESS 

As already noted, the sampling of 1(4 is analogous to 
the modulation of an impulse chain by i(t). A Fourier 
analysis of the carrier (the impulse chain) shows it to 
have a constant component, a fundamental of period T, 
and all harmonics of equal size. To state this mathe-
matically, we call the carrier u*(t) and write 

1 
e(t) = E - kT) = — E ik" (1) 

k—co T 

where u(t) is the impulse function, T the time interval 
between impulses, (2= 27r/T the radian sampling fre-
quency, and e the Naperian base. Equation (1) shows 
that the amplitudes of all frequency components equal 
1/T. Fig. 4(a) shows the continuous input signal, 1(1), 
while Fig. 4(b) depicts the carrier, u*(t). 

Modulating the pulse train is the same as simultane-
ously modulating each of its Fourier components and 
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adding together these modulated components. The com-
ponent which is obtained from modulating the constant 
term in the Fourier series by the pure signal, i(t), is 1/T 
times the pure signal itself. The components obtained 
from modulating the sinusoidal terms are like sidebands, 
but now there are an infinite number of sidebands cor-
responding to the carrier frequencies of 9, 2, 3S1, and 
so forth, radians per second. Call the modulated sinus-
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oids complementary signals. They are generated by the 
modulation process and appear at the output of the 
modulator in addition to the pure signal. Figure 4(c) 
indicates this result by showing the pure and the first 
few complementary components. The Laplace trans-
form of the sampled signal, i*(t), is related to the trans-
form of the continuous signal, i(t), as follows 

CO 

e(s) = — E r(s + (2) 
T 

IV. THE DESAMPLING PROCESS 

The description of sampling in the frequency domain 
points out how desampling should be done. It behooves 
us, therefore, to discuss desampling at this point and 
postpone dealing with the operation of the computer. 
First we shall talk about how the original signal can be 
regained by following the sampling process by a de-
sampling process immediately. Then, we shall indicate 
that the same considerations apply when the output of 
the computer is desampled. Finally, we shall discuss the 
effect of the digital computer on the sampled input. It 
is seen from Figs. 4(a) and 4(c), as well as from (2), that 

to recover a pure signal from its samples one merely 
filters out the complementary signals to leave only the 
pure signal. Thus sampling is like modulation; desam-
pling is like ripple filtering in demodulation. Just as it is 
practically impossible to remove all ripple from a de-
modulator by low-pass filtering, it is also impossible to 
remove all complementary signals from the sampled 
signal by filtering. Recall that ripple filtering for de-
modulators becomes more difficult for wide-band signals 
because signal and ripple get closer together frequency-
wise. This fact applies also for desampling. Whereas the 
pure signal spectrum in a sampled wave is centered 
around zero frequency, the complementary signals are 
centered around a, 22, 39, • • • . The low-pass filter can 
pass the pure signal and reject the complementary sig-
nal only if there is enough frequency spread between the 
wanted and unwanted signals. As the bandwidth of the 
pure signal approaches n/2 filtering becomes impossi-
ble because the wanted and the unwanted-signal spec-
tra overlap. Even if pure and complementary signals do 
not overlap, one must make the usual choice between 
ripple discrimination and filter-phase lag. Good ripple re-
jection can be had only at the expense of considerable lag. 
When the desampling unit is used at the output of the 

digital computer, its purpose is not to recover a contin-
uous function which has existed previously. Rather it is 
to obtain a new continuous function, o(t), from the sam-
pled output, o*(t), of the computer, as illustrated in 
Figs. 4(d) and 4(e). Nevertheless, the basic requirement 
is still the same; namely, the desampler must have a low-
pass filter characteristic to remove the complementary 
signals of o*(t). 

V. THE OPERATIONS OF THE DIGITAL 
COMPUTER 

The insertion of the digital computer did not change 
the sampled nature of the data, but only the values of 
the samples. The essence of the advantage of the digital 
computer is that it can handle the individual samples in 
a very precise and, if need be, involved fashion. The 
computer operates on the input sequence, i*(t), in a 
very definite manner to obtain the output sequence, 
o*(t). The relation between the two sequences is the 
transfer characteristic of the computer, whose opera-
tion is determined by a set of instructions placed in its 
storage. This set of instructions is called the program 
of the digital computer. A linear computer program 
may be characterized by a transfer function, and a strik-
ing similarity can be noted between the design of pro-
grams and the design of networks. 

Consider the example of Fig. 4. The task of the com-
puter is to differentiate its input. Recall that one defi-
nition of differentiation is 

d i(1) — i(1 — T) 
• —dl i(i) = Um  (3) 

but since the digital computer operates on sampled data, 
it cannot obtain a derivative in the strictest sense of the 



904 PROCEEDINGS OF THE I.R.E. July 

word. The sampling period, T, must remain finite or 
else we do not have a sampled-data system. The digital 
computer can perform the operations indicated on the 
right side of (3) without going to the limit. If so, the 
output of the computer is related to its input by 

i*(t) — i*(t — T) 
o*(1) —   (4) 

where i(t) of (3) is replaced by i*(t) since at the sampling 
instants the area under i*(t) equals the ordinate of i(t). 

Equation (4) is analogous to a linear difference equa-
tion, which would normally be written in the following 
notation: 

0) = 
ij-1 

At 
(5) 

The samples indicated in (5) are replaced by impulses 
of the same areas in (4) according to the equivalent cir-
cuit already discussed. If the impulsed functions o*(t) 
and i*(t) have the Laplace transforms 0*(s) and /*(s) 
respectively, the transform of (4) becomes 

/*(s) — I*(s)e-'2' 
0*(s) —   (6) 

where e-IT corresponds to a delay operator. By defini-
tion, the transfer function, W*(s), of the computer pro-
gram is the ratio of the output transform over the input 
transform. Thus, from (6) 

0*(s) 1 — e-er 
IV*(s) =   =  (7) 

I*(s) 

It is interesting to inquire about the accuracy of this 
approximate differentiation formula by comparing it 
with the exact derivative operator, 

W(s) = s. (8) 

LOCUS 
OF 

IMAGINARY 
PART 

= 

wO= 

VT 2/T 

ji - 

w (s) • s 

w *Cs) = (i-e -sT) 

SI= 2r/ T 

LOCUS 
OF W*(s) 

REAL 

PART 

Fig. 5—Comparison of the loci of differentiation and 
first-difference formula. 

The loci of both W(s) and W*(s) are shown in Fig. 5, 
which confirms at a glance some well-known facts. The 
locus of W(s) is the jco axis itself, while the locus of 
W*(s) is the polar plot of (1/T)(1 — e-iwT), which is just 
a clockwise circle, as indicated in the figure for the range 
co = 0 to co =7r/T=12/2. It is seen in Fig. 5 that as long 

as the frequency of the signal, i(t), is low in comparison 
with the sampling frequency, the numerical formula is 
a good approximation to exact differentiation. For a 
zero frequency—that is, for a constant function—the 
divided-difference formula coincides with the precise de-
rivative, as it should indeed. At any other frequency the 
computer program falls short of perfection in both am-
plitude and phase, but at any rate its effect can be 
precisely analyzed in the frequency domain. For in-
stance, if the spectrum of the input is known, the root-
mean-square error of the program can be determined. 

It is illuminating to inquire how the limiting process 
indicated in (3) converts the locus of W*(s) into that of 
W(s). Since both the center and the radius of the cir-
cular W*(s)-locus of Fig. 5 go to infinity as 1/T when T 
approaches zero, it is seen that the circle goes into a 
straight line coinciding with the imaginary axis. Simi-
larly, from (7) it follows that 

1 — 1 sT — 1/ 2(sT)2 + • • 
hm W*(s) = him 

• 

= hm (s — — s2 + TK) • • • ) - 9 

s = r(s), (9) 

as required. 
Figs. 4(c) and 4(d) illustrate the effect of the com-

puter program. For instance, in the time-domain illus-
tration the output-sample area at 4T, o*(4T)= —0.4/T, 
is obtained according to (4) as (1 /T)[i*(4T) —i*(3T)] 
= (1/ T)(1.0 — 1.4) = —0.4/T. In the frequency domain 
something like a differentiation is indicated as the out-
put amplitude is obtained from the input amplitude by 
multiplication by W*(jco)1. Note that the computer 
program has identical effect on both the pure signal and 
on all the complementary signals. This is so because the 
program transfer function, W*(s), has the same peri-
odicity, jft, as the input transform, /*(s). The periodic-
ity of /*(s) is manifested in (2), while that of W*(s) fol-
lows from (7) because 

e—(8-1-inn)T e-intee-aT = e—aT (10) 

recalling that nT = 2w. We could have predicted this re-
sult from our knowledge that the output of the digital 
computer is just as sampled as its input and, therefore, 
must also have a periodic transform. But, if both 0*(s) 
and /*(s) are periodic, and if 

0*(s) = W*(s)/*(s), (11) 

then W*(s) must turn out to be periodic, as it did. 

VI. RECAPITULATION 

It seems worth the while to summarize the highlights 
of our discussion before proceeding further. For the spe-
cific example chosen, we have described the equivalent 
circuit of Fig. 3 in the frequency domain. We have 
demonstrated that both the digital computer and the 
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desampling unit can be characterized by transfer func-
tions in the linear case, and that the sampling unit acts 
like a modulator. The following two equations serve to 
connect the transforms of the input and output of the 
whole circuit: 

and 

/*co = E /(s + jk9) 

0(s) = Il(s)W*(s)I*(s) 

where H(s) is the transform function of the desampler, 
which is some kind of a low-pass filter. We have used an 
asterisk to indicate a periodicity of j9 in a function of s. 
As far as this simple example is concerned the picture 

is complete. If the circuit (or setup) of this example is 
placed in the closed loop of Fig. 1, the analysis of the 
complete system can be conducted along the lines indi-
cated in Reference 1. The insertion of the digital com-
puter poses no new problem of a basic nature because 
the computer is described by a transfer function just as 
a conventional analog unit is. It is true that the transfer 
function of the computer program obtained in (7) is not 
a rational function of s as it would be for linear-analog 
filters; nevertheless, W*(s) is a function of s and has a 
specific amplitude and phase at any real frequency s 
=jco. Its analysis is, therefore, straightforward. 
What remains is to generalize the result of the ex-

ample in regard to the digital computer. A systematic 
treatment of this generalization is left to an ensuing 
article, as already noted, but a heuristic illustration is 
recapitulated below because it might be of interest to 
the reader. 

VII. ILLUSTRATIVE DESIGN OF COMPUTER 
PROGRAM 

Suppose that the approximation to the first deriva-
tive in the above example is not sufficiently good. How 
could we obtain a more satisfactory computer pro-
gram? Of course, numerical analysis has produced 
swarms of differentiation formulae, and one could ana-
lyze these in the frequency domain until a satisfactory 
one is found. But let us rather attempt an approxima-
tion directly in the frequency domain based upon our 
scant knowledge acquired in the above example. 
The geometric constructions of Fig. 6 illustrate our 

design procedure. In Fig. 6(a) the angle a represents 
the phase of the differentiation formula, W*(s), used in 
the above example at a particular frequency wi. This 
phase falls short of the ideal one, which is 7r/2, or 90° 
at all frequencies. If we could somehow find a transfer 
function having a phase (7r/2)—a, the multiplication of 
two transfer functions would produce one which has the 
desired phase. From plane geometry it is known that 
the a triangle inscribed in a circle and having one side 
along a diameter is a right triangle. It follows, therefore, 
that a of Fig. 6(a) is equal to (ir/2) —a. 

Figure 6(b) shows the locus of 

Wi*(s) = k(1 (13) 

which does have the phase a. Thus, W*(s)WC(s) would 
have a phase of (7r/2) at all frequencies of interest. It 
can be shown,2 however, that the resulting computer 
program could not be realized, for in calculating a pres-
ent output it would make reference to future values of 
input data, inadmissible in a real-time application. 

O I/T 2/1 

o. LOCUS OF W*(s) 

\* 
2k 

b. LOCUS OF WI"(s) • k (1 e +e) 

ReN.(4 

Im [Wi.(4 

Re W,*(s)] 

Re [W,* ( s 

Fig. 6—Steps in obtaining ideal-phase derivative program. 

The unrealizability of W3*(s) is tied up with the posi-
tiveness of the exponent in ear, the latter correspond-
ing to a time-advance operator. However, if one at-
tempts to use 

W2*(s) = k(1 e-ar) (14) 

the resulting locus has the phase —a, rather than -0, 
as can be readily seen in Fig. 6(c). In order to obtain 
an over-all phase of (7r/2) = a+13, one now has to divide, 
not multiply, W*(s) by W2*(s). This leads to 

W*(s) 2 1 — e-8T 
W3*(s) = = (15) 

W2*(s) T 1 ± e-*T 

after k of (14) has been replaced by 1/2 to make W3*(s) 
go to s as T approaches zero. 

It is not difficult to verify that W3*(s) has the ideal 
phase. By replacing s by jw, one obtains 

2 J. M. Salzer, "Treatment of Digital Control Systems and 
Numerical Processes in the Frequency Domain," thesis for Sc.D. 
degree, Massachusetts Institute of Technology, p. 148; 1951. 
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= r  tan (col' / 2)1 
L (coT/2) 

which differs from the ideal derivative 

(16) 

W(.ico) = .fro (17) 

only by the factor shown in brackets in (16). This factor 
introduces an amplitude error, without affecting the 
phase. 

It is not our purpose here to examine the suitability 
of the newly-gotten differentiator. Rather, we return to 
(15) and ask ourselves if and how the transfer function 
W3*(s) could be realized as a digital-computer program. 
Noting that by definition W3*(s) = 0*(s)//*(s), we de-
rive by simple cross-multiplication 

2 
(1 e-'T)0*(s) = — (1 — e-ar)1*(s) (18) 

and then by rearrangement 

2 
0*(s) = — [P(s) — /*(s)e--471 — 0*(s)e-'T. (19) 

The inverse transform of the last equation yields 

2 
o*(t) = — [i*(t) — i*(t — T)] — ol:(t — T) (20) 

which is a linear difference equation. It is realizable by 
a real-time program because the present output is com-
puted by means of only present and past, but not future, 
samples of the input and output. 

It turns out that a linear real-time program, which 
corresponds to a difference equation of the form of (20), 
always has a transfer function which is rational in ear. 
This contrasts with analog filters whose transfer func-
tions are rational in s. There is then an interesting 
parallel between digital and analog filter, or stated more 
rigorously, between sampled-data and continuous-data 
filters. The difference between the two types of filters 
is notable and poses new problems in dealing with digi-
tal filters. 

One method of attack is by introducing a new com-
plex variable z=e--*T and performing the analysis and 
synthesis in terms of z. One can translate the design re-
quirements stated in terms of s, the complex frequency 
variable, into terms of z and vice-versa. If the digital 
filter is not inserted into an analog system, one can stay 
entirely in the z-plane (so to say) without any reference 
to the s-plane. This approach has been used in the past 
in the calculus of finite differences, both in the manner 
of operational calculus and also in the manner of com-
plex-variable calculus. 

If the digital filter is to be a part in an otherwise ana-
log system, it is necessary to find a variable common to 
both the digital and the analog parts. Such variables 
are t (time) and s (complex frequency).3 In the present 
paper the s-domain was chosen and illustrated for rea-
sons stated earlier. What remains is to further develop 
the methods of analysis and synthesis of digital filters 
in terms of the frequency variable. It turns out that nu-
merous results of network theory and various methods 
of servomechanism design can be applied or extended 
to the treatment of digital filters. Such terms, as the 
amplitude and phase characteristics, stability criteria 
and error spectra, the loci and logarithmic plots, the 
impulse responses and so on, of computer programs can 
all be given useful substance and meaning once the trans-
fer function of a realizable digital program has been de-
fined. But these topics will be the subject of a later 
article. 
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Analog Computer for the Roots of 
• Algebraic Equations* 

LARS LOFGRENt, MEMBER, IRE 

Summary—An electronic analog machine for computing the roots 
of algebraic equations of degrees through the eighth is described. The 
coefficients of the equation may be complex. The roots are indicated 
as points in the complex number plane light points on the screen of a 
cathode-ray tube. Once per second the roots are displayed, and when 
some of the coefficients are varied the corresponding curves de-
scribed by the roots are made visible by the persistence of light 

emission from the screen. 
An accurate determination of the roots is obtained by means of a 

comparison-root which can be moved all over the number plane and 
thus be brought to coincide with a root. The comparison-root is dis-
played by a scanning system, which also controls the positions of the 
roots, and so it is possible to obtain an accurate reading not in-
fluenced by distortion in the cathode-ray tube. 

By means of a normalizing device, the voltage level in the machine 
is kept high throughout the computation, and so all the roots are de-
termined with about the same percental accuracy. The modulus of an 
error will normally be of the magnitude of 1 per cent of the corre-

sponding root-modulus. 

INTRODUCTION 

N
u MERICAL PROBLEMS derived from 
branches of applied science can often be reduced 
to computing the roots of a high-degree alge-

braic equation. Such an equation of degree n can be 
written as 

11 

E A,z. = 0. (1) 

Equation (1) implicitly defines the n-valued function 

z = Mo, AI, • • • , A.). (2) 

The key problem is to find this function f of the co-
efficients A,. In general, the function f can be written 
explicitly by means of known transcendental functions.' 
These solutions, however, are not very suitable for 
numerical determination of the roots. It is easier to 
reach a solution by employing numerical methods.' 

Sometimes, however, these methods turn out to be 
too laborious, especially when investigating how the 
roots change with variation of one or several coefficients 
A,. Investigations of this type are sometimes required, 
for instance, in certain linear stability problems within 
servo technique. In the complex number plane, the 
positions of the roots of the characteristic equation of 
the problem determine the extent of stability. 
With special regard to such stability problems, an 

analog computer for determination of the roots of high-
degree equations has been developed and built at the 

• Decimal classification: 621.375.2. Original manuscript re-
ceived by the Institute, May 23, 1952; revised manuscript received 
January 22, 1953. 
t Research engineer, Swedish Research Institute of National De-

fense, Stockholm, Sweden. 
1 L6fgren, L., "Apparat, hisande algebraiska ekvationer," hid.-

Tg. Norden, vol. 76, p. 231; 1948 (in Swedish). 

Radio Department of the Swedish Research Institute of 
National Defense.' 
Such stability problems can, of course, also be treated 

on a differential analyzer. However, the solution of the 
corresponding algebraic equation gives information on 
the stability in a form which is more suitable for further 
numerical treatment. Also, in stabilizing originally 
strongly unstable systems, the equation solver proves 
advantageous. 
Many different types of equation solvers have been 

planned, but the underlying principles of all these types 
of computers can be shown to belong to one of three fun-
damental groups, according to a classification made by 
Murray.2 These groups are based on 

1. The principle of similitude, 
2. Direct calculation, 
3. Adjusters. 

A survey of the history of equation solvers up to 1945 
is given by Frame,3 where examples of Principle No. 1, 
and especially of Principle No. 3, are to be found. The 
most typical example of the last principle is the isograph 
which has been described by Dietzold.4 Among the 
equation solvers developed during the last few years 
the computers described by Borselino,6 by Calvert, 
Johnston and Singer,6 and by Marshall2 are to be men-
tioned. All these computers operate in accordance with 
Principle No. 3, which seems to be especially suited for 
high-degree equation solvers, as it is rather easy to 
simulate each term in the left member of (1) with z as 
the independent variable. Then the function f can be 
obtained by inverting the left member of (1) either by 
hand, i.e. to adjust z until (1) is satisfied, or by an 
auxiliary calculating system according to Principle No. 
3. This inversion of the left member in (1) is difficult, 
however, as f in (2) is a many-valued function. 

THE ROOT SELECTION METHOD 

In the computer described below, a selecting method 
is used for obtaining the roots. This selecting method for 
the solution of equations in general can be formulated 
as follows: 

2 Murray, F. J., "The Theory of Mathematical Machines," 
King's Crown Press, New York; 1948. 

Frame, J. S., "Machines for solving algebraic equations," 
Mathematical Tables and Other Aids to Computation, I, p. 337; 
1945. 
4 Dietzold, R., "The isograph, a mechanical root finder," Bell 

Labs. Record; 1932. 
6 Borselino, A., "Un metodo elettrico par la determinazione ap-

prossimata delle radici reali o complesse di una equazione algebraica," 
Il Nuovo Cimento, p. 23; February, 1948. 
• Calvert, Johnston, Singer, "Root-solver for tenth degree alge-

braic equations," Proc. N.E.C. (Chicago), p. 254; 1948. 
Marshall, B. O., Jr., "The electronic isograph for roots of poly-

nomials," Jour. Appl. Phys., p. 307; April, 1950. 



908 PROCEEDINGS OF THE I.R.E. July 

Quantities corresponding to the roots to be found 
are varied automatically and periodically within a 
certain space. In an analog part, a function of the 
varying quantities is built up. In a selector controlled 
from the analog part, restrictions on the function are 
set up in a way sufficient for defining the desired 
roots. The selector then picks out those values of the 
varying quantities which meet with the restrictions. 
These values, the roots, are stored in a memory, with 
a storing time not shorter than the repetition period 
of the varying quantities. 

As it is possible, in such a selector machine, to make 
the repetition period shorter than the reaction time of a 
human operator, the selector will give immediate solu-
tions of problems, which is of special value when treat-
ing many-valued functions. The selection principle as 
applied to algebraic equation solving is illustrated in 
Fig. 1. There are here two varying quantities (r and ck). 

Aulernelicelly 

veried cornple. 
vorieble (r, f) 

Input unlit for sell.n1 
the complex coeffi-
cient, (0, , ole) 

Arelove 

port 

Selector 

Fig. 1—Block diagram showing the principle of the equation solver. 
The input coefficients, in polar co-ordinates (a,, a,), are manually 
set on potentiometers and the solution (r,, 00 is indicated and 
stored as points in the complex number plane (light points on 
the screen of a cathode-ray tube). 

This permits a rather simple design of the memory 
device. The memory consists of a cathode-ray tube with 
a persistent screen, on which the two quantities are 
represented by the position of a point. 

OUTLINES OF THE COMPUTER 

We start from (1), where z and A,, which may both 
be complex, are written in polar co-ordinates: 

z = A, = 

Equation (1) is thereby transformed into the equation 
system 

(14-.)E a,r' cos (vci) a,) = 

(3) 
(v.) E a,,e sin (pck a,) = 

where r and ek are the varying quantities. The range of 
variation is at first chosen as the area between two 
bounding circles of radii 1 and The varying quantity 
cb, which is made directty proportional to time, is varied 
1,000 times faster than r, which is varied with a period 
of 1 second. The point representing the quantity z 
therefore describes a tight spiral in the complex number 
plane. The tolerances of the selector circuit can thus be 
made sufficiently small to ensure good accuracy without 
the z-variation being incomplete. The time-dependence 
of r over its period is exponential: r = e-kt. 
The fundamentals of the analog part will now be 

described with reference to Fig. 2. Each term in (3) 
contains two characteristic functions of the varying 
quantities ck and r, a circular function and a power func-
tion. These terms are simulated as sinusoidal alternat-
ing voltages which are amplitude-modulated in accord-
ance with the power functions. 
The pure alternating voltages are obtained by filter-

ing square waves of multiple frequencies vco, (se = cot). 
The eight multiple frequencies are generated in a fre-
quency-divider chain. In this chain the division con-
tinues down to co/1024, which is the repetition fre-
quency of the varying quantity r. 
The eight multiple frequencies are fed to eight "term 

channels." The first stage of the vth term channel is 
a modulator, Mod,, which amplitude-modulates the 
incoming square-wave Sq(not) with the power function 
e=e-k". These power functions are generated as 
voltages over RC circuits (parallel circuits) with time-
constants: 1/kv respectively. Each circuit is charged 
once every second via an electronic switch to a voltage 
proportional to the modulus a, of the coefficient. This 
modulus is set in a normalizing device. The square-
wave Sq(vwt) is modulated with the voltage a,r' in a 
second electronic switch, which connects a,r' to the 
output of Mod, during the positive halves of Sq(not). 
During the negative halves, the output is switched to 
zero. Thus the voltage apr'Sq(not) is generated in 
Mod,. 
The next stage in the term channel is a unit in which 

the argument a, of the coefficient is set. This unit op-
erates only on the fundamental of the incoming square-
wave. The harmonics are by-passed in the filter circuit 
terminating each channel. At the output, the voltage 
a,r' cos (not+ a,) is obtained. The output voltages of 
the term channels are summed in two adders. One of 
these is a conventional adder,2 i.e. an amplifier with 
feed-back through resistors; the other is an amplifier 
with feed-back through a capacitor and resistors to the 
inputs. The second adder thus produces the necessary 
phase-shift to convert the cosine-sum into a sine-sum. 
The remaining terms in the sums forming the left mem-
bers of equation system (3), the two constants ao cos ao 
and ao sin ao, are added separately. 
The two sums are finally fed to the selector, which 

picks out those values of r and 4, which make the sums 
equal zero at the same time. Basically, the selector con-
sists of two zero-indicators, a gate, and a cathode-ray 
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Fig. 2—Block diagram of the equation solver. 

tube. Each zero-indicator generates a pulse when the 
corresponding sum is zero, and those pulses which ap-
pear simultaneously are selected by the gate. The out-
put of this gate, the selector pulse, is fed to the intensity 
grid of the cathode-ray tube. The beam of the tube is 
normally suppressed, but is released when the selector-
pulse appears at the grid. The varying quantities r and 
ck, transformed to the corresponding rectangular Car-
tesian co-ordinates r cos cl> and r sin cb, are applied to the 
deflection plates of the cathode-ray tube. Thus a visible 
spot on the screen, which represents the complex num-
ber plane, will always occupy a position corresponding 
to a z-value satisfying (1). 
The co-ordinate voltages r cos cot and r sin cot are gen-

erated, as shown in Fig. 2, in a separate channel from 
which the modulated square-wave rSq(cot) as well as 
the modulating voltage r are taken. From the square-
wave, r cos cot and r sin cot are filtered out, the latter 
being obtained from the former by addition of the argu-
ment —90 degrees. 
The modulating voltage r is also used in a comparison-

root circuit (to the right in Fig. 2). This circuit gen-
erates a comparison root, which by means of two man-
ually operated potentiometers can be moved over the 
number plane. The potentiometer dials are graduated 
in modulus and argument respectively. The compari-
son-root circuit consists mainly of two zero-indicators 
generating pulses when r and ct. assume the arbitrarily 
chosen values ro and cbo, which are set on the poten-
tiometers. The pulses are then gated, yielding a selecting 
comparison-root-pulse which is applied to the intensity 

grid of the cathode-ray tube together with the selecting 
root-pulses. In this way, an accurate graduation is ob-
tained of the whole number plane, notwithstanding dis-
tortion in the cathode-ray tube, since the comparison-
root as well as roots to (1) are displayed by the same 
scanning system. 

SELECTOR 

When using the selecting principle for inversion of 
polynomials, the selector has to be constructed with 
special care in order to obtain good accuracy. (In the 
following, the notations u and y will be used for the left 
members of the equation system (3).) 

Behavior of the voltages u and y in the vicinity of a root 

The left member of (1) can be written 

w = u -I- iv = H (z - zp)'^», (4) 

where z» are the roots and m„ their multiplicity. Con-
sidering the manner in which z is varied, we can put 
z = roio, and study w, when 4) =OH+ e is in the vicinity 
of Op, i.e., when e is small. It is now sufficient to study 
the factor (z —z„)'"» in (4). The other factors in the 
product can be regarded as constants and will be written 
K. Thus 

w(e) = Krp"PeimweP(eil — 1)"0 

Krs"Pei ni° (i) (en' + W ise") ) 
2 

u(e) iv(e). 
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In considering a real root of multiplicity 1, and as-
suming real coefficients in (1) we get 

u(e) = — Kr,¡e2, 

v(e) = Kre, 

where K is real. Thus the zero-passage of u will be slow, 
as u(e) is a parabola in the vicinity of zero. y(e) on the 
other hand is a straight line. 

It is now clear that the conventional method of gen-
erating a pulse when a sweeping voltage passes a certain 
voltage level, i.e. by amplification around the level and 
subsequent derivation, is quite inappropriate. With such 
a method, the real roots cannot be indicated as the 
derivative of u is zero. This has also been verified ex-
perimentally. 

If, however, the w-plane is treated as a static cor-
respondence to the z-plane, there are possibilities of 
treating the problem as follows. 

Structure of the zero range 

The problem is to indicate when the polynomial w 
has a value within a small range containing the origin, 
the zero range. 
There seems to be several ways of defining such a 

zero range with practical interpretations. The following 
have been analyzed and tried experimentally: 

(a) u2+v2 5 8: the zero range is determined by a circle 
around the origin of the complex plane. 

(b) lui +lei :48: the zero range is a square (diamond) 
with its corners on the real and imaginary axes. 

(c) lui (pie) ≤ 8: the zero range is a square with its 
sides parallel to the axes. (Fig. 3(a)). 

In these expressions, /5 is a small quantity, determin-
ing the magnitude of the range. 

In alternatives (a) and (b), the idea is to produce one 
voltage which contains u and y in such a way that the 
zero-value of this voltage cannot be obtained unless the 
voltage u as well as y is zero. 

In alternative (c), which has been chosen as the most 
suitable one for the computer, the restriction that u 
and y have to be small at the same time has been more 
properly considered. The principle implies two identical 
zero indicators and a gate (Fig. 1). 
The zero indicators correspond to the primary condi-

tions l ul 58 and lvi5S (Fig. 4). Each zero indicator 
produces a pulse of the same duration as the time during 
which the corresponding sine or cosine sum voltage lies 
within a strip limited by two narrow levels on each side 
of the zero level, at distances +6 from this level. 

Fig. 3(a) shows that condition (c) is satisfied within 
a small square of side 28 and which the origin at its 
center. With this square in the u, y-plane correspond cer-
tain areas, the root-"points," in the z-plane. These areas 
may have different shapes, depending on multiplicity of 
roots. These root-"points" can be studied from (4). 

In case of a root of multiplicity 1, there is a conformal 
mapping of the u, y-square on a square in the z-plane 
(Fig. 3(b)). Such squares corresponding to simple roots 
may be rotated, and their scales may be different. 

In case of a root sk of multiplicity 2, the product ex-
pression (4) can be written as 

1 
(z — zk)2 = w — • 

In the immediate vicinity of the root zk, the remaining 
product II' can be regarded as a constant. The trans-
formation of the w-plane into the z-plane is now two-
valued in the vicinity of the root. Thus the w-square is 
transformed into an octagon limited by hyperbolic seg-
ments (Fig. 3 (b)). 

o 

mviiipiicily•MulIipIici1 2 

o 

b. 
Fig. 3—(a) Scaled up zero-range in the w-plane. At the indicated 

zero-passage of the voltages  (u, v), the pulse from the u-zero-
indicator will appear in the ------- marked part and the 
pulse from the v-zero-indicator in the    marked 
part. Thus the gated selector pulse can only appear when (u, v) 
lies within the zero-range square with the side 2•5 and the origin 
at its center. (b) Scaled up root-"points" in s-plane. "Point"-
structure is shown for roots of multiplicity 1 and 2 respectively. 

In the general case of multiplicity m, the root-"point" 
is limited by a contour having 4 m right angles. 

So, the only possible place where a certain root-
"point" can appear lies within a small area with approx-
imately the same small dimension in all directions. 

Zero-indicator 

The principle of operation of the zero-indicator is 
shown in Fig. 4. It consists of two regenerative com-
parators with a small difference 2S between their turn-
over levels, and ol a switching circuit. 
As comparators, use is made of cathode-coupled bi-

stable multivibrators with compensation for the 
hysteresis-effect.8 This compensation is achieved 
through the incorporation of a negative feed-back con-
nection through a tube which acts as a delaying device. 
Each comparator delivers two output voltages which 
are complementary to each other, el and el', e2 and eel, 
respectively. 

Ledgren, L., Swedish patent application No. 6147/51 of July 
19, 1951; device for a bistable multivibrator. 
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Fig. 4—Principle of zero-indicator. 

The design of the switching circuit will now be dis-
cussed according to the theory of switching functions.9 
The switching circuit is to realize a switching function 
f(ei, e2) of the two variables el and e2 from the com-
parators. el and es are themselves switching functions, 
i.e., the corresponding voltages have only two stable 
states: high, H, and low, L. There are four possible 
combinations of el and e2: H, H; H, L; L, H; and L, L. 
According to the above, it is desired that f(ei, e2) shall 
be low (Fig. 4) when the input voltage to the zero indi-
cator is entirely on one side of the indicating strip, i.e., 
when el, es is H, H or L, L. Furthermore f(el, e2) shall 
be high when the input voltage lies within this strip, 
i.e., when el, e2 is H, L or L, H. The following three 
switching functions thus meet these requirements: 

H 

11 

ez 

H 

H 

.12 

H 

.13 

H 

Substituting 1 and 0 as H and L respectively, we get 
the normalized forms of the three functions 

fi = 

12 = 

13 = 

(e' = 1 — e) 

el'e2 4- eie2'. 

The switching function of a single triode and pentode 
is evidently T(el) =1— el= el' for the triode, and 
P(ei, e2) =1 —eie2 for the pentode, where ei and es are 
applied to the control and suppressor grids, respectively. 
Combining two or more switching tubes in such a way 
that they share a common plate resistor yields a circuit 
with a switching function that is the product of the 
single tube functions. 
From this the realization of fi and fs will be evident. 

They are both realized as two triodes sharing a common 
plate resistor. The inputs are then e2 and es, e2t 
respectively. 
When realizing the function 13, we transform it into 

• "Synthesis of electronic computing and control circuits," The 
Staff of Computation Laboratory, Harvard University Press, Cam-
bridge, Mass.; 1951. 

Oufpui 
voila e 

Zero-level 
Turn-over level 

/ of comporalor 1 

Turn-over level 
of corn po ro-lor 2 

--- — 
Time 

Time 

a product. By ordinary rules of computation we obtain 

13 = el'e2 ele2' = 1 — — ele2. 

To this expression can be added the quantity el'e2'ele2, 
which is always zero. Thus 

13 = 1 — el'e2' — el'e2'ele2 

= (1 — ei'e2')(1 — ele2), 

where each parenthesis represents a pentode function. 
Consequently f3 can be realized as two pentodes sharing 
a common plate resistor. 
The switching circuit that realizes fa has been chosen 

for the computer because this switching circuit is more 
convenient for a variation of the small difference 28 
between the turn-over levels of the two comparators. 

Gate 

The gate in which the two positive zero-indicator 
pulses produce a negative selector-root pulse is a single 
pentode. The sign of the selector-root pulse is changed 
in a summing amplifier which adds the comparison-root 
pulse. Thus the selector pulse is positive at the grid of 
the cathode-ray tube, and the corresponding values 
(r,, 44) are picked out. 

NORMALIZATION OF THE EQUATION 

Prenormalization 

The numerical quantities, which correspond to elec-
tric voltages in the computer, cannot be unlimited. 
Thus the roots and the coefficients of the equation 
have to be normalized, and the number 1 is chosen as 
an upper limit for their modulus. 

For normalization of the quantity r, an upper limit 
for the modulus of the roots is needed. Such upper 
limits can for instance be obtained in the following 
manner:' 

Equation (1) can be written as 

w(z) ± • • • ± A o = O. 

Let I A ,I max be the highest modulus. Then 

w(z) I 
> 1 — A, rnaxEz z 1-2 + ± z 

z" 
1 — Izi 

= 1 — 
s I — 1 
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If it is possible to find a value of I zl which makes 
the right member positive, this member will be positive 
for all larger I zl -values. Thus this value has to be an 
upper limit for the modulus of the roots. In particular, 
the value 

1+1 A,I=tx, (5) 

which meets this condition, is an upper limit. 
Very often an upper limit smaller than (5) can be 

found, if this formula is not applied to z itself, but to 
z =biu, where µ is a real constant, and u is a new vari-
able, the upper limit of which is to be found. With this 
substitution, the equation becomes 

An-1 Ao 
un — un-' + • • • ± — = 0, 

where 1.t is chosen to be = el A .4 and vis the value 
that gives the greatest Thus none of the moduli of 
the coefficients of the above equation is greater than 1, 
and hence an upper limit of I ul is 2. This corresponds 
to 

2 N/7-._,1 (6) 

as an upper limit of I zi. 
In normalizing, the first thing to do, before the 

equations are set on the input table of the computer, is 
to choose the lower of the two limits (5) and (6). We 
denote this limit by M. We then substitute Mu for z 
and, if necessary, all the coefficients of the equation are 
divided by a common factor so that their moduli do 
not exceed 1. 

Renormalization 

When simulating the different terms of equation sys-
tem (3) in the machine, each term is affected with a 
certain error of about 0.1 per cent of the maximum term 
value 1. To ensure high accuracy in determining the 
roots, it will thus be necessary to make the "term level" 
as high as possible. This is achieved by keeping the 
"root level" as well as the "coefficient level" high. 
A high root level can be obtained by limiting the 

range of the variation quantity z. This is performed by 
introducing a lower bounding circle with the radius 
R( <1), whereby only the roots with moduli between R 
and 1 are indicated. The equation is then renormalized 
by substituting Rzi for z. In this way also the roots zi 
are indicated in the high-level interval, R to 1, of the 
modulus. The renormalization is then repeated by sub-
stituting Rzo for zi, and so forth. Thus the complete 
variation range of the roots of an equation is covered 
and the roots are determined with an accuracy which 
increases with increasing R. With regard to the highest 
degree of the equations to be treated in this computer, 
(eight), and to the magnitude of the term errors (0.1 per 
cent of unity) the value is chosen for R. 
A high coefficient level is obtained by multiplying 

all the coefficients by a common factor 2k. at the sth 

step of substitution: for z,_1. This factor 2k.(k, an 
integer) is determined in such a way that the highest 
coefficient modulus will lie in the high-level interval 

to 1. 
These two operations are performed in a separate 

normalizing device where, at the sth step of renormaliza-
tion, the vth coefficient modulus is multiplied by a 
number 2(k.--0. 

Normalizing device 

The purpose of the normalizing device is to give the 
renormalized moduli a,2k-', i.e., the device is also used 
for setting the moduli a,. Because of this a modulus is 
set in the form 

a = (1 ± a)2- nt, 

where a is continuously variable within the limits 
0<a 1, and m is an integer between 1 and 11. Each 
value of a between 1 and 1/2048 can thus be obtained 
by means of one, and only one, combination (m, a). 

m +I 

To modulolor Mod y 
- 

 ibev i 

•-r 
I I 
I I 

I I 

I I 
I  J 

• 100 V 

•  
e 

10 

R„, = 2 R 

Fig. 5—Normalizing unit. The voltage fraction: 1 +a/2". is obtained, 
where aR is the lower part of the potentiometer resistance R. 

In Fig. 5 a normalizing element is shown. The mth 
position of a switch selects a voltage-divider consisting 
of three elements connected in series, a resistor R, a 
linear potentiometer having a total resistance of R, and 
a resistor of the value 2R(2"-' —1). Thus a potentiome-
ter setting a will give a voltage fraction of (1+a)2-"' 
(which is fed to the modulators). 
When first setting a coefficient a the corresponding 

values (a, m) are taken from a table, a is set on the 
potentiometer and is left unchanged when the equation 
is renormalized. m is set on the switch. Renormalization 
is then performed by turning the vth switch v steps. The 
step-numbers are marked on the dial of each switch. 
All the switches are then turned backwards a certain 
number of steps until one of them reaches the position 
of highest voltage level, where m=1. 
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The normalization device will ensure a rather good 
constancy of the percental accuracy of the roots. The 
normal error is of the magnitude of one per cent of 
the modulus of the root. However, when the roots are 
lying very near to each other, as for instance in the 
case of a root of high multiplicity, the error will be 
greater. Otherwise, when the roots are well separated, 
the error will be smaller than the indicated value of 
one per cent. 

CONCLUSIONS 

The ideas of this computer were first conceived in 
1947. With some interruptions, development and design 
has been going on since 1948. The building of the first 
machine is now completed; the total number of tubes 
exceeds 200 slightly. The computer is rather spaciously 

built, but a more commercially designed computer 
could probably be made much smaller. In such a design, 
it will be of value to replace the normalizing switches 
with relays, whereby a complete renormalization can be 
performed merely by pressing a button. 

In 1950 Glubrecht of Germany published a work on 
a computer designed for high-degree equations,'° in 
which the same principle is used as has been presented 
previously.' His work, however, is based on two Ger-
man patent applications of 1942 and 1943. Unfortu-
nately, as he has recently informed me, his computer as 
well as the two patent applications were destroyed dur-
ing World War II. 

'0 H. Glubrecht, "Elektrisches Rechengerât für Gleichungen 
hüheren Grades," Zeits. far angewandtc Phys., p. 1; January, 1950 

Sketch for an Algebra of Switchable Networks* 
JACOB SHEKELt, ASSOCIATE, IRE 

Summary—A network containing switches is equivalent to a 
number of networks that differ in the values of their components, in 
the arrangement of the components, or in both respects. When ana-
lyzing or synthesizing such a network, one may treat each different 
network by itself, and then combine the results. This paper describes 
a method by which the different aspects of a switchable network may 
be treated simultaneously. 

The mathematics by which the network is treated is a combina-
tion of ordinary field algebra (complex numbers) and Boolean alge-
bra. The mathematical foundation is first laid out, then interpreted 
in terms of switchable network elements. The paper is concluded 
with some examples of analysis and synthesis of switchable networks. 

pROBLEMS IN NETWORK algebra (analysis 
and synthesis) are usually patterned as: "Given a 

  certain configuration of network elements, what 
are its properties?" or, "To realize certain properties 
(subject to realization conditions), what is the required 
network configuration?" The numerical values of the 
network elements are a secondary consideration, that 
concerns only the final arithmetical stage of the compu-
tation. In this sense, network algebra deals with 
generalizations, treating different numerical values in 
one expression. 

Is it sometimes desirable to go one step further in gen-
eralization, and treat networks of different configura-
tions simultaneously I The answer depends on the degree 
of similarity between the different configurations. It is 
doubted if anyone will build a network that changes, by 
the flick of a switch, from an FM discriminator to a low-
noise IF preamplifier; on the other hand, the change in 
bandwidth of a band-pass filter is more readily realized 
by switching one or two elements than by constructing 

* Decimal classification: R143. Original manuscript received by 
the Institute, October 6, 1952; revised manuscript received February 
13, 1953. 
t 8 Ben Yehuda St., Haifa, Israel. 

two different filters. Similar considerations apply to the 
mathematical approach to analysis-synthesis. There is 
little use in simultaneous treatment of widely differing 
networks, but it is a waste of effort and time to treat 
networks separately when they share many features. 
However, there is no sharp line of demarcation between 
both categories; the examples cited are rather extreme 
ones. 

This paper describes an algebra that may be applied 
to switchable networks. The term switchable network is 
used to describe a network that contains switches that 
are set to definite positions before applying power to the 
network, but are not switched over during operation. 
This algebra, therefore, does not treat transients that 
appear when switches are switched during the operation. 
A switchable network is equivalent to a number of net-
works, any one of which may be selected before opera-
tion by setting the switches. Each of these networks will 
be termed an aspect of the switchable network. We as-
sume that if a number of networks are constructed as 
aspects of a switchable network, they deserve to be 
treated as such in analysis-synthesis processes. 
The paper first describes the algebra, which is a com-

bination of the algebra of fields (algebra of complex 
numbers, to represent the network elements) and Boo-
lean algebra (to represent the switches).' To follow the 
presentation, it is not necessary that the reader be 
grounded in Boolean algebra, as the necessary rules are 
mentioned or developed in this paper wherever needed. 

1 Boolean algebra is treated in many textbooks on Higher Alge-
bra, e.g., G. Birkhoff and S. MacLane, "A Survey of Modern Alge-
bra," McMillan; 1941. A concise summary of the algebra, and its 
application to switching networks may be found in C. E. Shannon, 
"Synthesis of Two-Terminal Switching Networks," Bell Sys. Tech. 
_Tour., vol. 28, p. 59; January 1949. 
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In the second part of the paper the algebraic expressions 
are interpreted as combinations of network elements 
and switches, and in the third part some examples of 
analysis and synthesis are presented. 

MATHEMATICAL FOUNDATION 

Qualification 

Let A, B, C ... be elements of an algebraic field 
(e.g., complex numbers), with the ordinary meaning for 
the operations of addition and multiplication. Let 
x, y . . . be elements of a Boolean algebra, with addition 
defined by 

0 -F 0 = 0; 1 + 0 = -I- 1 = 1 -I- 1 = 1, 

.tn(I multiplication by 

1.1 = 1; 1.0 = 0.1 = 0.0 = 0. (2) 

A juxtaposition of a Boolean element and a field ele-
ment, like xA, is defined as a complex number, having 
two aspects depending on x: 

xA = {A, when x = 1 
(3) 

0, when x = 0. 

(1) 

The operation of x on A, as defined by (3), will be 
termed qualification2; x, the qualifier, qualifies A, and xA 
is a qualified complex number. Qualification, in this sense, 
enables simultaneous treatment of cases where the com-
plex number A is present or absent. The value of the 
qualifier indicates whether A is "in" or "out." 
The qualified numbers are equal if, and only if, the 

qualifiers and qualificands in both numbers are equal: 

xA = yB if, and only if, x = y and A = B. (4) 

The equality of x to y is to be interpreted, of course, in 
the sense of Boolean algebra. 
From (2) and (3) the following equalities are evident: 

(xA)B = A (xB) = x(A B) = xAB 

x(yA) = y(xA) = (xy)A = xyA 

(xA)(yB) = (yA)(xB) = (xy)(AB) = xyAB 

(5) 

(6) 

(7) 

where the last expression in each equation is a short no-
tation for all the other expressions in the same line. 
Qualification is associative and commutative with Boo-
lean muitiplication and complex multiplication. 
By direct application of (3) 

x(A -F B) = xA xB, (8) 

so that qualification is distributive over complex addi-
tion. On the other hand, 

(x y)A xA -F yA, (9) 

for, when x =y =1, 

(x y)A = A, 

xA yA = A + A = 2A. 

2 In the same sense as a statement is qualified. 

Qualification is not distributive over Boolean addition. 
If x and y are mutually exclusive, so that both will 

not have the value of 1 simultaneously, (9) may be an 
equality. Such an interdependence may be expressed by 
the relation xy =0, and examples of such mutually ex-
clusive qualifiers are given in (11) and (19). 

The Complement 

In Boolean algebra, each element x has a complement 
x', 

x -F x' = 1 

xx' = 0 

(10) 

(11) 

so that when either x or x' is 1, the other is 0. 
Applying this to qualification, 

xA -F s'A = A. (12) 

The combination xA -1-x1B is a qualified number having 
two nonzero aspects, 

xA -F x'B 
jA, when x = 1 

tB, when x = 0. 
(13) 

Qualified Functions 

Any function of complex numbers, in which some or 
all of the complex numbers are qualified, is a qualified 
function. The qualifiers are indicated in the functional 
notation, as in 

x.4 y sin x'B 
f(x, y; A, B, C) =   (14) 

BC — log (y'A — B) 

Assigning values of 1 or 0 to the qualifiers selects one 
aspect of the function: 

A 
1(1, 0; A, B, C) =   (15) 

BC — log (A — B) 

A function with n bi-valued qualifiers has 2" aspects. 
Any qualified function may be expanded about a qual-

ifier, as 

f(x, y, • • • ; A • • • ) = xf(1, y, • • • ; A • • • ) 

s'f(0, y, • • • ; A • • • ) (16) 

To prove this equality, compare both sides of the equa-
tion when x =1, and when x=0. In each case, the left-
hand side becomes identical with one term on the rignt-
hand side, while the other term reduces to zero. 
Each of the qualified functions on the right-hand side 

of (16) may be expanded about y, 

fix, Y• • • • A • • • ) = 1, • • • ; A • • • ) 

▪ xy' f(1, 0, • • • ; A • • • ) 

▪ s' yf(0, 1, • • • ; A • • • ) 

• x'y'f(0, 0, • • • ; A • • • ) (17) 

and so on, so that any qualified function may be ex-
panded into a sum of its 2' aspects, each of them suita-
bly qualified. 
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A simple application of (16) is the division by a quali-
fied number, 

1 1 1 
= x — — • 

xA x' B A 

(Division by xA alone falls under the same restrictions 
as division by zero.) 

Identities (8) and (12), when read from right to left, 
are further special cases of the general expansion (16). 

Multivalued Qualification 

Consider a set of n interdependent Boolean elements, 

xi (i = 1, 2, • • • n) 

subject to the conditions 

X1 + x2 -I- • • • + x. = 1, (18) 

xx = O (i j). (19) 

From (1) and (18), at least one of the xi must be 1; from 
(2) and (19), only one xi may be 1. This set then has the 
property that one, and only one, of its elements has the 
value 1, and all others are O. 
The qualified number 

x2A2 ± • • • -I- xnA„ (20) 

has n aspects, and is equal to A i when xi = 1. 
A qualified function containing multivalued qualifiers 

may be expanded as follows: 

((xix2 • • • x„; A • • • ) = xif(1, 0, • • • 0; A • • • ) 

▪ x2f(0, 1, • • • 0; A • • • ) 

+... 

▪ xflf(0, 0, • • • 1; A • • • ). (21) 

This equality is proved by putting each x, = 1 in turn 
and comparing both sides of the equation in each of the 
n aspects. 

INTERPRETATION 

A switchable network presents different aspects, de-
pending on the positions of its switches. Each of the net-
work functions (input and transfer impedances and ad-
mittances, transfer ratios, etc.) or properties (resonant 
frequencies, bandwidth, etc.) may be expressed as a 
qualified function, containing qualifiers that depend on 
the position of the switches. As the impedances and ad-
mittances (or, in short, immitancess) of the network ele-
ments are the building blocks for the network functions, 
the basic elements to form those qualified functions are 
the qualified immitances. 
The general problem in analysis is then, "Given a 

network containing qualified immitances, find the qual-
ified network functions"; and in synthesis, "Given a 
qualified network function, with each of its aspects pass-
ing tests for realizability, construct a network contain-
ing some qualified immitances that realizes function." 

' H. W. Bode, "Network Analysis and Feedback Amplifier De-
sign," p. 15, D. Van Nostrand Co., New York, N.Y.; 1945. 

Qualified Admittance 

The series combination of an admittor Y and a switch 
(Fig. 1) has an admittance Y or 0 according to the posi-
tion of the switch. The admittance of the combination 
may therefore be expressed as a qualified number xY, 
with x=0 corresponding to an open switch, and x 
to a closed one. The "x=0" in the caption to Fig. 1 indi-
cates the position of the switch as drawn in the figure. 
All illustrations in this paper will contain a similar indi-
cation as to which particular aspect of the network is 

illustrated. 

Y 

Fig. 1—Qualified admittance x Y. (x=0). 

Y qualified by the series combination of two switches 
x and y is equivalent to x qualifying y Y, or y qualifying 
x Y. By (6), the combination has an admittance xyY 
(Fig. 2). 
Y qualified by a parallel combination of x and y (Fig. 

2) has the admittance Y when either x or y or both equal 
1; the necessary qualifier, according to (1), is x-1-y. 

-----2"0-0---4".-Nw-
x y 

(x+y)Y 

Fig. 2—Product and sum of admittance qualifiers. (x=0). 

The top part of Fig. 3 shows a parallel combination of 
two qualified admittors. The admittance of the combi-
nation is the sum of the separate qualified admittances. 
The second combination in Fig. 3 is similar to the first, 

X Y 
1 

Y1   

x o NVN., 

+)Y2. 

xYl+x ' Y2_ 

Y 

Fig. 3—The complement. (x=0). 

only the two qualifiers are interdependent, being parts 
of a change-over switch: when either x or y is 1, the 
other is O. y is the complement of x. 
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x(Yi 

X Yz 

xY1 + xY 

--/VV\r— 

+ x'Y 
Fig. 4—Some identities of qualification. (x=0). 

Fig. 4 illustrates identities (8) and (12) as interpreted 
by qualified admittances. 

Qualified Impedance 

The parallel combination of an impedor Z and a 
switch (Fig. 5) has an impedance Z or 0 when the switch 
is open or closed, respectively. The impedance of the 
combination is expressible by xZ, when x= 0 corresponds 
to a closed switch and x=1 to an open one. 

2 

Fig. 5—Qualified impedance xZ. (x =1). 

(>cty)z 

Fig. 6—Product and sum of impedance qualifiers. (x=1). 

Z qualified by the parallel combination of the switches 
x and y has an impedance xyZ, being equivalent to qual-
ifying yZ by x or xZ by y. Z in parallel with the series 
combination of x and y has an impedance of (x+y)Z, 
because the impedance is Z wherever x or y or both are 
open (Fig. 6). 

X IZ 

—We— —MIN..--
1 z2_ 

)(21-4-yZz 

--e—Wi )(714-WZ A 
4 

z4 Z 
I Z 

Fig. 7—The complement. (x=1). 

Figs. 7 and 8 illustrate the same relations as in Figs. 3 
and 4, interpreted by qualified impedances. 

Duality 

There is an evident duality in interpreting the quali-
fied numbers by impedances or admittances, as sum-
marized in the following table. 

xA is an element with a switch in 
x=1 corresponds to a switch that is 
x =0 corresponds to a switch that is 
xy are two switches connected in 
x+y are two switches connected in 

Interpretation by 
Admittances Impedances 

series parallel 
closed open 
open closed 
series parallel 
parallel series 

This duality is a direct result from the dualities of Boo-
lean algebra' and of network algebra.' The usual duality 
relations of network algebra apply to switchable net-
works, with the addition of the duality between an open 
switch and a closed one. Figs. 1-4 show networks that 
are the duals of those in Figs. 5-8.5 

••••• 

Z1 

x2 4- xZ 
1 

z 

Fig. 8—Same identities as in fig. 4, interpreted by impedances. 
(x=1). 

4 E. A. Guillemin, "Communication Networks," vol. II, p. 246; 
John Wiley and Sons, New York, N. Y.; 1949. 

While figs 1-4 show the x=0 aspect, figs. 5-8 show the x=1 
aspect. If all figures were showing the same aspect, duality would be 
complete, with an open switch in figs. 1-4 corresponding to a closed 
switch in figs. 5-8, and vice versa. 
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Multiposition Switches 

Four admittors, A, B, C and D are shown in Fig. 9, 
qualified by five interdependent qualifiers that are parts 
of a five-position switch. At any position of the switch, 
one of the qualifiers is 1, and all the others are O. The 
qualifiers may be members of a 5-set described by (18) 
and (19). Any n-position switch corresponds to such a 
set of n interdependent admittance qualifiers. 

o 

Fig. 9—Multivalued qualification. The qualified admittances in-
dicated are the admittances between the switch pivot point and 
the corresponding terminals on the right. A, B, C, D are ad-
mittance values. (x1=1). 

The dual set of impedance qualifiers would call for a 
switch where, at any setting, all contacts but one are 
closed. Such switches not being in general use, any net-
work problem involving multiposition switches will be 
analyzed on an admittance basis. 

Fig. 10—A switch that does not qualify any immitance. 

The Auxiliary Immitance 

In some networks, a switch may span the branch be-
tween two nodes, without having any element in series 
or in parallel (Fig. 10). It may also happen that in a net-
work analysed on the admittance basis, a switch is in 
parallel with an admittor; o‘ta series switch appears in a 
network treated on the impedance basis. In all these 
cases, the difficulty may be by-passed by assuming an 
admittance (or impedance) whose value will finally tend 
to infinity, in series (parallel) with the switch. We will 
designate the value of this auxiliary impedance or ad-
mittance by S (for Switch). The impedance or admit-
tance of the switch will be xS, with x=1 corresponding 
to an open switch in the impedance case and to a closed 
switch in the admittance case. 
S is then a number that, when unqualified, tends to 

infinity, although xS is zero for x=0. This number 
should be dealt with carefully, if paradoxes are to be 
avoided. The following examples show some "legiti-
mate" uses: 

x'S. 

917 

(22) 

(23) 

The interpretation of qualified numbers could start 
from this xS representing a switch. The series combina-
tion of a switch and an admittor Y would then be com-
puted to have the admittance 

1 xSY SY 
 — x + x'0 = xY, 

1 1 xS + Y S + Y 

xS Y 

the last expression being the result of S tending to in-
finity. All other results enumerated in the interpretation 
sections might have been reached similarly in this round-
about formal method. The shorter method presented 
here, starting with qualified immitances, and using S in 
emergencies only, seems more practical and easier to 
apply. One can analyse a switchtable network by putting 
an "xS" for every switch, but the lumping of switches 
with other elements leads to shorter computations. 

Fig. 11— Switchable network. A, B, Care admittance values. 
(x 

APPLICATIONS 

Analysis 

The first example is a very trivial one, chosen to illus-
trate the manipulation of qualified numbers. 
A switchable network is shown in Fig. 11, and it is 

required to find the input admittance between node 1 
and ground, and the voltage transfer ratio from a source 
at 1 to node 2 (both voltages referred to ground). 
We will analyse the network on an admittance basis. 

A is qualified by x, C by x', and there is a switch yS in 
parallel with B. The admittance matrix of the network 
is 

Y= 
xA--1-B1-yS —B—yS I 

— B — yS x'C B yS 

and its determinant 

I Y I = (xA B yS)(x'C B yS) — (B yS)2 

= (B yS)(xA x'C) (25) 

where we have used the relation xx' = 0. 

(24) 
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The input admittance at node 1 is computed as 

(B + yS)(xA + x'C) 
I in = 

x'C B yS 

The result may be left in this form, if it is needed for 
further computations; or it may be expanded as in (17), 
to present the four aspects explicitly: 

(B S)A BA 
Vin = xy  + xy1 — 

B + S B 

(B + S)C BC 
+ x'y  x'y'  

C + B +  13 + C 

BC 
= xyA + xy'A + x'yC + x'y' B + (27) 

C 

(26) 

The last line follows from the preceding one by letting S 
tend to infinity. In this simple example the results may 
be checked easily, by inspection, e.g., in the aspect 
shown in Fig. 11 (x =y =0), = [BC/(B+C)]. 
The voltage transfer ratio may be written compactly 

V2 B + yS 
(28) 

VI x'C B + yS 

or expanded 

V2 
— = 

VI 

B + S B B + S 
xy + xy' + x'Y  B + S B C + B + S 

x'y' 
C + B 

= xvl + xy'l + x'yl + x'y'  
B + C 

(29) 

Synthesis of Interconnections 

This example is based on the circuit of a DC Crystal 
Checker,e with certain simplifications. 

Problem: construct a network to test an unknown ad-
mittor X, so as to find its resistance by a simple ohm-
meter measurement, and also to find the current through 
it under a voltage of 1 volt (X is aàsumed to be nonlin-
ear). The measurement will proceed in four steps (Fig. 
12): 

1. A 1.5-volt dry cell is connected through a variable 
resistor to the meter M (1 mA full scale, 100 ohms inter-
nal resistance), and the reading set to full scale (zero 
ohms). 

2. The unknown is inserted and its resistance read on 
the scale of ohms. 

3. The network is arranged as in aspect x8=1 of Fig. 
12 and the meter reset to full scale. 

4. The meter is interchanged with the 100 ohms re-
sistor and the current through the unknown is read. 
Since the internal resistance of the meter is also 100 
ohms, the voltage set in step 3 will not change. 

• H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," p. 298, 
fig. 9.39; Radiation Laboratory Series, vol. 15, McGraw-Hill, New 
York, N.Y.; 1948. 

100 

It is required to build this network with a 4-position 
switch. Synthesis will follow general method of Kron.7 
We first construct the "primitive" network, where all 

the elements are disconnected (Fig. 13). The final net-
work will result from different interconnections of these 
elements. Some of the elements are not passive linear, 
but when analysing interconnections only we may sub-

7-4- 

X 100 

Fig. 12—Four aspects of tt switchable network to be synthesized. 

stitute linear passive elements for the battery and series 
resistor, the meter and the nonlinear unknown. We use 
the letters B, M, X, D, E to designate the admittance 
values of those substitute admit-tors, as shown in rig. 13. 

E 

D 
Fig. 13—The -0,-imitive" network. 

The admittance of the primitive network is the diag-
onal matrix 

B 

0 M 

0 0 

0 0 

0 0 O 

O 

o 
E 

o 

o 

o 

O 

o 
O 

o 
D 
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The voltages across the five elements, VB, VM, • • • 
VD after the interconnection are interdependent, and 
may be expressed as linear combinations of the inde-
pendent voltages VB, VM and V. For example, in as-

pect 4 of Fig. 12, 

VB =VB 

173i = VM 

VE = 

V X =17B—VM 

VD =VB 

Vg (31) 

A = 

1 0 0 

XI X2 ± X3 ± X4 0 

0 0 1 

X2 ± X3 + X4 (X2 + X4) — Xs 

X3 ± X4 — X3 — X4 

. (34) 

The admittance of the network is obtained from the 

primitive admittance by 

Y = ÁVOA, (35) 

E where A is the transpose of A. 

Y= 

1 xi 

0 x2 + x3 + x4 0 

o 0 1 

B 0 0 0 0 

0 M 0 0 0 

0 0 E 0 0 

X2 + X3 + X4 X3 + X4 

X 
• 

(X2 ± X4) 

— X3 

1 

XI 

O 

0 0 0 X 0 x2 + xa + x, 

0 0 0 0 D XS+ x4 

B x2111 ± (x2+ x3+ x4)X ± (x3+ x4)E 

—(x2+ x4)X — x3E 

— x3X — x4E 

— X3 

— X4 

o o 

X2 + X3 + X4 o 

o 1 

—(X2 + X4) — X3 

— 53 — X4 

—(52+ x4)X — x3E 

(x2+ x3-1- x4)M + (X2 + x4)X + x3E 

O 

corresponding to a transformation matrix 

A= 

1 0 0 
0 1 0 
0 0 1 
1 —1 0 
1 0 —1 

(32) 

Similar matrices may be written for the other aspects, 
resulting in a qualified transformation matrix: 

A = Xi 

+ x3 

1 0 0 

1 0 0 

O 0 1 

0 0 0 

O 0 0 

1 0 0 

0 1 0 

0 0 1 

1 0 —1 

1 —1 0 

+ 52 

+ 54 

1 0 0 

O 1 0 

0 0 1 

1 —1 0 

O 0 0 

1 0 0 

0 1 0 

0 0 1 

1 — 1 0 

1 0 —1 

— x3X — x4E 

O 

D x3X x4E 

. (36) 

Identities (6), (7) and (19) have been applied to derive 
the final result. (36) is the admittance matrix of the net-
work shown in Fig. 14. When, B, M. . . etc. are trans-
lated back according to Fig. 13, and the qualifiers are 
represented by switches, the final result of the synthesis 

is as in Fig. 15. 

(x2+xit.)X x3X 

Fig. 14—Result of synthesis. 

Synthesis of a Transfer Function 

Our third example is based on a problem treated by 
• (33) Guillemin.8 The paper describes the synthesis of an RC 

network, having' 

The last expression is the expansion of a single qualified 
matrix, that may be obtained by appropriately qualify-

ing each element of each matrix in (33) and adding the 
matrices. The result is 

8 E. A. Guillemin, "A Note on the Ladder Development of RC 
Networks," PROC. I.R.E., vol. 40, p. 482; April 1952. For the deriva-
tion of the network constants see also, E. A. Guillemin, "Communica-
tion Networks," vol. II, pp. 211-216, John Wiley and Sons; 1948. 

We will designate impedances and admittance by capital 
Z's and Y's, respectively (instead of lower case z and y as in the orig-
inal paper) so as not to confuse them with qualifiers. The lower case 
s appearing in the equations is the complex frequency. 
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Y12 

(s + 1)(s + 3)(s + 5) 
Y22   

(S + 2)(s + 4)(s + 6) 

(s + 2.5)2(s + 7) 

(s + 2)(s + 4)(s + 6) 

›C 

900 

100 

0-

o 

Fig. 1.5-Interpretation of fig. 14. (xi =1). 

(37) 
In this stage of the synthesis, the partly developed net-
work has the form of Fig. 17. The next cycle should pro-
vide a transmission zero at s= -7-xi. This is the first 

(38) time that the qualifier appears in the computation, so at 
this point we break away from the original paper, though 
still following its method. 

0.714 O. kiltif. 

We will modify the problem, by introducing a switch to 
shift the zero of Y12 from s= -7 to s= -8, without 
changing Y22. (38) is then replaced by 

(s + 2.5)2(s + 7 + xi) 

(s + 2)(s + 4)(s + 6) 

The original network treated by Guillemin becomes the 
x=0 aspect of the required switchable network. 

Y12 = (39) 

Fig. 16-Any 2-aspect network may always by synthesized in 
this way. 

Any switchable network, all of whose aspects comply 
with the realizability conditions, may always be real-
ized as in Fig. 16, realizing each aspect separately and 
combining them with switches. But as the two aspects 
of Y12 have so much in common, this trivial method is 
not economic, and we will proceed to realize both as-
pects simultaneously. The procedure follows Guillemin's 
paper, step by steo, and the reader is advised to refer to 
Guillemin's paper while reading the details of the fol-
lowing example. 

Guillemin develops Yn as a ladder and provides a 
double zero of transmission at s= -2.5, leaving a re-
mainder ((16) in his paper) 

1.77(s +5.193) 
Ziv =   (40) 

(s -I- 4.25) 

-1-
• 

re \ 

o 

Fig. 17-Up to this point, the synthesis follows that in 
Guillemin's paper. 

The value of Z" at the required zero is 

1.77( - 1.807 - xt) 
-   - x1.325 + x'1.163 

(- 2.75 - xi) 

= 1.163 + x0.162. (41) 

In the last step we applied (8) and (12). 
This value, in both of its aspects, is less than Z"(co) 

so it may be removed as a series resistance 

Z6 = Rs = 1.163 ± x0.162, (42) 

leaving a remainder 

Zv = Ziv - Z6 

1.77(s + 5.193) 
=-   (1.163+ x0.162) 

s + 4.25 

(0.607 - x0.162)s + (4.249 - x0.689) 

s + 4.25 

Expanding about x, 

x(0.445s + 3.560) + x'(0.607s + 4.249) 

s + 4.25 

x0.445(s + 8) + x'0.607(s + 7) 

s + 4.25 

(0.607 - x0. 162)(s + 7 + xi) 

s + 4.25 

1 s + 4.25 1 
 X  

Z' s + 7 + xl 0.607 - x0.162 

s + 4.25 ( 1 1 \ 
 +   

s + 7 + xl 0.445 0.607) 

(1.648 + x0.599)s + (7.004 + x2.546) 

s + + xl 

(43) 

(44) 
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A parallel conductance may be dropped off, 

7.004 -F x2.546 
Y7 = G7 =  

7 + xi 

= (7.004 x2.546)(x k + 

= x1.194 -I- x'1.000 

= 1.000 -F x0.194, (45) 

and leave 

(0.648 -I- x0.405)s 
y6 = Yv — Y7 = (41) 

s + 7 + xi 

Y6 may be realized by expansion about x, 

1.053s 0.648s 
Y6 = x +   (47) 

s + 8 s + 7 

The final arrangement of Z5, Y6 and Y7 is shown in 
Fig. 18. When Figs. 17 and 18 are joined at the broken 
lines, the final network will result. 

5.155 

Fig. 18—Second part of synthesis, shown in x=0 aspect. The 
two switches are ganged. 

Economy in switches is possible by combining the 
qualifiers of R5 and G7 into one change-over switch. The 
final arrangement requires a double-pole double-throw 
switch, which is not more than what was required by the 
trivial arrangement (Fig. 16) and there is an obvious 
economy in components. 
An alternative realization of Y6 is possible by finding 

the qualified R and C that result in (46). 

1 
R = — x0.950 -I- x'1.543 

0.648 -I- x0.405 

= 0.950 -I- x'0.593 

0.648 -I- x0.405 
C = = x0.1316 -I- xi() . 0926 

7 ± xi 

= 0.0926 -I- x0.0390. (49) 

(48) 

This alternative is shown in Fig. 19. Both switches 
have to be open simultaneously, and therefore cannot be 
combined into a change-over switch. 
The solution of the synthesis problem is not unique; 

but this is true of any problem in network synthesis. 

Fig. 19—Alternative realizations of Y6. (X -= 0). 

CONCLUSION 

The algebra of qualified numbers may be applied to 
treat problems other than switchable networks. The 
following are some examples: 

1. Networks switched by vacuum-tubes that are 
driven to cutoff. The vacuum-tube may be represented 
by a qualified admittance matrix xY, with x=0 corre-
sponding to cutoff and x=1 to conduction biasing. 

2. Small-signal operation of non-linear circuits. When 
a bias is used to shift the point of operation along the 
non-linear characteristic, and provided the bias takes 
only discrete values, the small-signal parameters may 
be expressed as multivalued qualified numbers, as in 
(20). Each value of the bias will then correspond to one 
aspect of the parameter. 

3. In his discussion of feedback amplifiers, Bode" in-
troduces the concept of return difference, which is the 
ratio of the circuit determinants for two different values 
of any given parameter. This may be expressed in terms 
of qualified numbers: In a network containing a quali-
fied component, the determinant is expressed as a quali-
fied function, expanded about the qualifier; the ratio of 
both aspects is the return difference. 

In conclusion, we admit that the algebraic presenta-
tion of qualified number algebra in this paper is not 
mathematically rigorous, but hope that rigour has been 
sacrificed to simplicity of exposition. Also may we point 
out that the list of applications is illustrative rather than 
exhaustive, and the examples shown may not be the 
most striking ones; for, as its name implies, this paper 
is only a sketch of an algebra and its applications. 

" H. W. Bode, loc. cit., pp. 47-51. 
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The Transvar* Directional Couplert 
KIY0 TOMIYASUI, MEMBER, IRE, AND SEYMOUR B. COHN§, SENIOR MEMBER, IRE 

Summary—A new directional coupler capable of transferring 
variable amounts of power (0 to 100 per cent) from one waveguide to 
another is described and analyzed. The coupling element in this 
coupler is a long slot containing a grid of wires in the common narrow 

wall of the two waveguides. The coupler can carry nearly the full 
power of the waveguide and has been used for a variable high-
power divider as well as in a variable high-power attenuator. The 
quantitative theory presented agrees closely with the experimental 
results. 

INTRODUCTION 

DIRECTIONAL COUPLERS which can couple 
or transfer up to the total power from one guide 

  to another have been previously described.1.2 
The coupling elements of these couplers are in the com-
mon broad wall of the two waveguides. A new total-
power-transfer directional coupler which has a variable-
length coupling element in the common narrow wall 
has been designed and tested. The coupling element 
consists of n closely spaced, identical apertures or, 
alternatively, n —1 grid wires as shown in Fig. 1. The 

Fig. 1—Cutaway of the Transvar directional coupler. 

sum of the two directive powers, P1 and P2 is equal to 
the input power Po. By a suitable shutter arrangement 
to be described, the degree of coupling can be changed 
by varying the effective length of the coupling region. 
Because it is possible to transfer variable amounts of 
power, from 0 to 100 per cent, this coupler has been 
called the Transvar coupler. In the ensuing sections, a 
brief description and applications of the Transvar 

* Trade Mark of the Sperry Corp. 
t Decimal classification: R310.4. Original manuscript received 

by the Institute, September 9, 1952; revised manuscript received, 
February 6, 1953. Presented at the 1951 IRE National Convention. 
I Microwave Components Dept., Sperry Gyroscope Co., Great 

Neck, L. I., N. Y. 
§ Head, Microwave Group, Stanford Research Institute, Stan-

ford, Calif. Formerly Research Engr., Sperry Gyroscope Co., Great 
Neck, L. I., N. Y. 

H. J. Riblet and T. S. Saad, "A new type of waveguide direc-
tional coupler," PROC. I.R.E., vol. 36, no. 1, pp. 61-64; January, 
1948. 

R. L. Kyhl, "Technique of Microwave Measurements," edited 
by C. G. Montgomery, M.I.T. Radiation Lab. Series, Vol. 11, Sec. 
14.8, McGraw-Hill Book Co., Inc., New York; 1947. 

coupler are given. A quantitative theory for the coupler 
is presented in the Appendix. 

DESCRIPTION OF TRANSVAR COUPLER 

The fundamental operation of the Transvar coupler 
can be described by the modes which satisfy the bound-
ary conditions in the coupling region. In Fig. 2 a full-
transfer Transvar coupler is shown. The power-flow 
density from one guide to the other is represented by the 
degree of shading as shown in Fig. 2 (a). The ampli-
tude distributions of the electric field at three cross-
sections in the coupling region are shown in Fig. 2(b). 
These boundary conditions can be essentially satisfied 
by the superposition of two propagating modes, one 
symmetrical and the other antisymmetrical relative to 
the common wall as Fig. 2 (c) shows. The two modes are 
approximately equal in amplitude, but differ in phase 
velocity. The antisymmetrical mode is unaffected by the 
grid wires or apertures, assuming small grid-wire di-
ameter. The symmetrical mode on the other hand is 
inductively loaded by the grid wires, which results in a 
slower phase velocity. 

(0) 

(b) 

(o) 

GUIDE I 0E Po 

GUIDE It 

A 

0 0 0 0 0 0 0 
P, .0 

P p TO MATCHED 
2  0 LOAD 

AMPLITUDE ---- ---- -    ep _  _     
DISTRIBUTION GUIDE I 

OF 

ELECTRIC auloE 
— —— 

RELATIVE 
PHASES 
BETWEEN 
MODES 

0* 90* 180° 

ANTI - 
SYMMETRICAL 

MODE 
UNAFFECTED 
BY APERTURES 

SYMMETRICAL 
MODE 
SLOWER 
PHASE 

VELOCITY 

Fig. 2 (a) (b) (c)—Power distribution in a full-transfer coupler. 

The superposition of two propagating modes in one 
waveguide has been considered previously. Kyhl2 de-
scribes power transfer between two waveguides coupled 
through the common broad wall. In addition to the two 
propagating modes, Kyhl states that a third mode, a 
"ridge-guide" mode, which has a lower cut-off fre-
quency, could exist, yielding spurious slot resonances if 
the coupling slot is asymmetrically located. Purcell and 
Dickes discuss measurement difficulties when two 

E. M. Purcell and R. H. Dicke, *Principles of Microwave Cir-
cuits," edited by Montgomery, Dicke and Purcell, M.I.T. Radiation 
Lab. Series, Vol. 8, Sec. 10.3, McGraw-Hill Book Co., Inc., New 
York; 1948. 
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and 

propagating modes coexist. Krasnushkin and Khokh-
lov4 describe spatial beating effects of two modes 
propagating in coupled semi-circular and elliptical 

wavegu ides. 
Since the phase velocities and hence the guide wave-

lengths of the two propagating modes differ, a super-
position of the two modes will yield an electric-field 
maximum where the two modes are in phase and a null 
where the two modes are in phase reversal. Mathe-
matically, this phase reversal can be expressed in terms 
of two guide wavelengths as 

= (27rd/X0) — (27rd/X,2) (1) 

where 

?tot= guide wavelength of the symmetrical mode 
Xos = guide wavelength of the antisymmetrical mode 
d= distance between an electric-field maximum and 

an adjacent null in one guide. 

Equation (1) can be rewritten as 

d = 1/[(2/X91) — (2/X0)] (2) 

Assuming that the amplitudes of the two modes are 
equal, the resultant electric field in guide I in the 
coupling region is expressed by 

E1 = (Eo/2)(1 esa) 

= (E0/2)(1 ± cos a ± j sin a) (3) 

where 

Eo = input electric field 
a = phase difference of the electric vectors of the two 
modes. 

The amplitude is given by 

I Ed& I = cos a/2 = cos (r1/2d) (4) 

where 1 is the length of the coupling region. Similarly 
for guide II, 

E2 = (E0/ 2) (1 — el") (5) 

(6) E2/Eo I -= sin (r//2d). 

If the length / of the coupling region is equal to d, 
then full transfer of power is effected. If 1 is less than 
d, the transfer will be partial as given by the equations 

Ps/Po = sin2 (7r1/2d) 

Pi/Po = cos' (7r1/2d). 

The ratio of the resultant electric fields in the two 
guides is 

E1/E2 = j cot (71/2d) (9) 

which indicates that the two fields are in phase quad-
rature independent of the degree of power transfer. 

For some applications it is desirable to know the rela-
tive phase of E1 as the effective coupler length is varied 
as shown in Fig. 3. If a reference phase is chosen to be 

T 
.90 

.40 

TERMINATION 

SHUTTER INSERT 

22 APERTURES, 21 GRID WIRES 

Fig. 3—Sectional view of variable Transvar coupler. 

that phase of E1 when the coupler length is zero, the 
phase of E1 will lag the reference phase by 7r1/2d radians 
as the coupler length is increased. Furthermore, from 
(9) the phase of E2 at the same cross section will lag 
that of E1 by 90 degrees. For example, if 1=d/2, E1 
will lag 45 degrees and E2 will lag 135 degrees relative 
to the reference phase. Experimental measurements 
have verified these phase differences. 

It is important to note that the two modes mentioned, 
the antisymmetrical and symmetrical, are the lowest 
modes which can propagate in the coupling region of this 
type of coupler. Other higher order modes are necessary 
to satisfy exactly the boundary conditions but these 
evanescent modes have much smaller amplitudes and 
hence have a small net effect. 

BANDWIDTH 

Inasmuch as the phase velocities of both the anti-
symmetrical and symmetrical modes are functions of 
frequency, a particular coupler which transfers 100 per 
cent of the power at one frequency will be either too 
short or too long at other frequencies. Hence, the band-
width of the Transvar coupler depends upon the toler-
able decrease in power transfer. An approximate formu-
la for the bandwidth can be obtained from the free-
space-wavelength derivative of (2). This yields 

BW = (2/57r)(Vi/gh) (10) 

(7) where 

(8) k =tolerable percentage decrease in power transfer 

Similarly, full-power transfer can be obtained if 1 equals 
3d, 5d, etc. 

4 P. E. Krasnushkin and R. V. Khokhlov, "Spatial beating in 
coupled waveguides," Jour. Tech. Phys. (Russia), vol. XIX, pp. 
931-942; August, 1949. 

g = )42/X 

h = Xe/X 

For example, if g=1.42, h= 1.28, and k = 4 per cent, 
(10) yields a BW of 14 per cent. 
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EXPERIMENTAL MEASUREMENTS ON THE TRANSVAR 
COUPLER 

A cross-sectional view of the first Transvar coupler 
constructed of 1 in. by in. OD waveguide illustrates 
the 22 rectangular apertures which are equivalent to 21 
grid wires as Fig. 3 shows. The 0.040-inch diameter, 
0.400-inch-long grid wires are spaced 0.375 inch between 
centers. One of the narrow walls in the secondary guide 
is opened to provide a shutter. Opposite this narrow 
wall, an insert is soldered to maintain the guide width 
constant. This insert is necessary if full-power transfer 
is desired. The lengths of the shutter and the insert as 
well as the total length of the 22 apertures, are 8} 
inches each. By changing the relative longitudinal posi-
tion of the two waveguides, the number of exposed 
apertures and hence the effective coupling length can 
be changed. "C" clamps are used to provide the neces-
sary electrical contact between the guides. Due to finite 
directivity in the secondary guide, a termination is used 
to absorb P3. 
Measurements made on this Transvar coupler are 

plotted in Fig. 4 with the power transfer and input 
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Fig. 4—Power transfer and input VSWR characteristic curves for 
an experimental directional coupler. 

VSWR plotted as functions of the number of exposed 
apertures. The power transfer has been defined as 
P2/(Pi+P2). The experimental points check excep-
tionally well with the theoretical sine-squared power 
transfer curve: The input VSWR is below 1.2 for all 
numbers of exposed apertures. The measurements in-
dicated that the power P3 which propagates in the 
backward direction is about 25 db below Po regardless 
of the number of exposed apertures; hence the direc-
tivity is highest when full transfer occurs. When the 
number of exposed apertures is two or more, there is 
directivity because the distance between adjacent aper-
tures is approximately one quarter wavelength. 
The measured frequency characteristics indicate that 

plotted in Fig. 5 the frequency at which maximum 
transfer occurs is about 9,000 mc. This frequency 
checks exceptionally well with the theoretical calcula-
tions obtained by the method outlined in the Appendix. 

The measured bandwidth agrees fairly closely with (10). 
A second Transvar coupler was constructed which was 

identical to the first except that the grid wire diameter 
was 0.032 inch. The full-transfer frequency of this 
coupler was 10,000 mc, which also checked the theoreti-
cal calculations very closely. 
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Fig. 5—Frequency characteristics (power transfer and input 
VSWR) for an experimental model coupler. 

APPLICATIONS 

From an investigation of the boundary conditions, it 
is evident that the electric field strengths in the coupling 
region are no greater than those in the input guide. 
This means that the power-carrying capacity of the 
coupler is as great as that of the input guide, and that 
the coupler is particularly suited for high power applica-
tions. Hence, from the preceding discussion it can be 
seen that the Transvar coupler can be used as a variable 
power divider, for both high and low-power applica-
tions. 
Another significant use of the coupler is in a variable 

high-power attenuator. Referring to Fig. 3, a conven-
tional high power termination absorbs P1, while /3 2 is 
delivered to the load. The range in attenuation in db is 
from zero to infinity. The advantages of this type of 
attenuator are its low VSWR, large range in attenua-
tion, high power capacity, and simplicity in design. 

CONCLUSION 

A new directional coupler which will permit up to 
full transfer of power from one guide to another has 
been designed and constructed. The theoretical ap-
proach, based on the superposition of symmetrical and 
antisymmetrical propagating modes, is applicable to 
many other problems involving directional couplers, 
coupled transmission lines, and other coupled circuits. 
The Transvar coupler may be used for almost any direc-
tional coupler requirements, but its specific properties 
discussed above make it particularly useful wherever 
heavy coupling, variable coupling, and high power-
handling capacity are needed. 
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APPENDIX 

Theory of the Transvar Coupler 

The theoretical analysis of the coupler involves the 
determination of the guide wavelengths of the sym-
metrical and antisymmetrical propagating modes. Be-
cause the antisymmetrical mode is unaffected by the 
presence of the grid wires, this mode, which is the TE20 
mode in the composite guide of the coupling region, has 
a guide wavelength equal to that of the TElo mode in 
the single guide. Thus, in the following analysis, the 
guide wavelength of only the symmetrical mode will be 
considered. 
The quantitative theory for the coupler is based upon 

an infinite, parallel-wire grid structure as shown in 
Fig. 6 (a). This structure can be shown to be equivalent 
to the coupler by the following reasoning. Assume that 
two waves Ei and E2, equal in amplitude and phase, are 
incident at equal angles on the grid. The transmitted 
and reflected waves will proceed in the directions paral-
lel to those of the incident waves. The superposition of 
the incident, transmitted, and reflected waves will result 
in zero electric fields at planes parallel to the grid as 
Fig. 6 (b) shows. The nearest planes will be at a distance 
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Fig. 6(a) (b)—Two equi-phase plane waves which are obliquely 
incident on an infinite parallel-wire grid. 

a on either side of the grid. The other planes will be 
separated by a' from each other. The distances a and a' 
differ because of the inductive effect of the grid. 
The locations of these planes will depend upon the 

angle of incidence of the waves. Strictly speaking, the 
surfaces at distance a will be slightly perturbed from a 
plane due to the effects of the higher order fields in the 
vicinity of the grid wires. Moreover, these surfaces will 
actually represent electric field minima although the 
magnitudes will be extremely small for the condition 
/ <a as stipulated in this problem. 
Where the resultant electric fields are zero, it is possi-

ble to insert perfectly conducting metal walls without 
affecting the fields. Furthermore, since the configuration 
is uniform in the direction of the grid wires, it is possible 
to insert metal walls perpendicular to the grid wires 
without disturbing the fields. By connecting these four 
walls, a waveguide can be channeled which is in every 

way identical to the coupler. For the present problem 
the boundary condition requires the resultant electric 
field to be zero at distance a from the grid. This estab-
lishes a particular value for the angle of incidence from 
which the guide wavelength of the symmetrical mode 
can be obtained. 

In simplifying the problem, one plane wave incident 
on the grid at an angle 0 from the normal is considered 
having a free-space wavelength of Xo as shown in Fig. 
7 (a). The phase wavelength of the component of the 
wave propagating perpendicular to the grid is X„=Xo 
sec O. For obliquely incident waves, all impedances are 
referred to the component of the wave impedance of 
the incident plane wave which propagates normal to 
the grid. This "characteristic" impedance is Z0= 120 
sec 0.5 In order to satisfy the boundary conditions in the 
coupling region, the sum of the susceptances must be 
zero at the grid as shown in Fig. 7 (b). This is ex-
pressed by 

(2/zi) (lax') = 0 (11) 
where 

• = normalized reactance of the parallel-wire grid 
• = normalized input impedance of the waveguide. 

(o) GRID 

o 
OlO 

 oèo  
1'1 

BOUNDARY CONDITION 
AT GRID 

(b) 

Fig. 7(a) (b)—Boundary conditions at the parallel-wire grid. 

Substituting 

= j tan (27ra/X,) = j tan [(21ra cos 0)/Xo] (12) 

in (11) yields 

tan [(h-a cos 0)/X0] = — 2x1. (13) 

It is necessary to solve (13) for 0 in order to compute 
the guide wavelength X, of the symmetrical mode in 
the coupling region, which is 

X, = Xo/sin 0. (14) 

The formula for the reactance of a parallel-wire grid is 
derived by Macfarlane.' With a change in notation, the 
reactance is 

xi = [(1 cos 0)/X0] [In (l/brr) ± F(0, //X0)] (15) 

where r is the radius of each wire («l), and F is a cor-
rection term given graphically by Macfarlane as Fig. 8 

5 S. A. Schelkunoff, "Electromagnetic Waves," D. Van Nostrand 
Co., Inc., New York, p. 254; 1943. 

G. G. Macfarlane, "Surface impedance of an infinite parallel-
wire grid at oblique angles of incidence," Jour. Inst. Elec. Eng., vol. 
XCIII, pt. III A, no. 10, pp. 1523-1527; 1946. 
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shows. By substituting equation (15) in equation (13), 

tan [(27a cos 0)/Xo] 

= [( — 21 cos 0)/X0] [ln (1/27rr) + F(0, 1/X0)] (16) 

or 

(tan p)/p = (-1/ira) [in (//27r) -I- F(0, VW] (17) 

where 

p = (27a cos O)/X0. (18) 

Although F is a function of 0, it is slowly varying when 
//Xr, is quite small. By solving (17) for p with the aid 
of tables7 of (tan p)/p, and then computing the angle of 
incidence 0 from (18), the guide wavelength of the 
symmetrical mode can be calculated from (14). 

7 E. Jahnke and F. Emde, "Tables of Functions," Addenda, 
Table V, Dover Publications, New York; 1943. 

Discussion on: 
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Fig. 8—Correction term F (a, I/X0) as a function of an angle of inci-
dence O for parametric values of //X°. Reproduced by special 
permission of the Jour. Inst. Elec. Eng. 

The Absorption Gain and Back-Scattering Cross 
Section of the Cylindrical Antenna* 

S. H. DIKE AND D. D. KING 

Ronold King The alleged difficulties which, in S. H. 
Dike's view, "have become apparent in the King-Mid-
dleton type of first-order solution of the Hallén integral 
equation" may, perhaps, be ascribed to 1) a lack of un-
derstanding of the fundamental principle of the method 
2) the assignment of an exaggerated role to the expan-
sion parameter as a factor in determining the accuracy 
of specific quantities appearing in, or derived from, the 
solution 3) a failure to recognize the limitations in gen-
erality and in accuracy of a particular first-order 
solution and 4) the implicit assumption that the ex-
perimental results reported by Dike and King are 
accurate. After the general background has been out-
lined under 1), the other three points are considered in 
turn. 

1. THE KING-MIDDLETON PROCEDURE 

The general procedure introduced by King and Mid-
dleton7 for the approximate evaluation of Hallén's in-
tegral equation includes the following steps: a) the 
use of a function approximating the true distribution 
of current under the sign of integration b) the subse-
quent definition of one or more expansion parameters in 
terms of this function and c) the solution of the resulting 
integral equation or equations by iteration. Depending 
upon the nature of the particular quantities which are 

*S. H. Dike and D. D. King, "The Absorption Gain and Back-
scattering Cross Section of the Cylindrical Antenna," PROC. I.R.E., 
vol. 40, pp. 853-860; July, 1952. 

Cruft Laboratory, Harvard University, Cambridge, Mass. 

to be evaluated and of the ranges of length and radius 
over which they are desired, a relatively simple dis-
tribution function may prove adequate, or a more 
complicated one may be required if a large number of 
terms in the iteration is to be avoided. 

In the analysis of the center-driven antenna a simple 
sinusoidal distribution function (corresponding to the 
leading term in the component of current in phase 
quadrature with the driving voltage) is adequate for 
determining the current and the impedance with con-
siderable accuracy if at least second-order terms are 
included." However, this is true only in a restricted 
sense as illustrated by the following exceptions. 

If the electrical length of the antenna is very small 
(Oh«1), the component of current in phase with the 
driving voltage, the resistance, and the conductance 
are all extremely small, respectively, compared with the 
quadrature component of current, the reactance, and 
the susceptance. In order to determine the set of small 
quantities with an accuracy comparable with that 
achieved for the large ones, it is necessary to use a com-
plex distribution function which represents the com-
ponent of current in phase with the driving voltage as 
well as the quadrature component in the integral. By 

* R. W. King and D. Middleton, "The cylindrical antenna: cur-
rent and impedance," Quart. Appt. Math., vol. 3, pp. 302-335; 
January, 1946; vol. 4, pp. 199-200; July, 1946. 

3 D. Middleton and R. W. King, "The thin cylindrical antenna: a 
comparison of theories," Jour. Appt. Phys., vol. 17, pp. 273-284; 
April, 1946. 
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separating the resulting complex integral equation into 
its real and imaginary parts, two real integral equations 
are obtained which may be solved individually for the 
two components of current using an expansion parame-
ter appropriate to each.4.5 In this manner, accurate 
values of the resistance and conductance of very short 
antennas, as well as of the gain and the scattering cross 
section which depend upon the resistance, may be ob-
tained. 

If the antenna is very near resonance, the component 
of current in phase quadrature with the voltage becomes 
negligibly small compared with the component in phase 
with the voltage. In this case, a distribution function 
consisting only of an approximation of the quadrature 
current is not adequate if only a few terms in the itera-
tion are available. Thus, even a second-order solution 
for Ro may not be very accurate near resonance, whereas 
it is a good approximation for other lengths. 
On the other hand, if a complex distribution function 

is introduced and two real integral equations obtained, 
and solved individually with appropriate expansion 
parameters, a much more accurate determination of the 
resistance of an antenna near resonance is achieved.6 
Incidentally, it is shown that the leading term in Ro is 
of second order when i3h =ir/2, so that terms of third 
order must be retained if a first-correction term is to be 
included. Note that the leading term in Xo is of zeroth 
order, the first-correction term of order one. 

In the analysis of the center-loaded receiving antenna 
in a uniform linearly polarized field, similar situations 
are encountered, but with the added complication of 
odd, as well as even, currents when the antenna is not 
parallel to the field. For determining the even part of 
the current and the entire current in the load, a simple 
distribution function (consisting of the leading term 
for the current in phase quadrature with the field, a 
shifted cosine) is adequate's." even for quite short an-
tennas.4.5 On the other hand, in order to determine the 
entire current in an antenna inclined with respect to 
the field, the current must be separated into its even 
and odd parts, separate symmetrical and antisymmetri-
cal integral equations obtained, and each solved with 

4 R. W. King, "Theory of electrically short transmitting and re-
ceiving antennas," Tech. Rep. No. 141, Cruft Laboratory, Harvard 
University; March, 1952. 

6 R. W. King, "Theory of electrically short transmitting and re-
ceiving antennas," Jour. App. Phys., vol. 23, pp. 1174-1187; 
October, 1952. (This paper is like the previous' but does not include 
the appendix dealing specifically with Dr. Dike's work.) 

8 R. W. King, "An alternative method of solving Hallén's in-
tegral equation and its application to antennas near resonance," 
Tech. Rep. No. 154, Cruft Laboratory Harvard University; Septem-
ber, 1952. Also Jour. Ape Phys.; February, 1953. 

R. W. King, "Notes on Antennas," Ch. IV. Mimeographed at 
Cruft Laboratory, Harvard University; 1949. (A copy of this chapter 
was supplied to Dr. D. D. King for use by Dr. Dike in his research.) 
To be published under the title, "Theory of Linear Antennas," by 
Harvard University Press. 

8 R. W. King, "Graphical representation of the characteristics of 
cylindrical antennas," Tech. Rep. No. 10, Cruft Laboratory, Har-
vard University; October, 1947. 

R. W. King, "An improved theory of the receiving antenna," 
PROC. I.R.E.. vol. 40, pp. 1113-1120; September, 1952. 

an appropriate expansion parameter or parameters.' 
For transmitting or receiving antennas that are long 

compared with the wavelength, the component of cur-
rent in phase with the driving voltage or the incident 
field is always significant, and an accurate solution can 
not be expected in a few iterations in any general sense 
unless both components of the current are represented 
in the distribution function. This leads to two real 
integral equations the solution of which is under study. 
An alternative procedure for the long-receiving or scat-
tering antenna is to resolve the integral equation into 
terms depending on the so-called free and forced cur-
rents, and to solve these independently using appropri-
ate individual expansion parameters. It is readily 
shown' that this procedure is equivalent to that of 
Van Vleck et al.' ) 

In summary, the fundamental principle of the King-
Middleton procedure is to so approximate the current 
under the sign of integration that, in a given range, the 
desired quantities are determined to the required ac-
curacy with a relatively small number of iterations. For 
a very few quantities in limited ranges of antenna length 
and radius a first-order solution, obtained with simple-
distribution functions representing only the quadrature 
component of current, is adequate. For most purposes 
involving antennas of moderate length, second-order 
solutions involving simple distribution functions are 
sufficiently accurate. However, for short, and very long 
antennas, and antennas near resonance, quantities 
(such as the conductance, resistance, gain, scattering 
cross section) that depend on the component of current 
in phase with the voltage or the field, such simple real 
distribution functions are not adequate and complex 
functions are required. In some instances quantitative 
accuracy requires complex distribution functions and a 
third-order solution. 

2. THE ROLE OF THE EXPANSION PARAMETER 

Instead of improving the over-all accuracy of the 
solution either by introducing a superior-distribution-
function or by carrying the iteration to higher orders, 
Dike has proposed an arbitrary redefinition of the ex-
pansion parameter. This is accomplished by so adjust-
ing its value that the first-order gain obtained using 
the simple sinusoidal distribution function is exactly 
1.5 in the limit as Oh approaches zero. As has been 
shown in detail,' this procedure does not improve the 
over-all accuracy of the solution. Indeed, while arti-
fic;ally manipulating the approximate first-order formula 
for the gain to have no error, and thereby reducing the 
error in the first-order formula for the resistance, this 
procedure very greatly magnifies the error in the associ-
ated reactance. Since for the short antenna the re-
actance may be thousands of times greater than the 
very small resistance, the Dike procedure merely shifts 

,0 J. H. Van Vleck, F. Bloch, and M. Hammermesh, "Theory of 
radar reflection from wires or thin metallic strips," _Tour. App!. 
Phys., vol. 18, pp. 274-294; March, 1947. 
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the large error from the small quantity to the large one 
where it is least desired. 
As pointed out under 1) and in greater detail else-

where,4.2 the relatively great error (up to 15 per cent) 
in the first-order resistance, gain, and scattering cross 
section is a direct consequence of using an inadequate 
distribution function. Significantly, all quantities are 
improved in accuracy when this is corrected. It appears, 
therefore, that the Dike procedure has no mathematical 
foundation and accomplishes no practically useful pur-
pose. It does not get to the root of the problem. 

Dike's further suggestion" that something must be 
wrong with the King-Middleton procedure because the 
first-order solutions for the gain—obtained, on the one 
hand, by solving the receiving antenna using a real 
shifted-cosine distribution function and, on the other 
hand, by solving the transmitting antenna using a real 
sinusoidal distribution function—are not the same has 
been answered in detail elsewhere.* In brief, failure 
of two independent approximate formulas to agree 
exactly is not a shortcoming of the King-Middleton pro-
cedure, but is a characteristic of all approximate methods. 

Consistency requires that the gains calculated from 
the two formulas should agree within the accuracies 
achieved by the two different first-order approxima-
tions, and no more. Dike's further attempt to establish 
that the expansion parameters for the simple trans-
mitting and receiving cases must be equal by equating 
the two different first-order approximations of the gain 
also has been disproved.* The two expansion parameters 
must, in fact, be different if consistent results are to be 
obtained using correct values for all quantities involved. 

3. LIMITATIONS OF FIRST-ORDER SOLUTIONS 

The fact that Dike refers specifically to "difficulties 
in the King-Middleton type of first-order solution" 
(italics by the writer) is interesting. For the alleged 
difficulties are, indeed, characteristics of the first-order 
property and not of the King-Middleton procedure. It is 
not clear why Dike is surprised and distressed by the 
failure of a first-order solution using the simplest of 
distribution functions to give highly accurate results 
for all quantities over a wide range of lengths and 
radii. 

In the very first presentation of the procedure2 the 
limitations of a first-order solution were pointed out. 
Clearly, the fact that different expansion parameters 
yield different first-order scattering cross sections (Fig. 
13 in Dike and King) is not a manifestation of a diffi-
culty in the method of solution but, rather, a clear and 
positive indication that a first-order solution using these 
parameters is inadequate. Either more terms must be 
used in the iteration, or an expansion parameter must 
be determined in a solution using a more accurate dis-
tribution function. 

" S. H. Dike, "Difficulties with present solutions of the Hallén 
integral equation," Tech. Rep. No. 14, Radiation Laboratory, Johns 
Hopkins University; June, 1951. 

The inadequacy of the simple shifted-cosine distribu-
tion for long-receiving and scattering antennas also is 
shown by the work of Tai" using a variational rather 
than an iteration procedure. Since the Van Vleck 
formula, in effect, uses two different expansion parame-
ters for the free and the forced parts of the current, it is 
not entirely surprising that it yields slightly better 
results for the longer and thicker antennas. Note that 
when eh ≤ 4 the Van Vleck formula is in good agreement 
with the first-order results from the King-Middleton 
formula using the shifted-cosine distribution function. 
This is shown graphically in Fig. 1. Over this range, and 
especially for the thinner antennas in which the in-
phase component of the current is relatively smaller, 
the simple first-order formula yields surprisingly ac-
curate results as is further verified under (4). 
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Fig. 1—Theoretical curves of the broadside back-scattering cross 
section of cylindrical antennas according to the formula of Van 
Vleck et al., and the first-order formula of King and Middleton 
using a real sinusoidal distribution function: it =2In(2h/a). 

4. THE ACCURACY OF THE EXPERIMENTAL RESULTS 
OF DIKE AND KING 

A highly accurate set of data on back scattering from 
various obstacles including single antennas and simple 
arrays of antennas has been completed recently by 
Sevick."." Instead of using the time-consuming stand-
ing-wave-ratio method which requires the accurate 
measurement of a small change in a given signal, a more 
rapid and accurate procedure was developed. Its essen-
tial feature is the use of a coaxial hybrid junction to 
inject a signal into the circuit of the measuring probe 

" C. T. Tai, "Radar response from thin wires," Tech. Rep. No. 
18, S.R.I. Proj. No. 188, Stanford Research Institute; March, 1951 

13 J. Sevick, "An experimental method of measuring back-scat-
tering cross sections of coupled antennas," Tech. Rep. No. 151, 
Cruft Laboratory, Harvard University; March, 1952. 
" J. Sevick, "Experimental and theoretical results on the back-

scattering cross section of coupled antennas," Tech. Rep. No. 150, 
Cruft Laboratory, Harvard University; March, 1952. 
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which cancels exactly the signal received from the trans-
mitter in the absence of the scatterer. When the scat-
tering antenna to be tested is placed in position, the 
new signal measured by the small, carefully calibrated 
probe is precisely that produced by the currents in the 
scattering antenna alone. Using a wavelength of 10 cm, 
a silvered scattering antenna erected on an outdoor-
ground screen of sheet aluminum 36-ft square, and con-
tinuous monitoring, Sevick obtained the experimental 
data presented in Fig. 2. The ratio of the length of the 
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Fig. 2—Experimental and theoretical curves of the broadside back-
scattering cross section of cylindrical antennas of constant 
radius. 
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small-measuring probe to the distance from the scat-
terer was only 0.008. The apparatus was checked using 
metal hemispheres of different sizes as standards. 

Consistently excellent agreement was achieved, both 
with the well-known theoretical values of back-scat-
tering cross section, and with the independently ob-
tained experimental values of Aden" who used the same 
set of hemispheres and the standing-wave-ratio method. 
The accuracy of the apparatus was verified further by 
the close agreement between the measured back-scat-
tering cross section of an array of two parallel antennas 
as a function of separation and orientation and a new 
theoretical treatment."." Since eh = ir/2 and 7r in the 

" A. L. Aden, "Electromagnetic scattering from spheres with 
sizes comparable to the wavelength," Jour. Ape Phys., vol. 22, pp. 
601-605; May, 1951. 

14 J. Sevick, "Experimental and theoretical investigation of the 
back-scattering cross section of coupled antennas," Ph.D. disserta-
tion, Harvard University; June, 1952. 

measured and theoretical results, good and simple trial 
functions were available. 

All evidence thus indicates that the great care exer-
cised by Sevick in the design, operation, and stand-
ardization of his apparatus was rewarded by uniformly 
accurate results. 
By interpolating between the curves of Fig. 1, the 

theoretical curve for the first-order King-Middleton 
formula was obtained for a/X =3.5 X10-3 and plotted 
in Fig. 2. Good agreement with Sevick's curve is evident 
over the range of electrical length for which f3h is less 
than 37r/2, a range for which the simple-distribution 
function used in the first-order results in Fig. 1 may be 
expected to be satisfactory. The theoretical points cal-
culated from Van Vleck's formula also are shown, but 
since they correspond to a fixed value of St = 2 In (2h1a) 
= 13.6, they are not directly comparable with the ex-
perimental curve below ¡3h =7. However, since the Van 
Vleck formula is seen in Fig. 1 to agree well with the 
first-order King-Middleton formula over this range, it 
must, in fact, be in agreement with Sevick's experi-
mental results. For longer antennas the Van Vleck 
formula evidently yields only the correct order of magni-
tude and does not correctly represent the details of the 
curve. 
The measurements of broadside back-scattering made 

by Dike as reported by Dike and King17.18 also are 
shown in Fig. 2, together with the corresponding first-
order theoretical curve interpolated from Fig. 1 for the 
appropriate value of a/X. Since Dike's measurements are 
relative, they have been normalized to agree with 
Sevick's experimental curve at the first resonance. With 
due regard for the differences in radii of the antennas, 
Dike's measurements evidently are not in good agree-
ment with either Sevick's measured values or the theo-
retical curve. In fact, the scattering cross section deter-
mined by Dike lies well below all other values when eh 
exceeds 7r12. 

Dike also made his measurements at X= 10 cm, but on 
an indoor-ground screen only 8X12 ft in size and, ac-
cording to his photograph," more or less surrounded by 
walls and furniture. He used large horns for both trans-
mitter and receiver, the latter placed at right angles to 
the former. The ratio of maximum dimension of either 
horn to the distance from the scatterer was about 0.15, 
almost 20 times the same ratio in Sevick's measure-
ments. There is no indication that the scattering an-
tenna used by Dike was silvered. Since Sevick found 
that a very large ground screen completely removed 
from walls and other obstacles, silvered scatterers, and 
a very small receiving probe at a very large distance 
from the scattering antenna and from the transmitter 
are essential if accurate results are to be obtained, it 

17 S. H. Dike and D. D. King, "The cylindrical dipole receiving 
antenna," Tech. Rep. No. 12, Radiation Laboratory, Johns Hopkins 
University; May, 1951. 
" S. H. Dike and D. D. King, "The absorption gain and the back-

scattering cross section of the cylindrical antenna," PROC. I.R.E., 
vol. 40, pp. 853-860; July, 1952. 
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seems legitimate to question the accuracy of Dike's 
measurements. Evidently, this applies as well to his 
measurements of broadside gain as of broadside back-
scattering cross section. 

CONCLUSION 

The present discussion and the references upon which 
it is based suggest that Dike's theoretical arguments are 
not well founded and that his experimental measure-
ments are not sufficiently accurate to permit their use 
as exclusive evidence in drawing definitive conclusions. 
He is, of course, correct in noting that first-order formu-
las derived using simple, real distribution functions do 
not yield highly accurate results for all quantities over 
an unlimited range of lengths and radii of the antennas. 
It is not clear why he should have expected anything 
else. 
When properly applied and correctly interpreted, the 

King-Middleton type of solution leads to quanti-
tatively useful and experimentally verifiable theoretical 
formulas for quantities and over ranges appropriate to 
the particular formulation. To date it has not been 
applied successfully to very long antennas primarily 
owing to the mathematical complications encountered 
in the use of adequate distribution functions and the 
evaluation of sufficient terms in the complicated in-
tegrals of higher-order iteration. 

S. H. Dike :19 Part 2 of R. W. King's discussion above 
does not apply directly to the paper under discussion, 
but to a paper appearing in another journal.2° The state-
ment that "Dike has proposed an arbitrary redefini-
tion of the expansion parameter" is contrary to fact. 
Since the King-Middleton first-order solution for gain 
does not reduce to 1.5 in the limit of al: =0, it was 
simply pointed out that it would do so if the expansion 
parameter had a particular value for very small ah. 
The calculation of gain using the integration of the 
Poynting vector for the total radiated power, yields the 
value 1.5 for igh—>0 at constant l for any continuous 
even-current distribution, and in particular, for Hallén's 
solution—regardless of the choice of the expansion 
parameter. 

This is simply the result of the fact that in the limit 
of zero length, only a dipole moment can exist. The 
statement is made in the paper2° that this situation 
makes it appear "that an additional requirement should 
be imposed on the expansion parameter that has not 
previously been considered." As a result of this state-
ment, an "improved" expansion parameter for very 
small ah is presented by R. W. King.4 It is of interest 
to point out that the R. W. King "improved" parameter4 
gives errors in gain and back-scattering cross section for 
matched load, for filz—+0, which are greater than those 

" Sandia Corporation, Albuquerque, New Mexico. 
2° S. H. Dike, "Difficulties with present solutions of the Hallén 

integral equation," Quart. of Appt. Moth., vol. 10, pp. 225-241; 
October, 1952. 

obtained using the original King-Middleton parame-
ter. In the "improved" case, the error in the latter quan-
tity is over 20 percent! There are, incidentally, numerous 
errors in the appendix tables of the R. W. King paper' 
arising from an error in computing 4, in Eq. (41) of the 
paper.2° For example, the "error" in effective length, 
using this value of tp, is 1.46 per cent instead of 9.8 per 
cent. 
As to the equality of expansion parameters for the 

receiving and driven case, the implication in R. W. 
King's discussion that the difficulty is restricted to low-
order approximations is not so. The problem is the 
same for all orders of solution. One will always get two 
values for effective length unless the two parameters 
are the same. It is certainly desirable not to violate the 
principle of reciprocity even in approximate solutions. 
There appears to be no reason to doubt the validity 

of Sevick's measurements. Nor is there any real reason 
to seriously doubt the accuracy of the measurements 
reported in the PROCEEDINGS paper." These latter 
measurements were not made using a "time-consuming 
standing-wave-ratio method" as implied by R. W. King. 
The method used is basically the same as, but simpler 
than, that used by Sevick. By careful and precise posi-
tioning of the scattering receiver antenna, sufficient 
decoupling from the source field was obtained to obviate 
the need for the obvious magic-tee scheme for cancelling 
out this unwanted field. Several possible sources of error 
were thereby eliminated. As in Sevick's work, the field 
seen by the receiver was that due to the scatterer alone. 
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00. 

• •• • • • • • a• • 

7 

Fig. 3—Broadside back-scattering cross section of unloaded 
0.010-inch diameter dipole (a/X =4.27 X10-3) 

The two sets of measurements are compared to Van 
Vleck's theory" in Figs. 3 and 4. Agreement is good in 
both cases, especially since, as R. W. King is careful to 
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- THEORY OF VAN VLECK, ET AL , 

FOR apa= 3.5 x10 -3 

• • • MEASURED BY SEV1CK 

2 3 4 
ph 

5 

• • • 
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Fig. 4—Broadside back-scattering cross section of unloaded 
dipole (a/À = 3.5 X 10-3). 

point out, the theory curves are only first-order approx-
imations. Interpolation between the two sets of measure-
ments presented as Figs. 9 and 10 in the paper under 
discussion yields points for a/X = 3.5 X10-3 which, when 
plotted on Fig. 4, agree with the theory equally as well as 
Sevick's points. The differences among the solutions of 
Van Vleck, King and Middleton, and Tai (using the trial 
function of Eq. (31) in the Tai papern) are illustrated 
in Figs. 5, 6, and 7. The Tai solution is quite different 
from the other two at first resonance; otherwise Tai and 
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Fig. 6—Comparison of solutions for broadside back-scattering cross 
section of unloaded dipole at second-resonant length. 
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Van Vleck agree closely with each other but not par-
ticularly well with the solution of King and Middleton. 

It is hard to understand why R. W. King so violently 
defends his particular method of choosing the expansion 
parameter when it is just as arbitrary as the method of 
Hallén or Miss Gray. At first sight the argument of 
King and Middleton sounds plausible, but one finds 
that it is invalidated when it leads to an expansion 
parameter which becomes infinite at some points and 
when it becomes necessary to make an arbitrary modi-
fication. The final choice is such that it yields curves 
such as Fig. 10 in paper' (or Fig. 7 in paper4) for ab-
sorption gain. It is likely that the indicated behavior 
near resonance in this figure is both contrary to reality 
and not obtained using other suggested expansion 
parameters. 
A defense of any particular solution method of Hal-

lén's integral equation is difficult to establish since as a 
mathematical problem this equation has no solutions." 
A more precise statement is that, in the equation 

f-h 

h 

where 

r-ie-ii9rI(Z)de = CI cos I3z ± C2 sin 13 z I 

+ C3 f 1(E) sin p(z - (1) 
o 

r = -s/(Z — E)2 ± 02, (2) 

and where CI, C3, noo, poo, a > 0, and h > 0 are ar-
bitrarily given constants, there is no function I(z) that 
is Lebesgue integrable on the interval [—h, h], where 
—h≤z≤h, such that (I) holds on this interval, it being 
understood that the integrals of (1) are considered as 
Lebesgue integrals." The proof of this statement is 
elementary; it is independent of the conditions that 
I(+h)= 0 and /(z) =-I(—z), and it consists simply of 
showing that the terms involving integrals in (1) define 
continuous functions of z having continuous derivatives 
on [—h, h], whereas the remaining terms define a con-
tinuous function which fails to have a derivative at 
z= O. 
The non-existence of a solution of (1) does not pre-

clude the possibility that the actual physical problem is 
characterized by an integral equation whose individual 
terms are closely approximated by (1). Hence certain 
methods of approximation applied to (1) might give 
results "close" to the solution of the actual problem. 
Schelkunoff states that the Hallén-type of series solution 
for (1) must be divergent." 

21 S. A. Schelkunoff, "Advanced Antenna Theory," John Wiley 
and Sons, Inc., New York, N. Y., p. 149; 1952. 

21 This fact was first pointed out to the writer by Dr. W. T. Reid 
of Northwestern University (after Refs. 18 and 20 were written). 

Thus it would appear that it is to be expected that 
certain difficulties should exist with past solution at-
tempts. Similarly it would seem, for example, that the 
words "true distribution" and "exact values" used in 
paper" can hardly be justified. 

Ronold King: Since Dike's conclusions depended upon 
his other paper,"." it was necessary to consider this in 
the discussion. Note also that the discussion was sub-
mitted to Dike for reply almost six months ago when 
his paper" had not appeared in print, and that the 
journal in which it is published does not accept discus-
sions. 

5. MORE ABOUT THE EXPANSION PARAMETER 

a. Dike's Parameter and the Improved King-Middleton 
Parameters 

Dike has made no reply to the criticism of his modi-
fication of the expansion parameter, but he objects to 
have it called a redefinition. Does not the imposition 
of an additional requirement which produces an en-
tirely different quantity constitute a redefinition? 

In his comments regarding the improved King-Mid-
dleton expansion parameters, Dike has omitted per-
tinent facts. It is made very clear in the paper4 that the 
new parameters are improved in the sense that they 
lead to better approximations of the principal quanti-
ties—the reactance in the case of transmission, the nor-
malized current in the case of reception. Moreover, a 
major conclusion in the paper" is that the determination 
of the very small resistance of the short antenna (upon 
which the gain and scattering cross section depend) 
can not be improved simultaneously with the reactance 
simply by redefining the expansion parameter (as Dike 
has attempted to do!). It is precisely for this reason that 
another method is developed in paper" for determining 
accurate values, not only of the principal quantities, 
but of all relevant quantities including the gain and 
scattering cross section. This method is outlined 
briefly in Part I of the discussion. 
As indicated by Dike an incorrect value of the modi-

fied expansion parameter introduced by Dike"." was 
used inadvertently in the formulas for the normalized 
current and effective length in the appendix of paper." 
The correct value of (Dike) is 9.74 instead of 7.375. 
This reduces the error in the Dike value for the effective 
length from 9.8 to 1.46 per cent as Dike has reported. 
However, he fails to indicate that it also increases the 
error in the normalized current from 1.7 to 10.1 per 
cent. Since the comparison of important quantities for 
the short transmitting and receiving antennas reported 
in the paper4 has never been published and has several 
errors, and since Dike has brought them into this dis-
cussion, it is appropriate to tabulate them here in cor-
rected form. 

In Table I the resistance Ro and reactance Xo of the 
short transmitting antenna; the normalized current 
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:so', the effective electrical length eoh, and the gain D 
of the short receiving antenna are given with numerical 

factors calculated for SI = 2 In (2h1a) =10. The second 
column gives the accurate and completely consistent 

values obtained in the papers.4.6 The third column lists 

the first-order values obtained from the King-Middleton 

formula when the single expansion parameter recom-

mended by Dike is substituted arbitrarily. The fifth 

column gives the values obtained in the improved 

theory using the expansion parameter %Pp, for the trans-

mitting antenna and the different expansion parameter 

Dr for the receiving antenna as derived in the papers.4.5 

It is seen that for the principal quantities Xo and uo' 

the Dike values involve large errors, the King-Middle-

ton values very small errors. On the other hand, the 

inverse is true of the very small resistance Ro and the 
gain D which depends upon it. 

In Tables II and III are the first-order reactance 

[X0], and the first-order normalized current [uol, (with 

convenient factors) as determined using several ex-

pansion parameters. Note that X o depends only on the 
transmitting parameter %Pt, uo' only on the receiving 

parameter In the formulations of Dike and Hallén 

the two parameters are the same. 

Since for short antennas the expansion parameter de-

fined by Dr. Dike differs little from the value of n (when 
S2= 10, NIf (Dike) = 9.74) it can not differ greatly from S/ 

for longer antennas. However, since it is well known 

that the first-order formulas using SI as the parameter are 
quantitatively inadequate in determining the imped-

ance and effective length of antennas of all lengths, it 

follows that essentially the same situation must obtain 

if the Dike parameter is used. 

b. Reciprocity and the Equality of Parameters 

If transmitting and receiving antennas are analyzed 

separately for mutually independent quantities, and 

the reciprocal theorem is applied in order to compare 

two independently determined expressions for the ef-

fective length, it is contradictory to assert that these 

results can be consistent only if the same expansion 

parameter is used. By definition two solutions are inde-

pendent only if there are no conditions relating them. 

It is shown in the paper2 that the King-Middleton 

solution reduces exactly to that of Hallén with St as the 

expansion parameter if an infinite number of terms is 

used. Since in the analysis of Hallén the same expansion 
parameter occurs for both transmitting and receiving 

antennas, it is clear that Dike's own criterion for a 

single-valued effective length is satisfied. For a finite 

number of terms the King-Middleton solutions yield 

somewhat different effective lengths because both are 

approximate and independent. 

It is shown in the pap& that by using different 
parameters for the short transmitting and receiving an-

tennas the same and correct value of the effective 

length is obtained. 

TABLE 

9=10 
Exact 

(References 
4,5) 

First-order 
Dike: 

4,=9.74 
(Refer- 

ences4.11.20) 

% 
Error 

Improved 
King-

Middleton-
First-order: 
4,o1=6.61 

(Refer-
ences4J) 

% 
Error 

Xo 
-6.60X60 -7.375X60 

11.7 
-6.61 X60 

0.15 
0oh 

18. 3/302h2 

ifloh aoh 

Ro 18.80112 2.2 20fto2h2 9.3 

1.4 uo' 
Po2h2 glow 

10.1 
aosie 

60X6.90 60X7.60 60X7.0 

floh, 0.47800h 0 .48500h 1.46 0.47200h 1.3 

D 1.500 1.500* 0* 1.337 10.9 

• Dike's expansion parameter d, is chosen to make D =1.500. 

TABLE II 

FIRST-ORDER REACTANCE PColi 

-014X011 

60 
for 

9=10; 0oh«1 

Exact (formula 17 in References“) 6.60 

Error 

i'Dg =9-2 -ln 4 
(Improved King-Middleton) 

WKI =0-2 (King-Middleton) 
9-2 In 2 (Gray) 
II, (Dike) 
O (Hallén)0 
Static Capacitance, 9-2.485 

(spheroid) 

6.614 

6.819 
6.991 
7.375 
7.470 
7.515 

0.15 

3.3 
5.9 
11.8 
13.2 
13.8 

* It is to be noted that Hallén never recommended the use of firs -order formulas 
using this parameter. 

TABLE III 

FIRST-ORDER NORMALIZED CURRENT Es.tolli IN 
RECEIVING ANTENNA 

00210 

60 [uolli 
for 

(2=10; ifioh«1 

Error 

Exact (formula 50 in Referencesu) 6.90 

slfo,.=9-3 (improved K.M. for receiv-
ing antenna) 

'Pus =0-2-in 4 (improved K.M. for 
transmitting antenna)* 

4,/c1=9-2 (K.M. for transmitting an-
tenna)* 

O-1su  (K.M. for receiving antenna) 
ip (Dike) 
O (Hallén)t 

7.00 

7.02 

7.11 

7.36 
7.60 
7.69 

1.4 

1.7 

3.5 

6.7 
10.1 
11.5 

• These parameters are not obtained from an analysis of the rece ving antenna. 
They are included to show how they compare if introduced arbitrad y. 
t Hallén never recommended the use of firsl-order formulas using this parameter. 

In general, it is not true that approximate solutions 

must be made to satisfy reciprocity exactly (rather than 
within the errors of the approximations) at the expense 

of large errors in principal quantities. 
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c. Defense of King-Middleton Parameters 

Far from defending a particular method of choosing 
an expansion parameter, the discussion in Part 1 em-
phasizes that the method and the choice are best 
adapted to the particular quantity that is to be deter-
mined. The comparison in Tables II and III is il-
luminating in this respect. For the reasons advanced 
in Part 2 the only defense proposed is against arbi-
trary modifications such as the one made by Dike. 

Dike's assertion that the expansion parameter of 
King and Middleton "becomes infinite at some points" 
is incorrect. Actually it is always less than the cor-
responding value of 1.2 which is finite for all non-zero 
radii. Dike's statement appears to be a free quotation 
from p. 146 of paper" where, however, it is not the con-
stant expansion parameter %If that is under discussion, 
but the variable function qt(z) which is used in the deter-
mination of qr. While it is true that ‘11(z) becomes in-
finite for certain values of z along antennas that are suf-
ficiently long when a zeroth-order current is used in its 
definition, these points are never chosen as the reference 
values in the definition of the expansion parameter. 
Moreover, in the original paper2 (p. 315), King and 
Middleton are careful to show that when a better ap-
proximation of the current is used in the definition of 
41(z) no infinites occur along the antenna. Furthermore, 
the values of this function at the reference values which 
determine ‘If differ negligibly from those obtained using 
the zeroth-order current. It follows that the definition 
of the always finite expansion parameter NI' is equivalent 
to one involving a likewise always finite function T(z). 

6. SOLUTION OF THE INTEGRAL EQUATION 

The singularity at z = 0 referred to and discussed by 
Dike in the last three paragraphs of his reply does not 
exist in the correct formulation of the integral equation 
of a cylindrical antenna driven from a physically realiz-
able circuit such as a transmission line. This is discused 
in the paper." Strictly, the integral equation for the 
current in an antenna driven, for example, from a two-
wire line with spacing 28 should not be written with the 
limits —h to h in the integral but rather with the limits 
—h to —8, ô to h. Moreover, it should be solved simul-
taneously with the corresponding equation for the cur-
rent in the transmission line. 

If the spacing 28 of the line is sufficiently small, an 
approximate solution of the simultaneous integral 
equations may be obtained by solving each as if inde-
pendent of the other, and providing an appropriate 
correction in the form of a lumped network at the 
junction to take account of the thus neglected coupling 
and end effects. In the physically unavailable limit of a 
transmission line consisting of two insulated conductors 
at near zero spacing (8A-0), the line may be replaced 
by a fictitious, localized source of emf, provided this 
has, by definition, the essential properties of the closely 
spaced transmission line in maintaining the driving 

43 R. W. King, "Antennas and open-wire lines, Part I," Jour. 
A ppi. Phys., vol. 20, pp. 832-850; September, 1949. 

voltage. The solution of this problem does not involve 
any divergence. 
The divergence discussed" is a consequence of the 

implicit assumption of a physically impossible driving 
mechanism concentrated at z = O. The solution for the 
current in the integral equation with limits —h to h 
used as an approximation of the current in an actual 
antenna driven from a closely-spaced transmission line 
only insofar as it is unaffected by the divergence at 
z = 0. Mathematical difficulties resulting from the di-
vergence at z = 0 are irrelevant to any physically mean-
ingful problem since their origin lies in the arbitrary 
introduction of a boundary condition that has no coun-
terpart in reality. 

S. H. Dike: It appears necessary to point out again that 
paper" does not recommend any particular new expan-
sion parameter. Statements implying otherwise in 
King's discussion should be disregarded. 
The next-to-last statement in part (5b) above is mis-

leading since it implies that paper* shows that the "same 
and correct value of the effective length" is obtained 
from either of the definitions of this quantity (Eqs. (30) 
and (36) in paper2°) even though different expansion 
parameters are used in the solutions for the driven and 
receiving current distributions. This, paper* does not 
show, since effective length in this reference is nowhere 
calculated using the driven distribution alone. Neither 
do the various "exact" relations contain expansion 
parameters as such. 

It is of interest to find that the calculation of broad-
side effective length from Eq. (30) of papers° (or from 
Eq. (13) in paper's) using for the current the "true dis-
tribution" of Eq. (35) in paper,4 yields the value of 
0.47942 Oh instead of 0.47825 i3h given in Eq. (53a), 
of the paper.* 
Of course, the five-decimal-place-accuracy implication 

is ridiculous, but since the driven-current result involves 
an integration of the current, rather than a specific 
terminal value, it might be considered by King as a 
"more exact" value of effective length. This would then 
lead to a suitable revision of other quantities. The first-
order value of effective length found from the driven 
current distribution using the "improved" parameter is 
0.478 13h. 

It is of further interest to note that the first-order 
value of 20 found with the "improved" parameter 
agrees exactly with that obtained by Tai24 using a 
variational method; the value of Xo agrees with the 
approximate relation in Schelkunoff and Friis." 

King's assertion that a "singularity at z -= 0" in Hal-
lén's equation (Eq. (1) above) is "discussed by Dike" is 
incorrect. Actually the functions of (1) are always finite 
for all non-zero radii. 

" C. T. Tai, "A variational solution to the problem of cylindrical 
Antennas," Tech. Rep. No. 12, SRI Project No. 188, Stanford Re-
search Institute; 1950. 

26 S. A. Schelkunoff and H. T. Friis, "Antennas: Theory and Prac-
tice," John Wiley and Sons, Inc., New York, N. Y., p. 306 (eq. 11); 
1952. 
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Correspondence 

Note on "The Response of an LCR 

Circuit" 

I was very interested in reading the pa-
per by Manque' on the response of an LCR 
circuit, especially as I have been recently 
somewhat concerned with the design of low-
frequency spectrum analyzers.2.1 A few ad-
ditional notes to Mr. Marique's paper may 
be useful. 

It is an interesting coincidence that still 
another writer, Hamilton,4 was working on 
the problem at the same time as Hok,i and 
Barber and Ursell.' Hamilton's solution is 
quite different and involves the Fourier 
analysis of the input and output spectra. 

measure of the ratio of the rate of sweeping 
to the square of the bandwidth.) The "oscil-
lations" near the beginning of the sweep have 
been observed experimentally and were the 
object of considerable interest and specula-
tion before the theory was solved. The ex-
ponential decay at the beginning of a sweep 
due to nonzero initial conditions has also 
been observed. 

These analyses have all been based on a 
simple LCR circuit, or more generally, a 
system which obeys a linear second-order 
differential equation. It might be possible to 
find a different network (not necessarily lin-
ear or passive) which has similar selective 
characteristics, but which has a dynamic re-

4 4 0 

Fig. 1—Response of a resonant circuit to an applied signal varying linearly with frequency. 

Manque neglects to mention the case 
where the initial applied frequency is less 
than the resonant frequency of the network 
(for e> 0), but still within its pass band. The 
response can be found by an extension of the 
Barber and Ursell work, and typical results 
are shown in Fig. 1. (,9 is a generalized and 
dimensionless time or frequency; n is a 

*Original manuscript received by the Institute 
August 21. 1952. 

1 J. Manque. "The response of RLC resonant cir-
cuits to EMF of sawtooth varying frequency." PROC. 
I.R.E.. vol. 40, pp. 945-950,• August. 1952. 

a S. V. Soanes, "Some problems in audio frequency 
spectrum analysis—Part 1." Ekcironic Eng. (Lon-
don), vol. 24, no. 292, pp. 268-270; June, 1952. 

a S. V. Soanes. "Some problems in audio frequency 
spectrum analysis—Part 2." Electronic Eng. (London), 
vol. 24. no. 293. pp. 312-318; July, 1952. 

a W. H. Hamilton. "The Response of a Tuned 
Amplifier to a Signal Varying Linearly in Frequency." 
Proc. NEC (Chicago). vol. 4. pp. 377-396; 1948. 
* G. Hok, "Response of linear resonant systems to 

excitation of a frequency varying linearly with time," 
Jour. Appi. Phys., vol. 19. pp. 242-250; March, 1948. 

a N. F. Barber and F. Ursell, "The response of a 
resonant system to a gliding tone." Phil. Mat.. vol. 
39, pp. 345-361; May, 1948. 

sponse similar to the static response for 
larger values of n. 

It might be mentioned that one form of 
selective circuit using a parallel-T inverse 
feedback amplifier' has a response exactly 
the same as a simple LCR circuit. 

S. V. SOANES 
Research Department 
Ferranti Electric Ltd. 

Toronto, Ont. 

Electronic Design for the Military* 

Reference is made to the editorial "Elec-
tronic Design for the Military."' John D. 
Reid has certainly made a worthwhile point 
in the comparison between military and 

* Received by the Institute, February 16. 1953. 
J. D. Reid. "Electronic design for the military,' 

PROC. I.R.E., vol. 41. p. 195; February, 1953. 

civilian electronic equipment reliability. It 
appears as though he has overlooked two 
significant points; the military design of 
terminal board mounting and rectangular 
wiring greatly simplifies the teaching of 
servicing techniques. This is a most impor-
tant item in the present military personnel 
set-up; all extremely high-grade apparatus, 
such as good test equipment and telephone 
company equipment employs much of the 
same techniques as military construction. 

The reference to plugs and sockets for 
interconnection is well made, and the weak-
ness is recognized by the military. Inasmuch 
as some type of quick-disconnect devices 
are required, any design of better device 
would be acceptable if the requirements en-
forced by usage could be met. Unfortunately 
no basically different device is forthcoming. 

It is believed that the government serv-
ices are leading the way to more reliable 
equipment, rather than lagging. It was first 
under government sponsorship that the 
development of more reliable tubes was 
undertaken. Printed circuits, potted circuits, 
longer life and higher-rated components all 
were largely instituted under government 
cognizance. The environmental conditions 
for military equipment differ greatly from 
the requirements for civilian usage. I am 
sure that engineers working on military 
electronic equipment will readily adopt any 
ideas that will provide greater reliability, 
particularly where factors of human life and 
millions of dollars hang by a thread as slen-
der as the grid wire in an electron tube. 

ALBERT O. BEHNKE 
Electronics Engineer, U.S.A.F. 
A.D.C. Colorado Springs, Colo. 

Analysis of Twin-T Filters* 

Through an oversight my recent paper 
on the parallel-T1 did not include a refer-
ence to "Analysis of Twin-T-Filters" by 
Louis G. Gitzendanner, Proc. NEC (Chi-
cago), pp. 121-128; vol. 6; 1950. 

Gitzendanner circumvents a direct solu-
tion of the network equations and secures 
useful results by a study of the losses at low 
frequencies and at high frequencies. His dis-
cussion includes the equal arm-T operated 
between equal source and load impedances 
so as to give unequal low and high-frequency 
losses, and the design of unequal arm-T's 
between unequal source and load im-
pedances so as to produce equal losses at the 
low and high frequencies. 

LAWRENCE G. COWLES 
The Superior Oil Company 

Bellaire, Houston, Tex. 

• Received by the Institute, February 13. 1953. 
1 L. G. Cowles. "The parallel-T resistance-capaci-

tance network." PROC. I.R.E., vol. 40. pp. 1712-1717; 
December, 1952. 
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Russian Circuit Notations* 

Notations of capacitances and resist-
ances on Russian circuit diagrams are con-
fusing to engineersseeing them the first time, 
since the units are generally omitted. 

The following scheme is frequently used 
for indicating resistances: resistance values 
from 1 to 999 ohms are indicated by whole 
numbers without any symbol whatsoever; 
the numbers 1 to 99 followed by the letter 
"T" will represent thousands of ohms (the 
"T" stands for the Russian word "tysiatcha» 
meaning thousand); values of 100,000 ohms 
and greater are always given in megohms 
and are indicated by using a comma, which 
in Russian indicates the decimal point. 
Some examples follow: 

R6 
R60 
R600 
R6T 
R6OT 
R0,6 
R6,0 
R60,0 

means 
means 
means 
means 
means 
means 
means 
means 

6 ohms 
60 ohms 

ohms 
ohms 
ohms 
megohm 
megohms 
megohms 

600 
6000 
60,000 
0.6 
6 
60 

A similar scheme is followed for indicat-
ing capacitances: values from 1 to 999 lid 
are indicated by the numbers alone, without 
any unit or symbol; numbers from 1 to 99 
followed by the letter "T" indicate ca-
pacitances from 1,000 to 99,000 mpf; ca-
pacitances of 100,000 peif and greater are 
always written with the comma (but with-
out "T"), which means that the values are 
to be read as id and not µµf. Some examples: 

C6 
C60 
C600 
C6T 
C6OT 
C0,6 
C6,0 
C60,0 

means 
means 
means 
means 
means 
means 
means 
means 

6 /Lid 
60 Pmf 

Ped 

¡L'if 

;if 
'if 

600 
6000 
60,000 
0.6 
6 
60 

GEORGE F. SCHULTZ 
Capehart-Farnsworth Corp. 

Fort Wayne, Ind. 

* Received by the Institute. January 5. 1953. 

Electronic Design for the Military* 

Mr. John Reid, in his editorial,' has ap-
parently neglected several factors in his com-
parison between military and commercial 
design of electronic equipment. 

First, it has been clearly shown as the 
result of carefully controlled vibration, 
shock and bounce tests, as well as from re-
sults obtained in the field, that the flimsy 
construction and point-to-point wiring tech-
niques used in commercial practice simply 
do not stand up in military applications. 

Secondly, a reasonable degree of neat-
ness is required, but not for its own sake, 
or in ignorance, as Mr. Reid implies. The 
twin problems of servicing the tremendous 

• Received by the Institute. February 17. 1953. 
1J. D. Reid, 'Electronic design for the military.' 

Pang. I.R.E., vol. 41. p. 195; February, 1953. 

variety of military electronic gear and the 
training of the ever-changing stream of per-
sonnel to do this job are vastly different 
from the servicing problems of the highly 
similar radio and television receivers that 
pass for the "competitive" commercial 
product of today. A neat layout and the use 
of terminal boards, for example, are essential 
to permit the use of a component identifying 
system, and together, greatly facilitate the 
servicing of complex military gear. 

As for the statement "No reputable 
manufacturer sacrifices reliability for price 
consideration," I will allow it to pass since 
the booming television service industry is in 
a far better position to make comment 

HERBERT BUTLER 
Radio Engineer, Evans Signal Lab. 

Fort Monmouth, N. J. 

More on the Sweep-Frequency Re-

sponse of RG/6U Cable* 

In a recent letter' Blackband commented 
on the data on sweep-frequency response of 
RG/6U cable which were published in an 
earlier papers as an example of the sweep-fre-
quency measurement method. 

Blackband's letter and other corre-
spondence received indicate that the word-
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smoothly decaying sinusoid (which Black-
band refers to as "periodicity"). The "irregu-
larity" referred to in the original paper was 
meant to apply to the marked deviation of 
the curves shown from a smoothly decaying 
sinusoid and not to the basic sinusoid as 
such. Cables of perfectly constant character-
istic impedance from low to high frequency 
have yet to be realized in practice for reasons 
indicated by Blackband: thus, unless the ca-
ble is terminated in a perfect "artificial ca-
ble," even an ideally manufactured cable 
would exhibit "periodicity" because of mis-
match of cable and termination. 

In the curves published in the earlier 
paper the experimental error was negligibly 
small. The deviations from a smooth si-
nusoid were traceable almost entirely to di-
ameter irregularities of the extruded poly-
ethylene surrounding the inner conductor. 
Fig. 1 shows measurements of the polyethyl-
ene outer diameter for two different RG/6U 
cable samples. These data were furnished by 
W. J. King of Bell Telephone Laboratories. 

The application of sweep vector im-
pedance measurement to cables has proven 
very valuable in ascertaining the quality of 
cables before installation in critical applica-
tions. A rapid visual qualitative appraisal 
can be made of basic characteristic im-
pedance by observing the general amplitude 

SAMPLE 1 

MS 

≥00 

195 

190.„ 

SAMPLE 2 

Al 
IA IA ›n 22 Pt 2 

CABLE LENGTH IN FEET 

Fig. 1 

ing in the original article, "The irregularity 
of the measurement trace shows clearly the 
frequency dependence and irregularity of the 
characteristic impedance of RG/6U cable, a 
common fault of all coaxial cables," can be 
misinterpreted and is in need of elaboration. 
A perfectly manufactured cable termi-

nated with a fixed impedance in value close 
to the asymptotic value of the characteristic 
impedance of the cable would exhibit an in-
put resistance and reactance change with 
frequency characterized approximately by a 

• Received by the Institute. October 20. 1952. 
1W. T. Blackband. "The sweep-frequency re-

sponse of RG-6/U,• PROC. I.R.E., vol. 40, pp. 995-
996; August, 1952. 
▪ D. A. Alsberg, •A precise sweep-frequency 

method of vector impedance measurement.' Fagg. 
I.R.E., vol. 49, pp. 1393-1400; November, 1951. 

of the sinusoid and of the smoothness of the 
cable by observing the irregularities of the 
sinusoid. For instance, one might infer from 
the original publication that the cable in-
volved had a basic asymptote of about 76 
ohms, about 78- to 79-ohms characteristic 
impedance at 1 mc, and about 80 ohms at 
even lower frequencies, which coincides with 
Blackband's conclusions. A further signifi-
cant observation is the increasing irregularity 
of the sinusoid with frequency. This reflects 
the increased electrical length of the cable 
in terms of wavelengths resulting in de-
creased dependence of the cable input im-
pedance on the terminating impedance. 

D. A. ALSBERG 
Bell Telephone Laboratories, Inc. 

Murray Hill, N. J. 
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'FERRITE STRIP 

Fig. 1 

A New Non-Reciprocal Waveguide 

Medium Using Ferrites* 

A new non-reciprocal waveguide medium 
using ferrites has been constructed. A piece 
of ferrite placed on the sidewall of a wave-
guide and subjected to a transverse external 
magnetic field produces the effect. The non-
reciprocal property is exhibited as a differ-
ence in phase constant for the two directions 
of transmission or, in general, as a non-
reciprocal birefringence in round waveguide. 
This contrasts with the anti-reciprocal rota-
tion obtained using a longitudinal field on an 
axially symmetric ferrite piece as in Hogan's 
scheme.' 

In Fig. 1 we show the disposition of a 
strip of ferrite in dominant-mode circular 

* Received by the Institute April 8, 1953. 
I C. L. Hogan, The ferromagnetic faraday ef-

fect at microwave frequencies and its applications,* 
Bell Sys. Tech. Jour., vol. XXXI. pp. 1-31; Jan. 
1952. 

(a) 
/3-ELLIPSE WITH NO FIELD 

H 

guide: the ferrite is parallel to the guide axis 
and is at X =0, Y=R, where R is the guide 
radius. With no applied magnetic field, we 
can characterize propagation in this wave-
guide by means of an ellipse which we call 
the (3-ellipse shown in Fig. 2a. This is 
analogous to a section of the indicial ellip-
soid of optics. A wave whose principal elec-
tric vector is parallel to X(Y) will have a 
phase constant pi(fts). If now we apply a 
steady magnetic field in the — Y direction 
we get the non-reciprocal birefringence 
mentioned earlier. For propagation in the 
+2 direction the new 0-ellipse is as shown 
in Fig. 213; for propagation in the —Z direc-
tion the new (3-ellipse is as shown in Fig. 2c. 
Thus, for propagation in the two directions 
the axes of the 13-ellipse are oriented differ-
ently, and this is what we mean by non-
reciprocal birefringence. If the dimensions of 
the ferrite are such as to produce a 180-de-
gree section Ms — /3F)L where L is the 

X 

(b) 
/3- ELLIPSE WITH F ELD ALONG 

-T AND FOR PROPAGATION ALONG +Z 

Fig. 2 

length of the section, then we have a non-
reciprocal rotator of the plane of polariza-
tion. A wave which traverses the medium 
and is reflected back through it will be ro-
tated by an amount twice the angle between 
the minor axes of the two '3-ellipses. By se-
lecting input polarization, ally fraction of 
the total rotation may be taken in the +2 
direction. 

We can obtain a qualitative explanation 
of the nature of the 8-ellipses by examining 
the radio frequency magnetic field at the 
point X=0, Y=R, Z =0, in the absence of 
ferrite and as a function of time. If we have 
an input polarization such that the principal 
electric vector lies in the X= Y plane and 
have propagation in the +2 direction, then 
the RF magnetic field at Z=0, Y=R, Z,=0 
will lie in the Y=R plane and as seen looking 
along A-Y direction is (in general) ellipti-
cally polarized with the magnetic vector ro-
tating clockwise. For a polarization in the 
X = —Y plane and propagation to +2, the 
magnetic vector above rotates counter-
clockwise. The permeability is then greater 
for the second case if we put a piece of ferrite 
at the (0, R, 0) point and apply a steady 
magnetic field along the — Y direction. Thus, 
the tendency is for the ellipse to be oriented 
as shown in Fig. 2b. A similar examination 
for propagation along —2 indicates the 
orientation of the (3-ellipse shown in Figure 
2e. 
A more complete theoretical explanation 

has been obtained and it is hoped this can be 
published soon. 

E. H. TURNER 
Bell Telephone Laboratories 

Holmdel, N. J. 

(C) 
/3- ELLIPSE WITH FIELD ALONG 

-Y AND FOR PROPAGATION ALONG -Z 

Contributors to Proceedings of the I.R.E. 
Mr. Bingley (A'43-M '36-SM '43-F'50) 

was born in Bedford, England on November 
13, 1906. He graduated from the University 

of London in 1926 
and 1927, when he re-
ceived theB.S.degrees 
in mathematics and 
physics, respectively. 
He has been continu-
ously associated with 
television since his 
graduation from col-
lege, and was first 
employed by the 
Baird Television 
Company of London, 
in October, 1927. He 

was in charge of their New York laboratories 
for two years, and joined the Philco Corpo-
ration in 1931. 

At Philco, Mr. Bingley has been associ-
ated with the development of transmitting 
and receiving equipment, as well as with 
television-systems engineering. He is pres-
ently engaged in an extensive program of 
color-television research. He is the author 
of a number of papers on the subject of 
color television and colorimetry. 

Mr. Bingley is a member of the Franklin 
Institute, and has served on many industry 
committees concerned with the develop-
ment of television standards. 

• 

Charles K. Birdsall (S'47-A'51) was born 
in New York City on November 19, 1925. 
He received the B.S.E. and M.S.E. degrees 

in Electrical En-
gineering from the 
University of Michi-
gan in 1946 and 1948. 
respectively, and the 
Ph.D. degree from 
Stanford University 
in 1951. 

At Stanford, Dr. 
Birdsall was a Syl-
vania Fellow in 1949 
and an RCA Fellow 
in Electronics from 
1949 to 1951. 

C. K. Binnsm.T. 
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Contributors to Proceedings of the I.R.E. 
Dr. Birdsall is a Member of the Tech-

nical Staff of the Hughes Research and De-
velopment Laboratories, and is engaged in 
microwave tube research in the Electron 
Tube Laboratory. He is a member of Sigma 
Xi and Tau Beta Pi. 

George It:Brewer (A'43—M '49) was born 
in New Albany, Indiana, on September 10, 
1922. He received the B.E.E. degree in 

Electrical Engineer-
ing from the Univer-
sity of Louisville in 
1943, the M.S.E. in 
Electrical Engineer-
ing in 1948, the M.S. 
degree in Physics in 
1949, and the Ph.D. 
degree in Electrical 
Engineering in 1952 
from the University 
of Michigan. 

Dr. Brewer has 
been engaged prin-

cipally in research and development of elec-
tron tubes; from 1943 to 1944 at the Radia-
tion Laboratory, M.I.T., from 1944 to 1947 
at the Naval Research Laboratory, and from 
1947 to 1951 at the Engineering Research 
Institute of the University of M ichigan. He 
is now in the Electron Tube Laboratory of 
Hughes Research and Development Lab-
oratories. 

He is a member of the American Physical 
Society, Sigma Xi, and Phi Kappa Phi. 

For a photograph and biography of DR. 
SEYbIOUR B. COHN, see page 1126 of the 
September, 1952, issue of the PROCEEDINGS 
OF THE I.R.E. 

Robert Dressier (S'46—A'49) born in New 
York City on May 5, 1925, received the B.S. 
degree in 1946 and the M.S. degree in Elec-

trical Engineering in 
1948, both from the 
Columbia Univer-
sity. 

Since 1946, Mr. 
Dressler has been in 
charge of various 
aspects of television 
research for Para-
mount Pictures 
Corp., including color 
television system and 
equipment develop-
ment, UHF and VHF 

propagation studies, and the development of 
ammonium dihydrogen phosphate sound-on-
film recording system. 

Mr. Dressler has been Director of Re-
search and Development in New York for 
Chromatic Television Laboratories, Inc., a 
Paramount subsidiary, since 1951. 

0 

Andrew V. Haeff (A'34—M '40—SM '43— 
F'49) was born in Moscow, Russia, on 
December 30, 1904. In 1928, he received the 
degree of Electrical and Mechanical Engi-
neer from the Russian Polytechnic Institute 
at Harbin, China. In 1928 he majored in 
electrical engineering at the California Insti-

ROBERT DRESSLER 

tute of Technology, where he obtained the 
M.S. degree in 1929 and the Ph.D. degree in 
1932. 

As a special Re-
search Fellow at the 
California Institute 
of Technology in 
1933, Dr. Haeff stud-
ied methods of gene-
ration of microwaves, 
and invented the de-
flection type travel-
ing-wave tube. From 
1934 to 1941 he was 
with the Research 
Laboratories of the 
Radio Corporation of 

America, where he contributed to the study 
of ultra-high-frequency phenomena and 
space-charge effects in electron tubes, and 
invented the inductive output tube and 
other ultra-high-frequency tubes and circuits. 

In 1941, Dr. Haeff joined the staff of the 
Naval Research Laboratory as Consultant 
in Electronics, where he contributed to the 
early studies of radar systems, was responsi-
ble for the development of wide-band ultra-
high-frequency signal generators, and took 
part in radar countermeasure activities. 
After the War, he organized thè N.R.L. 
Vacuum Tube Research Branch, directed 
its work, and contributed by original inven-
tions which included the memory tube and 
the electron wave amplifier. 

In 1950, Dr. Haeff joined Hughes Re-
search and Development Laboratories where 
he organized the Electron Tube Laboratory, 
which under his direction is presently en-
gaged in research on microwave and storage 
tubes. Dr. Haeff is the first recipient of the 
Harry Diamond Memorial Award for "his 
contributions to the study of interaction of 
electrons and radiation, and for his contri-
bution to the storage tube art." 

ANDREW V. HAEFF 

R. C. Hergenrother (A'37) was born on 
September 5, 1903 in Chemnitz, Germany. 
He received the A.B. degree from Cornell 

University in 1925. 
During 1925-1926 he 
was employed in vac-
uum-tube develop-
ment work at West-
inghouse Lamp Com-
pany, Bloomfield, 
N. J. He went to the 
Pennsylvania State 
College in 1927 as an 
instructor in physics, 
and there received 
the M.S. degree in 
1928. He wasawarded 

the Ph.D. degree from the California Insti-
tute of Technology in 1931. 

Dr. Hergenrother held a Rockefeller 
Foundation Research Fellowship in physics 
at Washington University, St. Louis, Mo., 
from 1932 to 1934. From 1934 to 1935 he was 
employed by the Farnsworth Television 
Laboratories in Philadelphia, Pa. From 1935 
until 1945 he worked for the Hazeltine Cor-
poration. Since 1945 Dr. Hergenrother has 
been employed by the Raytheon Manufac-
turing Company, of Waltham, Mass. 

R. HEitGENROTHER 

LARS LÔFGREN 

Dr. Hergenrother is a member of A.P.S., 
Sigma Xi, and Sigma Pi Sigma. 

William K. Linvill was born in Kansas 
City, Missouri on August 8, 1919. He re-
ceived the A.B. degree from William Jewell 

College in 1941 and 
the B.S. and M.S. de-
grees in Electrical 
Engineering in 1945 
and the Sc.D, degree 
in 1949 from Massa-
chusetts Institute of 
Technology. 

During and since 
his graduate aca-
demic work Dr. Lin-
viii has done teaching 
and research work at 
M.I.T. in the fields of 

network analysis, control systems, and com-
putation. At present he is Assistant Profes-
sor of Electrical Engineering at M.I.T. He is 
a member of I.R.E., A.I.E.E., Eta Kappa 
Nu, Sigma Pi Sigma, Theta Chi Delta, and 
Sigma Xi. 

W. K. LINVILL 

Lars Lagren (M'52) was born on De-
cember 10, 1925 in Stockholm, Sweden. He 
graduated from the department of applied 

physics at the Royal 
Technical University 
in Stockholm in 1949. 

Mr. Lagren has 
been employed by 
the Swedish Research 
Institute of National 
Defense, Radio De-
partment, since 1947. 
He presently is re-
search engineer in 
charge of the com-
puting machinery sec-
tion of the Institute. 

Mr. Liifgren holds half a dozen patents 
within the electronic computation field. In 
1952 he obtained a scholarship from the 
Foreign Student Summer Project at Massa-
chusetts Institute of Technology, and then 
had the opportunity to work with transistors 
at the Research Laboratory of Electronics. 

• 

Alan J. Oxford was born in London, 
England, on March 14, 1912, and received 
his B.S. degree from London University in 

1933. He worked 
with the Gramo-
phone Co., Ltd., 
until 1938 when he 
joined the War Office 
team working on Ra-
dar for the Army. 

Mr. Oxford 
stayed with the Ra-
dar Research and 
Development Estab-
lishment at Malvern, 
England, until the 
end of the war; he 

was employed on the design of coast defense, 
gunlaying and searchlight control Radar 
equipment. During this period he also sug-
gested and designed the time-multiplexing 
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Contributors to Proceedings of the I.R.E. 
system for the Army Wireless Set No. 10, 
an eight channel pulse-width modulated 
system operating on uhf. 

From 1945 to 1950, as a member of the 
Signals Research and Development Estab-
lishment at Christchurch, England, Mr. 
Oxford was involved in further work on 
speech transmission by pulse methods. 

Since 1950 Mr. Oxford has been organiz-
ing the new Electronics Research Labora-
tory at Salisbury, South Australia, of which 
he is now Superintendent. 

40, 

H. G. Rudenberg (S'41-A'45-M'51) was 
born in Berlin, Germany on August 8, 1920. 
He received the B.S. degree in physics in 

1941 and the MS 
degree in 1942, both 
from Harvard Uni-
versity. Until 1944 
he was Teaching Fel-
low in Electronics at 
Harvard, and spent 
the next two years 
with the U. S. Army, 
Corps of Engineers, 
assigned to Los Ala-
mos, N. M. 

Dr. Rudenberg re-
turned to Harvard 

University, from 1946 to 1948, for graduate 
work on distributed amplifiers and trans-
formers, and received the Ph.D. degree in 
physics in 1952. 

From 1948 to 1952 Dr. Rudenberg was 
a Research Staff Member of the newly 
formed Research Division of the Raytheon 
Manufacturing Company, Waltham, Mass., 
where he worked on microwave and semi-
conductor problems. Since 1952 he has been 
associated with the Electronics Research 
and Development Corporation, Melrose, 
Mass., as Director of Development, con-
cerned with semiconductor devices. 

Dr. Rudenberg is a member of A.P.S., 
Phi Beta Kappa, and Sigma Xi. 

John M. Salzer (S'46-A'51) was born in 
Vienna, Austria, on September 12, 1917. 
He received the B.S. and M.S. degrees in 

electrical engineering 
from Case Institute of 
Technology in 1947, 
1948, and the Sc.D. 
degree in electrical 
engineering from 
Massachusetts Insti-
tute of Technology in 
1951. 

From 1941 to 
1945, he was with the 
U. S. Army doing 
technical work on an-
ti-aircraft computers, 

instruments, radio and radar sets 
In 1947 Dr. Salzer helped develop elec-

tronic controls for General Electric Co. in 
Schenectady, N. Y. He taught mechanics 
and electronics at Case (1947-48) and in 
1950 circuits at M.I.T. He consulted for 
Commercial Television Corp., Cleveland, 

DAVID SARNOFF 

Ohio, on installation and servicing in 1948. 
From 1948 to 1951 he was Research Associ-
ate at the Digital Computer Laboratory of 
M.I.T. Since 1951 he has been with the Re-
search and Development Laboratories of 
Hughes Aircraft Co., Culver City, Calif., in 
the analysis and development of digital-ana-
log control systems. He is also Lecturer in 
Engineering at the University of California 
Los Angeles. 

Dr. Salzer is a member of A.I.E.E., 
Association for Computing Machinery, Eta 
Kappa Nu, Tau Beta Pi, and Sigma Xi. 

David Sarnoff (A'12-M'14-F'17) born in 
Uzlian, Russia, on February 27, 1891 and 
brought to the United States at the age of 

nine. 
As shipboard wire-

less operator and 
ashore with the pow-
erful Wanamaker sta-
tion, he became suc-
cessively Chief In-
spector, Asst. Chief 
Engineer, Asst. Traf-
fic Manager and, in 
1917, Commercial 
Manager of the Mar-
coni Co. 

In 1919, when the 
Radio Corporation of America was formed, 
it acquired the American Marconi Co., and 
appointed him Commercial Manager. He ad-
vanced from Commercial Manager to Gen-
eral Manager, then Vice President, Execu-
tive Vice President and, in 1930, to Presi-
dent of RCA. 

Mr. Sarnoff was elected to serve as Chair-
man of the Board as well as President in 
1947, and in 1949 he resigned as President, 
continuing as Chairman of the Board and 
Chief Executive Officer of RCA, the position 
he holds today. 
A Reserve Officer of the U. S. Army since 

1924, he served in the Office of the Chief Sig-
nal Officer in Washington in 1941, and in 
1944, as Special Consultant on Communica-
tions at SHAEF. During this period he was 
promoted to Brigadier General and received 
the War Department's Legion of Merit 
Medal. 

Mr. Sarnoff is recipient of numerous 
awards including the Medal of Merit from 
President Truman. He was first recipient of 
the "One World Prize" awarded by the 
American Nobel Center in 1945. In 1944 the 
Television Broadcasters Association con-
ferred on him the title of "The Father of 
American Television." In 1949, the United 
Nations presented him a citation for "his 
contribution in the field of Human Rights," 
and on his 45th anniversary in radio in 1951, 
the Princeton, N. J., laboratories of RCA 
were dedicated as the "David Sarnoff Re-
search Center." 

In June, 1952, the Radio-Television 
Manufacturers Association awarded him its 
Medal of Honor. In March, 1953, he received 
the Founders Award of the IRE, and in 
April, the National Association of Radio and 
Television Broadcasters presented him with 
its first Keynote Award. 

P. D. STRUM 

For a photograph and biography of 
JACOB SHEKEL, see page 1611 of the No-
vember, 1952, issue of the PROCEEDINGS OF 
THE I.R.E. 

.2. 

Peter D. Strum (A'45) was born in Bruns-
wick County, Va., on April 25, 1922. He 
received the B.E.E. degree with honors from 

North Carolina State 
College in 1945 and 
the M.S. degree in 
electrical engineering 
from Stanford Uni-
versity in 1947. 

Mr. Strum was a 
temporary instructor 
in electrical engineer-
ing at North Caro-
line State College 
from August 1944 to 
February 1945, fol-
lowing the comple-

tion of his undergraduate studies. 
In 1947 Mr. Strum joined the engineer-

ing staff of Airborne Instruments Labora-
tory in Mineola, N. Y., where he partici-
pated in receiver research and the develop-
ment of receivers, beacons, automatic di-
rection finders, and test equipments. In 
1952 he was appointed Assistant Supervising 
Engineer of the newly-formed Applied 
Electronics Section of the Laboratory. 

Mr. Strum is a member of Tau Beta Pi, 
Eta Kappa Nu, and Sigma Xi. 

Kiyo Tomiyasu (SM'52) was born in Las 
Vegas, Nev., on September 25, 1919. He 
received the B.S. degree in electrical en-

gineering from the 
California Institute 
of Technology in 
1940, and the M.S. 
degree in communi-
cation engineering 
from Columbia Uni-
v.-rsity in 1941. After 
further graduate 
study at Stanford 
University, and at 
Harvard University, 
he was awarded the 
Ph.D. degree in en-

gineering science and applied physics from 
Harvard in 1948. 

In 1947-1948, Dr. Tomiyasu was a re-
search assistant at Harvard, under the ONR 
Contract N5-ori-76 T.0.1, supported jointly 
by the Navy Department, Office of Naval 
Research, and the Signal Corps of the U. S. 
Army. He was appointed a teaching fellow 
in 1946 and instructor in 1948 in the depart-
ment of engineering sciences and applied phys-
ics, Harvard University, where he was engaged 
until September, 1949. Since then he has been 
at Sperry Gyroscope Company in the Micro-
wave Components Department as engineer-
ing section head for microwave research. 

Dr. Tomiyasu is a member of the Amer-
ican Physical Society and Sigma Xi. 

Kivo TOMIYASU 
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Institute News and Radio Notes 

NOMINATIONS-1954 
At its May 6, 1953 meeting, the IRE 

Board of Directors received the recommen-
dations of the Nominations Committee and 
the reports of the Regional Committees for 
officers and directors for 1954. They are: 
President, 1954: William R. Hewlett 
Vice President, 1954: Maurice J. H. Ponte 
Director-at-Large, 1954-1956 (two to be 

elected): Lloyd V. Berkner, Axel G. Jen-
sen, Arthur V. Loughren, Daniel E. No-
ble, George Rappaport (nominated by pe-
tition) 

Regional Directors, 1954-1955 (one to be 
elected in each Region): 
Region 1.—Lucius E. Packard 
Region 3.—Lawrence R. Quarles, Harry 
W. Wells 

Region 5.—Clyde L. Foster, Charles J. 
Marshall 

Region 7.—C. Wesley Carnahan, Joseph 
M. Pettit 

According to Article VI, Section 1, of the 
IRE Constitution, nominations by petition 
for any of the above offices may be made by 
letter to the Board of Directors, giving name 
of proposed candidate and office for which it 
is desired he be nominated. For acceptance, 
a letter of petition must reach the executive 
office before noon on August 14, 1953, and 
shall be signed by at least 100 voting mem-
bers qualified to vote for the office of the can-
didate nominated. 

Calendar of 
COMING EVENTS 

National American Radio Relay 
League Convention, Shamrock 
Hotel, Houston, Texas, July 10-12 

IRE-ONR-Univ. of Calif. Symposium 
on Statistical Methods in Com-
munication Engineering, Berkeley, 
Calif., August 17-18 

IRE Western Convention and Elec-
tronic Show, Civic Auditorium, 
San Francisco, Calif., August 
19-21 

International Sight and Sound Expo-
sition and Audio Fair, Chicago, 
III., September 1-3 

Conference on Nuclear Engineering, 
University of California, Berkeley, 
September 9-11 

National Electronics Conference, Ho-
tel Sherman, Chicago, IlL, Sep-
tember 28-30 

1953 IRE-RTMA Radio Fall Meeting, 
Bing Edward Hotel, Toronto, 
Ont., October 26-28 

Conference on Radio Meteorology, 
University of Texas, Austin, Texas, 
November 9-12 

IRE Kansas City Section Annual 
Electronics Conference, Hotel 
President, Kansas City, Mo., No-
vember 13 and 14 

1954 Sixth Southwestern IRE Con-
ference and Electronics Show, 
Tulsa, Okla., February 4-6 

RADIO PIONEERS CITE 
IRE MEMBERS 

Citations to "outstanding living leaders 
in radio" were presented to several members 
of the IRE at the annual dinner of the Radio 
Pioneers held recently at the Hotel Statler in 
Los Angeles, Calif. 

Those members of the IRE who received 
citations at the dinner included V. K. Zwory-
kin, RCA Laboratories; E. F. W. Alexander-
son, General Electric Co.; J. V. L. Hogan, 
Hogan Laboratories; and O. H. Caldwell, 
Caldwell-Clements Inc. 

W. L. EVERITT NAMED TO 
COMMITTEE STUDYING BUREAU 
OF STANDARDS 

The Institute has nominated Dr. Wil-
liam L. Everitt, past president of the IRE 
and dean of the College of Engineering, Uni-
versity of Illinois, to serve on a committee of 
scientists formed at the request of Secretary 
of Commerce Sinclair Weeks to evaluate the 
present functions and operations of the Na-
tional Bureau of Standards in relation to the 
present national needs. 

The nomination came as a result of Sec-
retary Weeks requesting each of the leading 
scientific and engineering societies to select 
one of their members to serve on the com-
mittee. Dr. M. J. Kelly, president of Bell 
Telephone Laboratories, will serve as chair-
man of the committee. 

Other societies represented will be the 
American Institute of Electrical Engineers, 
American Institute of Mechanical Engi-
neers, American Society of Civil Engineers, 
American Institute of Physics, American 
Chemical Society, and the American Insti-
tute of Mining and Metallurgical Engineers. 

Dr. Everitt's nomination was made only 
after assurance had been received from Sec-
retary Weeks that the committee will op-
erate under the National Academy of Sci-
ences, that it will not be concerned with per-
sonnel relationships between the National 
Bureau of Standards and the Department of 
Commerce, and that the report of the com-
mittee will be made public. 

Dr. William L. Everitt has had a distin-
guished career as engineer, educator, con-
sultant, and author of textbooks and scien-
tific articles in the radio field. He has held 
teaching posts at Cornell University, the 
University of Michigan, and Ohio State Uni-
versity before joining the staff of the Uni-
versity of Illinois in 1945 as head of the de-
partment of electrical engineering. He was 
appointed dean of the College of Engineer-
ing in 1949. 

In 1940 Dr. Everitt became a member of 
the communications section of the National 
Defense Research Committee, and during 
World War II served as director of opera-
tional research in the Office of the Chief Sig-
nal Officer. In 1950 he served on the Senate 
Advisory Committee on Color Television. 

Dr. Everitt is a fellow, director, and past 
president of the Institute of Radio Engi-
neers. 

IRE W ESTERN CONVENTION 
SET FOR AUGUST 19-21 

Twenty-five sessions of broadly general 
as well as specialized interest are combined 
in the technical program of the Western 
Electronic Show and Convention. Sponsored 
jointly by IRE and the West Coast Elec-
tronic Manufacturers' Association, the 
meeting will be held at the Civic Audi-
torium, San Francisco, on August 19-21. 

The program will be highlighted by two 
evening sessions. One on color television 
features W. R. G. Baker and D. G. Fink, 
chairman and vice-chairman respectively of 
the National Television System Committee; 
the second medical electronics, under the 
chairmanship of A. J. Morris, Office of Naval 
Research. 

Sessions on specific topics are: two each 
on transistors, electron devices, computers, 
instrumentation, antennas, microwave tech-
niques, servo systems, audio, circuits, and 
propagation; one each on nuclear electronics, 
color television, medical electronics, noise 
and signal spectra, and airborne electronics. 

The convention will feature what has be-
come the second largest annual trade and 
engineering show in the electronic field. The 
latest products of 278 companies will be on 
display. The convention program will be 
rounded out by an entertainment schedule 
of social events and field trips. 

The importance of the meeting has led 
the IRE Board of Directors to cancel its 
regular September meeting, usually held at 
Institute headquarters in New York City, 
and to meet instead in San Francisco on 
August 18. 

The transistor session includes coverage 
of a new hybrid emitter junction-collector 
type as well as papers on the measurement 
of transistor parameters, on basic semi-
conductor properties, broadcast-receiver, 
digital-device, vhf-fm transmitter, and 
carrier-telephony applications. In the elec-
tron devices sessions, papers will cover new 
developments in traveling-wave tubes, 
backward-wave oscillators, high-power kly-
strons, a new K-band amplifier tube with 
60-db gain, and theoretical discussion relat-
ing to signal coherence. Computer sessions 
include papers on converters from series to 
parallel and analog to digital data and 
memory systems; and a panel discussion 
comparing the various memory techniques 
utilized. 

Papers in the airborne electronics group 
will survey the Air Navigation Develop-
ment Board program, communications sys-
tems, corona-interference reduction, mag-
netic amplifiers, and weather radar. Counter 
techniques and circuit innovations for wave 
clipping and triggering are included in the 
instrumentation sessions, while radiation 
measurements and the electronics of particle 
accelerators will be grouped in the nuclear 
electronics session. 

The program, including a full listing of 
all papers and authors will appear in the 
August issue of PROCEEDINGS OF THE 
I.R.E. 
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Professional Group News 

AIRBORNE ELECTRONICS 

The Dayton Chapter of the Professional 
Group on Airborne Electronics met recently 
at the Engineers' Club with Maurice Jacobs 
as Chairman. Mr. Golden, Sylvania Electric 
Products, spoke about "Transistors at High 
Altitudes." He reviewed the two schools of 
thought with regard to placing transistors on 
the market; one school feels that transistors 
should immediately be given to engineers for 
circuit development, the other that the mar-
ket should be limited until transistors are 
perfected til they can be guaranteed. He pre-
dicted that it would be two years before ade-
quately sealed, guaranteed transistors would 
be available in production lots. He felt it 
would be six months before Sylvania would 
be ready to "glass seal" transistors. He also 
discussed the high temperature and altitude 
characteristics of transistors. 

ANTENNAS AND PROPAGATION 
The Chicago Chapter of the Professional 

Group on Antennas and Propagation met re-
cently at the Western Society of Engineers 
Building with J. S. Brown as Chairman. 
S. M. Richie, deputy chief of the Facilities 
Division of the CAA Third Region, gave a 
paper entitled "Antenna Systems for Air 
Navigation." He covered the several differ-
ent antenna requirements for aircraft navi-
gation and landing, including ILS and GCA. 
The methods used by the CAA to meet these 
requirements and overcome the resulting 
problems were outlined and slides shown in 
conjunction with his talk. A discussion pe-
riod followed his presentation. 

Ainno 
The Chicago Chapter of the Professional 

Group on Audio recently held a joint meet-
ing with the Chicago Audio Acoustical Group 
at the Civic Opera Building. Co-Chairmen of 
the meeting were R. Troxel of the IRE and 
Hale Sabine of the CAAG. Speaker of the 
evening was W. E. Kock, director of acous-
tics research, Bell Telephone. His paper was 
titled "Physics of Music and Hearing." 

NEW CHAPTER IN 
SAN DIEGO 

The Executive Committee of the 
Institute approved on May 5, 1953 the 
establishment of a San Diego Chapter 
of the Professional Group on Audio. 
F. X. Brynes is Acting Chairman. 

BROADCAST AND TELEVISION RECEIVERS 

The Chicago Chapter of the Professional 
Group on Broadcast and Television Receiv-
ers met recently at the Western Society of 
Engineers Auditorium with Stephen Bush-
man as Chairman. Speaker was S. C. Kola-
nowski, chief engineer of Steward-Warner 
Electric Division. He demonstrated a tech-
nique new to the electronic industry of how 
components made to a tolerance of plus or 
minus five thousandths in length can be 
mounted between two printed circuit termi-
nal boards so as to afford a great saving in 
space and in test, assembly, and replacement 

operation time and skill. Problems of com-
ponent design and contact types were dis-
cussed. That contacts of a cupped shape 
have shown the best ability to overcome the 
difficulties of oxidation and foreign material 
in the contact was brought out by Mr. Kola-
nowski during his talk. Great interest was 
shown in the post-lecture display of sample 
mechanically-assembled units, typical of 
which was a television IF assembly. 

SAN FRANCISCO CHAPTER ON 
ELECTRON DEVICES 

The Executive Committee of the 
Institute approved on May 5, 1953 the 
establishment of a San Francisco 
Chapter of the Professional Group on 
Electron Devices. 

ELECTRONIC COMPUTERS 

The Washington D. C. Chapter of the 
Professional Group on Electronic Computers 
met recently at the Auditorium of the Po-
tomac Electric Power Co. with C. V. L. 
Smith as Chairman. E. W. Veitch of the Re-
search Division of Burroughs Adding Ma-
chine Co. described a graphical method of 
his in a paper called "Logical Design Meth-
ods as an Aid to the Minimization of Com-
puter Equipment." The application of the 
algebra of logic to the design of digital com-
puter switching circuits has been developed 
at the Harvard Computation Laboratory 
under the leadership of H. H. Aiken. The 
method developed there depends upon an 
explicit enumeration of all possible functions 
having the desired properties, and the opti-
mum equipment-wise is found by inspection. 
Mr. Weitch has developed an ingenious 
graphical method of accomplishing this, 
leading to great saving in time and effort for 
the designer. He emphasized, however, that 
it cannot be demonstrated that any of the 
presently known methods yield a true mini-
mum, and that the field is still wide open. 
He also pointed out that the "logical" meth-
ods only apply to the design of arithmetic 
and control organs, and that basic engineer-
ing decisions on the type of computer to be 
built naturally strongly influence the amount 
of equipment needed. 

ENGINEERING MANAGEMENT 

The Washington Chapter of the Profes-
sional Group on Engineering Management 
recently held a joint meeting with the Soci-
ety for the Advancement of Management at 
a round-table on scientific research at the 
Potomac Electric Power Co. Auditorium 
with Allen Schooley as Chairman. R. D. 
Bennett, technical director of the Naval 
Ordnance Laboratory spoke about "Human 
Elements in Research Management.» A 
group discussion followed his presentation. 

INDUSTRIAL ELECTRONICS 

The Chicago Chapter of the Professional 
Group on Industrial Electronics met re-
cently at the Western Society of Engineers 
Building with A. Crossley as Chairman. R. J. 

Medkeff, project engineer with Askania Reg-
ulator Co. presented a paper on "Analog 
Computers." At a later meeting Julius Solo-
mon, of Sciaky Brothers, Chicago, gave a 
paper entitled "Electronics in Welding Oper-
ations." 

INFORMATION THEORY 

The New Mexico Chapter of the Profes-
sional Group on Information Theory has 
been holding meetings regularly twice a 
month during the winter at Mitchell Hall, 
University of New Mexico, Albuquerque. 
Yates M. Hill presided as Chairman at two 
meetings addressed by Lt. P. Clements of 
the U. S. Navy, who discussed "Optimum 
Linear Systems" at one and "Optimum Lin-
ear Systems Design» at another. At a meet-
ing led by Vice Chairman E. G. Miller, Ben-
nett Basore, Sandia Corporation, gave a pa-
per entitled "Correlation vs. Linear Trans-
forms." At two recent meetings led by Pro-
gram Chairman Bennett Basore, Lt. Col. 
Y. Hill of the U. S. Air Force spoke on "The 
Realization of Filters which Separate Infor-
mation from Noise." 

MEDICAL ELECTRONICS 

At a recent meeting of the Buffalo-Niag-
ara Chapter of the Professional Group on 
Medical Electronics with Wilson Great-
batch as Chairman, Dr. Karl Swartzel was 
the speaker. He showed three-dimensional 
color movies of 4 cancer operations: partial 
gasterectomy, arm amputation, radical mas-
tectomy, and a groin dissection; and a heart 
operation, partial pericardectomy. The at-
tendance at this meeting was quadruple that 
of the first meeting. The audience was im-
pressed with the significance of the film as a 
visual aid in teaching. Plans for a fall sym-
posium on electronic plethysmography are 
underway and Dr. Jan Nyboer of Dart-
mouth (author of the electronic plethysmog-
raphy section of Glosser's "Medical Phys-
ics") will present a paper. It is hoped to have 
other papers by others prominent in the 
field, and to have working demonstrations of 
equipment. 

NUCLEAR SCIENCE 

The Chicago Chapter of the Professional 
Group on Nuclear Science met recently in 
the Western Society of Engineers Building 
with Bernard Schwartz as Chairman. Dr. 
Lindon Seed, director of the Radioisotope 
Laboratories of Augustana and Oak Park 
Hospitals and clinical associate professor of 
surgery at the University of Illinois was the 
speaker. He gave a paper entitled the "Clini-
cal Use of Radioactive Material.» 

The Oak Ridge Chapter met recently at 
the ORINS Building with W. G. James as 
Chairman. Dana Coller of X-10 gave a paper 
titled a "Short Survey of Digital and Analog 
Electronic Computers." 

VEHICULAR COMMUNICATIONS 

The Chicago Chapter of the Professional 
Group on Vehicular Communications has 
elected the following officers for the year 
1953-54. Chairman: William J. Weisz; Vice-

(continued next page) 



942 PROCEEDINGS OF THE I.R.E. July 

Chairman: Elmer Carlson; Secretary: James 
M. Clark. At a recent meeting at the West-
ern Society of Engineers Building with R. V. 
Dondanville as Chairman, R. C. Romayne, 
senior engineer in the Radio Section of the 
Illinois Bell Telephone Co., talked about a 
"Three Frequency Mobile Telephone Sys-
tem." 

The Washington Chapter met recently in 
the Burgundy Room of the Wardman Park 
Hotel with E. L. White as Chairman. Co-
speakers were F. H. Menagh, superintendent 
of communications of the Erie Railroad, and 
W. J. Young, assistant superintendent, who 
discussed the subject of "Applications of 
VHF Radio to Trains, Base Stations, Switch. 
ers, Vehicles, and Harbor Tugs in Railroad 
Operational Service." At a later meeting at 
the Pepco Auditorium Henry Magnuski 
spoke about "Microwave Relay and its Re-
lationship to VHF Vehicular Communica-
tion." 

TECHNICAL COMMITTEE NOTES 

The Standards Committee convened on 
April 16. E. Weber took the chair in the ab-
sence of A. G. Jensen. Recommendations 
were made to the Executive Committee on 
IRE representation on other bodies for the 
term May 1, 1953 to April 30, 1954. Reports 
were submitted by committee chairmen on 
the status of work within their committees. 
Since these required no action and are essen-
tially for information purposes, Dr. Weber 
directed that they be made a part of the min-
utes, to be circulated to all members of the 
Standards Committee. It was noted that not 
all chairmen had submitted approved or re-
vised scopes along with their reports. The 
Technical Secretary is to distribute existing 
versions of all scopes with such changes as 
have been recommended to date. These will 
be reviewed by the Committee at an early 
date. Consideration of revisions to the Re-
ceivers Committee's scope was deferred at 
the request of J. Avins, pending general dis-
cussion on all scopes. Discussion on the list 
of Industrial Electronics terms was also de-
ferred to enable J. L. Dalke to review com-
ments with his committee. The remainder of 
the meeting was devoted to reviewing the 
proposed Standards on Antennas & Wave 
guides: Definitions of Terms. 

Under the chairmanship of D. C. Ports 
the Antennas and Wave Guides Committee 
met on April 15. There was a discussion by 
the committee as to the definition of the 
term "Direction of Propagation." Action 
was taken on a number of Component defi-
nitions. 

On April 17 the Circuits Committee con-
vened under the chairmanship of C. H. Page. 
A number of terms defined in the past by 
Subcommittee 4.7 are servomechanism 
terms, rather than feedback terms. It was 
decided to delete these terms and to become 
disassociated from them in the master list 
now that there is a Servomechanism Com-
mittee. A number of feedback terms were 
modified. It was decided to send to the 
Standards Committee for action the pro-
posed nonlinear definitions of 52 IRE 4. PSI 
which have undergone the Grand Tour with 
the deletion of Bilateral Network, Gyrosta tic 
Network and Unilateral Network. 

The Electronic Computers Committee 
met with Chairman R. Serrell. A discussion 

took place about computer symbols. It has 
been suggested from time to time that these 
symbols should be standardized. Since com-
puter symbols now differ widely from one 
group to another, it would be difficult to ob-
tain common agreement at the present time. 
Nevertheless, it was thought that it would 
be useful to collect definitions of such com-
puter symbols as are known to be in use. The 
Chairman asked M. Middleton, Jr., to pre-
pare a list of all computer symbol definitions 
which he is able to obtain. It was felt that, 
since there probably is greater agreement 
concerning analog symbols than digital ones, 
this compilation could well start with analog 
symbols. N. Rochester presented a brief re-
port on the activities of the Eastern Defini-
tion. He felt that good progress is being 
made; co-operation with the Western Sub-
committee (8.5) is excellent. However, be-
cause of the magnitude of the work involved, 
the present task is not likely to be completed 
before 1954. C. V. L. Smith, reporting for 
W. H. Ware, also felt that definitions work 
is progressing satisfactorily and that some 
time will be required before present work can 
be completed. A discussion followed con-
cerning the activities of the Subcommittee 
on Magnetic Recording for Computing Pur-
poses headed by S. N. Alexander. D. R. 
Brown, speaking for J. A. Rajchman, de-
scribed briefly the recent work of Subcom-
mittee 8.3 on Static Storage Elements. 

On April 27, the Navigation Aids Com-
mittee met under the chairmanship of P. C. 
Sandretto. The committee completed its 
work on the radar terms to be proposed as 
Standards. R. E. Gray and his committee 
will prepare the final draft for approval by 
the committee and presentation to the Defi-
nitions Co-ordinator. 

The Receivers Committee convened on 
March 24 under the chairmanship of J. Av-
ins. The first item discussed was the Revi-
sion of "Standards on Television: Methods 
of Testing Television Receivers, 1948." A 
general discussion of the problems involved 
in the proposed revision and assignment of 
specific tasks under the direction of W. O. 
Swinyard occupied a major portion of the 
meeting. R. F. Shea reported on the progress 
made by his Subcommittee 17.4. Oscillator 
Radiation measurement procedures have 
been standardized for UHF as well as VHF. 
Considerable progress has been made in the 
development of standard test procedures for 
measurement of interference from the deflec-
tion circuits of television receivers. A pre-
liminary standard 53 IRE 17. PSI, "Meth-
ods of Measurement of Television Sweep 
Circuit Interference in the Range of 300-
3000 kc" was completed. This standard is 
now being used by RTMA members to col-
lect data which will be co-ordinated with 
field observations. When these tests are com-
pleted, the preliminary standard will be re-
vised and submitted for adoption as an IRE 
standard. In the absence of L. C. Closson, 
Chairman of Subcommittee 17.9—Measure-
ment of Ferrite Loop Receivers, Mr. Avins 
reported that Mr. Closson is in the process of 
organizing his subcommittee. The Chairman 
reported that the Standards Committee was 
in general agreement with the revised scope 
recommended by the Receivers Committee 
and reported in the Minutes 52 IRE 17. M2 

On March 17 the Sound Recording and 
Reproducing Committee met under the 

chairmanship of A. W. Friend. L. Thomp-
son, Chairman of Subcommittee on Mechan-
ical Recording and Reproducing, reported 
that two drafts of material are in prepara-
tion and will be made available as soon as 
possible. A portion of this material relates to 
mechanical and optical means of calibration 
of standard test records. The Chairman an-
nounced that during the November 11, 1952 
meeting of the Standards Committee, the 
"Tentative Standards on Sound Recording 
and Reproducing: Methods of Measurement 
of Noise in Sound Recording and Reproduc-
ing Systems" were approved essentially as 
revised. He also reported that the Standards 
Committee unanimously approved this 
standard and that they commended Com-
mittee 19 for its excellent work. This stand-
ard appeared in the April issue of the PRO-
CEEDINGS. A. P. G. Peterson, Chairman 
of Subcommittee 19.1: Magnetic Recording 
and Reproducing submitted a report to be 
read in his absence and arranged for J. H. 
McGuigan, a member of the Sucbommittee 
to represent him. 

The Symbols Committee convened on 
March 19 under the chairmanship of A. G. 
Clavier. C. D. Mitchell reported on the ac-
tivities of his Subcommittee 21.2 on Semi-
Conductor Devices. In the absence of A. C. 
Reynolds, Jr., Chairman of Subcommittee 
21.3 on Functional Representation of Con-
trol, Computing and Switching Equipment, 
E. W. Olcott read Mr. Reynolds' report on 
the activities of the group. F. M. Bailey re 
ported on the activities of his Subcommittee 
on Symbols and Abbreviations for Feedback 
Control Systems. M. P. Robinson reported 
on the progress of work in his Subcommittee 
on New Proposals and Special Assignments. 

CONFIDENTIAL SYMPOSIUM 
ON AIRBORNE ELECTRONICS 

The IRE Professional Group on Airborne 
Electronics, together with the Research and 
Development Board and the University of 
California at Los Angeles, is jointly spon-
soring a classified (Confidential) technical 
symposium to be held at UCLA on August 18. 

The meeting is planned to be relatively 
short and informal, presenting papers of 
rather high technical content and perhaps of 
controversial interest. Those attending 
should arrange for security clearance 
through their proper service project office 
channels, and direct their security clearance 
to the Industrial Security Division, Hughes 
Aircraft Company, Culver City, Calif. 

The attention of the engineers in the 
East is called to the fact that this sym-
posium will be held prior to the IRE West 
Coast Convention, which is being held in 
San Francisco August 19th through August 
21st. It is possible to obtain round-trip 
first-class tickets from the railroads or air-
lines which will permit you to travel by way 
of Los Angeles without extra cost. 

IRE MEMBERS 
BECOME JTAC OFFICERS 

A. V. Loughren has been appointed 
Chairman of the Joint Technical Advisory 
Committee for the year July 1, 1953-June 
30, 1954. L. V. Berkner will serve as Vice 
Chairman for the same period. 
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COMMUNITY ACTIVITIES OF 
W ICHITA SUBSECTION 

The Wichita (Kansas) Subsection is cur-
rently sponsoring a unique educational se-
ries of radio programs and a TV problem 
committee designed to temper the initial im-
pact of four new TV stations and their re-
sultant problems on a city of 250,000 popu-
lation. 

The series of radio programs are designed 
to acquaint the listening public with the 
problems and limitations of TV, prior to the 
becoming a viewing public. Each program 
consists of a combination of short discourses 
built around question and answer sessions 
conducted by a panel of TV experts. The 
programs have been well received by the 
public, and the questions asked have demon-
strated the need for such an educational pro-
gram. 

The Subsection is concurrently organiz-
ing a TV committee composed of power com-
pany, industrial, hams, and service dealers 
associations to cope with the initial prob-
lems of eliminating interference and han-
dling TV complaints. 

IRE People 

INTERNATIONAL CONGRESS OF 
MATHEMATICIANS 1954 

The International Congress of Mathe-
maticians 1954 will be held in Amsterdam, 
Holland from September 2-9 under the aus-
pices of the Mathematical Society of the 
Netherlands. 

The Organizing Committee has invited 
outstanding mathematicians to deliver one-
hour addresses, so as to provide a survey of 
the recent developments in the whole field of 
mathematics. There will be sections on alge-
bra and theory of numbers, analysis, geome-
try and topology, probability and statistics, 
mathematical physics and applied mathe-
matics, logic and foundations, and philoso-
phy, history and education. Half-hour ad-
dresses will be delivered by experts in each of 
these sections. Short 15-minute lectures will 
be given by members of the Congress who 
apply beforehand to the Organizing Com-
mittee. Depending upon the number of short 
lectures, the sections will be subdivided. 

There will be two categories of member-
ship in the Congress: regular members who 
will be entitled to participate in the scientific 

and social activities of the Congress and to 
receive the Proceedings of the Congress, and 
associate members who, accompanying regu-
lar members, do not participate in the sci-
entific program nor receive the Proceedings, 
but will be entitled to many privileges. 

The fees presumably will not exceed fifty 
guilders (about $14) for members and twen-
ty guilders ($5) for associate members. 

Those who wish to attend the Congress 
are requested to communicate their name 
(with degrees, qualifications, and so forth) 
and full address to the Secretariat, 2d Boer-
haavestraat 49, Amsterdam, Holland. 

SYMPOSIUM ON STATISTICAL 
METHODS IN COMMUNICATION 

Under the joint sponsorship of the IRE 
Professional Group on Information Theory, 
the Office of Naval Research, and the Uni-
versity of California, a symposium on sta-
tistical methods in communication engineer-
ing will be held on the Berkeley, California, 
campus of the University of California, 
August 17 and 18, immediately preceding 
the Western IRE Convention. 

Philo T. Farnsworth (A'28-M'34-F'39), 
vice-president and director in charge of re-
search and development laboratories of the 
Capehart-Farnsworth Corporation, was hon-
ored by the city of Green Bay, Wisconsin, 
on March 17, which was proclaimed "Philo 
T. Farnsworth Day." During festivities 
marking the opening of television station 
WBAY-TV in Green Bay, Mr. Farnsworth, 
who made the first satisfactory system of 
nonmechanical television, attended a dinner 
in his honor and was presented with the 
key to the city. 

Mr. Farnsworth was born in Beaver, 
Utah, on August 6, 1906, and attended Brig-
ham Young University from 1923-25. He 
began his career in television engineering 
with the Crocker Research Laboratory, San 
Francisco, as director of research in 1926. 
He continued in his position with their suc-
cessors, Television Laboratories, San Fran-
cisco and Philadelphia, until 1930, when he 
became vice-president in charge of research. 

Mr. Farnsworth remained in this posi-
tion when this company in turn was suc-
ceeded by Farnsworth Television, Incor-
porated, in 1935. When the Pennsylvania 
Company of Farnsworth Television, Incor-
porated, was formed in 1936, he became its 
president. He has continued his association 
with this company as it expanded into being 
the Farnsworth Television and Radio Cor-
poration, of Fort Wayne, Indiana, and 
finally merged into the Capehart-Farns-
worth Corporation. 

Other honors which have been bestowed 
upon Mr. Farnsworth include the Distin-
guished Alumnus Award from Brigham 
Young University in 1937 and in the same 
year honorable mention by Eta Kappa Nu 
as one of the outstanding young electrical 
engineers. Indiana Technical College, Fort 
Wayne, awarded him an honorary D.Sc. in 

1951, and he received the Morris Liebman 
Memorial Prize in 1941. 

Mr. Farnsworth has published numerous 
articles concerning his inventions. Among 
those for which he holds patents are an os-
cillator, television system, receiving system, 
light valve, synchronizing system, and dis-
sector target. 

Mr. Farnsworth has served on IRE tele-
vision committees, is a Fellow of the Society 
of Motion Picture and Television Engineers, 
the American Association for the Advance-
ment of Science, and a member of Sigma Xi. 

Max Skobel (SM'52), formerly chief en-
gineer of the Aircraft Transformer Corpora-
tion, has been promoted to the position of 
director of engineering and research. He will 
co-ordinate expanding research and engi-
neering activities on high temperature trans-
formers and miniaturization. 

Mr. Skobel was born in New York state 
on March 3, 1915. He received the B.S. de-
gree in electrical engineering from the Col-
lege of the City of New York in 1942 and 
the M.S. degree from Rutgers University in 
1950. 

From 1942 to 1947 Mr. Skobel was chief 
of the Transformer Section of the Signal 
Corps Engineering Laboratories at Fort 
Monmouth, N. J., where he was responsible 
for all research and development on trans-
formers and similar components for the U. S. 
Army. From 1947 to 1951 he was chief of 
the Miscellaneous Section of the Armed 
Services Electro Standards Agency there, 
responsible for the preparation of MIL 
specifications on transformers, rf coils, bat-
teries, dynamotors, rectifiers, tube sockets, 
and current regulating tubes. 

F. J. GAFFNEY 

Francis J. Gaffney (A'38-M'45-SM'46) 
formerly general manager of the Polytechnic 
Research and Development Company, 

Brooklyn, N. Y., has 
accepted the post of 
director of engineer-
ing for the Guided 
Missiles Division of 
the Fairchild Engine 
and Airplane Corp. 

Mr. Gaffney was 
born on June 27, 1912 
in Middleton, Eng-
land. He received the 
B.S. degree in elec-
trical engineering 
from Northeastern 

University in 1935. He did graduate study at 
Tufts College in 1939-40 and at the Massa-
chusetts Institute of Technology. 

From 1936-37 Mr. Gaffney was a radio 
engineer for the National Company, Mal-
den, Mass.; he then became chief engineer 
of the Browning Laboratories, Winchester, 
Mass. He joined the staff of MIT Radiation 
Laboratories in 1941, and a year later was 
placed in charge of the measurement and 
test apparatus group. In 1945 he became as-
sociated with the Polytechnic Research and 
Development Company. 

Mr. Gaffney is a member of Tau Beta Pi, 
the American Institute of Electrical Engi-
neers, the American Physical Society, Amer-
ican Association for the Advancement of 
Science and is currently chairman of the 
U. S. Commission on Standards and Meth-
ods of Measurement of the URSI, and the 
IRE Committee on Measurements and In-
strumentation. He also serves as a consultant 
to the Research and Development Board 
and is chairman of the Test Equipment 
Panel of the Committee on Electronics of the 
Department of Defense. 
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left of each Abstract is its Universal Decimal 
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the serial number of the Abstract. DC numbers 
marked with a dagger (t) must be regarded as 
provisional. 

ACOUSTICS AND AUDIO FREQUENCIES 

016:534 1549 
References to Contemporary Papers on 

Acoustics—R. T. Beyer. (Jour. Acoust. Soc. 
Amer., vol. 25, pp. 164-168; Jan. 1953.) Con-
tinuation of 910 of April. 

534.1+ 621.396.615:621.3.016.37 1550 
Electrical and Acoustic Oscillation Build-

Up Phenomena—Dlinzer. (See 1626.) 

534.231:532.517 1551 
Acoustic Streaming due to Attenuated 

Plane Waves—W. L. Nyborg. (Jour. Acoust. 
Soc. Amer., vol. 25, pp. 68-75; Jan. 1953.) 

534.231:532.527 1552 
The Theory of Steady Rotational Flow 

Generated by a Sound Field—P. J. Wester-
velt. (Jour. Acoust. Soc. Amer., vol. 25, pp. 
60-67; Jan. 1953.) 

534.231.1:621.3.018.7 1553 
Nonlinear Dissipative Distortion of Pro-

gressive Sound Waves at Moderate Amplitudes 
—J. S. Mendousse. (Jour. Acoust. Soc. Amer., 
vol. 25, pp. 51-54. Jan. 1953.) 

534.231.3 1554 
The Physical Interpretation of the Expres-

sion for an Outgoing Wave in Cylindrical Co-
ordinates—M. C. Junger. (Jour. Acoust. Soc. 
Amer., vol. 25, pp. 40-47; Jan. 1953.) The 
sound field generated by a vibrating cylinder 
of infinite length is expressed in terms of 
acoustic impedance ratios. The effect of 
variation of wavelength on the propagation of 
the various possible modes is examined. Graphs 
of the impedance ratios corresponding to cer-
tain modes are presented. 

534.232 1555 
Effect of a Finiate Circular Baffle Board 

on Acoustic Radiation—T. Niinura & Y. Wata-
nabe. (Jour. Acoust. Soc. Amer., vol. 25, pp. 
76-80; Jan. 1953.) The oblate-spheroidal wave 
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function developed by Kotani and by Bouw-
kamp is used to calculate the effect of a circular 
baffle on the radiation field of a circular disk. 
Results are shown graphically. 

534.232:534.321.9:538.652 1556 
Critical Consideration of Ultrasonic-Wave 

Generators using Linear-Magnetostrictive 
Dumb-Bell-Type Oscillators—H. H. Rust & 
E. Bailitis. (Akust. Beihefte, no. 2, pp. 89-90; 
1952.) In this type of generator the amplitude 
of the longitudinal oscillations suffers reduction 
as a result of the transverse effect. For Ni 
oscillators of usual dimensions, off-resonance 
amplitudes are less than half the values to be 
expected from the magnetostriction curve, 
taking account of the reduction of amplitude 
due to remanence. An arrangement is indicated 
in which the effect is compensated by using 
Ni laminations for the exciting bar and Fe-Ni 
laminations for the radiating pistons. 

534.26 1557 
Diffraction of Sound Waves by a Circular 

Aperture in a Rigid Screen—H. Severin & C. 
Starke. (Akust. Beihefte, no. 2, pp. 59-66; 
1952.) Measurements were made of the sound 
pressure along the axis behind the aperture and 
in the plane of the screen, using apertures of 
radius 0.5 X, X, 1.5 X, 2X, 3X and 4 X. The results 
are compared with two approximate solutions 
calculated from Kirchhoff's theory. The ob-
served distribution agrees best with theoretical 
values obtained by using a velocity potential 
derived on the assumption that the aperture 
area is covered with radiating dipoles. Corre-
sponding work on em. waves is noted in 2412 
of 1951 (Severin.) 

534.321.9 1558 
Interference of Ultrasonic Beams [incident 

on and] reflected by a Plane Wall. Conduction 
of Waves—F. Canac. (Comp Rend. Acad. Sel. 
(Paris), vol. 236, pp. 360-362; Jan. 26, 1953.) 
Shadow patterns obtained by a stroboscopic 
method show the wave formation for different 
angles of incidence. An analogy with waveguide 
propagation is illustrated using two parallel 
reflectors. 

534.321.9 1559 
Velocity of Ultrasonic Waves in Argon at 

Pressures up to 950 Atm—A. Lacam & J. 
Noury. (Comp. Rend. Acad. Sci. (Paris), vol. 
236, pp. 362-364; Jan. 26, 1953.) Results of 
measurements by a light-diffraction method at 
about 900 kc show that the velocity increases 
nearly linearly with pressure over the range 
250-650 atm. 

534.321.9:532.528 1560 
Methods for investigating Oscillation Cavi-

tation in Liquids by means of Ultrasonics— 
T. Lange. (Akust. Beihefte, no. 2, pp. 75-82; 
1952.) 

534.321.9:534.614 1561 
Ultrasonic Measurements—A. Giacomini. 

(Ricerca Sci., vol. 23, pp. 75-80; Jan. 1953.) 
A pulse method for measuring the velocity of 
ultrasonic waves in solids is based on a com-
parison between the unknown velocity and the 
velocity in water. 

534.321.9:534.833.4 1562 
Investigations of Ultrasonic Absorption in. 

Animal Tissues and in Plastics—R. Esche. 
(Akust. Beihefte, No. 2, pp. 71-74; 1952.) A 
method is described for measurements in the 
range 300-600 kc. The absorption coefficient is 
found to increase linearly with frequency, as at 
higher frequencies. 

534.321.9-14 1563 
The Behaviour of Ultrasonics in Liquids— 

J. Lamb. (Research (London), vol. 5, pp. 553-
560; Dec., 1952.) The results of recent research 
are reviewed, with particular reference to the 
measurement and physical interpretation of 
relaxation effects in pure liquids, electrolytes 
and polymer liquids. About 50 references. 

534.414 1564 
The Effects of Viscous Dissipation in the 

Spherical Acoustic Resonator—H. G. Ferris. 
(Jour. Acoust. Soc. Amer., vol. 25, pp. 47-50; 
Jan. 1953.) Analysis shows that the effect of 
viscosity is to decrease slightly the natural 
frequencies and to cause decay of the free vibra-
tions. The attenuation of the purely radial 
modes of vibration is much less than that for 
modes with tangential velocity components. 

534.613 : 534.37 1565 
Radiation Pressure and Dispersion—E. J. 

Post. (Jour. Acoust. Soc. Amer., vol. 25, pp. 
55-60; Jan. 1953.) Discussion of basic theories 
relative to propagation in a dispersive medium, 
with particular reference to boundary condi-
tions and the essential difference between 
acoustic and electromagnetic radiation pres-
sure. An extensive annotated bibliography, 
dating back to 1870, is given. 

534.614 1566 
Precision Measurement of the Velocity of 

Sound in Air—P. W. Smith, Jr. (Jour. Acoust. 
Soc. Amer., vol. 25, pp. 81-86; Jan. 1953.) A 
method is described in which the driving-point 
impedance of a loudspeaker connected to a 
closed tube of adjustable length serves as the 
frequency-controlling element of a bridge-
stabilized oscillator. Results of measurements 
at 1 kc in air, corrected to standard conditions, 
give a velocity of 331.45 ±0.05 m/s. 

534.62 1567 
Investigations for improving the Linings of 

Acoustically Damped Rooms—G. Kurtze. 
(Akust. Beihefte, no. 2, pp. 104-107; 1952.) 
By arranging Helmholtz-type resonators be-
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hind absorbing wedges, the same amount of 
absorption is achieved with a reduction of 
one-third in the thickness of the lining and 
without raising the lower frequency limit. 

534.78:681.613 1568 
The Phonetic Type-sonograph or Phoneto-

graph—J. Dreyfus-Graf. (Tech. Mitt. schweia. 
Telegr.-Teleph. Verw., vol. 30, pp. 363-379; 
Dec. 1, 1952. In French.) Developments of the 
steno-sonograph (271 and 1330 of 1950) are 
described. The present models give a phonetic 
transcript of speech in the form of known alpha-
betic symbols by means of an electric type-
writer. The speech is transformed into groups 
of nine pulses which are compared two-by-two 
in an electrical computer operating on the 
trinary system (0+—). A system of lamps 
associated with the computer enables conver-
sation to be followed by the deaf. The width 
of the frequency channel necessary for trans-
mitting phonetograms is 270 cps according to 
Fourier theory, i.e., 135 cps in practice. 

534.833 1569 
Wide-Band Absorbers for Liquid-Borne 

Sound—E. Meyer & K. Tamm. (Akust. 
Beihefte, no. 2, pp. 91-104; 1952.) Description, 
with theory and performance figures, of absorb-
ers for the frequency range 5-50 kc, suitable 
for lining measuring tanks. Porous elastic-
rubber materials are used and the devices 
have ribs arranged to form parallel ducts 
whose walls are sloped for impedance matching. 

534.844/.845 1570 
Comparative Absorption-Coefficient Meas-

urements 1950—A. Eisenberg. (Akust. Bei-
hefte, no. 2, pp. 108-114; 1952.) Measurements 
previously reported by Meyer & Schoch 
(2412 of 1939) did not agree sufficiently well to 
serve as a basis for a test specification. Further 
measurements are now reported and a tentative 
test specification is presented for the determi-
nation of absorption coefficients by the rever-
beration-chamber method. 

534.844.1 1571 
The Accuracy of Reverberation-Time 

Measurements with Warble Tones and White 
Noise—W. Furrer & A. Lauber. (Jour. Acoust. 
Soc. Amer., vol. 25, pp. 90-91; Jan. 1953.) 
Investigations in three rooms of very different 
volumes show that the probable error of 
reverberation-time measurements is less with 
warble tones than with white noise at 200 cps. 
the reverse being the case at 800 and 3200 cps. 

534.846.4 1572 
Improvement of Audibility in a Theatre by 

means of a Sound-Delaying "Quiet-Speaker" 
System—G. R. Schodder, F. K. Schr6,Ier & 
R. Thiele. (Akust. Beihefk, no. 2, pp. 115-116; 
1952.) Account of experiments made inside a 
hall at Recklinghausen; the technique was 
similar to that used by Parkin & Scholes (1294 
of 1951) in their investigations of an open-air 
theatre. 

534.862:534.874.1 1573 
Acoustic Problems at the "Waldbithne" 

Open-Air Sound Theater in Berlin—H. Simon. 
(Jour. Soc. Moe. Pict. Teles Engrs., vol. 59, no. 
6, pp. 512-516; Dec. 1952.) General arrange-
ments for vision-sound synchronization for 
film reproduction are discussed, Uniform sound 
volume for an audience of 25,000 is achieved 
by careful adjustment of the beam direction of 
loudspeaker units at each side of the screen, 
each unit comprising two groups of three loud-
speakers with different frequency characteris-
tics. The calculated amplifier power required to 
give the required audibility over a wide fre-
quency range is about 129 W, the acoustic 
power being 8-10 W. 

534.874.1:621.395.61 1574 
Methods of Directional Sound Reception— 

H. Grosskopf. (Tech. Hausmitt. Nordwasch. 
Rdfunks, vol. 4, pp. 209-218; Nov./Dec. 
1952.) Various methods for the directional re-

ception of speech and music are reviewed, in.. 
eluding those using (a) gradient microphones 
of the first, second or higher order, either 
singly or in groups, (b) microphones utilizing 
the interference of sound waves, some using 
reflectors, others groups of receivers, as in the 
tubular and line microphones of Mason & 
Marshall (1518 of 1939) and Olson (3600 of 
1939). Figure 2 in the article should be rotated 
through 180°. 

621.395.625.3 1575 
The Field of Harmonically Magnetized 

Recording Tape. Playback under Open-Circuit 
Conditions with Ideal and with Very-Wide-Gap 
Head—O. Schmidbauer. (Frequenz, vol. 6, pp. 
281-290 & 319-324; Oct. & Nov. 1952.) 

621.395.625.3 1576 
Performance of High-Output Magnetic 

Tape—L. B. Lueck & W. W. Wetzel. (Elec-
tronics, vol. 26, pp. 131-133; March 1953.) 
Performance figures are given for a new record-
ing tape, to be known as Scotch Brand No. 120, 
which will give a 6-db greater output than the 
standard Scotch Brand No. 111 without rise of 
noise level. Remanence is increased by a factor 
of 2.2 compared with No. 111 tape, and the 
new tape has considerably lower distortion, so 
that greater signal voltages can be used with-
out the distortion exceeding permissible limits. 

621.395.625.3 +534.8521:061.3 1577 
U.E.R. [Union Européenne de Radiodiffu-

sion] Conference on Magnetic Sound Record-
ing, Hamburg, 18th-22nd November 1952— 
K. E. Gondesen. (Tech. Hausmitt. NordwIlisch. 
Rdfunks, vol. 4, p. 230; Nov./Dec. 1952.) 

ANTENNAS AND TRANSMISSION LINES 

621.315.212 1578 
Investigations on Broadcast-Programme 

Line Using Star-Quad Cable without Coil Load-
ing—E. A. Pavel & H. v. Schau. (Fernmelde-
tech. Z., vol. 5, pp. 551-562; Dec. 1952.) Exten-
sive measurements at frequencies up to 15 kc 
are reported on the "high-quality" cable run-
ning from Hamburg to Frankfort and back, a 
total distance of 1072 km, and incorporating 33 
line amplifiers. A difference between input and 
output quality could be detected only after a 
repetition process corresponding to transmis-
sion over a cable length of about 5000 km. 

621.392 1579 
The Input Impedance of a Line, and the Lo-

cation of Nonuniformities—R. Monelli. (Alta 
Freguenza, vol. 21, pp. 260-287; Dec. 1952.) 
Formulas are derived for the input resistance 
and reactance of a very long line with purely 
resistive characteristic and terminating impe-
dances. A special function is introduced ex-
pressing the relation between attenuation and 
terminating-impedance mismatch. The infor-
mation obtainable from RF-bridge impedance 
measurements is discussed. 

621.392.09 1580 
Theory of the Single-Wire Transmission 

Line—T. E. Roberts, Jr. (Jour. Appt. Phys., 
vol. 24, pp. 57-67; Jan. 1953.) Equations are 
derived for the current induced in an infinitely 
long straight wire of finite surface impedance, 
connected to a flanged coaxial line. Radiation 
patterns are computed and the input conduct-
ance is determined. The current comprises two 
components, one of which is a modal current. 
Graphs are given for computing the efficiency 
of excitation of this component. A second sys-
tem comprising a single wire between perfectly 
conducting parallel plates is investigated as a 
boundary-value problem; the solution is used 
in the discussion of the physical properties of a 
finite-length single-wire transmission line. 
Usual transmission-line concepts are applicable 
under certain restricting conditions. 

621.392.22517.9 1581 
Applications of the Theory of Systems of 

Differential Equations to Multiple Nonuniform 

Transmission Lines—R. L. Sternberg & H. 
Kaufman. (Jour. Math. Phys., vol. 31, pp. 244-
252; Jan. 1953.) 

621.392.26 1582 
Theory of Propagation in Waveguides— 

E. Ledinegg & P. Urban. (Acta Phys. Aus-
triaca, vol. 5, pp. 1-11; Nov. 1951.) See 2433 
of 1952. 

621.392.26 1583 
An Exact Formulation of the Problem of 

Diffraction by Diaphragms with Slits in Wave-
guides with Rectangular Cross-Section—R. 
Muller. (Z. Angew. Phys., vol. 4, pp. 424-433; 
Nov. 1952.) From results previously reported 
(625 of March) for waveguides of arbitrary 
cross-section, formulas are derived for the case 
of a diaphragm, with a symmetrically placed 
slit, in a rectangular waveguide. The original 
two-dimensional problem turns into a series of 
one-dimensional problems. In the absence of an 
incident wave a field can exist in the waveguide 
only for some particular values of wave num-
ber. Conditions for the existence of various 
modes are investigated and the singular be-
havior of Ho,. waves is discussed. Analysis is 
given for the case of an incident Hai or Ho, 
wave at a frequency such that it is the only 
homogeneous wave of its type of symmetry. 
For the Hai wave the solution is given by a 
symmetrical Fredholm integral equation of the 
first kind, for the Hot wave by a pair of such 
equations. 

621.392.26 1584 
Waveguide Attenuation and its Correlation 

with Surface Roughness—F. A. Benson. (Proc. 
1EE (London) part III, vol. 100, pp. 85-90; 
March, 1953.) The attenuation of 9.375-kmc 
waves in samples of standard commercial 
waveguide was determined by a method involv-
ing examination of the standing-wave pattern 
near a voltage minimum. Detailed studies were 
made of the roughness of the internal surfaces 
of the waveguides. Discrepancies between 
measured and calculated values of attenuation 
are attributed to surface roughness, though in 
some cases very high values of measured atten-
uation are attributable to high resistivity of the 
waveguide material. One particular sample of 
"copper" waveguide, with a dc resistivity 
nearly three times that of pure Cu, was ana-
lyzed and found to be made from deoxidized 
arsenical copper. Effects of small changes in 
waveguide dimensions on the attenuation are 
estimated and a modification of Kuhns 
attenuation formula (1328 of 1947) is given 
which takes account of surface roughness. 

621.392.26 1585 
Low-Loss Waveguide Transmission—S. E. 

Miller & A. C. Beck. (Pocie. IRE., vol. 41, 
pp. 348-358; March, 1953.) Report of experi-
ments on long-distance transmission, using 
frequencies around 9 kmc with circular wave-
guide of diameter about 5 in. and propagating 
the TED' mode, the theoretical loss being 2 
db/mile. 0.1-µs pulses were transmitted over a 
distance of 40 miles. Observed losses averaged 
about 50% more than the theoretical values, 
as a result of surface roughness and mode 
conversion. Compared with dominant-mode 
transmission, this multimode system has the 
advantages of increased bandwidth, reduced 
delay distortion and reduced size, and the dis-
advantage of reduced mechanical tolerances. 
Mode filtering devices are discussed. See also 
2992 of 1952 (King). 

621.392.26:538.221 1586 
Modes in Waveguides containing Ferrites 

—M. L. Kales. (Trans. I.R.E., pp. 104-105; 
Dec., 1952.) Analysis shows that in a cylindrical 
waveguide filled with a homogeneous ferrite 
material subjected to a constant axial mag-
netic field no TE, TM or TEM modes are 
possible. 

621.396.67 1587 
Radiation from a Horizontal Dipole in a 
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Semi-infinite Dissipative Medium—R. H. Lien. 
(Jour. Ape Phys., vol. 24, pp. 1-4; Jan., 1953.) 
Formulas are derived for the radiation field. 
Solutions are obtained in the form of complex 
integrals which can be evaluated in closed form 
for low frequencies. 

621.396.67 1588 
The Radiation Resistance of a Straight Wire 

in Free Space—R. Müller. (Arch. Elect. 
übertragung, vol. 7, pp. 56-57; Jan., 1953.) 
The function expressing the dependence of the 
radiation resistance on the ratio of wire length 
to wavelength is shown to have a periodic 
component superimposed on the monotonically 
increasing term. 

621.396.67:621.397.6 1589 
Multiple Television and Frequency-Modu-

lation Transmitting Antenna Installation on the 
Empire State Building—J. B. Dearing, H. E. 
Gihring, R. F. Guy & F. G. Kear. (Paoc. 
I.R.E., vol. 41, pp. 324-337; March, 1953.) 
Account of the development and performance 
of the installation, which comprises a steel 
tower supporting six aerial systems, radiating 
altogether five picture carriers, five sound 
carriers and three FM carriers. See also 1568 
of 1951 (Kear & Hanson). 

621.396.67:621.397.62 1590 
Television Aerials—G. W. Luscombe. 

(Wireless Eng., vol. 30, pp. 82-90; April, 1953.) 
An investigation of receiving antennas. The 
most important characteristics determining 
performance are the gain, the radiation pattern 
and the impedance. Methods of measuring 
these properties are described, the precautions 
necessary to ensure good accuracy being indi-
cated. Results obtained with nine outdoor 
aerials of British manufacture are presented; 
measurements were made at vision-carrier 
and sound-carrier frequencies. 

621.396.67.013.24 1591 
Impulse Electromagnetic Fields—J. A. 

Feyer. (Trans. S. Afr. Inst. Elec. Eng., vol. 
43, part 10, p. 291; Oct., 1952.) An error in 
ICitai's paper (38 of January) is pointed out. 
At distances > X/2ir the radiation field pre-
dominates over the induction field in respect 
of both intensity and the spectrum function at 
a given frequency. 

621.396.677 1592 
Further Effects of Manufacturing Toler-

ances on the Performance of Linear Shunt 
Slot Arrays—H. F. O'Neill & L. L. Bailin. 
(Trans. I.R.E. no. PGAP-4, pp. 93-102; Dec., 
1952.) Calculations are made of the increase of 
side-lobe level due to specified deviations from 
the optimum array parameters, thus providing 
data of service in fixing manufacturing toler-
ances. Curves are given to facilitate the design 
of Dolph-Tchebycheff-type arrays with 12, 
24 or 48 elements. See also 1241 of May (Bailin 
& Ehrlich). 

621.396.677 1593 
A Helical Beam [aerial] for Citizens' Radio 

—E. F. Harris. (Electronics, vol. 26, pp. 134-
135; March, 1953.) Description, with radiation 
diagrams, of a 6-turn helical antenna of I-in. 
Cu braid embedded in fiberglas moulding of 
length 29 in. and diameter 6.5 in. With a 
16X16-in. Al ground plate, good directivity 
is obtained from 390 to 600 mc. With 4 such 
elements on a common ground plate at each 
end of a radio link, the gain is increased by 12 
db compared with the use of single units. See 
also 3511 of 1948 (Lurie) and back references. 

621.396.677 1594 
Optimum Design of Linear Arrays in the 

Presence of Random Errors---D. Ashmead. 
.(Trans. I.R.E. no. PGAP-4, pp. 81-92; Dec., 
1952.) Assuming the maximum error in the 
current at any radiator element is a constant 
fraction of the designed current, a method is 
given for finding the mean side-lobe suppres-
sion that can be obtained for any Tchebycheff 

distribution. Over-correction in the design 
may result in less suppression and lower gain. 
A method is also given for finding the aperture 
efficiency of a Tchebycheff distribution with-
out calculating the individual currents. See also 
1241 of May (Bailin & Ehrlich). 

621.396.677 1595 
Lattice Lenses for Centimeter Waves— 

J. Moussiegt. (Onde flea., vol. 32, pp. 515-518; 
Dec., 1952.) See 3004 and 3355 of 1952. 

621.396.677.029.6 1596 
On Spherically Symmetric Lenses—J. E. 

Eaton. (Trans. I.R.E., no. PGAP-4, pp. 66-71; 
Dec., 1952.) Generalization of Luneberg's 
spherical lens, with a solution of the integral 
equation for the ray paths. 

621.396.677.029.6 1597 
Astigmatic Diffraction Effects in Micro-

wave Lenses—A. S. Dunbar. (Trans. I.R.E., 
no. PGAP-4, pp. 72-80; Dec. 1952.) Discussion 
of the effects of astigmatism on the diffraction 
pattern and gain of a lens antenna. 

CIRCUITS AND CIRCUIT ELEMENTS 

621.314.22.015.7 1598 
Design of Series Peaking Transformers— 

A. C. Sim. (Wireless Eng., vol. 30, pp. 90-93; 
April, 1953.) Essential features of this type of 
transformer are (a) the load current is arranged 
to be negligible compared with the magnetizing 
current, and (b) the magnetizing current is 
allowed to reach a value much greater than 
that required to saturate the core. An easy 
and accurate design method is presented which 
does not require an analytical representation 
of the B/H characteristic. The example of a 
transformer to produce a voltage pulse of 
about 100 V for triggering a thyratron is worked 
out numerically. The voltage and duration of 
the pulse can be predicted to within about 20% 
of the measured values. 

621.314.222 1599 
Investigations on Voltage Transformers— 

H. Kafka. (Eleldrotech. u. Maschinenb., vol. 69, 
pp. 523-532; Dec. 1, 1952.) A conductance 
diagram is developed to show directly the vari-
ation of secondary voltage and phase angle as a 
function of the load. Its application in trans-
former design is illustrated. 

621.314.5:537.525.92 1600 
D.C./A.C. Convertor utilizing the Space-

Charge Capacitance of a Valve—H. Wechsung. 
(Frequenz, vol. 6, pp. 336-337; Nov., 1952.) 
Two circuits are described for converting 
feeble dc to ac prior to amplification for 
measurement purposes. Both make use of the 
variation of grid-cathode capacitance with the 
voltage applied to the grid, the first circuit 
using a bridge balanced for a certain value of 
the grid-cathode capacitance, so that any vari-
ation produces a proportionate deflection of a 
meter. The second circuit uses a balanced 
arrangement of two valves with a differential 
transformer. Zero stability is good in both cases. 

621.314.7(083.3) 1601 
Transistor Equations—F. R. Stansel. (Elec-

tronics, vol. 26, pp. 156, 158; March, 1953.) 
Formulas giving circuit voltage and current 
gain, and impedance characteristics, in terms 
of transistor parameters are tabulated 
for grounded-base, grounded-emitter, and 
grounded-collector transistor amplifier cir-
cuits. 

621.318.57 1602 
Static-Dynamic Design of Flip-Flop Cir-

cuits—C. L. Wanlass. (Trans. I.R.E., no. 
PGEC-1, pp. 6-18; Dec., 1952.) Discussion of 
the design of flip-flop circuits for operation from 
a relatively low supply voltage, a desirable 
feature for computer elements. The circuit 
adopted uses negative-pulse triggering and a 
diode input circuit, the minimum trigger volt-
age being adjustable by means of two variable 

resistors. Stability is determined by use of 
Routh's criteria. General directions for the 
design of flip-flop circuits for low-voltage 
operation are summarized. 

621.392.5 1603 
Design of Low-Frequency Constant-Time-

Delay Lines—C. M. Wallis. (Elec. Eng., 
(N. Y.), vol. 71, p. 1123; Dec., 1952.) Digest 
only. Analysis is presented for ladder-type 
low-frequency delay lines consisting of Pierce 
asymmetrical T sections, each section having 
two unequal coils in series, wound on a common 
core to give a coupling coefficient near unity, a 
capacitor being connected from the junction 
of the coils to earth. When properly terminated, 
such delay lines give delays constant to within 
±1% over 60% of the pass band. Where 
many sections must be used, they have the 
decided advantage of requiring only two com-
ponents per section, a double-winding inductor 
and a capacitor. 

621.392.5 1604 
Transfer Matrix of a Four-Terminal Pas-

sive Network in terms of its Image Parameters 
—H. P. Biggar. (Electronic Eng., vol. 25, pp. 
152-153; April, 1953.) The constants in the 
fundamental simultaneous equations relating 
the input and output voltages and currents for 
a linear passive quadripole have a particular 
significance and can be used to derive the 
transfer matrix of any passive network in 
terms of the image impedances. This is demon-
strated for the L type of network. 

621.392.5 1605 
The Measurement of «A" Matrix Elements 

of Passive Networks—W. R. Hinton. (Elec-
tronic Eng., vol. 25, pp. 151-152; April, 1953.) 
The general method of using the "A" matrix 
has previously been described (840 of 1950). 
A method is here described for determining the 
matrix elements from measurements of the 
impedance looking in at the sending end of a 
network, the receiving and end being first 
open-circuited and then short-cirtuited. The 
elements so found apply only for the measure-
ment frequency. The analysis shows that net-
works are electrically equivalent at a given fre-
quency when their "A" matrices are equal at 
that frequency. 

621.392.5 1606 
The Maximum Gain of an RC Network— 

A. D. Fialkow & I. Gerst. (Paoc. I.R.E., vol. 
41, pp. 392-395; March, 1953.) Analysis is 
presented indicating that any desired voltage 
gain can be achieved at a given real frequency 
by using networks of sufficient complexity as 
represented by the degree of the corresponding 
formulas. Transfer-function theory developed 
previously (3369 of 1952) is used. The relation 
between the maximum possible gain and the 
degree of the transfer function is determined. 
The results are illustrated by examples. 

621.392.5 1607 
Note on a Network Theorem—L. Storch. 

(Wireless Eng., vol. 30, no. 4, pp. 77-81; 
April, 1953.) The formulation adopted by 
Zepler (1535 of 1952) is criticized, and it is 
shown that his results can be obtained more 
simply by using the conventional impedance 
concept rather than his unconventional power 
concept. 

621.392.5.018.7 1608 
Waveform Computations by the Time-

Services Method—N. W. Lewis. (Proc. IEE 
(London), part III, vol. 100, pp. 109-110; 
March, 1953.) Discussion on paper abstracted 
in 55 of January. 

621.392.5.018.75 1609 
The Synthesis of a Network to have a Sine-

Squared Impulse Response—\V. E. Thomson. 
(Proc. IEE (London), part III, vol. 100, p. 
110; March, 1953.) Discussion on paper ab-
stracted in 348 of February. 
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621.392.5.029.64:538.221 1610 
Reduction of the Loss in Ferrite Materials 

in the Microwave Region—H. N. Chait, N. G. 
Sakiotis & R. E. Martin. (Jour. Appt. Phys., 
vol. 24, pp. 109-110; Jan., 1953.) The loss in 
microwave gyrators, of the type comprising a 
ferrite rod inside a circular waveguide sur-
rounded by a solenoid producing an axial mag-
netic field, has in certain cases been reduced 
by application of an auxiliary transverse static 
magnetic field. 

621.392.52 1611 
Filter Transfer Function Synthesis—G. L. 

Matthaei. (Paoc. I.R.E., vol. 41, pp. 377-382; 
March, 1953.) Theory is developed for circuits 
in which approximately constant attenuation 
is achieved over one or more frequency bands. 
An electrostatic-potential-analogue method is 
used [see 2750 of 1949 (Klinkhamer)]. The 
method is applied to some examples of low-pass 
filters. 

621.392.52 1612 
A Systematic Procedure for the Design of 

Filters—K. H. Haase. (Frequenz., vol. 6, pp. 
363-368; Dec., 1952. & vol. 7, pp. 8-14; Jan., 
1953.) Continuing previous work on the formu-
lation of the characteristic functions of filters 
(3377 of 1952), tables are developed which 
facilitate the determination of the circuit ele-
ments of coupling-free filters of various types. 

621.392.52 1613 
Multistage Band-Pass Filter with Optimum 

Approximation to the Ideal Rectangular Shape 
of the Response Curve—G. Drexler & H. H. 
Voss. (Frequenz, vol. 6, pp. 337-342; Nov., 
1952.) 

621.392.52 1614 
The Design of Linear-Phase Low-Phase 

Filters—C. F. Floyd, R. L. Corke & H. Lewis. 
(Proc. IEE (London), part IIIA, vol. 99, no. 
20, pp. 777-787. Discussion, pp. 860-866; 
1952.) General design principles are outlined 
and a method applicable to certain low-pass 
filters required in television equipment is 
described. Adequate phase linearity of response 
can be obtained over the whole pass band only 
by limiting the discrimination required in the 
attenuation region of the insertion-loss charac-
teristic. Practical examples include (a) a set 
of low-pass filters with linear phase character-
istics from zero nearly to their cut-off frequen-
cies, which range from 1.5 to 4 mc, (b) an 
asymmetric-sideband filter with a cut-off fre-
quency of 6.12 mc and phase linearity from 3 
to 7 mc, with 30-db discrimination above 7 
mc. 

621.392.52:538.652 1615 
How to Use Mechanical I. F. Filters—M. L. 

Doelz & J. C. Hathaway. (Electronics, vol. 26, 
pp. 138-142; March, 1953.) Discussion of the 
construction and performance of electro-
mechanical filters using magnetostrictive Ni 
wires as coupling units between metal-disk 
resonators. A typical 6-disk filter has a 6-db 
bandwidth of 3.1 kc centered on 455 kc, with a 
transmission loss<26 db and an operating 
temperature from —30° to +80°C. The size 
of the complete assembly is only 214X 1X HI in. 

621.392.6 1616 
Fundamental Results and Outstanding 

Problems of Network Synthesis—V. Belevitch. 
(Tijdschr. ned. Radiogenoot., vol. 18, pp. 33-51; 
Jan., 1953. In English.) See also 1547 of 1952. 

621.392.6 1617 
Synthesis of is-Terminal-Pair Networks— 

M. Bayard. (Ann. Télécommun., vol. 7, pp. 
517-524; Dec., 1952.) Dissipative networks 
only are considered. Generalization of the 
Gewertz reduced-matrix method and three 
methods involving auxiliary reactive networks 
are outlined and critically reviewed. The first 
auxiliary reactive network method considered 
was developed independently by Oono (65 of 
1951) and Leroy (1616 of 1950 and 64 of 1951), 

the second was due to Bayard (593 of 1951) 
and the third to Beleviich (1547 of 1952). 

621.396.6: 061.4 1618 
R. E. C. M.F. Exhibition Preview—(Elec-

tronic Eng., vol. 25, pp. 168-171; April, 1953.) 
Short descriptions of selected exhibits at the 
exhibition arranged by the Radio and Elec-
tronics Component Manufacturer's Federa-
tion, London, April, 1953. 

621.396.611.21 1619 
Piezo-electric Oscillations of Quartz Plates 

at Even and Half-Odd Harmonics—S. Parth-
asarathy, M. Pancholy & A. F. ChhaP8ar• 
(Nature (London), vol. 171, pp. 216-217; 
Jan. 31, 1953.) A number of quartz plates of 
different dimensions were plated with Ag, Al 
or Cu by various methods and tested in the 
same circuit. Results show that a quartz plate 
has preferred modes of oscillation at the odd 
and even harmonics and at frequencies midway 
between these, though the amplitude of the odd 
harmonics is very much the greater. 

621.396.611.33 1620 
The Double Resonance in the Secondary of 

a System of Two Circuits with Inductive Cou-
pling—R. Cazenave. (Rev. gén. Elec., vol. 61, 
pp. 586-595; Dec., 1952.) The resonance con-
dition is defined in terms of the primary and 
secondary impedances and the mutual induct-
ance. The variation of secondary current with 
the coupling, frequency, and series capacitance 
is determined. In the case of a variable fre-
quency with fixed coupling a graphical method 
is used to derive "equal-current" curves. By 
means of these a region can be defined within 
which two resonance peaks occur. 

621.396.611.4 1621 
Some Exactly Integrable Cases of Electro-

magnetic Oscillations in Two Coupled Cavity 
Resonators—L. Breitenhuber. (Acta Phys. 
Austriaca, vol. 5, pp. 45-68; Nov., 1951.) 
Calculations of resonance frequencies are made 
for cavity configurations whose boundaries 
coincide with coordinate surfaces of an ellipti-
cal-cylindrical coordinate system. The expres-
sions obtained are developed explicitly for the 
case of weak coupling, and are compared with 
known approximations. 

621.396.611.4 1622 
Theory of Forced Oscillations in Electro-

dynamic Systems—E. Ledinegg & P. Urban. 
(Acta Phys. Austriaca, vol. 5, pp. 510-528; 
June, 1952.) The method of analysis using vec-
tor series progressing according to the eigen-
functions of the wave equation is applied to a 
system comprising cylindrical resonator and 
coaxial line. The theoretical assumptions under-
lying the method are examined and the Green 
tensor appropriate to linear electrodynamic 
processes is formulated. 

621.396.611.4 1623 
The Complete System of Natural Electro-

magnetic Oscillations of Uniaxal Anisotropie 
Cavity Resonators—E. Hafner. (Arch. elekt. 

bertragung, vol. 7, pp. 47-56; Jan., 1953.) 
Analysis of the field inside an arbitrary cylin-
der completely or partially filled by a uniaxal 
crystal. The special cases of the circular-section 
cylinder and the parallelepiped are treated ex-
plicitly. See also 1315 of May. 

621.396.615 1624 
Perturbations of Filtered Oscillators: Part 

2—G. Cahen (Comp. Rend. Acad. Sci. (Paris), 
vol. 236, pp. 356-358; Jan. 26, 1953.) Results 
previously obtained (1279 of May) regarding 
the stability, synchronization and frequency 
pulling of a nonlinear oscillator subjected to 
excitation by an external source are generalized 
by considering the dependence of amplifier 
gain on the rate of phase change. 

621.396.615:621.3.016.35 1625 
Nonlinear Oscillators and the Nyquist Di-

agram—A. Blaquière. (Jour. Phys. Radium, 

vol. 13, pp. 527-540; Nov., 1952.) Two types 
of nonlinear oscillators having amplitude limit-
ing are considered. Their equations become 
linear when a particular value is chosen for the 
parameter involving the amplitude. A single 
curve can then be drawn for this particular 
value on the same principle as the ordinary 
Nyquist curve. Other values of the parameter 
yield a family of curves showing the stages in 
the evolution of oscillations. Conditions for 
stable and unstable oscillations are derived, and 
the results extended to cover response to a small 
perturbation, frequency stability and synchro-
nization limits. A brief account of part of the 
work was given in 335, 1867 and 2735 of 1952. 

621.396.615+534.11:621.3.016.37 1626 
Electrical and Acoustic Oscillation Build-

Up Phenomena—H. Dânzer. (Ann. Phys., 
Lpz., vol. 10, pp. 395-412; June 15, 1952.) 
Mathematical treatment of build-up phenome-
na such as those investigated experimentally 
by Trendelenburg et al. (1939 of 1938) for 
organ-pipe sounds. 

621.396.615:621.396.611.34/.35 1627 
Multimesh RC Networks for Phase-Shift 

Oscillators—R. Krastel. (Funk u. Ton., vol. 6, 
pp. 649-653; Dec., 1952.) The required phase-
shift for each mesh is calculated for a termi-
nated 3-mesh network. The values, which total 
180°, differ considerably from 60°. 

621.396.615.029.53/.55:621.384.612 1628 
A Wide-Range Oscillator of High Stability 

—D. E. Caro & L. U. Hibbard. (Jour. Sci. 
Instr., vol. 29, pp. 403-408; Dec., 1952.) 
Description of a beat-frequency oscillator for 
the RF system of the Birmingham University 
proton synchrotron [700 of 1951 (Hibbard)]. 
The two similar oscillators used are tuned by 
X/4 coaxial resonators on rubber shock mounts 
in a constant-temperature enclosure, the fixed-
frequency oscillator operating at about 33 mc. 
A capacitor using a single-plate rotor with a 
stepped profile serves for varying the tuning 
of the other oscillator via a servomechanism. 
The beat frequency as a function of rotor set-
ting is reproducible to within 0.03% through-
out the range 0.25-10 mc. 

621.396.615.17:621.314.25.015.7 1629 
A Phase-Shifting Pulse Generator for 

Thyratron Control—J. C. West & D. K. 
Partington. (Electronic Eng., vol. 25, pp. 120-
121; March, 1953.) Description, with detailed 
circuit diagram, of equipment producing posi-
tive pulses with repetition frequency that of 
the mains (50 cps), but with phase variable 
with respect to that of the supply voltage. The 
phase lag is controlled by application of a small 
direct voltage to the grid of a high-vaccuum 
tube. 

621.396.615.17:621.317.755 1630 
Pulse-Operated Time-Bases—H. A. Dell. 

(Electronic Eng., vol. 25, pp. 94-97; March, 
1953.) Discussion of the basic principles and 
description of a practical timebase circuit of 
the single-sweep type, triggered by a delayed 
pulse developed from the transient or trans-
mitter pulse to be examined. 

621.396.615.17:621.397.621.2 1631 
Timebase Circuits—H. Mining. (Tech. 

Haustnitt. NordwDtsch. Rdfunks, vol. 4, pp. 
219-227; Nov./Dec., 1952.) Discussion of the 
principles of operation of various types of time-
base, including an anastigmatic system, and of 
HV generation by the fly-back method. 

621.396.645 1632 
The Three Possible Types of Valve Ampli-

fier Circuit and Applications in Television Re-
ceivers—W. Taeger. (Frequenz., vol. 6, pp. 330-
335; Nov., 1952.) Analysis and comparison 
of grounded-cathode, grounded-grid and 
grounded-anode amplifier circuits. 

621.396.645:621.317.3 1633 
A Selective Detector Amplifier for 10-10,000 



950 PROCEEDINGS OF THE I.R.E. July 

c/s—G. H. Rayner. (Jour. Sci. Instr., vol., 30, 
pp. 17-20; Jan., 1953.) An amplifier is de-
scribed for use as a detector in bridge or other 
measurements where a null indication is re-
quired. Tuning is accomplished by means of 
parallel-T feedback networks including only 
resistors and capacitors. Noise is equivalent to 
an input signal of 0.2 µV across 10U 

621.396.645.015.7:621.396.822 1634 
Background Noise in Ionization-Chamber 

Pulse Amplifiera—G. Valladas & A. Leveque. 
(Jour. Phys., Radium, vol. 13, pp. 521-526; 
Nov., 1952.) Two methods of particle-energy 
measurement are considered. For the charge-
collection method Milatz & Keller (1750 of 
1945) have calculated the absolute limit to 
measurement accuracy for the amplifier circuit 
used. For the pulse-slope method initiated by 
Sherr & Peterson (Rev. Sci. ¡asir., vol. 18, p. 
567; 1947) a slightly different limit is found. 
Circuits giving optimum signal/noise ratios 
are proposed in each case. 

621.396.645.029.3 1635 
Constant-Current Audio Power Amplifiers 

—H. T. Sterling & A. Sobel. (Electronics, vol. 
26, pp. 122-125; March, 1953.) The design fea-
tures are discussed of a push-pull amplifier using 
a pair of Type-5881 tubes in the output stage 
to feed a General Radio Type-942A toroidal 
output transformer. Constant-current opera-
tion of the output stage, with 1-1d1 resistors in 
the cathode leads for dc degeneration, mini-
mizes variations due to valve aging or replace-
ment. Full circuit details of the amplifier and 
its simple power-supply unit are given. 

621.396.645.029.4 1636 
Comments on the Performance of Pentode 

Output Stages—B. G. Dammers. (Philips 
Tech. Commun. (Australia), pp. 3-13; 1952.) 
Excerpt from Book V of the Philips series of 
books on electronic tubes (2765 of 1952). 

621.396.645.36 1637 
The Differential Amplifier—V. S. E. Lewis: 

B. F. Davies. (Electronic Eng., vol. 25, pp. 82-
83; Feb. 19, 1953.) Comment on 3392 of 1952 
and author's reply. 

621.396.645.37+621.396.615.11 1638 
Electrically Tuned RC Oscillator or Ampli-

fier—O. G. Villard, Jr., & F. S. Holman. (Peoc. 
I.R.E., vol. 41, pp. 368-372; March, 1953.) 
Two variants are described of a feedback cir-
cuit including two all-pass phase-shifting net-
works. Tuning is performed by adding a vari-
able amount of the output of the one phase 
shifter to the output of the other, the variation 
being controlled electronically by means of a 
modulator circuit. Theoretically the tuning 
range is from zero to infinite frequency; in 
practice the frequency ratio obtainable with-
out appreciable change in gain is about 4: I. 

621.397.645.029.62 1639 
Fundamental Problems of H.F. and I.F. 

Amplifiers for TV Reception: Part 1—Gain and 
Bandwidth—A. G. W. Uitjens. (Electronic 
Appl. Bull., vol. 11, pp. 205-228; Nov., 1950. 
Errata, ibid., vol. 12, p. 17; Jan., 1951.) The 
gain-bandwidth product GB is shown to de-
pend exclusively on the ratio of tube mutual 
conductance to the sum of input and output 
capacitances. Factors affecting G and B are 
discussed. Amplifier response curves are con-
sidered and the total bandwidth is deduced for 
amplifiers with synchronous circuits. Staggered 
tuning is discussed in detail. The unit-function 
response curves for double- and vestigial-
sideband systems are treated and the distor-
tion in the latter system is analyzed. The gain 
and bandwidth of quadripole coupling net-
works, particularly the II network and the 
double-tuned band-pass filter, are discussed 
and characteristic data, including GB values, 
are tabulated for nine commonly used pentode 
circuits. Data for unit-function response 
curves when several identical groups are con-
nected in cascade, and bandwidth factors for 

double-tuned coupling circuits, are also tabu-
lated. 

621.397.645.029.62:621.397.822 1640 
Fundamental Problems of H.F. and I.F. 

Amplifiers for TV Reception: Part 2—Noise— 
A. G. W. Uitjens. (Electronic Appi. Bull., vol. 
12, pp. 2-17; Jan., 1951., Correction, ibid., 
vol. 12, p. 64; March, 1951.) Noise factors of 
amplifiers operating under various specified 
conditions are calculated and tube noise is 
discussed. Formulas are derived for the 
noise factor at meter wavelengths for four 
special simplified cases, a general formula being 
given in an appendix. The concept of noise 
reference frequency f., the frequency at which 
the equivalent noise resistance of a tube is 
equal to the input resistance, is discussed and 
formulas are tabulated for both triode and 
pentode circuits with predominating partition 
noise. Graphs of noise factor for various cases 
show that above the frequency f,, the noise 
factor increases rapidly. The signal/noise ratio 
is calculated from the noise factor. It appears 
that the weakest signal that can be received 
reasonably well depends on the frequency, on 
the antenna noise, and particularly on the 
noise reference frequency of the first tube of the 
receiver. 

GENERAL PHYSICS 

535.13:517.941.9 1641 
The First Boundary-Value Problem of Max-

well's Equations—E. Ledinegg & P. Urban. 
(Ann. Phyz., Lpz., vol. 10, pp. 349-360; June 
15, 1952.) Mathematical analysis of the gener-
ation of oscillations in an EM system by an 
external source, such as excitation of a cavity 
resonator by means of a waveguide feeder. 

535.325-1 1642 
Refractive Index of Dipolar Gas Mixtures 

at Decimeter Wavelengths—R.Schachenmeier 
& F. Weller. (Naturvissenschaften, vol. 40, pp. 
17-18; Jan., 1953.) The refractive index of 
mixtures of air and water vapor was measured 
at frequencies from 600 to 1700 mc over a 
range of pressures, using a cavity-resonator 
method. Results are shown in curves. Discrep-
ancies between the observations and values 
predicted from theory are attributed to the 
fact that the relaxation time of the water mole-
cules is not negligible at low pressures. 

535.37 1643 
Capture and Recapture of Electrons in 

Phosphorescence—D. Curie. (Ann. Phys. 
(Paris), vol. 7, pp. 749-801; Nov./Dec. 1952.) 
The relative importance of these phenomena 
is discussed, and the mechanisms with which 
they are associated in phosphorescence decay 
are analyzed. 

535.37:537.52 1644 
The Luminescence of Phosphors in Strong 

Electric Fields—A Herwelly. (Acta Phys. 
Austriaca, vol. 5, pp. 30-44; Nov., 1951.) 
The account of the phenomenon of electro-
luminescence given by Destriau (see e.g. 110 
of 1949) is critically discussed. Cells used for 
demonstrating the phenomenon always take 
the form of a stratified capacitor including a 
layer of gas and a layer of solid dielectric of 
much greater breakdown strength, the gas 
being occluded either in the electrodes or in or 
between the phosphor grains. With such an 
arrangement a glow discharge occurs in the 
gas layer for voltages above a certain threshold 
and below sparking voltage. It is concluded 
that this is the true explanation of the ob-
served phenomenon. 

537.1:530.12 1645 
Circulation in the Flow of Electricity: 

Dirac's New Variables—O. Buneman. (Proc. 
Roy. Soc. A., vol. 215, pp. 346-352; Dec. 5, 
1952.) "Kelvin's circulation theorems are 
shown to be applicable to the generalized 
momentum vector in the relativistic flow of 
electricity. Vortex filaments become «vortex 

ribbons" in space-time, and Dirac's variables 
E and n are identified as the parameters which 
characterize the family of vortex ribbons." 

537.213 1646 
The Electric Potential in an Electrically 

Shielded Space—G. Piccardi & R. Cini. 
(Ricerca Sci., vol. 23, pp. 113-114; Jan., 1953.) 
Experiments confirm the previously observed 
variation of potential inside a metallic enclo-
sure; the phenomenon is attributed to the pro-
duction of space charge by ionization due to 
spontaneous radiation from the enclosure walls. 

537.336 1647 
The Frequency Dependence of the Dielec-

tric Properties of Dipolar Substances—J. J. 
O'Dwyer and R. A. Sack. (Aust. Jour. Sci. 
Res., Ser. A, vol. 5, pp. 647-660; Dec., 1952.) 
Inconsistencies in previous theories of dipolar 
interaction are pointed out. A new theory pre-
sented is based on Debye's theory of molecular 
relaxation and on an application of Onsager's 
method for treating ES interaction. 

537.291+538.691 1648 
The Solution of the Schrödinger Equation 

for Finite Systems, with special reference to 
the Motion of Electrons in Coulomb Electric 
Fields and Uniform Magnetic Fields—R. B. 
Dingle. (Proc. Camb. Phil. Soc., vol. 49, part 1, 
pp. 103-114; Jan., 1953.) 

537.291 ió 
Motion of Gaseous Ions in Strong Electric 

Fields—G. H. Wannier. (Bell Sys. Tech. Jour., 
vol. 32, pp. 170-254; Jan. 1953.) Amplified and 
extended version of papers noted in 97 of 1952 
and 376 of February. 

537.3 1650 
Current Flow in Cylinders—W. R. Smythe. 

(Jour. Appl. Phys., vol. 24, pp. 70-73; Jan., 
1953.) The mixed-boundary-value problem of 
the flow of current into a right circular cylinder 
through a perfectly conducting coaxial disk 
electrode at one end is solved approximately. 

537.315.6 1651 
Numerical Calculation of the Potential and 

Field due to a Uniformly Charged Disk— 
M. Laudet. (Jour. Phys. Radium, vol. 13, pp. 
549-553; Nov., 1952.) Various methods of cal-
culating the potential at any point are dis-
cussed, the particular advantages of the relaxa-
tion method in the most general case being 
pointed out. 

537.52:538.639 1652 
New Types of Discharges in Magnetic 

Fields—K. Siebertz. (Acta Phys. Auslriaca, 
vol. 5, pp. 134-142; Nov., 1951.) Discharge phe-
nomena described by Ehrenhaft et al. (Acta 
Phys. Austriaca, vol. 4, no. I, p. 129; 1950) are 
explained in terms of known concepts and laws 
of gas-discharge physics. 

537.52:538.639 1653 
Investigations of Discharges in Magnetic 

Fields. A Note on Righi's Magnetic Rays— 
W. H. Borgmann. (Acta Phys. Austriaca, vol. 
5, pp. 425-428; June, 1952.) 

537.525:538.566 1654 
The Microwave Admittance of a Mercury-

Vapour Discharge—H. A. Prime. (Aust. Jour. 
Sci. Res.,Ser A,vol. 5, pp. 607-617; Dec., 1952). 

537.525: 538.63 1655 
Theory of the Discharge Potential for Co-

axial Cylindrical Electrodes in a Transverse 
Magnetic Field—G. Valle. (Nuovo Cim., vol. 
9, pp. 145-168; Feb. 1, 1952.) 

537.527:538.566 1656 
The Absorption and Reflection of Micro-

wave Radiation by a Mercury-Vapour Dis-
charge—H. A. Prime. (Aust. Jour. Sci. Res., 
Ser. A, vol. 5, pp. 592-606; Dec., 1952.) Results 
of measurements at 3-cm X show that with in-
creasing discharge current the real component 
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of the complex conductivity of the discharge 
increases almost linearly, the imaginary com-
ponent, which is negative, increasing nonlin-
early and less rapidly. 

537.533: [537.29+538.63 1657 
The Imaging Properties of Electron Beams 

in Arbitrary Static Electromagnetic Fields— 
P. A. Sturrock. (Phil. Trans., vol. 245, pp. 155-
187 ; Aug. 19, 1952.) Detailed theory of the aber-
rations of electron-optical systems with curved 
axes, with application to calculation of the 
imaging properties of a helical beam moving 
in the field of a pair of coaxial cylindrical elec-
trodes. 

537.533.8:1546.56-1+546.57-11:539.234 1658 
The Secondary Emission from Copper and 

Silver Films obtained with Primary-Electron 
Energies below 10 eV—H. P. Myers. (Proc. 
Roy. Soc. A, vol. 215, pp. 329-345; Dec. 5, 
1952.) Values obtained for the secondary-emis-
sion ratio are lower than those hitherto re-
corded, both Ag and Cu having a ratio <0.1 in 
the primary-energy range 1-5 eV. The differ-
ence is attributed to the improved vacuum con-
ditions used. Measurements of the energy dis-
tribution of the secondary electrons for primary 
energies <5 eV show that the secondary elec-
trons are in fact elastically reflected primary 
electrons. 

537.562 1659 
Electromagnetic Properties of Plasmas— 

M. Bayet. (Jour. Phys. Radium, vol. 13, pp. 
579-586; Nov., 1952.) Conditions for the propa-
gation of longitudinal and transverse EM 
waves are considered, taking account of the ef-
fect of collisions on electron velocities and as-
suming no applied magnetic field. The mobility 
coefficient relating the electric field to the mean 
velocity imparted by it to the electrons, and 
dispersion formulae linking wavelength and 
frequency of the propagated disturbance, are 
derived. 

537.562:538.56 1660 
Studies in Magneto-hydrodynamics—S. 

Lundquist. (Ark. Fys., vol. 5, part 4, pp. 297-
347; Aug. 26, 1952.) A systematic treatment of 
the subject, designed to bring out the underly-
ing physical principles. Basic equations for EM 
phenomena in a conducting liquid and their 
conditions of validity are discussed. These are 
applied in specific static, kinematic and dy-
namic problems. Experimental work is briefly 
summarized. 

537.562:538.566:532.51 1661 
A New Type of Propagation—C. H. Papas 

& W. W. Salisbury. (Trans. I.R.E., pp. 47-52; 
Dec., 1952.) Discussion of the properties of 
magneto-hydrodynamic waves in various types 
of conducting fluida. See also 3469 of 1945 
(Alfvén). 

538.221 1662 
Overlapping Energy Bands and the Theory 

of Collective Electron Ferromagnetism—A. B. 
Lidiard. (Proc. Camb. Phil. Soc., vol. 49, part 
I, pp. 115-129; Jan., 1953.) 

538.221:538.65 1663 
Motions of Material Particles in the Meld 

of an Electromagnet—F. Stockinger. (Ada 
Phys. Austriaca, vol. 5, pp. 440-448; June, 
1952.) Description and discussion of two dif-
ferent effects observed when ferromagnetic par-
ticles of order of magnitude 10-4-10-2 cm are 
exposed to fields of strength up to 30,000 oer-
sted in the air-gap of a magnet. 

538.221:538.65 1664 
The Behaviour of Ferromagnetic Particles 

in a Rotating Magnetic Field—K. V. Desoyer. 
(Acta Phys. A ustriaca, vol. 5, pp. 429-434; 
June, 1952.) Account of an experimental inves-
tigation of the motion of ferromagnetic par-
ticles of order of magnitude 10-4-1e2 cm, sus-
pended in gas at pressures between 2 and 20 

mm Hg, and subjected to illumination and to a 
magnetic field rotating at 50 cps. 

538.566:535.42 1665 
Theory of Diffraction by a Cylinder, taking 

account of the Surface Wave—W. Franz & 
K. Deppermann. (Ann. Phys., Le., vol. 10, 
pp. 361-373; June 15, 1952.) Maxima and min-
ima observed by A. Limbach in diffraction of 
centimeter EM waves by metal cylinders are 
found to be due to interference between the 
waves geometrically reflected from the cylinder 
surface and the surface wave creeping round to 
the back of the cylinder. Quantitative calcula-
tions based on the integral equations of the dif-
fraction theory of Maue (Z. Phys., vol. 126, p. 
606; 1949) give results in good agreement with 
experiment. 

538.566:535.42 1666 
Diffraction Patterns in Circular Apertures 

less than One Wavelength in Diameter-11. L. 
Robinson. (Jour. App!. Phys., vol. 24, pp. 35-
38; Jan.,1953.) Measurements were made of the 
field intensity at points along the aperture di-
ameters parallel respectively to the electric and 
magnetic vectors, using normally incident ra-
diation of wavelengths 16 cm and 32 cm. The 
results disagree with values calculated from 
Young's theory in two respects, viz., (a) the 
observations indicate a sharp increase at the 
ends of the diameter parallel to the electric 
vector; (b) along the diameter parallel to the 
magnetic vector the observed central peak for 
apertures of diameter near X/2 was 50% greater 
than the calculated value, the high intensity be-
ing attributed to multiple reflections from the 
edges. 

538.566:538.42 1667 
The Electromagnetic Field in the Plane of a 

Circular Aperture due to Incident Spherical 
Waves—D. C. Hogg. (Jour. Ape. Phys., vol. 
24, pp. 110-111; Jan., 1953.) Measurements 
were made of the field in an aperture of diame-
ter 50 cm illuminated with radiation of wave-
length 1.25 cm from small radiators at various 
distances. Results are shown graphically; the 
curves obtained can be represented approxi-
mately by a modified form of Andrews' equa-
tion (3141 of 1950). 

538.566.2:512.831 1668 
Application of Matrices to the Problem of 

Transmission through a Multi-Layered Dielec-
tric Wall—R. A. Henschke. (Trans. I.R.E., pp. 
117-134; Dec., 1952.) The matrix methods de-
scribed by Watson (1329 of 1947) are applied 
to the determination of design formulae for di-
electric walls of the symmetrical sandwich 
type. 

GEOPHYSICAL AND EXTRATERRESTRIAL 
PHENOMENA 

523.846:1523.77+53 1669 
The Physical Conditions in Sunspots, de-

duced from their Spectra—R. Michard. 
(Comp. Rend. Acad. Sci. (Paris), vol. 236, pp. 
182-184; Jan. 12, 1953.) Discussion of the theo-
retical consequences resulting from the sun-
spot model recently proposed (1324 of May). 
The vertical gradient of the magnetic field is 
found to be about 1.5 gauss/km. 

551.510.52 1670 
Nomograms for the Computation of Tropo-

spheric Refractive Index—D. M. Swingle. 
(PRoc. I.R.E., vol. 41, pp. 385-391; March, 
1953.) Charts for calculating refractive index, 
refractive-index discontinuities, and vertical 
gradient are presented in a form convenient for 
use with standard radiosonde data. They are 
valid for wavelengths >1.5 cm. 

551.510.52/.53:551.571.7(422) 1671 
Humidity of the Upper Troposphere and 

Lower Stratosphere over Southern England— 
J. K Bannon, R. Frith & H. C. Shellard. 
(Geophys. Afem. (London), vol. 11, 36 pp.; 
1952.) Detailed report of observations made on 

130 flights during 1943-1946 at altitudes up to 
about 40,000 ft. For a summarized account, see 
Nature (London), vol. 171, pp. 381-382; Feb. 
28, 1953. 

551.510.535 1672 
Abnormalities in the Ionosphere at High 

Latitudes—W. R. Piggott. (Nature (London), 
vol. 171, pp. 124-125; Jan. 17, 1953.) Study of 
the variations, with respect to time and loca-
tion, of the frequency of occurrence of storm 
types E and D shows that the polar region may 
be divided into three zones, the polar zone, the 
storm belt and the polar quiet zone. Within the 
storm belt, the most dense forms of storm-E 
ionization are practically confined to an area 
centered near Canada, while the existence can 
be demonstrated of two centers of activity in 
the D region, spaced 180° apart, which rotate 
once around the earth every 48 hours. 

551.510.535 1673 
Geo-morphology of F2-Region Ionospheric 

Storms—D. F. Martyn. ( Nature (London), vol. 
171, pp. 14-16; Jan. 3, 1953.) Ft-region iono-
spheric storms may be regarded as manifesta-
tions of a single world-wide phenomenon, viz., 
the es field of the solar diurnal current system, 
whose local effects depend markedly on local 
time and season. The theoretical (Chapman) 
characteristics of the F2 region are normally 
perturbed by solar tidal electric fields (1053 of 
1949). During magnetic storms the phase of the 
additional electric field present is such as to in-
crease these perturbations at high latitudes and 
to reduce them at low latitudes, though the ef-
fect may be masked by local time variations of 
ionization density. In contradistinction to Ap-
pleton & Piggott (891 of 1950), no evidence is 
found that any magnetic storm affects the 
northern and southern hemispheres differently, 
when due allowance is made for the seasonal 
effect. 

551.510.535: [523 : 521.396.822 1674 
Study of the Ionosphere by Extraterrestrial 

Radio Waves—A. P. Mitra. (Indian Jour. 
Phys., vol. 26, pp. 495-511; Oct., 1952.) A paper 
surveying experimental work on the use of 
galactic RF radiation for investigating iono-
spheric refraction, absorption, irregularities 
and the effects of sudden ionospheric disturb-
ances. Results are compared with theory, and 
further lines of investigation are suggested. 

551.510.535:523.78 1675 
E Region during the Solar Eclipse of Febru-

ary 25, 1952—C. M. Minnis. (Nature (London), 
vol. 170, p. 453; Sept. 13, 1952.) Analysis of ob-
servations of E-layer critical frequencies at 
Khartoum during the eclipse indicates that the 
ionizing radiation from the solar disk is not uni-
formly distributed, as is also the case for the 
optical radiation. Part of the nonuniform com-
ponent of the ionizing radiation appears to be 
divided about equally between the east and 
west limbs of the sun. This is consistent with 
observations made at Meudon of the distribu-
tion over the sun's disk of the intensity of the 
green coronal line. The main discrepancy be-
tween the values of the parameter ./ (Propor-
tional to the radiation flux) calculated from the 
coronal data and from the E-region measure-
ments appears abruptly just after totality and 
suggests the existence of an intense source of 
ionizing radiation near the west limb of the sun 
which cannot be explained in terms of solar 
data available at present. 

551.510.535:551.55 1676 
A Study of Ionospheric Winds and Turbu-

lence utilizing Long Radio Waves—G. H. Mill-
man. (Ann. Géophys., vol. 8, pp. 365-384; Oct. 
¡Dec., 1952. In English.) An experimental inves-
tigation of winds in the E layer was made dur-
ing the period July 1951-March 1952, using 
vertical-incidence pulse technique, with waves 
of frequency 150 kc. The time variations of the 
reflected amplitudes are analyzed statistically 
and compared with resulta to be expected from 
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theory. Fades of duration 0.5-6.5 min are most 
prevalent. Diurnal and seasonal effects are ob-
served. See also 720 of March. 

551.510.535:621.3.087.4 1677 
A High-Precision Ionospheric Sounding 

Equipment—B. M. Banerjee & R. Roy. (In-
dian Jour. Phys., vol. 26, pp. 473-494; Oct., 
1952.) Description, with circuit diagrams and 
oscillograms, of high-resolution equipment 
which provides pulses variable from 6 to 30 pa 
in duration and from 10 to 50 kW in peak 
power. The delta antennas are of the type con-
sidered by Cones (1567 of 1951), alternative 
terminations giving improved signal strength 
at frequencies <2.5 mc. During conditions of 
severe interference a horizontal receiving dipole 
is used. Interchangeable receivers covering a 
bandwidth of 50-200 kc are provided. The 
timebase circuit previously described (2477 of 
1952) is modified to give a 12-line raster, each 
line corresponding to 50-km height. The evalu-
ation of resolution is discussed in an appendix. 

551.510.535:621.396.11 1678 
Effect of the Geomagnetic Field on the Ab-

sorption of Short Waves in the Ionosphere 
(Vertical Incidence)—É. Argence, K. Rawer & 
K. Suchy. (Comp. Rend. Acad. Sci. (Paris), 
vol. 236, pp. 190-192; Jan. 12, 1953.) An ap-
proximate formula for the index of refraction is 
used to calculate the coefficient of absorption 
for five frequencies around 3 mc. The results are 
sensibly the same as those obtained by use of 
the. rigorous Appleton-Hartree formula; those 
previously given by Argence, Mayot & Rawer 
(1300 of 1952) are about 3% higher. 

551.510.535: 621.396.11 1679 
The Reflection and Absorption of Radio 

Waves in the Ionosphere—W. R. Piggott. 
(Proc. IEE (London), part III, vol. 100, pp. 
61-72; March, 1953.) Investigations of the ab-
sorption of RE waves made in Britain since 
1935 are reviewed and the theory of ionospheric 
absorption is outlined. The effects of double re-
fraction, polariaztion, spatial attenuation, dis-
persion, ionospheric inhomogeneities and par-
tial reflection, which modify the apparent at-
tenuation of radio waves reflected in the iono-
sphere, are discussed and methods used to 
minimize absorption-measurement errors due 
to these factors are given, the experimental 
techniques used in routine absorption measure-
ments being described fully. Detailed results of 
measurements of ionospheric absorption made 
in South-East England in the period 1935-1948 
are being published separately. 

551.510.535:621.396.812 1680 
The Investigation of Ionospheric Absorp-

tion by a New Automatic Method: Part 1— 
Measurements on Vertical-Incidence Pulse 
Signals—J. B. Jenkins & G. Ratcliff. (Elec-
tronic Eng., vol. 25, pp. 140-145; April, 1953.) 
Equipment is described which automatically 
measures echo pulse amplitude and produces 
records, at minute intervals, of the integral of 
all echo pulse amplitudes received during each 
minute. The output of a modified communica-
tions receiver, blanked so as not to respond to 
the transmitter pulse, is fed to two gated am-
plifiers, one of which selects the echo signal and 
associated noise, while the other deals with 
noise only. After integration for 1 min, the dif-
ference of the output voltages of the inte-
grators is applied to a pen recorder, the inte-
grators at the same time being reset to zero. 
Under good conditions, with little rapid fading, 
the results obtained are in good agreement with 
results noted by a skilled observer from a CRO 
display of the transmitted and echo pulses. 
Wide differences are found under poor condi-
tions, with rapid fading, and the results fur-
nished by the automatic equipment are con-
sidered the more reliable. 

551.594 1681 
Measurement of the Electric Field of the 

Atmosphere by means of Radioactive Probes— 

H. Wichmann. (Arch. Met. A, Wien, vol. 5, pp. 
86-99; April 28, 1952.) 

551.594.21 1682 
Boys-Camera Study of the 'Air Discharge' 

and the 'Flash to Ground with Horizontal Top' 
—M. Sourdillon. (Ann. Géophys., vol. 8, pp. 
349-364; Oct./Dec., 1952.) 

551.594.21 1683 
Air Discharges and the Positive Charge at 

the Bottom of a Thundercloud—D. J. Malan. 
(Ann. Géophys., vol. 8, pp. 385-401; Oct./Dec., 
1952.) 

LOCATION AND AIDS TO NAVIGATION 

621.396.9 1684 
Omnidirectional Reflectors for Microwaves 

—L. Grifone. (Ricerca Sci., vol. 22, pp. 2307-
2313; Dec., 1952.) Measurements at 3.2-cm 
wavelength of the reflecting power of a corner 
reflector relative to that of a plane reflector 
were made by rotating the reflector about a 
vertical axis through a total angle of about 90°. 
The results are shown graphically for angles of 
tilt of the reflector up to 40°. A reflector system 
with satisfactory omnidirectional characteris-
tics, consisting of two staggered groups of four, 
one above the other, should be detectable at a 
distance of over 3 sea miles under adverse con-
ditions, using radar equipment with peak pulse 
power of 35 kW. 

621.396.9: 627.3 1685 
Shore-Based Radar for Harbor Surveil-

lance—E. J. Isbister & W. R. Griswold. (Elect. 
Eng. (N. Y.), vol. 71, pp. 1072-1077; Dec., 
1952.) General descriptions are given of the 
installations at the ports of Boston, Long 
Beach, New York and Liverpool. 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

533.5 1686 
An Assessment of some Working Fluids for 

Diffusion Pumps—D. Latham, 13. D. Power & 
N. T. M. Dennis. (Vacuum, vol. 2, pp. 33-49; 
Jan., 1952.) Choice of working fluid is largely 
determined by the particular pump to be used 
and conditions of use. Silicones are outstanding 
for general purposes and tubeless pumping to 
really low pressures, Apiezon-C is considered 
the best for lowest possible pressures in a frac-
tionating pump, while Aroclor-1245 is good for 
applications where very low pressures are not 
required. 

535.215 : 546.482.21 1687 
Photoconductivity of Cadmium-Sulphide 

Crystals at Relatively High Temperatures— 
R. Caspary & H. Maser. (Z. Phys., vol. 134, 
pp. 101-105; Dec. 17, 1952.) A variation of the 
method described by Frerichs (450 of 1948) re-
sulted in the production of crystals up to 2 in. 
long. Curves are given showing the response to 
light of wavelength in the range 425-610 rni.i for 
temperatures from 18° to 148°C. Maximum 
sensitivity occurs at wavelengths a little above 
500 mn; it decreases with increasing tempera-
ture and is displaced slightly towards longer 
wavelengths. 

535.215:546.482.21:548.55 1688 
Growth and Decay of the Photoconductiv-

ity of CdS Single Crystals—J. Fassbender & 
B. Seraphin. (Ann. Phys., Lpz., vol. 10, pp. 
374-394; June 15, 1952.) 

535.215.1 : [546.22.36+546.22.35 1689 
Photoemission from Cesium and Rubidium 

Tellurides—E. Taft & L. Apker. (Jour. Opt. 
Soc. Amer., vol. 43, pp. 81-83; Feb., 1953.) 
These materials are similar to Cseb (see 1690 
below) except that their forbidden energy bands 
are almost twice as wide. Consistent with this, 
the energy distributions of the emitted photo-
electrons show no evidence for electron-electron 
scattering up to hv= 6.7 eV. These materials 
are of interest for ultraviolet photometry. 

535.215.1:546.86.36 1690 
Electron Scattering and the Photoemission 

from Cesium Antimonide—L. Apker, E. Taft & 
J. Dickey. (Jour. Opt. Soc. Amer., vol. 43, pp. 
78-80; Feb., 1953.) Measurements of the energy 
distribution of photoelectrons emitted from 
Cseb are reported. At values of hv> 4 eV only 
a small proportion of the photoelectrons have 
energies >2 eV; this is attributed to scattering 
of excited electrons by valence electrons. The 
results give support to the energy-band struc-
ture proposed by Burton (Phys. Rev., vol. 72, 
p. 531A; 1947.) 

535.37+ 535.215: 546.482.21 : 548.55 1691 
Luminescence and Photoconductivity in 

Cadmium Sulfide at the Absorption Edge— 
C. C. Klick. (Phys. Rev., vol. 89, pp. 274-277; 
Jan. 1, 1953.) Measurements on single crystals 
of CdS at 77°K and 4°K suggest that emission 
at the edge of the absorption band may occur at 
special centers and not be characteristic of the 
pure lattice. 

537.226.2/.3 1692 
Study of Dielectrics; Dielectric Constant, 

Losses and Breakdown—M. Bouix. (Ann. 
Télécommun., vol. 7, nos. 11 & 12, pp. 466-
479 & 497-512; Nov. 8z Dec., 1952.) A review of 
modern theories relating to calculation of the 
dielectric constant of and losses in nonpolar, 
polar and dipolar materials, and concerning di-
electric breakdown. 

537.226.2:539.22 1693 
The Dielectric Constants of Heterogeneous 

Mixtures of Isotropic and Anisotropic Mate-
rials—W. Niesel. (Ann. Phys., Lpz., vol. 10. 
pp. 336-348; June 15, 1952.) A general theory 
applicable to the calculation of the dielectric 
constants of mixtures is developed. The indi-
vidual particles of the mixtures are assumed to 
be ellipsoidal. For the particular cases of aggre-
gates of spherical or laminar particles the gen-
eral formulae reduce to those given by Brugge-
mann (1284 and 2424 of 1936 and 1087 of 1937). 
Measurements on multicrystal BaTiOs aggre-
gates are discussed in relation to the theory. 

537.228.1 : 546.431.824-31 1694 
Measurements on Barium Titanate—H. 

Schmidt. (Akust. Beihefte, no. 2, pp. 83-88; 
1952.) Formulas are given for calculating the 
mechanical constants of piezoelectric disks from 
electrical measurements. Results of observa-
tions of the temperature dependence of electric 
and elastic parameters of BaTiO3 and the 
mixed ceramic BaTiOs-PbTiOs are shown in 
graphs, and values of the parameters for 
BaTiO3 are tabulated. 

537.311.33 1695 
Modulation of the Conductance of a Semi-

conductor by an Electric Field—P. Aigrain, 
J. Lagrenaudie & G. Liandrat. (Jour. Phys. 
Radium, vol. 13, pp. 587-588; Nov., 1952.) An 
ac field is applied normally to the surface of an 
evaporated Te film through which ac of the 
same frequency is passed. The modulation of 
the conductance by the normally applied field 
gives rise to a dc component in the current 
through the specimen; from measurements of 
this component the conductance variations are 
deduced. Very small changes can be estimated 
by this method. 

537.311.33 : 546.27.03 1696 
Electrical and Optical Properties of Boron— 

J. Lagrenaudie. (Jour. Phys. Radium, vol. 13, 
pp. 554-557; Nov., 1952.) Measurements on 
three differently prepared samples are reported. 
The shape of the conductivity/temperature 
curves over a low-temperature range indicates 
the existence of several impurity energy levels. 
The material is a p-type semiconductor. Photo-
conductivity measurements indicate an intrin-
sic energy of about 1.2 eV. 

537.311.33 : 546.289 1697 
The Question of Thermally Produced Lat-
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tice Defects in Germanium—K. Seiler, D. 
Geist, K. Keller & K. Blank. (Naturueissen-
schaften, vol. 40, p. 56; Jan., 1953.) Experiments 
are described which confirm that the specific 
resistance of pure Ge is not altered by heat 
treatment followed by rapid cooling; a change 
of resistance in these conditions indicates the 
presence of impurities, possibly only on the sur-
face. Ca, Mg, Fe and Cu are likely impurities, 
Si is improbable. These results leave it unde-
cided whether lattice defects can be produced 
in Ge by heat treatment. 

537.311.33:546.289 1698 
Surface Properties of Germanium—W. H. 

Brattain & J. Bardeen. (Bell Sys. Tech. Jour., 
vol. 32, pp. 1-41; Jan., 1953.) Measurements are 
reported of contact potential (cp) and change of 
cp with illumination, using a Pt reference elec-
trode. The influence of the ambient medium is 
investigated; the cp varies over a range of 
about 0.5 V between the value corresponding to 
the largest surface dipole, obtained in ozone or 
peroxide vapors, and that corresponding to 
the smallest surface dipole, obtained in vapors 
with OH radicals. For chemically prepared sur-
faces, the value of the surface recombination 
velocity is 50-70 cmc for n-type and 180-200 
cmc for p-type Ge and is independent of cp. A 
theoretidal explanation is given in terms of sur-
face traps. The experimental results afford di-
rect evidence for the existence of a space-
charge layer at the free surface of a semicon-
ductor. 

537.311.33:546.289 1699 
Electronic Structure of the Germanium 

Crystal—F. Herman & J. Callaway. (Phys. 
Rev., vol. 89, pp. 518-519; Jan. 15, 1953.) Study 
of the energy-band structure of the Ge crystal 
by the method of orthogonalized plane waves. 
Preliminary note only. 

537.311.33:546.47-31 1700 
New Method of Studying Lattice Defects in 

the Semiconductor ZnO by Radio-Frequency 
Spectroscopy—M. Freymann & R. Freymann. 
(Jour. Phys. Radium, vol. 13, pp. 589-590; 
Nov., 1952.) ZnO specimens were examined at 
frequencies from 1 kc to I mc and tempera-
tures from 100° to 293°K. Two components of 
Debye absorption were found, the respective 
intensity and position of which vary according 
to specimen preparation, temperature and fre-
quency. Energy levels for diffusion of the lattice 
defects are deduced, and the results compared 
with those of other workers. 

537.311.33:546.561-31 1701 
The Semiconducting Properties of Cu-

prous Oxide—J. S. Anderson & N. N. Green-
wood. (Proc. roy. Soc. A, vol. 215, pp. 353-370; 
Dec. 5, 1952.) A procedure is described for pre-
paring reproducible specimens of Cus0 at the 
oxygen-poor limit of its composition range. 
Measurements of the electrical conductivity 
and thermoelectric power of such specimens are 
reported for the temperature range 20-1030°C. 
The curves for both properties consist of two 
sections, the discontinuity occurring at 355°C 
in both cases. Below this temperature the ther-
moelectric power has a constant value; at 
higher temperatures it decreases and remains 
characteristic of a positive-hole conductor up 
to the highest temperatures used. The effect of 
added oxygen was investigated; the theoretical 
implications of the results obtained are dis-
cussed. 

537.311.33(083.72) 1702 
Technical Vocabulary relating to Semicon-

ductors—(Onde élect., vol. 33, pp. 62-63; Jan., 
1953.) Definitions (in French) are given of 
terms included in the Vocabulaire Electrotech-
nique International Électronique. The defini-
tions were adopted by a sub-committee at 
Brussels, August 1952, but have still to be ap-
proved by national committees. 

537.311.33.001.8 1703 
Physical Properties of Semiconductors and 

Application in Radio Technique—P. Aigrain & 
C. Dugas. (Onde élect., vol. 33, pp. 5-14; Jan., 
1953.) 

538.221 1704 
Effects on the Magnetization Characteristic 

of Ferromagnetic Materials carrying Current— 
S. Krapf. (Elektrotech. Z., Edn A, vol. 73, pp. 
745-746; Dec. 1, 1952.) A short account of 
changes produced in the magnetization curves 
of ferromagnetic wires by passing auxiliary cur-
rent through them or subjecting them to me-
chanical stress. These effects find application 
particularly in measurement technique. 

538.221 1705 
The Complex Permeability of a High-Per-

meability Ferrite Core—R. Feldtkeller & O. 
Kolb. (Z. angeue. Phys., vol. 4, pp. 448-451; 
Dec., 1952.) Analysis of the locus-diagram rep-
resentation of the variation of complex per-
meability with frequency in Ni-Zn ferrite. The 
shape of the curve is decided primarily by the 
main relaxation effect of the ferrite, and to a 
lesser extent by after-effect, electrical and me-
chanical resonances, and hysteresis. 

538.221:538.632 1706 
Hall Effect and Temperature in Ferromag-

netic Conductors—J. P. Jan. (Help. phys. 
Acta, vol. 25, pp. 677-700; Dec. 15, 1952. In 
French.) Measurements of the variation of the 
Hall effect in Fe and Ni are reported for the 
temperature range —190° to +600°C. The 
magnetization Hall constant was found to de-
pend mainly on the purity of the material. 
Graphical comparison is made between the 
temperature variation curves obtained and re-
sults published by various workers. 

538.221:621.318.4 1707 
Analysis of Measurements on Magnetic 

Ferrites—C. D. Owens. (Paoc. I.R.E., vol. 41, 
pp. 359-365; March, 1953.) The relations be-
tween the magnetic quality factor µ0 and the 
characteristics of coils and transformers are 
analyzed, and the advantages of using the isQ 
value of the ferrite as a design parameter are in-
dicated. 

538.221:669.14.018.8-131.2 1708 
Magnetic Properties of Stainless Steel Wire. 

Effect of Cold Work—W. Sucicsmith. (Metal 
Treat., vol. 19, pp. 545-546, 549; Dec., 1952.) 
An account of experiments conducted on wire 
for magnetic-recording purposes. The increase 
in coercivity due to heat treatment at 450°-
550°C is ascribed primarily to a decrease in size 
of ferromagnetic inclusions. In cold-worked 
specimens the coercivity is reduced and longer 
heat-treatment is required for maximum co-
ercivity to develop. 

538.614:538.221 1709 
Theory of the Microwave Permeability 

Tensor and Faraday Effect in Nonsaturated 
Ferromagnetic Materials—G. T. Rado. (Phys. 
Rev., vol. 89, p. 529; Jan. 15, 1953.) A calcula-
tion is made of the microwave Faraday rotation 
in a ferromagnetic material without introduc-
ing the restriction that the material be magnet-
ized to saturation. See also 1233 of 1952 (Ho-
gan). 

538.632/.633 1710 
Corbin() Effect and Magnetic Variation of 

Resistance in Bismuth—L. Halpern & K. M. 
Koch. (Acta Phys. Austriaca, vol. 5, no. 1, pp. 
129-133; Nov. 1951 & vol. 5, p.:567; June, 1952.) 
The accuracy of Hall-constant measurements 
can be increased and information can be ob-
tained about the mechanism of resistance varia-
tion in a magnetic field by using specimens of 
shapes different from the usual strip. 

538.652 1711 
Reversal of Sign of Magnetostriction by 

Expansion: Part 2—A. Elsas & E. Vogt. (Z. 
Naturf., vol. 6a, pp. 233-238; May, 1951.) 

546.431-31[535.37+537.58 1712 
Luminescence and Thermionic Emission of 

Barium Oxide—V. L. Stout. (Phys. Rev., vol. 
89, pp. 310-314; Jan. 1, 1953.) Two of the six 
luminescence bands identified varied in inten-
sity with increase of thermionic emission, one 
decreasing, the other increasing. Peak intensity 
in both bands varied inversely with tempera-
ture. 

621.396.6:620.19 1713 
Tests relating to the Resistance of Electri-

cal Equipment to Tropical Conditions—A. Del-
rieu. (Rev. gén. Elect., vol. 61, pp. 551-559; Dec., 
1952.) Report of laboratory tests on materials 
and circuit components. 

621.314.632:546.28 1714 
Thermal Treatment of Silicon Rectifiers— 

L. Esaki. (Phys. Rev., vol. 89, pp. 398-399; 
Jan. 15, 1953.) Measurements were made on Si 
point-contact rectifiers heated at temperatures 
between 900° and 1400°C for various periods. 
With both p- and n-type Xi, on heating at over 
1250°C in vacuo the rectifier property disap-
pears, but is restored by subsequent heating at 
1000°C in an oxygen atmosphere at low pres-
sure. Possible mechanisms responsible for the 
changes are discussed briefly. 

621.314.632:546.289 1715 
Reverse Characteristics of High-Inverse-

Voltage Point-Contact Germanium Rectifiers— 
J. H. Simpson & II. L. Armstrong. (Jour. Appi. 
Phys., vol. 24, pp. 25-34; Jan., 1953.) A theo-
retical investigation is made of the effect of the 
geometry of the contact and of the high con-
centration of holes in the "inversion region" on 
the field at the contact. The latter factor results 
in a lowering of the effective barrier height for 
rectifiers made of very pure material. The for-
mer factor gives rise to increases in reverse cur-
rent resulting from image force and tunnel ef-
fect at high voltages. Experimentally deter-
mined current/voltage characteristics were of 
the form predicted by the theory. 

621.315.61.029.5 1716 
Behavior of Insulating Materials at Radio 

Frequencies—J. J. Chapman, J. W. Dzimian-
ski, C. F. Miller & R. K. Witt. (Elec. Mfg., vol. 
48, pp. 107-109, 238; July, 1951.) Data on the 
breakdown stress, dielectric constant and dis-
sipation factor at frequencies from 60 cps to 18 
mc are tabulated for 16 modern materials. 

621.315.612.4 1717 
Rare Earth Titanates with a Perovskite 

Structure—J. Brous, I. Fankuchen & E. Banks. 
(Acta Cryst., Camb., vol. 6, part 1, pp. 67-70; 
Jan. 10, 1953.) Report of experiments on the 
production of new materials having interesting 
dielectric properties. The compounds EuTiO3, 
(La,Li)TiO3, (La,Na)TiO3, (La,K)TiO3 and 
(La,Rb)TiO3 having the same crystal structure 
as SrTiO3 were prepared and their lattice con-
stants determined. 

621.315.612.4.011.5 1718 
Lattice Constants and Dielectric Properties 

of Barium-Titanate/Barium-Stannate/Stron-
tium-Titanate Bodies—R. H. Dungan, D. F. 
Kane & L. R. Bickford, Jr. (Jour. Amer. 
Ceram. Soc., vol. 35, pp. 318-321; Dec., 1952.) 
An account, with tabulated results, of investi-
gations of the properties of BaTiO3 ceramics in-
cluding varying proportions of BaSnO3 and 
SrTiO3. Substitution of Sn for Ti increases the 
lattice constant, while substitution of Sr for Ba 
decreases it. Both substitutions decrease the 
Curie temperature, which has no direct relation 
to the lattice constant at room temperature. 

621.315.614.6 1719 
Electrical Properties of Glass-Fiber Paper 

—T. D. Callinan, R. T. Lucas & R. C. Bowers 
(Elec. Mfg., vol. 48, pp. 94-97, 252; Aug., 1951.) 
Experimental values of dielectric strength, di-
electric constant, power and loss factors, and 
volume resistivity are tabulated for papers 
made from AAA-superfine glass fibers and for 
glass-fibre papers impregnated with 10 differ-
ent varnishes. 
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621.315.616 1720 
Polyvinyl Chloride—A. G. Thomson. (Elec. 

Times, vol. 122, pp. 1157-1160; Dec. 25, 1952.) 
A review of the properties and applications of 
PVC, particularly as an insulating material. 

621.318.424.042.4.017.3 1721 
Alternating-Field Losses in Magnetic Cores 

with Air Gaps—M. Kornetzki. (Frequenz, vol. 
6, pp. 313-318; Nov., 1952.) Formulas previ-
ously given (3073 of 1950) for the inductance 
and losses of coils with pot cores are extended 
so as to apply to coils with an air-gap in the 
core. 

MATHEMATICS 

681.142 1722 
The Use of a 'Floating Address' System for 

Orders in an Automatic Digital Computer— 
M. V. Wilkes. (Proc. Camb. Phil. Soc., vol. 49, 
part 1, pp. 84-89; Jan., 1953.) 

681.142 1723 
Modern Mathematical Machines—L. Bier-

mann & H. Billing. (Naturswissenschaften, vol. 
40, pp. 7-13; Jan., 1953.) Description of the GI 
and G2 digital computers at Gottingen. 

681.142 1724 
Rapid-Access Magnetostatic Store for Elec-

tronic Computers—H. Billing. (Naturwissen-
schaften, vol. 40, pp. 49-50; Jan., 1953.) A sys-
tem using a matrix arrangement of ferrite ring-
cores is described. 

681.142 1725 
Present Development of Programme-Con-

trolled Computers in Germany—G. Overhoff. 
(Phys. Bllitter, vol. 9, pp. 31-36; Jan., 1953.) 
Details are included of electronic machines un-
der development at the Darmstadt Technische 
Hochschule and in the Max-Planck-Gesell-
schaft Institute at Gottingen, and of commer-
cial em-relay machines. 

681.142 1726 
The Numerograph—P. Vauthieu. (Onde 

élect., vol. 32, pp. 496-499; Dec., 1952.) De-
scription of the general principles of a pulse-
operated system of displaying on a CRO suc-
cessive 5-digit numbers provided by a digital 
computer, the numbers being then photo-
graphed on moving film. Recording speed is 
about 1000 times that of a teletype machine. 

681.142 1727 
Numerical Determination of Biharmonic 

Functions by an Analogue Method using Super-
posed [resistor] Networks—J. Boscher. (Comp. 
Rand. Acad. Sci. (Paris), vol. 236, pp. 44-46; 
Jan. 5, 1953.) Description of the network used 
and of its application to the determination of 
Airy's function. 

681.142:1537.222+538.242 1728 
Matrix Storage Systems—J. A. Rajchman. 

(Onde élect., vol. 32, pp. 479-491; Dec., 1952.) 
Various es and em methods of digit storage on 
structures of the matrix type are described, 
with details of their operation and control sys-
tems. See also 2064 of 1951 and 3156 of 1952. 

681.142:621.314.7 1729 
Typical Block Diagrams for a Transistor 

Digital Computer—J. H. Felker. (Elec. Eng. 
(N. Y.), vol. 71, pp. 1103-1108; Dec., 1952.) De-
tailed discussion of digital computer circuits in 
which transistors can be used with advantage. 

MEASUREMENTS AND TEST GEAR 

538.71 1730 
New Rotating-Iron Magnetometer—H. 

Gondet. (Jour. Rech. Center Not. Rech. Sc., pp. 
286-291; Dec., 1952.) The instrument comprises 
three fente rods, of which two are fixed and 
aligned while the third rotates in the space be-
tween them, round an axis perpendicular to 
them. The fixed rods carry windings in which Is 
induced an emf whose value depends on the 
speed of rotation and on the local magnetic 

field. The possibility of using the instrument in 
aircraft is discussed. 

621.3.018.41(083.74) +621.396.91 1731 
Improvements in the N.B.S. Primary Stand-

ard of Frequency—(Tech. News Bull. Nat. 
Bur. Stand., vol. 37, pp. 8-12; Jan., 1953.) 
The N.B.S. primary frequency standard com-
prises eight 100-kc quartz-crystal resonators 
and nine 100-kc crystal-controlled oscillators, 
three of which are located at the WWV station. 
The newer oscillators are driven by a current 
<100 µA and show increased short-time sta-
bility and overall reliability. The quartz-crystal 
resonators are used only once a day as part of a 
balanced-bridge network for comparison with 
one of the standard oscillators. Driving current 
for the resonators is 10 µA. Once a day the fre-
quency of each standard oscillator is compared 
with that of each crystal resonator and then 
with one of the standard oscillators as refer-
ence. A frequency-difference method is used for 
the purpose with an electronic frequency counter 
with a sensitivity of ± I part in 101°. Elaborate 
oven arrangements keep the temperature varia-
tions to <0.001 °C. Details of a new automatic 
announcing system for WWV are also given. 
See also Radio 8r Telar. News, Radio-Elec-
tronic Engng. Section, vol. 49, pp. 10-11, 30; 
Jan., 1953. 

621.3.018.41(083.74) :529.786 1732 
"Geared to Greenwich"—R. S. J. Spils-

bury. (Wireless World, vol. 59, p. 167; April, 
1953.) Authoritative comment on the Rugby 
MSF standard-frequency service, with particu-
lar reference to the transmission of 1 cps im-
pulses. See also 1421 and 1423 of May. 

621.317.3.029.64: 621.392.5 1733 
The Experimental Determination of Linear 

Quadripoles for Centimeter Wavelengths— 
H. Oppitz. (Acta Phys. Austriaca, vol. 5, pp. 
214-236; Dec., 1951.) Weissfloch's transforma-
tion law (711, 2083 and 2084 of 1943) for linear 
reversible loss-free quadripoles is discussed, and 
a proof is given using quadripole matrices. An 
experimental method for determining quadri-
pole characteristics, based on this law, requires 
the use of a terminal piston providing a perfect 
short-circuit for a coaxial line. An investigation 
is made of the effect of piston losses on the ac-
curacy of the determinations. A method is de-
scribed for measuring the apparent impedance 
of the piston; results are compared with those 
obtained by the usual method. 

621.317.335.3.029.64 1734 
A Simple Method for determining the Di-

electric Constant of Fluids at Centimetre Wave-
lengths—F. Reder & E. Hafner. (Acta Phys. 
Austriaca, vol. 5, pp. 189-201; Dec., 1951.) An 
improved coaxial cylinder method is described. 
Only a relatively small quantity of the test ma-
terial is required; the accuracy is to within 
0.5%. Results are tabulated for benzene, 
toluene, carbon tetrachloride and paraffin oil. 
See also 1664 of 1952 (Ledinegg et al.). 

621.317.34:621.396.645 1735 
An Instrument for Measuring Complex 

Voltage Ratios in the Frequency Range 1-100 
Mc/s—G. Thirup. (Philips Tech. Rev., vol. 14, 
pp. 102-114; Sept./Oct., 1952.) Full description 
of an instrument designed for research on the 
stability of wide-band feedback amplifiers. The 
input and output HF voltages are converted to 
a fixed IF of 0.3 mc and one of the IF voltages 
is adjusted in amplitude and phase to cancel the 
other; the phase-shifting device used for this 
purpose comprises a metal tube containing 
crossed loops providing a rotating magnetic 
field, and also a pickup loop. Balance is indi-
cated by the disappearance of a beat note from 
a loudspeaker. Accuracy is to within 0.2 db in 
respect of amplitude and 2° in respect of phase 
angle. 

621.317.35:621.397.5 1736 
A Television-Waveform Monitor—J. E. 

Attew. (Electronic Eng., vol. 25, pp. 106-107; 
March, 1953.) Complete circuit details are given 
of a monitor for examination of television line, 
frame and synchronizing-signal waveform. 
Construction details are included for the delay 
line used in the pulse-duration calibrator. 

621.317.353.3:621.3.018.78 1737 
Intermodulation Distortion; Its Significance 

and Measurement—E. W. Berth-Jones. (Jour. 
Brit. I.R.E., vol. 13, pp. 57-63; Jan., 1953.) 
Discussion indicates that in the majority of 
cases intermodulation testing has little ad-
vantage over the simpler total-harmonic testing 
methods. For the special cases in which inter-
modulation test methods are justified, great 
care must be taken in the design of equipment 
to ensure reasonably accurate results. In par-
ticular, phase shifts in filters may affect peak 
values considerably, and results mean little on 
an absolute basis unless full details of test con-
ditions are quoted. Typical intermodulation 
test equipment is described. 

621.317.361.029.3 1738 
An Accurate Method of Measuring Fre-

quency in the Audio Range—A. F. B. Nickson. 
(Jour. Sci. Instr., vol. 29, pp. 391-393; Dec., 
1952.) The unknown frequency is compared di-
rectly with a neighboring frequency given by 
a VFC locked to a suitable harmonic of a crys-
tal-controlled oscillator. The comparison is ef-
fected by means of Lissajous figures on the 
screen of a CRO. 

621.317.373:621.317.755 1739 
A Note on Phase-Angle Measurements us-

ing a Cathode-Ray Tube—F. A. Benson & 
M. S. Seaman. (Electronic Eng., vol. 25, p. 100; 
March, 1953.) A method of eliminating meas-
urement errors due to incorrect location of the 
horizontal reference line on the CRO screen is 
described. A double-beam oscillograph is used 
to generate two ellipses, the intersections of 
which determine accurately the position of the 
reference line. See also 1965 of 1950 (Benson & 
Carter). 

621.317.373:621.317.755 1740 
Phase-Angle Measurements—F. A. Ben-

son. (Wireless World, vol. 59, p. 157; April, 
1953.) Comparison of errors due to trace width 
in three methods of measurement. See also 1965 
of 1950 (Benson & Carter). 

62L317.373.029.6 1741 
Application of the Microwave Homodyne— 

F. L. Vernon, Jr. (Trans. I. R. E., No. PGAP-4, 
pp. 110-116; Dec., 1952.) The principle of ho-
modyne detection is explained and its applica-
tion in the measurement of the phase difference 
between two microwave signals is described. 
The method is effective over a wide range of 
signal amplitudes. 

621.317.41 1742 
Measurement of the Constants of Ferro-

magnetic Materials by means of Transmission 
Lines (80-4000 Mc/s)—A. Hersping. (Fre-
quenz, vol. 6, pp. 345-356; Dec., 1952.) A short 
length of a straight coaxial measurement line is 
completely filled with the material to be tested, 
such as a nonmetallic ferrite. The front portion 
of the line is slotted to permit probe measure-
ments along the line. The ferrite-filled section 
acts as an attenuator with a complex imped-
ance and propagation constant, formulae for 
which involve the line parameters and the mag-
netic and dielectric loss angles. The line is fed 
through a shielded cable and the permeability, 
dielectric constant and loss angles are deter-
mined from measurements of the no-load and 
short-circuit impedance of the line. Detailed 
theory of the method is given. The range 80-
600 mc is covered using the Rohde & Schwarz 
Type-BN3916 measurement line, smaller 
equipment, details of which are given, being 
used for the range 600-4000 mc. Measurement 
results for Ni-Zn and Cu-Zn ferrites are shown 
graphically. 
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621.317.42:621.385.833 1743 
Pendular System for Electrodynamic Meas-

urement of the Axial Field of a Magnetic Elec-
tron Lens—P. Durandeau. (Comp. Rend. Sri. 
(Paris), vol. 236, pp. 366-368; Jan. 26, 1953.) 
Description of an accurate method based on the 
displacement of a compensated system of two 
solenoids. 

621.317.421 1744 
Null Method for the Precision Measure-

ment of Magnetic Induction—R. Tenzer. 
(Arch. Elektrotech., vol. 40, pp. 406-421; 1952.) 
A method developed for investigating the con-
stancy of permanent magnets is described. The 
voltage pulse generated in a small coil on with-
drawing it from the magnet is opposed by an-
other pulse of the same magnitude derived by 
mutual induction on opening or closing a pri-
mary circuit. A fluxmeter rather than a ballistic 
galvanometer is used as the null instrument. 
Relevant theory is given and system errors are 
discussed. 

621.317.71 1745 
A Direct Current Microampere Integrator— 

R. N. Schweiger. (Rev. Sci. Instr., vol. 23, no. 
12, pp. 735-738; Dec., 1952.) A feedback-stabil-
ized current amplifier feeds the current coil of a 
modified Type C-6 Thompson watt-hour meter. 
The no-load speed of this meter is directly pro-
portional to the current supplied, so that the 
value of the integrated current is given on the 
scale of a revolution counter operating at 
nearly zero torque. The nett accuracy is to 
within about 1% of full scale. Seven ranges are 
provided, with full-scale readings ranging from 
10 µA to 1 mA. 

621.317.725 1746 
Nonlinearity in a Voltmeter using Cathode 

Follower and Thermocouple—D. G. Tucker. 
(Jour. Sci. ¡asir., vol. 30, pp. 11-13; Jan., 1953.) 
The arrangement considered comprises a gal-
vanometer connected to a thermocouple whose 
heater is used as the cathode load of a cathode 
follower; it is useful for comparing an alternat-
ing voltage with a direct-voltage standard. 
Analysis shows that the effect of valve non-
linearity is usually so small that the calibration 
error is <0.1% for a voltage of about 0.8 V. 

621.317.73.029.6:621.392.43 1747 
New Equipment for Impedance Matching 

and Measurement at Very High Frequencies— 
A. Bloch, F. J. Fisher & G. J. Hunt. (Proc. 
IRE (London), part III, vol. 100, pp. 93-99; 
March, 1953.) A section of low-loss coaxial line, 
which may be only a third of the length of the 
equivalent slotted line, is fitted with three fixed 
probes to measure relative voltage amplitudes. 
From these ratios an unknown impedance 
loading the line can be found, either analyti-
cally or graphically, each ratio defining a circu-
lar locus on the Smith chart. The equipment is 
particularly suitable for field tests; it has the 
decided advantage that adjustment of a load to 
a prescribed value is shown by the simultaneous 
zero reading of two meters. The frequency 
range covered is about 3:1. This can be more 
than doubled if the two outer probes are mov-
able; such an arrangement has the advantage 
that a single chart can be used for all the fre-
quencies covered. 

621.317.733:1621.316.86:537.312.6 1748 
Use of Thermistors in a R.F. Bridge for 

Measurement of Low Admittances—M. Soldi. 
(Alta Frequenza, vol. 21, pp. 243-259; Dec., 
1952.) A bridged-T circuit is used, with ther-
mistors as variable resistance standards (see 
2134 of 1952). The thermistors are simultane-
ously regulated and calibrated by means of a 
special automatic dc bridge. Results obtained 
with an experimental model confirm the theo-
retically predicted high sensitivity and good ac-
curacy of the arrangement. 

621.317.733:621.316.86:537.312.6 1749 
The Design of a Direct-Reading Thermistor 

Bridge with Temperature Compensation— 
R. M. Pearson & F. A. Benson. (Electronic 
Eager, vol. 25, pp. 51-57; Feb., 1953.) Char-
acteristic data are given for thermistors of 
British manufacture, of both bead and disk 
types. The data are used to design a bridge in 
which power at a wavelength of 3 cm is meas-
ured in terms of the change of resistance of a 
thermistor on to which the power is directed. 
Effects due to variations of ambient tempera-
ture are balanced out by means of compensat-
ing thermistor networks arranged in parallel 
with the bridge supply source and in series with 
the meter. 

621.317.74:621.397.2 1750 
Apparatus for the Measurement of Phase 

Delay in Television Transmission Circuits and 
in Associated Equipment—C. W. Goodchild & 
R. C. Looser. (Proc. IEE (London), part NIA, 
vol. 99, no. 20, pp. 788-795. Discussion, pp. 
860-866; 1952.) A waveform rich in harmonics 
of a convenient fundamental frequency is ap-
plied to the circuit under test, the output from 
which is compared with a similar reference 
waveform, of opposite polarity, by means of a 
calibrated delay unit. The frequency range cov-
ered is 100 kc-10 mc. For delays <1 µs the 
error is <±0.01 pa. 

621.317.76.089.6 1751 
Wide-Range Frequency Calibrator—J. F. 

Sterner. (Radio & Telev. News, Radio-Elec-
tronic Eng. Section, vol. 49, pp. 12-13, 31;Jan., 
1953; Proc. NEC (Chicago), vol. 8, pp. 831-
835; 1952.) Description of simple equipment 
providing subharmonics and harmonics of a 
2.5-mc crystal throughout the range 0.25-250 
mc. An LC multivibrator, locked to the crystal-
controlled oscillator, provides harmonics of its 
0.25 mc fundamental frequency whose ampli-
tudes are increased by means of a 1-mc 
"bumper" circuit in the cathode lead. 

621.317.784.029.51 1752 
High-Frequency Power Meter with Dry 

Rectifier—H Wilde. (Arch. Tech. Messen, pp. 
5-6; Jan., 1953.) Description of an instrument 
using a dynamometer type of indicator, with 
phase control of the rectified voltages applied 
to the coils. The frequency limit is about 200 
kc; power consumption is <0.2 W on the low-
est power range of 0-8 W. 

621.317.79: 621.397.8 1753 
A Variable-Definition Camera Channel for 

the Appraisal of Television Standards—A. V. 
Lord & C. B. B. Wood. (Proc. I EE (London), 
part IIIA, vol. 99, no. 20, pp. 811-820; 1952. 
Discussion, pp. 860-866.) Description of equip-
ment which can be switched rapidly between 
six preselected line-scanning standards in the 
range of line frequency 10-32 kc, the frame fre-
quency in all cases being that of the mains. The 
more interesting units are described in detail 
and results obtained with the equipment are 
reported. 

621.397.2.001.4 1754 
The Testing of Television Transmission 

Systems by means of Square Waves—J. M ill-
ler. (Funk u. Ton, vol. 6, pp. 617-731; Dec., 
1952.) Description of the method, with two 
practical examples illustrating the connection 
between transient response and transfer func-
tion. See also 209 and 1879 of 1952. 

621.397.24.001.4 1755 
The Specification and Testing of Television 

Wire-Broadcasting Systems—F. Hollinghurst 
& D. S. Tod. (Proc. I EE (London), part IIIA, 
vol. 99, no. 20, pp. 680-695; 1952. Discussion, 
pp. 757-760.) Technical conditions and recom-
mended standards of performance specified for 
such systems are discussed and test methods 
described. The main features of eight experi-
mental or working systems are tabulated and 
results of performance tests on four systems are 
presented. 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

534.321.9:620.179.1 1756 
Efficient Small Apparatus for Ultrasonic 

Testing of Materials with Barium-Titanate Os-
cillator—V. Met & E. Skudrzyk. (Elektrotech. u. 
Maschinenb., vol. 69, pp. 519-523; Dec. 1, 
1952.) Description and circuit details of equip-
ment including a specially damped BaTiOi disk 
operated below its natural frequency, pulse re-
currence frequencies ranging from 25 to 200 
/sec. 

534.321.9:639.245.1 1757 
Ultrasonic Equipment for Locating Whales 

—(Engineering (London), vol. 175, pp. 90-91; 
Jan. 16, 1953.) Pulse-reflection apparatus is de-
scribed using a narrow horizontal beam with a 
maximum range of about 2000 yards. The gener-
ator is of magnetostriction type, operating at 
14 or 25 kc. 

535.33.071:621.383.4 1758 
A Simple High-Speed Spectrometer for the 

Infrared Region—D. A. H. Brown & V. Rob-
erts. (Jour. Sci. laser., vol. 30, pp. 5-8; Jan., 
1953.) A single-prism spectrometer is described 
which uses a rapid-response photoconductive 
detector together with CRO presentation at a 
repetition rate of 150 per sec. Using a PbTe 
cell, the long-wave limit is about 5.5 µ. 

535.822.9: 621.397.611.2 1759 
The Flying-Spot Microscope—F. Roberts & 

J. Z. Young. (Proc. I EE (London), part IIIA, 
vol. 99, pp. 747-757; 1952. Discussion, pp. 
757-760.) For another account see 1733 of 1951. 

621.316.7 1760 
Calculation of Control Systems having 

Given Limits of Control Error—D. Strôle. 
(Arch. del. tjbertrogung, vol. 7, pp. 37-46 & 
107-116; Jan. & Feb., 1953.) The criteria for as-
sessing a control system are that the damping 
and the maximum and final deviations of the 
system under control shall not exceed given 
limits. The problem is treated in terms of fre-
quency response. A practical method of design-
ing the control system is developed and is illus-
trated by means of two examples. 

621.316.7 17.51 
Stabilization of Nonlinear Feedback Con-

trol Systems—R. L. Cosgriff. (Paoc. I.R.E., 
vol. 41, pp. 382-385; March 1953.) 

621.317.083.7 1762 
Radio Telemetering—E. D. Whitehead & 

J. Walsh. (Proc. I EE (London), part III, vol. 
100, pp. 45-56; March, 1953. Discussion, pp. 
57-59.) Basic principles of present-day telem-
etry systems are discussed, together with the 
characteristics of various types of mod ulátion 
and methods of multiplexing. Particular sys-
tems are outlined and a 6-channel frequency-
multiplex fm/am system developed for aero-
dynamic research is described in some detail. 

621.383.001.8:778.37 1763 
An Industrial Instrument for the Observa-

tion 163 of Very-High-Speed Phenomena—M. S. 
Richards. (Prot. I EE (London), part !HA, 
vol. 99, no. 20, pp. 729-746; 1952. Discussion, 
pp. 757-760.) Detailed description of equip-
ment designed in conjunction with an experi-
mental image-converter tube. Repetitive ex-
posures down to 1 µs are available whose repe-
tition rate can be varied between 12/sec and 
10,/sec for stroboscopic viewing. Single ex-
posures down to 0.05 us, for recording transient 
phenomena, can also be obtained. 

621.384.711/.612 1764 
Synchrocyclotron for 450-MeV Protons— 

H. L. Anderson, J. Marshall, L. Kornblith, Jr., 
L. Schwarcz & R. Miller. (Rev. Sci. Instr., vol. 
23, pp. 7077728; Dec., 1952.) Detailed descrip-
tion of the particle accelerator recently com-
pleted at the Institute for Nuclear Studies, Chi-
cago University. 
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621.384.611 1765 
Electric Fields within Cyclotron Dees— 

R. L. Murray & L. T. Ratner. (Jour. Appt. 
Phys., vol. 24, pp. 67-69; Jan., 1953.) 

621.384.622.1 1766 
A New Focusing Principle applied to the 

Proton Linear Accelerator—J. S. Bell. ( Nature 
(London), vol. 171, pp. 167-168; Jan. 24, 1953.) 
A modification of the drift tube is described by 
which suitable electric or magnetic fields can be 
applied transverse to the particle motion so 
that particles converge strongly in one direction 
and diverge in the direction at right angles. 
Over-all focusing results if the field directions 
are interchanged periodically along the ac-
celerator. See also 1455 of May (Blewett). 

621.385.83:538.691 1767 
Determination of an Electron Trajectory by 

Successive Integrations—E. Durand. (Comp. 
Rend. Acad. Sci. (Paris), vol. 236, pp. 364-366; 
Jan. 26, 1953.) A method of integration of sec-
ond-order linear equations is adapted for sys-
tematic calculations in electron optics. 

621.385.833 1768 
The Scanning Electron Microscope and the 

Electron-Optical Examination of Surfaces— 
D. McMullan. (Electronic Eng., vol. 25, pp. 46-
50; Feb., 1953.) A conventional two-stage es 
electron microscope has been modified to op-
erate as a scanning microscope by removal of 
the projector lens and replacement of the 
fluorescent screen by a unit comprising deflec-
tion coils, es lens, specimen stage and electron 
multiplier; the picture is reconstituted in a 
separate CR tube. For direct viewing, the sys-
tem uses 405 lines (interlaced) per picture and 
about 0.9 pictures/sec; for recording, with beam 
current reduced to give maximum resolving 
power, the system uses 550 lines per picture and 
1 picture in 300 sec. It is possible to obtain pic-
tures of surfaces directly without making repli-
cas. 

621.385.833 1769 
Electrostatic Lenses for Focusing Very-

High-Energy Particles—M. Y. Bernard. (Comp. 
Rend. Acad. Sci. (Paris), vol. 236, pp. 185-187; 
Jan. 12, 1953.) The type of lens described, 
which is similar to that proposed recently by 
Courant, Livingston & Snyder (1454 of May), 
uses two sets of electrodes in line. Each set com-
prises four nearly quadrantal sections of a cyl-
inder, two opposite sections being maintained 
at a positive potential and the other two at an 
equal negative potential. One set is rotated 90° 
with respect to the other. With such systems, 
ions with energies of several megavolts can be 
focused, using very much lower voltage sources. 

621.385.833 1770 
Experimental Study of Electrostatic Immer-

sion Objective with Plane Electrodes: Extrac-
tor Field E• under Condition of Focusing. Geo-
metrical Aberrations off the Axis—A. Septier. 
(Comp. Rend. Acad. Sci. (Paris), vol. 236, pp. 
58-60; Jan. 5, 1953.) 

621.385.833:061.3 1771 
Summarized Proceedings of a Conference 

on Electron Microscopy—Bristol, September 
1952—V. E. Cosslett, J. Nutting & R. Reed. 
(Brit. Jour. Ape Phys., vol. 4, pp. 1-5; Jan., 
1953.) Summaries are given of papers and dis-
cussion on design, operating technique and ap-
plications. 

PROPAGATION OF WAVES 

538.566.029.45/.51:551.594.6 1772 
The Propagation of Very Long Electromag-

netic Waves and of [waves due toi Lightning 
Discharges round the Earth—W. O. Schu-
mann. (Z. angels". Phys., vol. 4, pp. 474-480; 
Dec., 1952.) See 802 of March. 

621.396.11 • 1773 
Ionospheric Propagation—R. Gea Sacasa. 

(Rev. Telecommunicación (Madrid), vol. 8, pp. 
2-10; Dec., 1952. In Spanish, French and Eng-

lish.) Documents discussed at Stockholm in 
May 1952 by the C.C.I.R. committee on 
ionospheric propagation are analyzed in detail 
to show that the accuracy of predictions made 
by the "Spanish method" (3536 of 1952) com-
pares favorably with that of predictions made 
by British and U. S. methods. 

621.396.11 1774 
Investigations of the Propagation of Space 

Waves: Part 2—\V. Budde. (Z. Naturf, vol. 
6a, pp. 238-242; May, 1951.) Measurements 
made during the period October 1944 to Janu-
ary 1945 over the path Ismaning (M unich)-
Kôlby (Denmark) are discussed; the frequency 
used was 9.83 mc. Short-term fluctuations of 
azimuth angle were observed. The fluctuations 
decreased from a fairly high early-morning 
value to a minimum around midday and then 
increased to a maximum during the afternoon, 
decreasing again in the early evening. No sea-
sonal variation of the mean fluctuations was 
observed. 

621.396.11 1775 
Determination of the Sense of Polarization 

of the Magneto-Ionic z-Component—B. Land-
mark. (Tellus, vol. 4, pp. 319-323; Nov., 1952.) 
See 2867 of 1952. 

621.396.11 1776 
The Diffraction of Radio Waves by the Cur-

vature of the Earth—M. H. L. Pryce. (Ad-
vances Phys., vol. 2, pp. 67-95; Jan. 1953.) A 
simplified approximate derivation is given of 
the field at moderate heights and distances due 
to an oscillating dipole at moderate height, tak-
ing into account the curvature and electrical 
constants of the earth. The treatment is ap-
proximately equivalent to assuming the earth 
to be flat and the wave path to be curved up-
wards, and is mathematically convenient be-
cause Fourier integrals can be used instead of 
expansions in Legendre functions. The method 
applies to both vertically and horizontally 
polarized waves. 

621.396.11 1777 
Tables of Functions occurring in the Dif-

fraction of Electromagnetic Waves by the Earth 
—C. Domb. (Advances Phys., vol. 2, pp. 96-
102; Jan., 1953.) In a previous paper [800 of 
1948 (Domb & Pryce)] curves and formulae 
were given which enabled field strength to be 
calculated with fair accuracy; the approxima-
tion of the first term of the differential series 
was used for the region well beyond the optical 
range. Details are now given of relevant tables 
of functions to enable more accurate calcula-
tions to be made and the region of validity of 
the one-term approximation to be assessed. 
See also 1776 above. 

621.396.11:551.510.535 1778 
Effect of the Geomagnetic Field on the Ab-

sorption of Short Waves in the Ionosphere 
(Vertical Incidence)—Argence, Rawer SzSuchy. 
(See 1678.) 

621.396.11:551.510.535 1779 
The Reflection and Absorption of Radio 

Waves in the Ionosphere—Piggott. (See 1679.) 

621.396.11:551.510.535 1780 
Gradient Reflections from the Atmosphere 

—J. Feinstein. (Trans. I.R.E., pp. 2-13; Dec., 
1952.) Analysis is presented showing the dif-
ference between (a) the effect on the field far 
beyond the horizon of a refractive-index gradi-
ent with no discontinuities in the derivatives of 
any order, and (b) the effect of a gradient hav-
ing a discontinuity in a particular derivative. A 
theory of scattering from regions of random 
gradient of refractive index is developed, under 
the assumption of complete horizontal stratifi-
cation of the atmosphere. 

621.396.11.029.51/.53 1781 
A Review of Present Knowledge of the 

Ionospheric Propagation of Very-Low, Low-
and Medium-Frequency Waves—F. A. Kitch-

en, B. G. Pressey & K. W. Tremellen. (Proc. 
IEE (London), part III, vol. 100, pp. 100-108; 
March, 1953.) Observations at frequencies <3 
mc and for ranges mainly <500 km are re-
viewed. The results for frequencies <300 kc 
are summarized under the headings of field 
strength, phase and polarization measurement, 
the effects of ionospheric disturbances, the ef-
fects of local ionospheric characteristics, and 
theoretical studies. Propagation investigations 
on medium frequencies prior to 1937 were ade-
quately summarized in an I.R.E. report (27 of 
1939), so that only work done since that date is 
considered here. Present knowledge of the sub-
ject is summarized and suggestions are made for 
further study. 70 references. 

621.396.11.029.51 1782 
The Measurement of the Phase Velocity of 

Ground-Wave Propagation at Low Frequencies 
over a Land Path—B. G. Pressey, G. E. Ash-
well & C. S. Fowler. (Proc. I EE, part III, vol. 
100, pp. 73-84; March, 1953.) An account of 
measurements of the change of phase of a 127.5-
kc wave with distance along the irregular 177-
km land path between the Decca stations at 
Lewes (Sussex) and Warwick. Mobile equip-
ment was used at 25 points along the path to 
measure the phase difference of the signals from 
the two transmitters. The results (accurate to 
within 0.25°) were used to plot a curve showing 
the deviation of the measured phase difference 
from that calculated on the assumption of a 
propagation velocity equal to that in free 
space. The mean velocity deduced for the path 
was 299 230± 12 km/s. No definite evidence 
was found of any ground-contour effect on the 
phase, but the effect of the nature of the ground 
was very marked, a high velocity being ob-
tained over ground of good conductivity and a 
low velocity over ground of poor conductivity. 

621.396.11.029.55(98) 1783 
Ionospheric Propagation of Decameter 

Waves in the Arctic Polar Regions—J. Bou-
chard. (Comp. Rend. Acad. Sci. (Paris), vol. 
236, pp. 220-222; Jan. 12, 1953.) Discussion of 
reception in France of signals mainly from sta-
tions on the Pacific coast of North America, the 
frequencies concerned ranging from 12 to 17 
mc. Distortion on these frequencies is at times 
so great that the signals are unreadable. The 
distortion appears to be due to ionospheric tur-
bulence in the arctic polar regions, and related 
to geomagnetic disturbance. The distortion of 
signals whose transmission paths involve re-
flection at points in the arctic regions can be at-
tributed to fluctuations of the critical fre-
quency at the reflection points. In some cases, 
when the signals follow a great-circle path with 
a considerable length in the arctic regions, simi-
lar distortion of signals from the antipodes oc-
curs, but when the signals travel by other paths 
no great distortion is observed. Correlation has 
been established between the received field-
strength and distortion magnitude and the 
data on geomagnetic variations published by 
the French Ionospheric Bureau, and it is known 
that the corresponding variations in the zone of 
maximum auroral activity are 4 or 5 times 
greater than in France. 

621.396.11.029.6:551.510.52 1784 
Meteorological Effects on V.H.F. Propaga-

tion—K. Toman, W. G. Albright & E. C. Jor-
dan. (Trans. I.R.E., pp. 20-30; Dec., 1952.) 
Continuous records of the signal strength of 
several fm and TV stations in the Chicago area 
have been obtained during a period of 18 
months at Urbana, Illinois, about 127 miles 
away. Correlation is discussed between the ob-
served signal strengths and meteorological data 
obtained at two radiosonde stations along the 
transmission path. Low values of signal 
strength are obtained when the distribution of 
the effective dielectric constant e of the 
troposphere is nearly linear, with a gradient 
corresponding to a well-mixed atmosphere. 
Medium and high signal levels result from 
larger surface gradients of e and from larger 

1 • 
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gradients at certain heights above ground. 
Very high signal levels are obtained when the 
trapping conditions of duct propagation are 
satisfied. 

621.396.11.029.63 1785 
Propagation Characteristics of Microwave 

Optical Links—L. G. Trolese, J. P. Day & 
R. U. F. Hopkins. (Trans. I.R.E., pp. 31-36; 
Dec., 1952.) A report of tests, at frequencies in 
the band 1.7-1.85 kmc, on two paths near San 
Francisco, the transmitter being on Mt. Diablo 
at a height of 3800 ft and the receivers respec-
tively at heights of 7-65 ft and 165 ft above sea 
level. Owing to the height of the transmitter, 
the path difference between the direct and the 
ground-reflected component varies rapidly with 
the height of the receiving antenna, so that 
closely spaced maxima and minima occur in the 
signal-strength antenna-height curves. The 
measure of the path difference in wavelengths 
also varies rapidly with frequency, so that the 
maxima and minima for frequencies of 1.7 and 
1.85 kmc do not correspond, an antenna at a 
height of 55 ft giving maximum signals on 1.7 
kmc and minimum signals on 1.85 kmc, essen-
tially the same response on the two frequencies 
being obtained for an antenna height of 7 ft, 
where the first maximum occurs for both fre-
quencies and for which less fading is observed. 

621.396.11.029.63 1786 
Variation of Field Intensity over Irregular 

Terrain within Line of Sight for the U.H.F. 
Band—II. Fine. (Trans. I.R.E., no. PGAP-4, 
pp. 53-65; Dec., 1952.) Statistical analysis of 
available data from field-strength surveys 
enabled empirical propagation formulas to be 
deduced for the whole UHF television band 
from 300 to 900 mc to assist the Federal Com-
munications Commission in the problem of fre-
quency allocation for UHF television broad-
casting stations. 

621.396.11.029.65/.65 1787 
Microwave Radio Reflection from Ground 

and Water Surfaces—A. W. Straiton. (Trans. 
I.R.E., pp. 37-45; Dec., 1952.) Reflection 
measurements for wavelengths from 0.86 to 
26.5 cm and angles within 5° of grazing inci-
dence showed that the reflection coefficient in-
creased with wavelength and decreased with 
increase of the angle between the beam direc-
tion and the ground or water surface. The 0.86-
cm signals were very sensitive to roughness of 
the reflecting surface. The reflection coefficient 
was greater for horizontal than for vertical 
polarization. 

RECEPTION 

621.396.4: 621.396.619.16: 62 L396.621 1788 
Channel Separation in Pulse-Phase Modu-

lation (P.P.M.)—K. Steinbuch. (Fernmeldetech. 
Z., vol. 5, pp. 535-538; Dec., 1952.) An outline 
description of separations for multichannel 
ppm telephony systems, and an examination 
of their relative cost. 

621.396.621.029.62:621.396.82 1789 
Noise Performance of V.H.F. Receivers— 

E. G. Hamer. (Electronic Eng., vol. 25, pp. 
68-71; Feb., 1953.) The frequency distribution 
of different types of noise is shown graphically, 
and receiver design is discussed in relation to 
the reduction particularly of man-made inter-
ference and of noise inherent in the receiving 
system itself, including the aerial. A convenient 
method of assessing receiver noise performance 
makes use of a diode as a calibrated noise 
generator; a miniature diode with associated 
disk resistor for measurements at frequencies 
up to 500 mc is illustrated. The additional 
cost of a special low-noise-factor design may 
be justified for services operating at frequencies 
>200 mc. 

621.396.621.54.029.64:621.396.822 1790 
The Noise Factor of Centimetric Super-

heterodyne Receivers—J. H. Evans. (Elec-
tronics Eng., vol. 25, pp. 98-100; March, 1953.) 
The noise contributions from the various units 

of a receiver comprising a crystal frequency 
changer, klystron local oscillator, and IF 
amplifier, are discussed and curves are given 
which show the effect on the receiver noise 
factor of the noise in the local oscillator and the 
IF amplifier. Methods of reducing local-
oscillator noise are noted and their attendant 
disadvantages are considered briefly. 

621.396.622.63:621.396.621.54 1791 
Harmonic Mixing and Distortion with Crys-

tal Diodes—H. F. Mataré. (Arch. ele/ej. über-
tragung, vol. 7, pp. 1-15; Jan., 1953.) Basic 
theory is outlined for heterodyning with oscil-
lator harmonics and for the distortion resulting 
from curvature of the diode characteristic. The 
principal properties of mixers, viz, slope of 
rectifier characteristic, conversion slope and 
optimum conversion efficiency, are shown in 
families of curves for two basic forms of pres-
entation of characteristics. Distortion may be 
caused by pure impedance variations. From the 
curves it is possible to estimate the losses with 
harmonic mixing, on the efficiency in the pres-
ence of distortion. In this respect Ge diodes 
are better than Si diodes. See also 2824 of 
1951. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.39.001.11 1792 
Technical Characteristics related to Infor-

mation. Application to Telecommunications and 
[radar] Detection—J. Maillard. (Onde Ilea., 
vol. 32, pp. 500-514; Dec., 1952.) The terms 
"quantity of information" and "rate of infor-
mation" are defined and basic relations be-
tween them are discussed. These relations 
enable comparison to be made between the 
efficiency of the different methods used for the 
transmission of information, in particular, 
between the different methods of modulation, 
whose advantages and disadvantages are here 
discussed. The use of cm or acoustic waves for 
the detection of objects is also considered in the 
light of information theory. The analysis indi-
cates that though fm equipment appears to 
have theoretical advantages, pulse equipment 
has in most cases technical and practical ad-
vantages. 

621.396.41:621.396.619.16 1793 
Time-Division Multiplex Systems—J. E. 

Flood. (Electronic Eng., vol. 25, 302, pp. 2-5, 
58-63, 101-106 & 146-150; Jan.-April, 1953.) 
A series of articles forming an introduction to 
the subject. Part 1 describes different forms of 
pulse modulation which can be used and dis-
cusses features common to different time-
division multiplex systems. Part 2 deals in de-
tail with pam, part 3 with pwm and ppm, 
and part 4 with pcm. 94 references. 

621.396.44:621.315.052.63:621.396.822 1794 
The Reduction of Radiation from Carrier 

Communication Circuits on Overhead Power 
Lines—E. P. L. Westell (Jour. Instn. Eng. 
(Australia), vol. 24, pp. 213-218; Dec., 1952. 
Discussion, pp. 218-219.) An account of meas-
urements of noise voltages on (a) a single-
channel am carrier system on a 132-kV power 
line, (b) a multichannel ssb suppressed-carrier 
system, with suggestions as to practical means 
of reducing the RF interference from such 
systems. 

621.396.5: 621.396.8 1795 
150-370 Mc/s Performance Tests—W. R. 

Young, Jr. (Commun. Eng., vol. 13, pp. 15-18, 
34; Jan./Feb., 1953.) See 823 of March. 

621.396.65:621.396.8 1796 
Intermodulation Interference in Radio 

Systems—W. C. Babcock. (Bell Sys. Tech. 
Jour., vol. 32, pp. 63-73; Jan., 1953.) For-
mulas are derived for the number of third- and 
fifth-order intermodulation products liable to 
be formed within a continuous frequency band 
comprising a number of channels. Calculations 
are made of the probability of encountering 

interference in channels selected at random 
from this band, and of the number of inter-
ference-free channels that can be obtained by 
careful selection. 

621.396.65:621.396.93 1797 
Frequency Economy in Mobile-Radio 

Bands—K. Bullington. (Bell Sys. Tech. Jour., 
vol. 32, pp. 42-62; Jan., 1953.) Factors affecting 
the suitability of different channels for mobile 
radio services are discussed, and estimates are 
made of the number of usable channels per 
mc for some present and proposed methods of 
operation, taking into account the possibilities 
of geographical and operational corrdination as 
well as circuit selectivity. 

621.396.933:621.396.82 1798 
Ground-to-Air Cochannel Interference at 

2.9 kMc/s—P. L. Rice, W. V. Mansfield & 
J. W. Herbstreit. (Trans. I.R.E., pp. 1-10; 
Dec., 1952.) Estimates are made of the average 
interference—limited coverage to be expected 
for a ground station using a Bendix Type-
ASR-1 antenna with vertical polarization and 
operating at 2.9 kmc. Coverage is defined in 
terms of protection ratios of 0, 6, 12, and 18 
db with respect to interfering transmissions 
from a similar station 10, 50, 100 or 150 miles 
distant. 

621.396.97+621.397.611.029.62:061.3 1799 
The Technical Principles of the Allocation 

of Frequencies at the European Broadcasting 
Conference of 1952 in Stockholm—F. Kirsch-
stein. (Fernineldetech. Z., vol. 5, pp. 563-567; 
Dec., 1952.) For other accounts see 3560 of 
1952. 

SUBSIDIARY APPARATUS 

621-526 1800 
The Principle of a Servo-Type Mechanism 

requiring variable Elements—R. Drenick. 
(Paoc. I.R.E., vol. 41, pp. 373-377; March, 
1953.) 

621-526:621.316.7 1801 
The Analysis of Sampled-Data Systems— 

J. R. Ragazzini & L. A. Zadeh. (Elec. Eng, 
(N.Y.), vol. 71, p. 1102; Dec., 1952.) Digest 
only. The Laplace and Fourier transform 
methods of analysis for sampled-data systems 
are unified and extended. Formulas represent-
ing the input-output relations of such systems 
in the frequency domain are derived. 

621.314.634.011.4 1802 
Capacitance of Selenium Rectifiers—W. 

Oldekop. (Z. Phys., vol. 134, pp. 66-77; Dec. 
17, 1952.) In ac measurements on Se rectifiers, 
a temperature-dependent phase shift between 
current and voltage is produced. Representa-
tion of the rectifier by an equivalent circuit 
consisting of a resistor and parallel capacitor 
affords a satisfactory explanation of this. 
Discussion shows that a negative component 
of capacitance is concerned which decreases 
with decreasing current and with increasing 
frequency. The abnormal decrease of capaci-
tance with high reverse voltages observed by 
Hoffmann (941 of 1951) is in agreement with 
this. See also 3566 of 1952 (Schottky). 

621.316.722.621.311.6: 621.387.422 1803 
A Corona Stabilizer E.H.T. Supply for Pro-

portional Counters—P. Holton & J. Sharpe. 
(Electronic Eng., vol. 25, pp. 63-65; Feb., 
1953.) 

621.316.722.1 1804 
An Electric Control Device—W. Hartel. 

(Elektrotech. Z., Edn. A, vol. 73, pp. 769-771; 
Dec. 11, 1952.) Description of a high-precision 
voltage regulator suitable for a rotary gener-
ator. 

621.316.722.1 1805 
Cold-Cathode Voltage Stabilizer—G. O. 

Crowther. (Electronic Eng., vol. 25, p. 127; 
March, 1953.) Comment on 554 of February 
(Goulding). 
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TELEVISION AND PHOTOTELEGRAPHY 

621.397.2:621.317.74 1806 
Apparatus for the Measurement of Phase 

Delay in Television Transmission Circuits and 
in Associated Equipment—Goodchild & Looser. 
(See 1750.) 

621.397.2.001.4 1807 
The Testing of Television Transmission 

Systems by means of Square Waves—Muller. 
(See 1754.) 

621.397.24 1808 
Television Distribution by Wire—P. Ador-

ian. (Proc. IEE (London), part MA, vol. 99, 
pp. 665-672; 1952. Discussion, pp. 757-760.) 
Discussion of systems particularly suitable 
for densely populated urban areas. Distribu-
tion on screened quad cable and coaxial cable 
is mainly considered. Typical transmitting and 
receiving systems are described. 

621.397.24.001.4 1809 
The Specification and Testing of Television 

Wire-Broadcasting Systems—Hollinghurst & 
Tod. (See 1755.) 

621.397.26:621.396.65 1810 
Directional Radio Links on Ultra-short 

Waves for Television Programme Exchange 
with Berlin—W. Scholz. (Fernmeldelech. Z., 
vol. 5, pp. 539-544; Dec., 1952.) An account of 
the planning and design of the Berlin-Mhbeck-
Hamburg relay system, including test meas-
urements of field strengths in the 174-216 mc 
band. For the Berlin-H8hbeck I36-km link, 
antenna systems comprise 30 units mounted 
on a 150-m mast, each unit consisting of 8 
horizontal dipoles. The 10-kW Berlin and 
1-kW H8hbeck transmitters use negative 
a.m. The attenuation of the antenna feeders, 
which are 360-m coaxial lines of brass with 
polystyrene-disk insulation, is 1.4 db at 175 
mc and 1.8 db at 240 mc. 

621.397.26:621.396.72 1811 
Television "Booster" Stations—P. J. Har-

vey. (Wireless World, vol. 59, pp. 148-152; 
April, 1953.) Discussion, based on experimen-
tal investigations, of the operation of satellite 
stations in fringe areas, receiving the normal 
broadcast transmission and reradiating locally 
on suitable frequencies. Circuit arrangements 
for 10-250-W vision and 5-50-W sound trans-
mitters are outlined. In the case of retransmis-
sion at uhf the expense of converters in domes-
tic receivers would be largely offset by the 
saving on preamplifiers and special aerials. 
Initial and maintenance costs of a typical un-
attended station are estimated and administra-
tive aspects of the system are considered. 

621.397.335:538.88 1812 
A Precision Synchronizing System for 

Large-Screen Television Equipment—A. W. 
Keen. (Proc. IEE (London), part IIIA, vol. 
99, pp. 696-707; 1952. Discussion, pp. 757-
760.) A description is given of a complete sys-
tem developed for experimental cinema equip-
ment. It provides, under local control, line-
and frame-trigger and black-level-clamp switch-
ing-pulse waveforms, all of which are derived 
from a type of automatic phase follower and 
are therefore substantially unaffected by 
interference or all but the most severe degrada-
tion of the signal. Automatic interlacing is 
introduced, with fine manual control of inter-
frame spacing to eliminate the mean interlace 
error. Schematic diagrams are given of all the 
main sections of the equipment, which was 
designed for 625/50 European standard, with 
negative modulation. Since the method 
adopted is practically equivalent to regenera-
tion of the synchronizing signal, it would 
appear to be adaptable to other problems, par-
ticularly in network repeater stations. 

621.397.5:535.62/.65 1813 
A Survey of the Methods and Colorimetric 

Principles of Colour Television—J. E. Benson. 

(Jour. Brit. I.R.E., vol. 13, pp. 9-49; Jan., 
1953. Reprinted from Proc. IRE (Australia), 
vol. 12, pp. 201-205 & 237-258; July & Aug., 
1951.) The historical development of color 
television is reviewed and the basic require-
ments of a satisfactory system are discussed. A 
detailed account is given of the principles of 
color specification, measurement and calcu-
lation, using the concept of color space as a 
means of explaining the algebraic development 
of the trichromatic theory of color representa-
tion, and leading to an explanation of the 
origin and principal characteristics of the 
chromaticity diagram of the International 
Commission on Illumination. An outline is 
given of the principles of three-color reproduc-
tion in television. About 140 references. 

621.397.5:535.623/.624 1814 
Some Fundamental Aspects of Colour Tele-

vision—W. N. Sproson, M. Gilbert & W. West. 
(Proc. IEE (London), part IIIA, vol. 99, pp. 
842-853; 1952. Discussion, pp. 860-866.) A 
review of the physical and physiological factors 
relevant to the analysis and synthesis of tele-
vision pictures in color. 

621.397.5:535.623/.624 1815 
Compatible Systems of Colour Television— 

G. Valensi. (Ann. Télécommun., vol. 7, pp. 
439-458 & 482-496; Nov. & Dec., 1952.) The 
concept of compatibility, as applied to a sys-
tem of television in color, is defined, and the 
specification of colors by defining the trichro-
matic coefficients, the dominant wavelength, 
and colorimetric purity factor, is described. 
Some physiological characteristics concerned 
in color vision are discussed briefly. Two only 
of the numerous methods of realizing television 
in color are described: (a) a system using the 
electrical double-refraction properties of a 
Kerr cell in the receiving system; (b) an en-
tirely electronic system. Discussion indicates a 
possible reduction of the total bandwidth re-
quired for the transmission of color-television 
signals. Two of the compatible systems de-
veloped in the U.S.A. are also described: the 
R.C.A. system with dot interlacing of the 
image, and the N.T.S.C. system using line 
Interlacing. 

621.397.5:535.623 1816 
Colorimetric Analysis of Gamma-Corrected 

Shunted-Monochrome Simultaneous Colour 
Television Systems—D. C. Livingston. (Syl-
vania Technologist, vol. 6, pp. 13-17; Jan., 
1953.) A formula is developed for use in analyz-
ing the colorimetric properties of color-tele-
vision systems; in a subsequent paper the 
method is to be applied to an analysis of the 
color system used by the U. S. N.T.S.C. for 
field testing. 

621.397.5:535.623(083.71) 1817 
Standards on Television: Definitions of 

Color Terms, Part 1, 1953—(Paoc. I.R.E., 
vol. 41, pp. 344-347. March, 1953.) Standard 
53 IRE 22. SI. 

621.397.5:535.65 1818 
Colour Television: Some Subjective and 

Objective Aspects of Colour Rendering—G. T. 
Winch. (Proc. IEE (London), part III A, 
vol. 99, pp. 854-860; 1952. Discussion, pp. 
860-866.) 

621.397.5:621.317.35 1819 
A Television-Waveform Monitor—Attew. 

(See 1736.) 

621.397.5: 621.396 1820 
Television as a Communication Problem— 

L. C. Jesty. (Proc. IRE (London), part IIIA, 
vol. 99, no. 20, pp. 761-770; 1952. Discussion, 
pp. 860-866.) A survey of the art of television 
communication and discussion of possible lines 
of development. 26 references. 

621.397.6 1821 
Signal Corps Mobile Television System— 

J. S. Auld. (Jour. Soc. Mot. Pict. Telev. Engs., 

vol. 59, pp. 462-469; Dec., 1952.) Brief de-
scription of a complete microwave system 
operating over distances up to 20 miles. All 
equipment for transmission, reception, record-
ing and power supply is housed in five vehicles. 

621.397.6:535.623 1822 
Generation of N.T.S.C. Color Signals—J. F. 

Fisher. (Pace. I.R.E., vol. 41, pp. 338-343; 
March, 1953.) Equipment is described for 
generating a composite compatible color 
signal in accordance with the N.T.S.C. specifi-
cations discussed previously [1750 of 1952 
(Hirsch et al.)]. A flying-spot system is used 
which yields voltages proportional to the 
tristimulus values of the C.I.E. system; 
these are corrected to suit the red, green and 
blue channels by a process of electronic addi-
tion and subtraction termed umatrixing." 
An indication is given of modifications made to 
the signal specification in the light of the re-
sults of the field tests carried out during 1951 
and 1952. 

621.397.6:621.317.74 1823 
Test Equipment for Television Transmis-

sion Circuits—S. H. Padel, A. R. A. Rendait & 
S. N. Watson. (Proc. IEE (London), part I I IA, 
vol. 99, No. 20, pp. 821-833; 1952. Discussion, 
pp. 860-866.) The standard of performance of 
a complete television transmission system is 
considered, and definite limits are suggested 
for distortion of amplitude and phase, with re-
spect to frequency, noise and linearity. Descrip-
tions are given of instruments designed to 
measure amplitude and phase distortions; 
these are (a) video-frequency oscillator, (b) 
video-frequency amplifier detector, (c) test-
pulse generator, (d) waveform monitor, (e) 
group-delay measurement equipment. Appli-
cations of these instruments are discussed. 

621.397.61/.62 1824 
Compressed Television—Radionyme. ( Télé-

vision, pp. 259-260, 274; Nov., 1952.) The 
principles of various techniques developed by 
Toulon for reducing the bandwidth required for 
a vision channel are outlined. Combinations of 
vertical and horizontal interlacing can be used 
in conjunction with storage devices at the re-
ceiver. By using picture-difference transmission 
the bandwidth required for a radio link can 
be reduced to 1 mc for a system normally 
occupying 14 mc. Magnetic-drum and phos-
phorescent-film devices for storing the picture 
signals are described. 

621.397.61/.62 1825 
Saving Television Bandwidth—(Wireless 

World, vol. 59, pp. 158-162; April, 1953.) 
Methods proposed for reducing the bandwidth 
required for the vision channel are reviewed. 
These include prediction techniques for reduc-
ing redundancy in successive images or ele-
ments, variable-velocity scanning, decreasing 
the picture frequency and other methods of 
exploiting limitations in visual acuity. 

621.397.61 1826 
A Gamma-Control Circuit using Crystal 

Diodes—L. Lax & D. Weighton. (Proc IRE 
(London), part III A, vol. 99, pp. 804-810; 1952. 
Discussion, pp. 860-866.) A basic bridge-type 
circuit is described which meets the require-
ments of gamma-control circuits more nearly 
than those using thermionic tubes as nonlinear 
elements. A practical circuit with a high degree 
of dc stabilization is also described. 

621.397.61.029.62:061.3 1827 
The Stockholm Plan—Télévision, pp. 296-

300; Dec., 1952.) Details of French television 
transmissions bared on the frequency alloca-
tions of the 1952 Stockholm Conference. 

621.397.611.2 1828 
The Mechanism of Signal Generation in 

Storage-Type Television Camera Tubes—R. 
Theile. (Jour. Telev. Soc., vol. 6, pp. 457-477; 
Oct./Dec., 1952.) The principles of operation 
of the iconoscope, image iconoscope, orthicon 
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and image orthicon are described in detail. 
Charge-storage action and target-stabilization 
processes are discussed with reference to stor-
age efficiency and transfer characteristic. Two 
methods of deriving the signal current are de-
scribed and the signal/noise ratios in the two 
cases are compared; at low light intensities a 
better ratio is maintained with preamplifica-
tion by secondary-emission multiplication. 
Operational features of the four tubes and im-
provements in design are discussed, particu-
larly the photoelectron-stabilization and pulsed-
biasing techniques applied to the image icono-
scope, and performance characteristics directly 
dependent on the mechanism of signal genera-
tion in the four types of tube are compared. 

621.397.611.2 1829 
Generation of Signals in Television Camera 

Tubes: Part 1—Fundamentals of the Transfor-
mation of the Optical Image into a Charge 
Image used for Signal Generation—R. Theile. 
(Arch. ele/a. übertragung, vol. 7, pp. 15-27; 
Jan., 1953.) See 1828 above. 

621.397.611.2:778.53 1830 
The Electronic Camera in Film-Making— 

N. Collins & T. C. Macnamara. (Proc. IEE 
(London), part IIIA, vol. 99, no. 20, pp. 673-
679; 1952. Discussion, pp. 757-760. Jour. Soc. 
Mot. Pict. Telev. Engs., vol. 59, pp. 445-457; 
Dec., 1952. Discussion, pp. 458-461.) Limita-
tions of the cinematograph camera are re-
viewed and the advantages of the use of several 
electronic cameras, with the attendant possi-
bilities of image distribution for control pur-
poses, are discussed. See also Wireless World, 
vol. 59, pp. 153-156; April, 1953. 

621.397.62 1831 
Television Sound Reception. The Critical 

Capacitance-Coupling System—S. L. Fife. 
(Electronic Eng., vol. 25, pp. 114-117; March, 
1953.) In receivers with common RF and (some-
times) IF stages for the vision and sound sig-
nals, it has been found advantageous to use 
critical coupling, by means of capacitors of the 
order of I pF, in the succeeding sound-channel 
IF amplifier. Suitable IF circuits are shown. 
The use of an intercarrier FM sound circuit in 
television receivers for the American and 
European line standards is also considered 
briefly. 

621.397.62:621.396.665 1832 
Television-Receiver A.G.C. Systems—E. S. 

White. (Electronics, vol. 26, pp. 146-149; 
March, 1953.) Discussion of the operation of 
seven AGC circuits commonly used in television 
receivers, and of design factors important for 
obtaining an efficient low-noise circuit. 

621.397.62:621.396.666 1833 
Vision AGC—(Wireless World, vol. 59, 

pp. 173-174; April, 1953.) Description of the 
"automatic picture control" system which 
operates on the black-level signal following 
each line-synchronizing pulse. 

621.397.621.2 1834 
Some Factors in the Design of Deflecting 

Coils for Cathode-Ray Beam Systems—E. W. 
Bull. (Proc. IEE (London), part I IIA, vol. 99, 
no. 20, pp. 771-706; 1952. Discussion, pp. 860-
866.) Conditions for the optimum field distri-
bution are determined for a deflecting-soil 
system and practical arrangements are briefly 
described. 

621.397.621.2:535.88 1835 
Some Aspects of a Cathode-Ray-Tube Pro-

jector for Large-Screen Television in Cinemas 
—E. D. McConnell. (Proc. IEE (London), 
part IIIA, vol. 99, pp. 708-720; 1952. Discus-
sion, pp. 757-760.) An account of the develop-
ment of a large-screen projector system using a 
Schmidt optical system with a 9-in. CR tube 
which has a back-aluminized screen. Details.of 
the design of the tube and optical system are 
discussed. 

621.397.621.2:621.396.615.17 1836 
Timebase Circuits—Baliring. (See 1631.) 

621.397.645:621.397.822 1837 
Fluctuation Noise in Television-Camera 

Head Amplifiers—I. J. P. James. (Proc. IEE 
(London), part IIIA, vol. 99, no. 20, pp. 796-
803; 1952. Discussion, pp. 860-866.) An im-
provement in signal/noise ratio for the higher 
video frequencies is obtained with a modified 
input circuit for an amplifier used with a pickup 
tube of the C.P.S. emitron type. A method of 
equalizing the frequency/amplitude response of 
the modified circuit is described. An improve-
ment of picture quality is obtained, particularly 
when aperture correction is applied. 

621.397.645.018.424 1838 
Some Factors in the Design of Wide-Band 

Amplifiers for Television—W. S. Percival. 
(Proc. IEE (London), part IIIA, vol. 99, no. 
20, pp. 834-841; 1952. Discussion, pp. 860-
866.) 

621.397.645.029.62 1839 
Fundamental Problems of H.F. and I.F. 

Amplifiers for TV Reception: Part 1—Gain and 
Bandwidth—Uitjens. (See 1639.) 

621.397.645.029.62:621.397.822 1840 
Fundamental Problems of H.F. and I.F. 

Amplifiers for TV Reception: Part 2—Noise 
Uitjens. (See 1640.) 

621.397.8:535.735 1841 
An Investigation of the Phenomenon of 

Flicker and a Possible Explanation of an Ob-
served Resonance Effect—H. de Lange Dzn. 
(Tjidschr. ned. Radiogenoot., vol. 18, pp. 1-31, 
Discussion, pp. 31-32; Jan., 1953.) The de-
pendence on frequency and mean brightness of 
the ability of the eye to perceive rapid varia-
tions of brightness can be explained by assum-
ing that the physiological system transmitting 
the visual impressions from the retina to the 
brain includes a low-pass filter. The problem 
can then be examined in the frequency domain, 
using Fourier analysis. An important parame-
ter is the ripple ratio r, defined as the ratio of 
the amplitude of the first Fourier component 
to the mean brightness. At high brightness 
levels a resonance effect occurs at about 9 
cps; under these conditions the value of r at 
which flicker disappears is <1.35%. The re-
sults are consistent with the presence in the 
physiological system of a feedback mechanism 
having a time delay of about 1/80 sec. 

621.397.8:621.317.79 1842 
A Variable-Definition Camera Channel for 

the Appraisal of Television Standards—Lord & 
Wood. (See 1753.) 

621.397.828 1843 
Reduction of Pulse Interference in Tele-

vision Receiving Systems—A. W. Keen. (Jour. 
Brit. I.R.E., vol. 13, pp. 51-55; Jan., 1953.) A 
method of interference reduction, known as 
"black spotting," which has been used in re-
ceivers designed for reception of British posi-
tive-modulation transmissions (405/50 stand-
ard), is discussed. Existing circuit techniques 
are reviewed and a more detailed description 
is given of examples chosen to illustrate the 
particular suitability of the cathode-coupled-
pair type of amplifier as a basis for improved 
circuit arrangements. 

621.397.9 1844 
Industrial and Professional Applications of 

Television Technique—R. C. G. Williams. 
(Proc. IEE (London), part II IA, vol. 99, no. 20, 
pp. 651-664; 1952. Discussion, pp. 757-760.) A 
survey of British developments. 

621.397.9:617(07) 1845 
An Application of Television to the Demon-

stration of Operative Surgery—G. C. Newton 
& H. J. B. Atkins. (Proc. IEE (London), part 
HIA, vol. 99, no. 20, pp. 721-728; 1952. Dis-

cussion, pp. 757-760.) Description of the equip-
ment used at Guy's Hospital, London, and 
discussion of the value of television as a teach-
ing aid and of the possibilities for its future 
development, based on extensive experience 
with the equipment. See also 3276 of 1949. 

TRANSMISSION 
621.396.619.23 1846 

Serrasoid Modulation—E. Paulsen. (Fre-
quenz, vol. 7, pp. 14-18; Jan., 1953.) An expla-
nation is given of the operation of the serrasoid 
modulator 1342 of 1949 (Day)], with particular 
reference to the capacitor charge and dis-
charge phenomena in the modulation section, 
which have a great influence on the attainable 
frequency swing and the incidental a.m. See 
also 3267 (Gundlach) and 3589 (Bünemann & 
Pethke) of 1952. 

621.396.3:621.396.61 1847 
Rounding of Signals by a Filter in a Radio-

telegraphy Transmitter—A. Tchernicheff. (Ann 
Télécommun., vol. 7, pp. 513-516; Dec., 1952.) 
Results are given of measurements carried out 
on a transmitter in which a low-pass filter is 
used to reduce the transmission bandwidth. 
The frequency spectra of rectangular signals 
and of signals filtered by means of filters with 
cut-off frequencies of 75 cps and 100 cps are 
compared. Measurements of the telegraphy 
distortion were made by a stroboscopic method 
using a CRO. 

TUBES AND THERMIONICS 

537.533:621.396.822 1848 
Noise Analysis of a Single-Velocity Electron 

Gun of Finite Cross Section in an Infinite 
Magnetic Field—H. E. Rowe. (Trans. I.R.E. 
pp. 36-46; Jan., 1953.) The various sinusoidal 
modes of propagation of a finite accelerated 
electron beam, converging or parallel, are in-
vestigated and boundary conditions for match-
ing at the cathode and at the anode are con-
sidered. An idealized model is analyzed in 
which an infinite magnetic field parallel to the 
axis of the beam prevents all transverse motion 
of the electrons both in the drift space and in 
the electron gun. Only a summary of the 
analysis is presented. The results are applied to 
numerical calculations for seven different guns, 
for which noise-standing-wave curves are given 
for different anode voltages and, in the case of 
converging beams, for different angles of 
convergence. These curves show that for 
beams of the same total current and radius in 
the drift space, a converging-beam gun has a 
lower swr than a parallel-beam gun. Reduction 
of the beam radius, keeping beam voltage and 
current constant, reduces the level of the 
maxima while increasing the swr, thus further 
reducing the minima of the noise standing 
wave. 

621.314.632 1849 
Germanium Diodes Sealed in Glass—J. W. 

Dawson. (Sylvania Technologist, vol. 6, pp. 1-4; 
Jan., 1953.) To prevent the entry of moisture 
into the diodes they may be sealed either in 
glass or in ceramic cartridges filled with wax. 
Humidity-exposure tests indicate that the 
glass-cartridge assembly is the more effective 
in maintaining the diode characteristics stable. 

621.314.7+621.314.632 1850 
Germanium in Telecommunications Tech-

nique—M. C. Weill. (Onde Elect., vol. 33, pp. 
15-26; Jan., 1953.) A review of the many uses 
of Ge rectifiers and transistors. 

621.314.7.001.8 1851 
Properties and Utilization of Transistors— 

J. M. Moulon. (Onde Meet., vol. 33, pp. 27-35; 
Jan., 1953.) A review of the characteristics of 
point-contact and p-n junction transistors and 
of their applications in amplifiers, negative-
impedance repeaters, gating circuits, etc. 

621.383+621.314.63 1852 
Height of the Potential Barrier in Barrier-
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Layer Cells—M. S. Ridout. (Nature (London), 
vol. 171, p. 219; Jan. 31, 1953.) If the barrier 
height is assumed to have a normal distribution 
about a mean value and to have a standard 
deviation, the equation relating zero-voltage 
resistance to temperature can be recast in a 
form which in general fits well the experimental 
results of Billig & Ridout (3135 of 1951) for 
Se, Ge and Si rectifiers and for Se photocells. 

621.383.27 1853 
Development and Use of Electron-Mtd-

tiplier Photocells—A. Lallemand. (Onde Ilea., 
vol. 32, pp. 492-495; Dec., 1952.) The general 
principles of construction of electron-multiplier 
photocells are discussed, with illustrations of 
the actual construction of cells with 7 and 19 
stages respectively. 

621.385: 621.3.018.78 1854 
Parasitic Effects and Distortion due to 

Curvature of Valve Characteristics—G. B. 
Dammers, J. Haantjes, J. Otte & H. Van 
Suchtelen. (Philips tech. Commun., Aust., no. 7, 
pp. 3-26; 1952.) Reprint from "Applications 
of the Electronic Tube in Radio Receivers 
and Amplifiers" (991 of 1950). 

621.385.029.63/.64 1855 
Phase Distortion in Amplification by means 

of Traveling-Wave Valves—L. Brück. (Arch. 
de». übertragung, vol. 7, pp. 28-36; Jan., 
1953.) Reflections and dispersion introduced by 
the delay line give rise to a variation of the 
group transit time over the pass band which is 
of particular importance in wide-band ampli-
fiers for multichannel radio links. An approxi-
mate determination is made of the distortion 
factor for fm signals. For a tube with a helix, 
distortion due to dispersion is negligible com-
pared with that due to mismatching. Methods 
of reducing the latter are discussed. 

621.385.029.64 1856 
Space-Charge-Wave Amplifier Tubes, Basic 

Principles of Operation—R. G. E. Hutter. 
(Sylvania Technologist, vol. 5, pp. 94-99, Oct., 
1952 & vol. 6, pp. 6-12; Jan., 1953.) The per-
formance of space-charge-wave tubes (i.e. 
traveling-wave tubes, electron-wave tubes, 
single-stream electron-wave tubes etc.) is 
analyzed by considering them as composed of 
basic regions, viz., gaps between apertured 
electrodes, drift regions and slow-waveguide 
regions. A general electronic theory applicable 
to all the regions is developed. The circuit 
problem is discussed, first in general and then 
for each region, The combined electronic and 
circuit relations are derived. 

621.385.032.216 1857 
Thermionic Emission from Oxide-Coated 

Tungsten Filaments—C. P. Hadley. (Jour. 
Appt. Phys., vol. 24, pp. 49-52; Jan. 1953.) An 
experimental investigation including (a)obser-
vations with a phosphor-coated tube of emis-
sion distribution, (b) retarding-field measure-
ments, (c) accelerating-field measurements, and 
(d) X-ray diffraction study of the coating. 

621.395.032.216 1858 
The Effect of Impurity Migrations on 

Thermionic Emission from Oxide Cathodes— 
!. E. Levy. (Paoc.I.R.E., vol. 41, pp. 365-368; 
March, 1953.) Emission measurements were 
made using diodes (a) similar to the A.S.T.M. 
standard, and (b) with specially purified ma-
terials. Results indicate the dependence of the 
work function on impurities migrating from 
parts of the tube other than the cathode. 

621.385.032.216: 537.311.33 1859 
Semiconductors and Oxide Cathodes—R. 

Bourion. (Onde Elect., vol. 33, pp. 36-39; Jan., 
1953.) Electron emission from semiconductors 
in vacuo is discussed in relation to Fermi energy 

levels. Reasons are given for considering that 
the active material in an oxide cathode is an 
excess semiconductor. Experimental results 
support this view, but the complex effects 
observed in oxide cathodes cannot be ade-
quately explained by this simple theory. 

621.385.032.8 1860 
Vacuum-Tube Sockets for Industrial Equip-

ment—W. Clarkin & L. F. Biosca. (Elec. Mfg., 
vol. 48, pp. 72-77. 218; July, 1951.) A review 
of available types of wafer and moulded sock-
ets suitable for receivers, and also for heavy-
duty industrial service and for applications 
requiring low leakage, low loss, and reliable 
operation under vibration and humid condi-
tions. 

621.385.2 1861 
Schottky's Equation for Thermal Electron 

Emission—H. Bonifas. (Rev. gín. Elect., vol. 
61, pp. 539-540; Nov., 1952.) An error in the 
development of this equation is pointed out, 
and a corrected formula is given for the 
anode current of a diode operating at constant 
temperature. 

621.385.2 1862 
Extension of the Planar Diode Transit-

Time Solution—W. E. Benham. (Pam. I.R.E., 
vol. 41, pp. 395-396; March, 1953.) Comment 
on 497 of 1950 (Begovich). 

621.385.2:537.533 1863 
Electron-Gas Equations for Electron Flow 

in Diodes—H. Poritsky. (Trans. I.R.E., pp. 
60-84; Jan., 1953.) Analysis is presented which 
shows that Langmuir's results relative to the 
electron current in a diode can be recast in 
a form involving the concepts of electron gas. 
Examination of the discrepancies between 
Langmuir's results and those of Hahn (566 of 
1949) indicates that they are due to somewhat 
arbitrary assumptions made by Hahn, and 
that the discrepancies disappear when these 
assumptions are properly modified. Langmuir's 
planar-diode equations, when put into a form 
involving gas motion, thus yield results identi-
cal with those obtained from analysis of the 
electron motion. 

621.385.2:621.396.822 1864 
Noise in Thermionic Valves—J. H. Frem-

lin. (Proc. I EE (London), part III, vol. 100, 
pp. 91-92; March, 1953.) The relation between 
Nyquist's formula for the mean square noise 
voltage generated by a resistive circuit and the 
formula for the fluctuation current in a tem-
perature-limited diode is discussed. In the 
practical space-charge-limited case the thermo-
dynamical approach is of little assistance; an 
explanation of this is given. 

621.385.3 1865 
Inherent Feedback in Triodes—H. Stock-

man. (Wireless Eng., vol. 30, pp. 94-96; April, 
1953.) The triode is considered as an infinite-
impedance pentode, with the effect of the anode 
on the field at the cathode represented by nega-
tive feedback. By means of this transformation 
practical formulae are obtained for the triode 
circuit from conventional feedback theory. 

621.385.3/.51.012 1866 
The Effect of Filament Voltage upon 

Vacuum Tube Characteristics—A. J. Winter. 
(Trans. I.R.E., pp. 47-59; Jan., 1953.) Opera-
tion of tubes with reduced filament voltages is 
discussed. By using the concept of an image 
cathode, located behind the real cathode at the 
position from which the electrons appear to be 
emitted, the principles of electrostatics can be 
applied to determine the effect of lowered 
cathode temperature on the amplification fac-
tor. Curves for a Type-6C4 triode and a Type-
6AG5 pentode illustrate the fact that a higher 

gain can be obtained with a lower filament 
voltage. A 50% increase of gain has been ob-
tained by reducing the filament voltage from 
6.3 V to 3.0 V. 

621.385.5.032.212 1867 
A Ten-Stage Cold-Cathode Stepping Tube 

—D. S. Peck. (Elec. Eng. (N.Y.), vol. 71, pp. 
1136-1139; Dec., 1952.) Description of the 
construction and operating characteristics of 
the Western Electric Type-6167 decade counter 
tube, which is capable of operating at pulse 
rates up to about 2000/sec. 

621.385.832 1868 
Single-Gun Storage Tube Writes, Reads 

and Erases—R. C. Hergenrother & A. S. Luft-
man. (Electronics, vol. 26, pp. 126-130; March, 
1953.) An article based on a 1952 National 
Electronics Conference paper (Proc. nat. 
Electronics Conf., Chicago, 1952, Vol. 8, pp. 
543-552). Improvements effected in an earlier 
model [2942 of 1950 (Hergenrother & Gardner)] 
are described which permit storage of charges 
for periods as long as a week with little loss 
and up to 27,000 play-backs with little effect 
on the storage pattern. Typical applications 
are noted. 

621.385.832:621.397.62:535.37 1869 
Phosphors for Television Cathode-Ray 

Tubes—H. G. Jenkins. A. H. McKeag & E. E. 
Welch. (Proc. IEE (London), part IIIA, vol. 
99, no. 19, pp. 542-550. 1952. Discussion, pp. 
571-576.) The development of television CR-
tube screens and phosphors is reviewed, the 
theory of luminescence outlined, the prepara-
tion of the principal television-tube phosphors 
described and their characteristics noted. 44 
references. 

621.385.832.002.2:621.397.62 1870 
Some Aspects of Modern Cathode-Ray-

Tube Manufacture—L. J. Bayford. (Proc. I EE 
(London), part LILA, vol. 99. no. 19, pp. 514-
523; 1952. Discussion, pp. 571-576.) An ac-
count of the more important processes in the 
manufacture of aluminized television CR 
tubes, including descriptions of (a) a semi-
automatic method of screen deposition, with 
film forming before screen drying, (b) the pi-
pette specially designed to facilitate the con-
tinuous production of nitrocellulose films on 
fluorescent screens prior to aluminizing. 

621.387:621.316.722.1 1871 
Voltage-Regulator Tubes—W. Kiryluk. 

(Electronic Eng., vol. 25, p. 83; Feb., 1953.) A 
method is outlined for determining the dy-
namic characteristics, from which the best 
operating point for each tube can be rapidly 
found. 

621.396.615.14:621.385.029.6 1872 
Traveling-Wave-Tube Oscillators—H. R. 

Johnson & J. R. Whinnery. (Trans. I.R.E., 
pp. 11-35; Jan., 1953.) Analysis is presented 
for a type of oscillator comprising a traveling-
wave tube with feedback via an external path 
including a cavity resonator of the transmis-
sion-line type. The analysis indicates that a 
tuning range of 4-8% should be obtainable by 
variation of the helix voltage. A range of 4.5% 
has been obtained experimentally, the center 
frequency being 2.72 mc and power output 
0.3 W. Theory shows that the valve used 
should be short, with a high gain per unit 
length. 

MISCELLANEOUS 

061.3:621.39 1873 
1953 I.R.E. National Convention, 23rd-26th 

March—(Paoc. I.R.E., vol. 41, pp. 401-427; 
March, 1953.) Summaries are given of the 
papers presented. 




