JUNCTION TRANSISTOR

A junction transistor made by the diffusion of indium into germanium is shown encapsulated (left) and exposed to view (right).
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**ULTRA COMPACT UNITS...OUNCER UNITS**

**HIGH FIDELITY . . . SMALL SIZE . . . FROM STOCK**

UTC Ultra compact audio units are small and light in weight, ideally suited to remote amplifier and similar compact equipment. High fidelity is obtainable in all individual units, the frequency response being + 2 DB from 30 to 20,000 cycles.

True hum balancing coil structure combined with a high conductivity die cast outer case, effects good inductive shielding.

<table>
<thead>
<tr>
<th>Type No.</th>
<th>Application</th>
<th>Primary Impedance</th>
<th>Secondary Impedance</th>
<th>List Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-10</td>
<td>Low impedance mike, pickup, or multiple line to grid</td>
<td>50, 125/150, 200/250, 333, 500/600 ohms</td>
<td>50 ohms</td>
<td>$16.00</td>
</tr>
<tr>
<td>A-11</td>
<td>Low impedance mike pickup, or line to 1 or 2 grids (multiple alloy shields for low hum pickup)</td>
<td>50, 200, 500 ohms</td>
<td>50,000 ohms, 88.8 turn ratio</td>
<td>18.00</td>
</tr>
<tr>
<td>A-12</td>
<td>Low impedance mike pickup, or multiple line to grids</td>
<td>50, 125/150, 200/250, 333, 500/600 ohms</td>
<td>80,000 ohms overall, in two sections</td>
<td>16.00</td>
</tr>
<tr>
<td>A-14</td>
<td>Dynamic microphone to one or two grids</td>
<td>30 ohms</td>
<td>50,000 ohms overall, in two sections</td>
<td>17.00</td>
</tr>
<tr>
<td>A-20</td>
<td>Mixing, mike, pickup, or multiple line to line</td>
<td>50, 125/150, 200/250, 333, 500/600 ohms</td>
<td>200/250, 500/600 ohms</td>
<td>18.00</td>
</tr>
<tr>
<td>A-21</td>
<td>Mixing, low impedance mike, pickup, or line to line (multiple alloy shields for low hum pickup)</td>
<td>50, 200, 500 ohms</td>
<td>50,000 ohms, 2:1 ratio</td>
<td>15.00</td>
</tr>
<tr>
<td>A-16</td>
<td>Single plate to single grid</td>
<td>15,000 ohms</td>
<td>50,000 ohms, 2:1 ratio</td>
<td>17.00</td>
</tr>
<tr>
<td>A-17</td>
<td>Single plate to single grid &amp; MA unbalanced D.C.</td>
<td>As above</td>
<td>As above</td>
<td>16.00</td>
</tr>
<tr>
<td>A-18</td>
<td>Single plate to two grids, split primary.</td>
<td>15,000 ohms</td>
<td>80,000 ohms overall, 2.3:1 turn ratio</td>
<td>16.00</td>
</tr>
<tr>
<td>A-19</td>
<td>Single plate to two grids, &amp; MA unbalanced D.C.</td>
<td>15,000 ohms</td>
<td>80,000 ohms overall, 2.3:1 turn ratio</td>
<td>19.00</td>
</tr>
<tr>
<td>A-24</td>
<td>Single plate to multiple line</td>
<td>15,000 ohms</td>
<td>50, 125/150, 200/250, 333, 500/600 ohms</td>
<td>16.00</td>
</tr>
<tr>
<td>A-25</td>
<td>Single plate to multiple line</td>
<td>15,000 ohms</td>
<td>50, 125/150, 200/250, 333, 500/600 ohms</td>
<td>17.00</td>
</tr>
<tr>
<td>A-26</td>
<td>Pull push low level plates to multiple line</td>
<td>30,000 ohms</td>
<td>50, 125/150, 200/250, 333, 500/600 ohms</td>
<td>16.00</td>
</tr>
<tr>
<td>A-27</td>
<td>Crystal microphone to multiple line</td>
<td>100,000 ohms</td>
<td>125/150, 200/250, 333, 500/600 ohms</td>
<td>16.00</td>
</tr>
<tr>
<td>A-30</td>
<td>Audio choke, 250 henrys x 5 MA 6000 ohms D.C., 65 henrys x 10 MA 150 ohms D.C.</td>
<td>13.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-32</td>
<td>Filter choke 60 henrys x 15 MA 2000 ohms D.C., 15 henrys x 30 MA 500 ohms D.C.</td>
<td>10.02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

UTC OUNCER components represent the acme in compact quality transformers. These units, which weigh one ounce, are fully impregnated and sealed in a drawn aluminum housing ¾" diameter...mounting opposite terminal board. High fidelity characteristics are provided, uniform from 40 to 15,000 cycles, except for 0-14, 0-15, and units carrying D.C which are intended for voice frequencies from 150 to 4,000 cycles. Maximum level 0 DB.

<table>
<thead>
<tr>
<th>Type No.</th>
<th>Application</th>
<th>Pri. Imp.</th>
<th>Sec. Imp.</th>
<th>List Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>Mike, pickup or line to 1 grid</td>
<td>50, 200/250</td>
<td>50,000</td>
<td>$14.00</td>
</tr>
<tr>
<td>0-2</td>
<td>Mike, pickup or line to 2 grids</td>
<td>50, 200/250</td>
<td>50,000</td>
<td>14.00</td>
</tr>
<tr>
<td>0-3</td>
<td>Dynamic mike to 1 grid</td>
<td>75, 30</td>
<td>50,000</td>
<td>13.00</td>
</tr>
<tr>
<td>0-4</td>
<td>Single plate to 1 grid</td>
<td>15,000</td>
<td>60,000</td>
<td>11.00</td>
</tr>
<tr>
<td>0-5</td>
<td>Plate to grid, D.C. in Pri.</td>
<td>15,000</td>
<td>60,000</td>
<td>11.00</td>
</tr>
<tr>
<td>0-6</td>
<td>Single plate to 2 grids</td>
<td>15,000</td>
<td>95,000</td>
<td>13.00</td>
</tr>
<tr>
<td>0-7</td>
<td>Plate to 2 grids, D.C. in Pri.</td>
<td>15,000</td>
<td>95,000</td>
<td>13.00</td>
</tr>
<tr>
<td>0-8</td>
<td>Single plate to line</td>
<td>15,000</td>
<td>50, 200/250, 300/600</td>
<td>14.00</td>
</tr>
<tr>
<td>0-9</td>
<td>Plate to line, D.C. in Pri.</td>
<td>15,000</td>
<td>50, 200/250, 300/600</td>
<td>14.00</td>
</tr>
<tr>
<td>0-10</td>
<td>Push pull plates to line</td>
<td>30,000 ohms</td>
<td>50, 200/250, 300/600</td>
<td>14.00</td>
</tr>
<tr>
<td>0-11</td>
<td>Crystal mike to line</td>
<td>50,000</td>
<td>50, 200/250, 300/600</td>
<td>14.00</td>
</tr>
<tr>
<td>0-12</td>
<td>Mixing and matching</td>
<td>50, 200/250</td>
<td>50, 200/250, 300/600</td>
<td>13.00</td>
</tr>
<tr>
<td>0-13</td>
<td>Reactor, 300 Hrs. to 1500 Hrs., 250 Hrs. to 3 Ma. D.C.</td>
<td>6000 ohms</td>
<td>6000 ohms</td>
<td>10.00</td>
</tr>
<tr>
<td>0-14</td>
<td>50,1 mike or line to grid</td>
<td>200</td>
<td>½ megohm</td>
<td>14.00</td>
</tr>
<tr>
<td>0-15</td>
<td>10,1 single plate to grid</td>
<td>15,000</td>
<td>1 megohm</td>
<td>14.00</td>
</tr>
</tbody>
</table>
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Benjamin E. Shackelford was born on August 12, 1891, in Richmond, Missouri. He received the A.B. degree in 1912 and the A.M. degree in 1913, both from the University of Missouri. In 1916, he received his Ph.D. from the University of Chicago.

From 1912 to 1914, Dr. Shackelford assisted in the physics department of the University of Missouri, and in the summer of 1915 he was the first Brush Research Fellow at the Nela Research Laboratory. The following year he joined the staff of Westinghouse Lamp Company, where his activities included work in illumination and incandescent lamp physics. His direct connection with radio began in 1918 when he undertook the engineering development of radio tubes for the company. He became manager of the radio engineering department in 1925, and his work with Westinghouse continued for approximately five years thereafter.

He became a member of the manufacturing department, Radiotron Division, of the Radio Corporation of America at Harrison, N. J., in 1930, and in 1934 was appointed manager of the patent department, the activities of which included the operation of foreign technical agreements. After serving as manager of the company's foreign licensee service, Dr. Shackelford transferred to New York where he became assistant to the director of research and later to the chief engineer. In 1942, he was appointed engineer-in-charge of RCA's Frequency Bureau. In 1944, he was made assistant to the Vice President in charge of RCA Laboratories, and in 1945, Director of the License Department of the RCA International Division.

Dr. Shackelford is a Fellow of the Institute of Radio Engineers, the American Institute of Electrical Engineers and the American Association for the Advancement of Science, and a member of the American Physical Society, the Franklin Institute, Sigma Xi, Gamma Alpha and Alpha Chi Sigma.

Dr. Shackelford was President of the Institute during the year 1948, a member of the Board of Directors, 1945-1950, and was recently elected member of the Board of Directors 1953-1955.
The Technical Institute

ALBERT PREISMAN

The technical institutes are training schools for advanced technicians. Despite their intense and large-scale activities, and the notable accomplishments of certain of these schools, they are relatively little known and perhaps not fully appreciated.

It is therefore helpful to the readers of these PROCEEDINGS to consider the following guest editorial dealing with the aims and methods of these schools, prepared by a Fellow of the Institute, who is Vice President in charge of engineering of the Capitol Radio Engineering Institute, in Washington.—The Editor.

In the last twenty years or so the technical institute has made its presence acutely felt in engineering circles, and this is therefore a propitious time to ask, “What is a technical institute, and what does it accomplish?”

In entrance requirements and range of engineering subjects, it is similar to the degree-granting engineering school. In either case, the requirements are high-school graduation with emphasis on physics and mathematics, and both cover about the same engineering subjects, often over a similar period of actual instruction time.

It is, however, in the viewpoint and intent of the course that the two differ. The technical institute is intensely pragmatic in its approach: it teaches English in the guise of technical report writing; the principles of psychology, as an aid to getting along with people and to obtain promotion. It is not hostile to cultural subjects; it is simply indifferent to them as such. Similar considerations apply to mathematics: it seeks to show the application of the formulas to practical problems, rather than how the formulas are derived.

A technical institute is terminal in its nature. It fits its graduates specifically for engineering work whether this be the operation or maintenance of broadcast, television, or aeronautical equipment, or the building, testing, and even elementary design of such equipment. It does not pretend to train a man for research or development work, yet actually many of its graduates have achieved renown in such fields, and hold many significant patents. Furthermore, its terminal nature does not preclude its graduates from subsequently attending an engineering college to become full-fledged engineers; conversely, many engineering graduates have attended a technical institute to acquire proficiency in a particular phase of their profession.

In spite of the important contributions made to engineering education by the technical institute, recognition has been tardy and niggardly. Although the publication of the Spahr-Wickenden report twenty years ago spotlighted the need for accreditation, it was not until 1943 that E. H. Rietzke, a pioneer in this field, almost single-handedly organized the National Council of Technical Schools for this purpose.

In 1944 Dean H. P. Hammond, chairman of the Sub-Committee on Technical Institutes of the Engineer's Council for Professional Development, invited Mr. Rietzke to join in the formation of this group, and in 1945 the accreditation of technical institutes was initiated. Since that time sixty-seven curricula of twenty-three schools, including one correspondence course, have been accredited.

Some other highlights are as follows: The American Society for Engineering Education has recognized the technical institute as an integral part of engineering education, and since 1947 has had special technical institute programs as part of its annual meetings. The U. S. Office of Education has listed about forty such schools in the higher education section of its Education Directory. Our institute now admits students of technical institutes to student membership, and is evincing a growing interest and concern for the status and welfare of the graduates of this type of school.

In view of the fact that industry requires about five technicians for every engineer, it is encouraging—not only to the technical institutes, but to the country as a whole—that such recognition is being evoked to an ever-increasing extent.
Aviation Electronics*

ARTHUR VAN DYCK†, FELLOW, IRE

Summary—This paper concerns the present well-known problems of complexity and unreliability in aviation electronics. It points out that the situation is unique in radio engineering and does not exist in other branches of engineering. It explains how this came about, points out that the demands for greater complexity will continue, and states that correction requires more than attention to such things as more reliable tubes and components. Suggestions are given for improvement, with particular emphasis on the need for more realistic requirement specifications by planning agencies, and for more intimate relations among electronic engineers, aircraft engineers, and field operations.

It was a potent coincidence that the decade or so following 1938 saw unusually rapid advance in both electronics and aviation. Radically new possibilities in electronics came from timing and pulsing techniques and microwave systems. Radically new possibilities in aviation came from aerodynamic improvements and new engines, particularly jets. The simultaneous occurrence of powerful new possibilities in the two fields was mutually stimulating and mutually beneficial. However, the added stimulus of a world war resulted in overly rapid growth and some growing pains.

The symptoms accompanying these growing pains are high complexity of apparatus, lack of standardization of parts and elements, difficulty of maintenance, criticality of operation, and insufficient reliability in service. Recently, some of these problems have received much attention. Many papers dealing with them have been published, and various agencies vitally concerned with the situation have set up special committees and organizations to study them.

It may be helpful in the solution of these problems to understand clearly just how they came about, and how they reached such magnitude. No other branch of engineering than electronics has such a situation. Civil engineers do not have a reliability problem in bridges and buildings; mechanical and chemical engineers build complex devices, large and small, from atomic plants to wristwatches, without undue difficulty; and electrical engineers make many delicate instruments and systems, including many for aviation, with high reliability.

I have been in this business for over forty years, in research, manufacture, and operation, and, having seen it grow from infancy to its present size and complexity, I have noticed the entry of some factors which have not had much recognition, although they have been of great influence in creating the present conditions. I believe that an appreciation of these factors will assist materially in the determination of corrective measures.

Much more is required than the present emphasis on improvements in vacuum tubes, resistors, capacitors, and transformers.

The Present Situation

It may be well to outline the present situation, for the sake of clarity and definiteness.

First, the electronic functions to be performed in a large, modern transport plane include, among others, various operations before and during take-off, particularly communications with and control of engines; in-flight communication; use of automatic pilot; radar for navigation and detection; compasses and other navigation instruments and computers. Military planes also will include numerous addition devices, especially those needed for gunfire and bomb control. Some of these planes will have electronic equipment utilizing more than 2,000 tubes, and some will have so much electronic equipment that the cost will approach that of half of the entire aircraft.

A bomber mission of thirty modern airplanes, lasting 15 hours, requires 60,000 tubes to burn throughout the mission, or about one million tube-hours.

Former Assistant Secretary of the Navy for Air Flormanberg said recently: "I hope we have not created such complex machines that we are in danger of contributing to our own ultimate destruction, for we are becoming so dependent upon the automatic electronic brains for the conduct of modern warfare that their failure during combat could very well mean the difference between victory and defeat in an engagement."

Captain F. R. Furth, United States Navy, said recently: "Electronic equipment is no longer a novelty to the Armed Forces, but is an absolute military necessity. We have become so reliant upon electronic brains in the conduct of modern warfare that the outcome of an engagement with enemy forces, and even of a total war, could well be determined by their performances. Many of the functions performed by electronic devices are desirable and can be performed more rapidly and more accurately by these devices than by man, but only when they operate at their rated performances. Most of these electronic devices, however, are so complex and difficult to adjust, that when placed in the hands of average operators and maintenance men, they seldom are operated at, or even close to, their required performances. All too frequently they are inoperative! Like the creator of Frankenstein, we have produced devices which, in the hands of the operating forces, are so unreliable that they could lead to our ultimate destruction."

* Decimal classification: R520. Original manuscript received by the Institute April 27, 1953. Read April 7, 1953 before the joint meeting of the New York Section of the Institute of Aeronautical Sciences and the New York Section of I.R.E.
† Staff Assistant to the Vice President and Technical Director, Radio Corporation of America.

1 Address, Armed Forces Communication Association, Philadelphia, Pa.; February 10, 1953.
I can assure you that the situation has become so critical that we must divert a sizeable portion of our engineering efforts from the creation of new wonders, to the ‘reliabilizing’ of current types. Our operating forces must be provided with equipment that will function as intended at all times when needed.”

Mr. E. H. Heineman, Chief Engineer of El Segundo Division of Douglas Aircraft, recently said: “There is a great deal of concern in top echelon industry and government circles about this problem. Most top level personnel are not sufficiently acquainted with detail design problems to know how to integrate the many complicating requirements and how to take corrective action. Education originating from the experienced engineers is essential.”

A survey of Navy electronic equipment failures made recently by the Bell Telephone Laboratories revealed that 50 per cent were caused by poor quality of components, 25 per cent by previous failure of other components, and 25 per cent by inadequate design.

That is the present situation. How did it come to pass? How could a branch of engineering which has provided methods and devices of such miraculous precision and ingenious nature, permit such an unsatisfactory and even dangerous condition to develop in practical operation? I think that the answer can be found in the history of electronic engineering.

The Growth of Electronic Engineering

Prior to World War I, radio engineering was a small profession, and its field was limited to equipment for wireless communication between ships and shore, and across the oceans. Up to that time, practically every radio equipment designer had had operating experience. He knew what it was to have to “get messages off the hook” before a deadline, whether the static was bad or not. He had had to maintain equipment himself, and he had a full appreciation of equipment efficiency, convenience, and reliability.

With the advent of sound broadcasting in 1920, the radio field began a large and rapid growth, and the radio engineering profession expanded enormously in a very short time. The entry of radio into the home brought into radio design emphasis on new factors such as appearance, merchandizing, and cost. It lessened emphasis on ruggedness of apparatus, because conditions in the home are considerably less severe than they are on a ship at sea, or in an airplane at 50,000 feet.

Between 1920 and 1940 the techniques of the art expanded very rapidly. Most of the engineers in the profession were occupied with applications for the home, and designers were increasingly insulated from the realities in more rugged fields.

Radio engineering in the early days gave much attention to practical operating requirements. But even then, there were occasions when not enough was given. An incident occurred in World War I which shows how easy it is to overlook basic requirements.

There is a lesson in this for us now. The United States Navy had been a leader in radio development prior to that war, and, when we entered the war in 1917, was equipped with the latest and best radio apparatus which the state of the art knew. The transmitters were of the spark type, to be sure, but they were very efficient, and they even included provision for wave-changing, whereby the transmitter wavelength could be shifted instantly to any one of about ten wavelengths. That was considered to be the height of operational requirements. It was thought nothing could be superior to that for efficient communication. Likewise, the receivers were tops in selectivity, sensitivity, operating convenience, and ruggedness.

In spite of all this, when our first warships went to Europe to join the British Fleet, the first thing they had to do was to go into British Naval Yards and have their beautiful radio equipments ripped out and British gear installed. The British gear was not the latest which the art knew, in scientific aspects, and in fact was rather crude, but it did meet operational needs very well.

Our designs had overlooked two operational requirements—first, that in war time, under battle conditions, it is necessary to be able to read radio signals when guns are firing nearby. Second, it is necessary to operate two communication circuits simultaneously on each ship without interference of one with the other. Our ships had several transmitters, but when any one was working, reception on the ship was impossible.

The British radio equipment was installed in radio rooms which were beautifully sound-proofed and vibration-proofed. Simultaneous operation of two circuits had been secured by the development of highly selective “acceptor-rejector” circuits, and by the use of about three megacycles for one channel, an extraordinarily high frequency for that time. For practical use of radio in sea operations, it was necessary to revise completely the plans for radio installations in U. S. Naval vessels. It was true, of course, that World War I was the first war in which radio was used, except for the very limited use in the short Russo-Japanese conflict, and therefore there was no background experience with radio in war. Nevertheless, it seems incredible that our designers overlooked the simple, practical operational requirement for sound-proofed radio rooms on warships.

The lesson from this is that operational practicalities should come first, over technical characteristics or scientific niceties. Only when a technical innovation is so radical that it introduces new operational possibilities, is it worthy of rapid introduction, with the resultant penalties to convenience and reliability.

It is interesting to note that the radio technical situation in World War I and immediately thereafter, was quite similar to that of World War II and after. The introduction of the vacuum tube and radio telephony in the middle of World War I, caused the same kind of complex and urgent activity as did the appearance of radar and related devices in World War II.
Ruggedness of vacuum-tube equipment is not a new problem. The first tube equipments in World War I, involving quite different kinds of components from those used in previous rugged radio equipment, suffered badly for a time. It was found quickly that there was a definite relationship between the caliber of guns aboard ship and the number of components which could be found in the bottom of equipment enclosures, after the firing of one or two salvos.

The Entry of Aviation and Radar

Between World War I and World War II, aviation had its rapid expansion period, and electronic equipment in military and civil aviation had opportunity to gain service experience. The equipment in use by 1938 had reached a fairly high degree of reliability, and the new situation was in a fair way to be met adequately, when suddenly the heavens opened, and radar fell out. Practically simultaneously, the World War II adventure began. The service which radar could deliver in military applications was so valuable that it was permissible, even mandatory, to produce it without going through the ordinary stages of development and design which are usual with an entirely new service, and it was rushed into production and service use, without opportunity for adequate attention to details.

Radar quickly proved to be so effective that, under the urgencies of war, not only it, but all related electronic devices, came to be handled with short-cut procedures, and with the same minimum attention to reliability and practical details in general. This became regular procedure, and apparatus finally was being chosen almost entirely on scientific merit, with minor attention to operational evaluation of such factors as reliability, complexity, suitability to personnel and training, etc.

Of course, routine attention was given to various standard specifications aimed at reliability, and many were the temperature tests and shock tests, but the chief results were to make the devices even more complex. Often the showings of such tests were disregarded, in the interests of getting equipment quickly. The atmosphere was such that the ideals of technical performance—more sensitivity, selectivity, range, or intriguing new functions—always won out over the prosaic demands of simplicity, ruggedness, and reliability. There were cases where electronic equipment was installed in planes and carried around but never used, because time was not available to train the crews in its operation and maintenance.

Before the days of radar common sense was a familiar ingredient in radio design, but the initial radar equipments did such marvelous things that we became dazzled by the possibilities which beckoned us on to greater and greater miracles, until finally we reached the point where the addition of a new bit of electronic equipment to a naval vessel required the removal of an equivalent weight of something else, and aircraft designers said, with almost as much truth as humor, that every airplane needed a glider in tow to carry the electronic equipment.

It sometimes occurs that our judgments and attitudes toward the conflicting factors of design become distorted and we put too much emphasis on one factor or another. To illustrate—suppose that the time is December 1941 or thereafter, and radar has not been invented or even thought of by anyone. Suddenly a man appears at the Navy Department with a big black box which he calls radar, and which he says will direct accurate fire on enemy ships eight miles away in inky darkness. The box is 6 feet cubic and weighs six tons. By some miraculous dispensation he obtains immediate opportunity to demonstrate his gadget, and proceeds to make good his claims completely. Would the Navy Department accept his device and install it, even if they had to remove a gun or some other six-ton equivalent? They would have done so without hesitation, and radar would have started in the Navy on the basis of doing a marvelous job with an instrument weighing six tons.

But what actually happened was that radar appeared in the category of radio equipment, and therefore there was immediate pressure to make it similar to radio communication equipment. It could be made small, as all these modern electronic gadgets can, and the designers responded to these pressures. But one of the costs of this process has been in reliability. The movement toward reduction in size and weight has proceeded too rapidly to maintain a proper balance with reliability. Smallness and lightness are desirable objectives, of course, and maximum efforts should be expended to obtain them, but the efforts can be overdone. If you put more pressure on designers for small size than for reliability, you will get small size at the expense of reliability. This situation is aggravated by the fact that designers of service equipment are remote from the point of use, are unfamiliar with the conditions of use, are not intimately aware of the vital importance of reliability. Consequently, they will take chances with reliability, without realizing it, in order to meet the high pressure demands for reduction in size and weight.

Reliability of Equipment

The radio engineer formerly put reliability at the top of his list of requirements, but it began to go downward on his list when broadcasting came in, and dropped still further when radar and its very complex relatives came in. The designer no longer has either the responsibility or the "feel" of the operating end, but he does have terrific pressure to get size and weight down. The commercial or military requirements dominate, and it is likely that the manufacturer whose design is lighter and smaller gets the job. Size and weight can be measured readily—reliability, unfortunately, can not.

Difficulties are enhanced considerably by the fact that there is little attempt to maintain continuity of basic designs in newer equipments. Each new equipment
usually is planned new from top to bottom without regard to the older equipment it replaces. In most products, including electronic products for the home, new models utilize as much as possible of the previous ones, with consequent benefit to cost, operation, and maintenance. But in aviation electronic products any similarity to previous models is purely coincidental.

Electronic equipment design can obtain much benefit from use of more mechanical engineering talent. Until recently electronic equipments were designed almost wholly by electrical engineers. The mechanical arts which are common practice in typewriters, cameras, adding machines, clocks, and such, have been almost completely absent in electronic apparatus. As a result, as electronic apparatus grew from three tubes in a wooden box, to the superheterodyne receiver, to the television receiver, to the radar fire-control equipment, the apparatus became, first, a rat’s nest of parts and wires, and finally a serviceman’s nightmare. Electronic equipment can be vastly improved merely by adopting some of the techniques which enable calculating machines, Leica cameras, wrist-watches, and telephone exchanges to keep on working for years, with little maintenance difficulty.

Every effort should be made to provide opportunity for field testing new equipments before final production runs. I recall that during World War II, the British Royal Air Force finally set up a separate and complete air base solely for aviation electronic testing, manned by British Royal Air Force personnel with recent combat experience. All new electronic devices were sent first to this operational air base, where they received rugged testing by people with fresh operational viewpoints. This unit had authority to make any design changes necessary to secure reliability or operational efficiency. I understand that the United States Air Force also has set up this kind of operational field testing facility.

Some such procedure saves time, trouble, and expense in the long run. Exceptions may occur, in those cases where the new device is revolutionary, and so powerful that introduction to service is worth while even if accompanied with unreliability and some defects. However, we have reached the point where such revolutionary devices are rare, and in most cases, it would pay to take the time, first, to give field experience to the design engineers, and, second, to give thorough field testing to early production units before full production is executed.

Reliability of electronic equipment in service depends upon the designs of many details, of course. For a high degree of reliability, it is essential that the design engineer have intimate knowledge of the service conditions, and of service experience with similar previous equipments. Contact of the electronic designer with the field has been far from intimate, and in many cases is negligibly small. This has resulted from the enormous expansion of the electronic field in aviation, and from the high degree of compartmentalization in operating organizations. The situation might be illuminated by comparison with another branch of electronic production, namely, broadcasting. In broadcasting-receiver production, there is little chance of a serious defect appearing in a new model on a large scale, because of past experience with very similar equipments. Even where a defect does creep in, the organization for reports of trouble in the field is so clear and direct, that corrective changes are made within a very short time after initial production. In contrast, military-equipment production contracts are often completed before any reports from the field are available. Laboratory testing of a few pre-production or early production samples, while of some benefit, does not catch many things which show up in actual service, and which often are sufficiently serious to create the reliability problem that so concerns us now.

**The Future**

So far, we have looked at the past and the present, and we now should attempt to see what is indicated by them for the future. There are distinct lessons, warnings, and guide posts. Before attempting to remark on them, it may be interesting to note ways in which the Soviet Union attacks the problems of modern complex equipment. Their policies on design are as different from our as are their political methods. While there is no good in the latter, there may be something useful to us in the former.

A recent article on Soviet ordnance, by Jarrett of the Army Aberdeen Proving Ground, states the case clearly. He says:

> "It is indeed time that both official and nonofficial circles understand why and how the Communists devised their tools of war.

> "Accustomed as we are to glistening automobiles, polished machinery, and beautiful design, the realization that the Soviet weapons, crude in appearance, rough in finish, and functional in design are capable of sufficient performance that they can have a high pay-off, comes as something of a shock.

> "The Soviets believe that there is no sense in building into an appliance any 'fancy' features or giving a finish to the parts which makes for beauty. They build nothing into an item that does not aid its intended purpose. In addition to this, they strive for great simplicity, both in manufacture and maintenance. They try to make an item simple enough so as not to require the services of a specialist for its everyday maintenance.

> "The point simply is that so much of what we design and build in this country is 'Pullman-car' comfort, while most of that made by the Soviets is cattle-car quality. Surely somewhere in between lies a suitable compromise—a coach-type accommodation.

---

"An interesting point lies in the recent remark of an ordnance technician writing from Korea: 'The shame of it all is these Maxims always seem to work when often our own do not.' So often a degree of perfection is sought by our own designers which, while desirable, is unnecessary.

"All Soviet equipment is characterized by the following:

1. Simplicity of design for ease of manufacture, operation, and maintenance. It is designed to be made by workers who in many cases have little or no training. . . . Further, the piece can be maintained and operated in the field by the soldier who doesn't have even the mechanical qualifications of the factory worker.

2. Economy of strategic or natural materials and assembly time.

3. Lightness in weight for shipping and handling.

"Perhaps it would be prudent to weigh carefully the presumed advantages of added features in modern fighting equipment that we may not produce items which are over-costly from a manpower-resources viewpoint. Theorists frequently confuse the basic values, trying to design an improvement when the unimproved device is already adequate.

"It will be folly to forget that any future war will consume such vast amounts of materiel that we will be forced to economize in order to keep pace with the replacement demands. One way to do this today is to differentiate between quality and refinement."

Now, what of the future? What can we do to meet the grave practical problems in aviation electronics? Something must be done because, troublesome as the present situation is, the end of growth toward more and more complexity is not yet in sight. There is need for electronic, automatic jet-engine control to improve engine efficiency, and need for various automatic systems to remove some of the burdens on the pilot. There is need for better means for rendezvous and traffic control of planes under all weather conditions. Automatic blind landing devices are needed. Refinement of equipment from radar to computer, to auto pilot, to plane control, is needed. Better information to planes from ground radar and computers is needed. Better identification equipment is needed. Civil aviation must do something about radar for avoidance of collision and weather turbulence, and for traffic control. The great possibilities of television for simplification of communication and traffic control by visual means should be exploited. Even all these items do not make a complete list.

The limited responses of the human being in the face of requirements for more and faster reactions, brought on by high-speed jet operation, make automatic control of various elements mandatory. Getting the big, expensive, atom-bomb-carrying bomber or the large civil transport plane through to destination is important. Getting it back again is important also! Longer missions, smaller crews, more fatigue, all require more automatic operation, more electronic equipment, more complexity.

All this means that the pressure for more complexity will be heavy and continuous. But somehow we must get the whole matter under control, or we will have flying machines which are test laboratories, rather than instruments for military defense and civil transport.

Operational Requirements

There are at least a few things which can be done to meet the problems. First, and most effective of all, is to minimize operating requirements. This may seem to be a drastic and undesirable thing to do, but there are many cases where it is feasible and desirable, simply because there has been and still is a natural tendency to set operating requirements unnecessarily high. In every stated requirement there should be a really careful, thorough weighing of each of the many possible compromises between performance on the one hand, and cost, simplicity, reliability, and ease of operation and maintenance on the other. That compromise which accepts the lowest practicable performance will pay big returns all along the line.

The Navy is meeting this situation by reviewing military characteristics to eliminate all but the essential functions required to perform primary missions. In his address to the Armed Forces Communication Association on February 10th, 1953, Captain F. R. Furth, United States Navy, described several examples of good results already obtained by this review. In the case of one transmitter, parts eliminated were 35 tubes, 60 relays, 80 switches. The weight saving was 168 pounds and the estimated "down time" will be 80 per cent less. In another case, that of a search radar, dozens of parts were eliminated, the original 22 controls were reduced to 10, and the cost of the device was reduced 40 per cent.

Integration

The second possibility for better future design results is that practice which has come to be called "integration." In the past, every electronic device added to the airplane has been complete in itself. If it required a gyroscope, it included one, even if there were a half dozen gyroscopes in other instruments already on the airplane. If a new radio transmitter required a plate supply source, it was built in, although another transmitter already on board had a power source equally good. The two transmitters probably came from two different manufacturers, with no co-ordination between them.

Treatment of the aircraft as a whole, from the system viewpoint, is an obvious "must" for the future, and integration of devices aboard aircraft clearly should be the next major step. Since every pound eliminated from equipment weight means from five to eight pounds less gross weight of the airplane, the tremendous value of integration is clearly evident. Many elements are susceptible to integration benefits. Some of these are power
supply, cooling, navigation aids, communication, fire control, gyroscopes, kinescopes, electronic computers.

Extraordinary co-operation between the electronic designer and the air frame designer will be required to obtain maximum benefits of integration. Obviously, the co-operative effort must begin very early in the design of the airplane, and must deal intimately with every detail of the electronic equipment. It will be a difficult process, requiring considerable reorganization of the processes of procurement and supply, but the results which can be achieved will be worth the effort.

An encouraging step toward integration is reported from the recent Montreal Conference of the International Civil Aviation Organization, at which recommendations were made on integration of bad-weather landing aids, such as approach lighting systems, electronic landing systems, and radar systems.

One difficulty in applying integration on a large scale is that new developments come very frequently. The temptation to introduce them quickly is great, but should be resisted, if reliability and maintenance are to have adequate consideration. In all but rare cases, new developments had better be held for inclusion in the next integrated design.

**Unit Construction**

The third item on the list of things which can improve future conditions is the use of unitized construction, with a high degree of utilization of "plug-in" of the units. This may involve some sacrifice in performance, in some cases, but in probably all of these, the sacrifice will be small in comparison with the gains. Not only is manufacture improved, and greater use of standard units in different equipments made possible, but maintenance is very greatly simplified. Unitized construction probably offers the only solution to the problem of maintenance of new complex devices with the necessarily insufficiently-trained maintenance personnel. Unitized construction can not only improve maintenance, but it can save manpower by lessening the training requirements for maintenance, and the personnel required.

An additional advantage of unitized construction is that it makes feasible the inclusion in equipment of means for simple testing of the units. Such provisions permit the establishment of simple procedures for preventive maintenance and protection against failure, and such procedures are necessary in any complex apparatus if it is to have operational readiness consistently and reliably. No one would think of undertaking a long trip in a plane, automobile, or motor boat, without inspection of parts, cleaning, lubrication, changing of spark plugs, etc. Similarly, no complex electronic equipment should have to go into the air without an inspection. If the examination is to be both effective and practicable, means must be designed into the equipment to make it so, and test instruments, designed for the purpose, must be part of the equipment.

**Procurement Policy**

Procurement agency policy often has large but hidden effect on integration and quality of product. Usually the planning of a new airplane carries the development of the air frame and engine well along before electronic equipment is considered at all. When the completion date for the airframe is pretty well known, consideration of electronics begins, and the prospective electronics suppliers find themselves under pressure to meet the airframe completion date. This was permissible when the electronic equipment was relatively simple, but, now that it is such a large and vital part of the airplane, it is not good practice. This situation has often occurred, however, and the contract often goes to that electronic supplier who will meet the airframe date, even if he does not have time to develop his designs to the degree of reliability and maintenance quality that he could if given more time. If procurement agencies will give more weight to reliability in the early stages of planning, that is, allow time for it, there will be less later difficulty with reliability in service.

I happen to know of one aircraft communication equipment which is entering production, and in which time has been afforded for extensive consideration of the reliability question. It uses unitized construction to considerable degree, includes provision for simple test procedures, and should be a highly satisfactory equipment. However, over 130 man-years were required for its engineering design. We will have more reliability in electronic equipment when design time is applied in proper proportion to the complexity of the equipment.

**Detail Design**

There are several matters of detail-design character which will give aid in solving the practical problems now facing us. The "reliabilizing" of all components is one of these. Another is the substitution of the transistor or the magnetic amplifier for the vacuum tube wherever practicable, with consequent benefit in the several directions of more ruggedness, less heat generation, fewer component parts. Another is standardization of units wherever possible. There is no good reason why the audio amplifier in a new equipment should be completely different from every audio amplifier ever built previously. Still another is automatic factory production of parts and sub-assemblies, which can increase the uniformity and reliability of equipment.

At this point, I would like to make a suggestion, a rather radical one, which I think could have much effect in improving equipment from the maintenance and operating viewpoints. It is that whenever an important new design job is undertaken by an engineering department, those engineers of the department who will have the responsibility of detail-design decisions—there will be some junior and some senior engineers in the group—be required, as their first step, to spend about one month's time on the repair bench of a large aviation electronic maintenance shop. I am sure that the time
thus spent will be returned later many times over in the lessened requirements on hundreds of maintenance and aircrew men who will handle the equipments in service.

The problem is not too difficult. I understand that the B-29 central fire control system, which was far from a simple system, made the record in World War II of better than 95 per cent operational over target. This was accomplished by good design, and well-trained maintenance personnel equipped with good test equipment.

**CONCLUSION**

At the present moment, we are in a very special and transitional period in electronic design. World War II and the immediately subsequent years saw the introduction into service of many new, complex equipments, designed, built, and rushed into service with all possible speed. They had good basic ideas, but time was not afforded to make the designs adequate for good maintenance and reliability. Recently, we have begun the process of turning out complex equipment with better designs. I think that within a year or two the reliability problem will be much less serious than it is now. However, and here I think a word of caution is justified, this desirable condition will come about only if we do not go off half-cocked in response to demands for the still newer, fancier equipments which the laboratories will continue to produce.

Planning agencies must strike a better balance between the natural desire to have the latest gadget, and the cold, hard, high-inertia factors of logistics, personnel training, maintenance, repair, and operational readiness generally. We have now reached the point where new designs need to be reviewed very carefully, to determine whether the advantages which they well may have, outweigh the disadvantages which their introduction necessarily brings about in the field. A new radar should be introduced quickly when you don't have any radar, but when you do have a pretty good radar, working well and all forces familiar with it, a new one must have a large degree of improvement over the old to justify its introduction. Even then, the introduction must be orderly, if the new device is to be a positive contribution to over-all operational effectiveness.

We want progress, we must not delay progress, but we should make sure that hoped-for progress is real and useful up there in the air, where there is such a place as a point-of-no-return.

---

**The Development of a Variable Time Delay**

**KENNETH W. GOFF†, STUDENT, IRE**

---

**Summary**—This paper describes the design, construction, and performance of a magnetic-recording drum time-delay system. The device, which has been developed for use in such acoustic studies as noise localization, reverberation analysis and others amenable to correlation techniques, utilizes conventional proportional recording. Two channels yield a relative time delay between their outputs which may be varied from minus 15 milliseconds to plus 190 milliseconds with an accuracy of ±0.2 per cent using the instrument dial.

Principal attention in the paper will be paid to the following: (1) Obtaining a uniform layer of magnetic material by spraying with a dispersion of iron oxide; (2) analyzing the effect of spacing between the magnetic material and the head upon the processes of recording and reproducing; (3) developing a mechanical driving system as free from flutter as possible.

**INTRODUCTION**

There are many applications in acoustics and allied fields for a variable time delay of the type described in this paper. Probably foremost among these applications is the use of a precision variable time delay as a component in analog electronic correlators for use in acoustical measurements. A time delay can also be used as an auxiliary to a sampling analog correlator to speed up the computation of correlation functions for large values of \( \tau \). The original work of Haas and Meyer\(^1\) and later work of Bolt and Doak\(^2\) and Parkin\(^4\) show that the use of time delays can help to preserve realism in speech reinforcement systems. The applications of time delays also include sound ranging, speech scrambling and producing artificial reverberation.

Methods of delaying audio frequency electrical signals might be listed in three general categories: (1) purely electrical, (2) electro-acoustical, and (3) electro-mechanical. Real and artificial transmission lines make up the

---

\(^1\) H. Haas, "The influence of a single echo on the audibility of speech." (A dissertation for a doctor's degree under the supervision of Prof. E. Meyer, University of Göttingen.)


first category and are generally useful only for delays of less than a few microseconds. The transmission of sound between transducers separated by solid, liquid, or gaseous media characterizes the electro-acoustical methods. These methods afford longer delays but their performance is frequently limited by the transducers, and the attenuation and frequency response are functions of the magnitude of the delay.

The development of magnetic recording during recent years has made possible the use of a magnetic material as the medium in the electromechanical type of delay. The magnetic material is commonly in the form of a continuous loop of recording tape or a disc or drum plated or coated with a magnetic material.

The system described in this paper is of the electromechanical type utilizing a drum coated with magnetic material as the moving medium. A drum was chosen instead of a loop of tape to avoid the dimensional instability of the tape.

The applications listed earlier require that the delay system have a uniform frequency response throughout most of the audio spectrum and that the relative time delay between its output signals be adjustable from zero to a few tenths of a second.

**Outline of the System Employed**

The processes of recording, reproducing and erasing employed in this system are similar to those of a conventional tape recorder. In the case of a drum, however, the length of a magnetic track is the drum’s circumference, and with continuous erasing and recording no part of the signal remains recorded for less than the period of rotation of the drum. By the end of one period of rotation the signal has been recorded, reproduced, and erased.

In order to obtain a relative time delay, τ, which can go through zero, the system uses two tracks around the periphery of the drum, and the operations of recording, reproducing, and erasing go on simultaneously on both tracks. Fig. 1 shows cross sections of the tracks and a block diagram of the remainder of the system. The input f(t) is recorded on both tracks which rotate with the angular velocity ω of the drum. The outputs from channels 1 and 2 are f(t−α/ω) and f(t−β/ω) where α and β represent the angular separations of the respective record and reproduce heads. If only relative delays are of interest, let t' = t−α/ω. Then the output of channel 1 becomes f(t') and the output of channel 2 becomes f(t'−τ) where τ = (β−α)/ω. If α and ω are held constant and β is varied from β₁ to β₂ by rotating either the record head or reproduce head of channel 2 around the periphery of the drum, τ will vary from (β₁−α)/ω to (β₂−α)/ω.

It can be seen from the relations given above that the accuracy with which τ can be adjusted for a given mechanical accuracy of the system depends upon the magnitude of ω. In order to permit adjustments of short time delays without requiring unreasonable mechanical accuracy, a movement of one mil (0.001 inch) along the surface of the drum was made to represent a change in τ of 10 microseconds. This set the surface velocity at 100 inches per second. The diameter chosen for the drum was 8 inches, and therefore the angular velocity was required to be approximately 8π radians per second.

The recording, reproducing, and erasing heads were spaced from the surface of the drum to prevent wear. Spacing the heads from the surface of the drum also reduced the mechanical load on the drum drive to that of bearing friction alone, which made it possible to design a mechanical coupling system more effective in reducing fluctuations in the relative time delay.

**The Mechanical System**

The Drum and Magnetic Surface

Fig. 2 shows the drum and its supports. The drum was made 6 inches wide to allow for the addition of other recording tracks in the future. The bearings were placed at one end so that the inside surface of the drum could also be used. A pair of precision, pre-loaded bearings were located directly under the left-hand edge of the drum proper. A single precision bearing was located at the extreme left-hand end of the assembly inside the flywheel, which, as will be explained later, is on a separate bearing. The entire drum was machined from 17 ST aluminum alloy, and the 8-inch diameter outer surface has a runout of less than ±0.1 mil. This accuracy is required in order to reduce variation in the head-to-medium spacing and the attendant amplitude modulation of the output signals.

A coating of magnetic material consisting of a dispersion of iron oxide was sprayed onto the surface of the drum. The oxide coating has good magnetic properties.
for recording and it can be readily applied and removed without dismounting the drum.

The spraying process is similar to that used by the Harvard Computation Laboratory for coating drums used to store digital data by pulse recording. The ring supporting the heads was removed and the remainder of the drum assembly was placed on the table of a milling machine. A small spray gun was clamped to the frame of the milling machine and was fed a very dilute dispersion of the iron oxide held in suspension by the constant stirring of a small electric motor. The drum was then rotated by its normal drive and moved back and forth in front of the spray gun until the desired number of coats was obtained. A few coats of an adhesive were applied to the drum before and after the dispersion to seal the aluminum surface and protect the final surface.

Standard commercial dispersions of black iron oxide and red iron oxide were obtained. Each dispersion was tested by applying 40 coats to the drum resulting in layers approximately 0.4 mil thick. The information thus obtained indicates that although there is little difference in either the output versus frequency or the output versus bias characteristics for the two media, the black oxide, because of its higher coercivity, requires approximately twice as much erase power as the red oxide to decrease the recorded signal by a given number of decibels. Since the higher velocity of the medium and the spacing between erase head and medium make adequate erasing difficult, the lower coercivity of the red oxide was sufficient reason for its choice.

These coatings were sufficiently uniform to produce no measured change in the drum runout. It was found, however, that a larger signal-to-noise ratio was obtained by applying approximately the same thickness of coating in more layers. The coating now in use on the drum is approximately 0.5 mil thick and resulted from 225 passes under the spray gun.

The Mechanical Drive System

In order to eliminate fluctuations in \( \tau \), the velocity of the drum should be constant. Both belts and idler wheels were tried as coupling devices between the motor and the drum in an effort to reduce variations in the drum velocity. The idler wheel showed two distinct advantages over the belt: (1) The idler wheel can be operated so that increased load pulls it into tighter contact with the capstan and driven surface, thus making it partially self adjusting. (2) The idler wheel can be operated so that speed fluctuations introduced by its irregularities are of much higher frequency than those introduced by a belt. These high-frequency fluctuations are more highly attenuated by the low-pass, inertia-controlled system. This smoothing or filtering action can be enhanced further by increasing the compliance of the drum-idler wheel coupling. The driving system shown in Figs. 2 and 3 provides one way of increasing this compliance while also adding inertia to the system in the form of a flywheel. The flywheel runs on an independent bearing concentric with the drum and is rim driven by the idler wheel as shown in Fig. 3. The idler wheel is disengaged from the flywheel and capstan when the motor is turned off, in order to prevent any plastic deformation that might result from prolonged contact.

Fig. 2 shows the spring coupling between the flywheel and the drum. Stop pins prevent excessive stretching of the springs as the drum is accelerated to full speed.

Fig. 4 shows an electrical circuit analogous to the mechanical driving system. Current is analogous to torque and voltage is analogous to angular velocity. The motor-to-idler-wheel and idler-wheel-to-flywheel speed-ratios have been used to refer all velocities, torques, and component values to the drum side of the system.
The synchronous drive motor shown in Fig. 3 is of the hysteresis type and has an almost constant torque characteristic during starting. This enables it to accelerate the system to synchronous speed without stalling or causing excessive slipping of the idler wheel. After the system reaches the steady state the motor can be considered as the constant velocity source \( \omega_0 \) which is shown in Fig. 4.

Fig. 4—Analogous electrical circuit of the mechanical driving system.

The fluctuations in speed caused by irregularities in the idler wheel are represented by the velocity source \( \omega_i(t) \). The rotational compliance \( K_r^{-1} \) and rotational resistance \( B_r \) represent the compliance of the idler wheel and motor suspension and the slippage of the idler wheel; \( B_f \) and \( J_f \) represent the viscous bearing friction and moment of inertia of the flywheel, the rotational compliance \( K_r^{-1} \) represents the coupling springs between the flywheel and the drum, and \( J_d \) represents the moment of inertia of the drum. The drum bearings are pre-loaded to such a pressure that their behavior is more nearly that of rolling friction than that of viscous friction. The quantity \( \tau_d \) in Fig. 4 is a torque, constant in magnitude and always opposing the motion so as to represent the rolling friction of the drum bearings. The viscous bearing friction is represented by \( B_d \). The complex, natural angular frequencies of the analog circuit of Fig. 4 are approximately \(-2 \pm j0\) and \(-0.22 \pm j7.5\). These values indicate an underdamped resonance of frequency 1.2 cps with a decay time of 4.5 seconds.

The period of rotation of the idler wheel is approximately \( 1/14 \) second and thus the lowest frequency component of \( \omega_i(t) \) is approximately 14 cps. To evaluate the usefulness of placing the compliant coupling \( K_r^{-1} \) between the flywheel and the drum, the ratio of the component of the drum velocity \( \omega_d \) to \( \omega_i \) was calculated for both the normal coupling springs and for rigid coupling between the drum and flywheel (\( K_r^{-1} \to 0 \)). These calculations show that the compliant coupling gives a 43-db reduction in the 14-cps component of \( \omega_d \) as compared to rigid coupling.

Variations in the velocity of the drum such as those just discussed have two effects upon the operation of the system:

1. The frequencies of the reproduced signals are modulated.
2. The magnitude of the relative time delay is modulated.

The first effect is a function only of the ratio of the instantaneous velocity of the drum as a given point passes under a recording head to the velocity when it passes under the reproducing head of the same channel. The magnitude of this frequency modulation is given directly by information such as that shown in Fig. 5 which is a plot of the instantaneous frequency of the reproduced signal versus time for a 4-kc input signal. These curves show the effectiveness of adding the coupling springs. The conditions for both curves were the same except that for curve (a) the flywheel was rigidly coupled to the drum and for curve (b) the normal coupling was employed. The predominant component remaining in (b) is a 4-cps fluctuation corresponding to the period of rotation of the drum.

Fig. 5—Frequency modulation of the output for 4-kc input signal: (a) rigid coupling and (b) normal compliant coupling between the flywheel and drum.

The modulation in \( \tau \) is dependent upon the variations in drum velocity between the time the signal is reproduced from channel 1 and the time it is reproduced from channel 2. Fig. 6 is a plot of the phase angle between the two outputs of the system for a relative delay of 100 milliseconds and a frequency of 1 kc, and thus gives a measure of the modulation of \( \tau \). Curve (a) shows that variations in line frequency result in a slow drift of approximately \( \pm 0.1 \) per cent in \( \tau \). Curve (b) shows that by operating the drum drive motor from a steady source of 60 cps, the variations in \( \tau \) are reduced to \( \pm 0.02 \)

4 The frequency deviations shown in Fig. 5 were measured by the axis-crossing interval meter (ACIM) developed in the M.I.T. Acoustic Laboratory and described in the Acous. Lab. Quar. Prog. Report, pp. 32-34; July—September, 1951.
per cent. This remaining fluctuation is composed of random variations plus 4-cps and 1.2-cps components. The random variations are caused by changes in idler wheel slippage (changes in $B_r$ of Fig. 4). The 4-cps and 1.2-cps components correspond respectively to the frequency of rotation of the drum and the underdamped natural frequency of the mechanical filter.

The mechanism for rotating the record head of channel 2 around the drum is shown in Fig. 2. The gearing is such that the mechanical revolution counter indicates $r$ directly in tenths of milliseconds. The record head was chosen rather than the reproduce head to be moved around the periphery of the drum to vary the magnitude of the time delay. This choice was made because the mechanism for rotating the head causes small variations in its spacing from the medium, and, as will be shown, the performance of the recording process can be made almost independent of small variations in head to medium spacing.

**THE RECORDING, REPRODUCING, AND ERASING SYSTEM**

*Choice and Mounting of Heads*

The heads used for the operations of recording, reproducing, and erasing are all modified versions of a half-track erase head. These heads are 0.125 inch wide and originally had front and back gaps of approximately 5 mils. The surfaces along the pole pieces where the tape would normally run were ground flat for about 50 mils on either side of the gap. This permits a more uniform area of relative contact with the magnetic medium and assures that these surfaces are exactly perpendicular to the side of the head used for mounting. The heads were mounted around the periphery of the drum from a ring support as shown in Fig. 2. A fine-thread set-screw and spring are used to permit adjustment of the head-to-drum spacing. The heads have been operated with spacings of approximately 1 mil for several months without requiring adjustment.

*The Recording Process*

In order to investigate the effect upon the recording process of spacing between the record head and the magnetic material, data for Fig. 7 were taken on a red oxide coating. The wavelength, $\lambda$, of the recorded signal is given by $\lambda = \nu f$ and is in mils if $\nu$, the velocity of the medium, is in inches per second, and $f$, the recorded frequency, is in kc. For wavelengths long compared to $l$, the width of the gap, and $d$, the spacing, the principal effect of the spacing is a division of flux between the paths $l$ and $l'$ of Fig. 7. For this approximation the division is dependent primarily upon the reluctance of the two paths, and the magnitude of flux going through the recording medium (path $l'$) is a function of $d$ to $l$.

Variations in the record head to medium spacing cause corresponding changes in both the signal and bias intensities in the medium. In order to separate the effects of the changes in bias and signal fields, data for the dashed curves of Fig. 7 were taken with the bias readjusted for maximum output for each value of spacing. It can be seen that the effect of increasing the spacing is the same on the 100- and 1,000-cps signals ($\lambda = 0.1$ and 0.01 inch respectively).

![Fig. 7—Output versus spacing of the recording head. Bias set at one value for solid curves. Bias adjusted for maximum output at each value of spacing for broken curves.](image)

For shorter wavelengths, this simple approximation must be revised to include the effect of broadening the magnetic field with increasing spacing. The graphical analysis of the field of the recording head given by Begun is applicable to this refinement. While Begun's analysis was made for the flux distribution within powdered iron oxide in contact with the record head, it would not be appreciably different for air since the permeability of the iron oxide was only 3. This analysis shows that the field is much less sharply defined even at a relatively short distance from the record head. Begun then shows by a graphical analysis of the recording process employing ac bias that this broadening of the field causes a loss in high-frequency response. In the present case, therefore, there is a departure from the frequency independence discussed earlier. The broken curves of Fig. 7 illustrate this effect in that the curve for 10 kc ($\lambda = 10$ mils) has a steeper slope than the curves for 100 and 1,000 cps.

It should be noted that the reduction in the signal field illustrated by the broken curves of Fig. 7 is only a part of the total effect of spacing upon the recording process. For a constant bias mmf applied to the record gap, the bias field as well as the signal field in the magnetic medium decreases as the spacing increases. The effect of an ac bias upon the recording process is covered from several points of view in the literature. In general, the process of linearly superimposing the signal on?
a high-frequency bias of several times the signal amplitude makes it possible to obtain a remanent induction in the magnetic material that is very nearly proportional to the instantaneous intensity of the signal field at the trailing edge of the record-head gap. As a compromise between high output and low distortion it is frequently recommended that the bias be adjusted to a value 20 to 30 per cent greater than the value yielding maximum output for medium wavelengths. Since the output versus bias-mmf curves have a negative slope in this region, the decrease in bias intensity in the recording medium caused by an increase in the record head to medium spacing tends to produce an increase in output. The solid curves of Fig. 7, taken for a fixed bias level at the record head, show that this effect tends to cancel the effect owing to division of flux discussed earlier giving approximately zero slope for values of spacing in the vicinity of 1 mil.

When the zero-slope spacing is used, this method appears to give the same freedom from signal amplitude fluctuations owing to variations in record head-to-medium spacing that would be given by boundary-displacement recording without the necessity for maintaining a saturated medium with the accompanying high noise level.

The Reproducing Process

A sinusoidal signal recorded in a longitudinal manner on a magnetic material can be thought of as a series of half wavelength magnets end to end along the direction of motion as shown in Fig. 8. As stated before, the recorded wavelength is given by \( \lambda = \nu / f \). Thus, as the frequency increases, the length of these half-wavelength magnets decreases and their field decays more rapidly with distance from the surface. The head-to-medium spacing for the reproducing process is therefore more effectively expressed in terms of wavelengths \((d/\lambda)\) in Fig. 8.

The curve shown in Fig. 8 agrees quite well with the theoretical and experimental values given in the literature. The function has an almost constant slope of \(-56\) db per unit of \(d/\lambda\), or \((56f/\nu)\) db/mil of spacing in the units used above. It can thus be seen that the amplitude modulations of the signal produced by variations in the reproduce head-to-medium spacing will increase directly with frequency. For the drum run-out of approximately \( \pm 0.1\) mil, \(\nu = 100\) inches per second as given before, and \(f = 10\) kc, the amplitude modulations of the signal owing to the reproducing process would be approximately \( \pm 0.5\) db. If the bias and record head-to-medium spacing are adjusted for cancellation of the amplitude modulation in the recording process, the total amplitude modulation of a 10 kc signal is \( \pm 0.5\) db. This is illustrated in Fig. 9 which shows the over-all frequency response of the system. The amplitude modulations appear to begin suddenly at 8 kc because the graphic level recorder used to plot the curve could not respond to changes of less than 0.5 db.

The length of relative contact between the reproduce heads and the medium is approximately 0.1 inch. Thus, below about 200 cps (\(\lambda = 0.5\) inch) only the leakage flux from the magnetized medium passes through the reproduce head and the unequalized response changes from a 6-db per octave to a 12-db per octave slope. The low-frequency limit of the system was set at 100 cps because the post-emphasis necessary to equalize the response for lower frequencies would cause a prohibitive increase in the hum and noise level.

Many of the factors that affect the amplitude-frequency response of the system produce no corresponding phase-frequency characteristic. Thus, when the over-all amplitude response is equalized by a minimum phase network the phase-frequency characteristic is not flat. This phenomenon is characteristic of magnetic recorders utilizing the high-frequency region of their response and restricts the application of the system to operations not requiring waveform preservation. This is not detrimental to the performance of the delay as a component of a correlator because in this application...
only the relative phase shift between the two channels is of importance. Departure of this relative phase shift from that of a pure time delay can be minimized by careful circuit symmetry in the two channels.

The Erasing Process

The front gaps of the erase heads were increased to 23 mils in order to obtain a sufficiently broad spatial field distribution to give adequate erasing action. The same source of 40 kc ac was used for both bias and erase to eliminate the possibility of audio frequency beats between the two.

The Electronic Circuits

The electronic circuits are quite conventional with several high-Q traps inserted at strategic points to reduce the 40-kc signal resulting from erase and bias leakage to approximately the level of the hum and noise. The record current is constant with frequency to 1 kc and rises to a maximum pre-emphasis of 7 db at 10 kc.

Summary of Performance Characteristics

The mechanical filter in the driving system makes it possible to hold the peaks of the flutter in \( \tau \) to approximately 0.02 per cent of \( \tau \) or less for all values of \( \tau \). The rejection of the flutter components due to irregularities in the idler wheel is so high that the performance is relatively independent of the condition of the idler wheel.

The relative time delay between channels 1 and 2 is continuously variable from \(-15\) milliseconds to 190 milliseconds. The mechanical revolution counter shown in Fig. 2 indicates the value of \( \tau \) directly in tenths of a milliseconds. As mentioned before, variations in line frequency cause a drift of approximately \( \pm 0.1 \) per cent in \( \tau \). The over-all fluctuation in \( \tau \) can be reduced to approximately \( \pm 0.02 \) per cent by using a more stable 60-cps source. The factors mentioned above, together with inaccuracies in the gears used to rotate the record head, limit the calibration of the revolution counter in absolute values of \( \tau \) to approximately \( \pm 0.2 \) per cent.

The over-all frequency response of the system is shown in Fig. 9. It is within \( \pm 2 \) db from 100 cps to 10 kc and drops rapidly below 70 cps. Noises owing to nonuniformity of the magnetic material, hum pickup in the reproduce heads, circuit noise and bias leakage are all at about the same level. The total noise measured with a Ballantine 300 VTVM is 50 db below the reproduced signal corresponding to the recording level causing over-all system distortion of 3 per cent at 400 cps. The relative phase shift between channels for zero \( \tau \) is less than 1 degree for frequencies from 500 cps to 5 kc, and gradually increases to approximately 4 degrees at 100 cps and 10 kc.

Applications of the System

The performance characteristics of this system appear to be satisfactory for a wide range of laboratory applications. This system has been used in conjunction with a sampling analog correlator to compute the autocorrelation functions of various types of music, and to compute the crosscorrelation function between stimulus and brain waves. It has also been used briefly in psychoacoustical studies. Upon completion of the remaining components of an analog correlator it is hoped that this time delay system can be used in applying correlation techniques to some of the problems in room acoustics.
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vicinity of 20 megw. These tubes were the first pulsed klystrons ever to deliver more than 20 to 30 kw of power at this frequency, and, as far as is known, have delivered higher pulsed power, at any frequency, than any other tube now in existence.

As an original investigation in the field of such unusually high power and voltage, many new and basic problems were encountered which had to be solved before a successful design could be established. Among the most important were:

1. The extension of basic klystron theory into the range of relativistic velocities. In spite of the fact that a considerable body of theory and empirical data exists upon which a design of the klystron can be based, much of this information is not applicable on account of the relativistic effects.

2. The analysis of the magnetic focusing of a cylindrical beam. Subsequent to the completion of this work on the problem, equivalent theoretical analyses by other workers have been published.

3. The general question of cathode emission from oxide cathodes at voltages of 400 kv.

4. The voltage breakdown limits in the various parts of the structure, including the rf interaction gaps. In a successful design, the gradients had to approach the dc field-emission limits. It was not certain that dc experience could be applied to microwave frequencies.

5. Methods of generation of short pulses, at about 100 kv and 1,000 amps had to be developed, together with the requisite gap switches.

6. Pulse-transformers, stepping up the modulator voltage to the desired range of 400 kv, had to be developed.

7. Dielectric strength of various materials had to be measured at short pulse-lengths, so that proper design of pulse-transformer, cathode bushings, and so forth, could be established.

In most of these matters there was little and often no previous experience for guidance. As it turned out, however, none of these problems proved to be very difficult, and the first tube designed on paper operated successfully in March, 1949. Since then, something like 30 tubes have been built, and as many as 15 have been operated simultaneously at power levels of the order of 10 megw each. The tubes, as they are now being built, except for minor modifications in construction technique are essentially the same as the original design, and aside from certain minor differences in fabrication, and so on, are identical to the first model.

We shall describe here in some detail the fundamental problems involved in the design of a tube to run at these power levels, explain why this particular type of tube was selected for our purpose, and also give some of the operating characteristics of the tubes which have been built and tested.

The successful operation of the first design is taken as evidence that the theoretical predictions are correct, and that there are no major practical difficulties. The fact that operating voltages are high does not appear to be a serious practical matter. By providing a single oil bath for the cathode bushing and the pulse transformer, the problems of handling such high voltages are immediately reduced to those of standard practice.

It is hoped that the experimental material in this paper will be regarded as representative of the new art, and not as any limitation of what can be expected by way of performance from the pulsed klystron tube. It is believed that the theoretical results here presented, together with experimental data, will allow many other designs to be arrived at, with good assurance of success.

II. Basic Design Considerations

A. Design Objectives

While the principal purpose of this work had to do with the desire to demonstrate the feasibility of generating high pulsed power by means of the klystron, the specific laboratory work was profoundly affected by another project at Stanford, the development of the billion-volt linear electron accelerator. In fact, the choice of operating parameters for the first model, and subsequent construction of additional models, was determined as a consequence of accelerator development. For a period, during 1948-1950, the klystron work was supported by funds provided for accelerator work. It might not be inappropriate to review the reasons for the specific requirements which were established for the first model.

In 1947 a linear electron accelerator, driven by a single magnetron delivering 0.7 to 0.8 megw, was successfully operated at Stanford University, and its operation confirmed all the theoretical analyses of the performance of such a machine. On the basis of this performance and the theory, it seemed entirely feasible to build a linear electron accelerator to produce electrons of a billion volts or higher. In order to do this, however, it would be necessary to provide 400 megw of pulsed rf power, preferably around 3,000 mc.

If this power was produced by multiple sources, all of them would have to be synchronized in phase in a suitable manner. One could produce this amount of power by using a sufficiently large number of lock pulsed oscillators, presumably magnetrons. This seemed completely out of the question as a practical solution, since it would require something like 600-700 magnetrons. The problems of maintenance of synchronization seemed too complex to make this at all practical.

It was suggested by Ginzton in 1944 that it might not be difficult to build klystron amplifiers, each delivering 15-30 megw of pulsed power, and since they would be driven as amplifiers from a single master oscillator, the problem of phase synchronization would be relatively simple. Although the previous best figure for pulsed klystrons had been about 30 kw, there are

some elementary reasons which indicated that much higher powers could be obtained. Most simply stated, the advantage of klystrons over other tubes in producing high pulses (or cw) power, is a matter of geometry.

If one refers to the schematic drawing in Fig. 1, it can be seen that the regions of beam formation, rf interaction, and beam collection are separate.

![Schematic drawing of a typical three-cavity cascade amplifier klystron.](image)

Fig. 1—Schematic representation of a typical three-cavity cascade amplifier klystron. Magnetic focusing is not shown.

The design of each region can be made almost independently of the others and optimized to give best performance of its particular function. One can design the cathode-anode region with sufficiently large cathode area and sufficient inter-electrode spacings so that emission density and voltage gradients are not excessive. By care in beam focusing one can minimize the interception of beam by the rf region so that heat dissipation is not excessive. Since in the klystron the collector has just one function of dissipating heat, it can be designed to be of any arbitrary size and shape to handle the average or peak beam power. In other tube types these functions, i.e., emission, rf interaction, and collection occur in the same region whose dimensions have to be an uneasy compromise between rf and heat dissipation requirements.

The actual choice of operating frequency for the first model, as determined by accelerator requirements, is not critical. For various reasons, it seemed that an operating frequency of around 3,000 mc would be a good choice. For a billion-volt electron accelerator, the total power required at 3,000 mc would then be of the order of 400 megw, preferably delivered by about 20 tubes, with a pulse length of 2 \( \mu \)sec and a pulse repetition frequency of 60 cps. These requirements determined the specifications for our first klystron, and were used as the basis for the design. These specifications will be justified in some detail later.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>10.5 cm</td>
</tr>
<tr>
<td>Maximum beam voltage</td>
<td>400 kv</td>
</tr>
<tr>
<td>Maximum peak current</td>
<td>250 amp</td>
</tr>
<tr>
<td>Power input</td>
<td>100 megw</td>
</tr>
<tr>
<td>Power output</td>
<td>20–40 megw</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>2 ( \mu )sec</td>
</tr>
<tr>
<td>Power gain</td>
<td>30 db</td>
</tr>
</tbody>
</table>

The last specification would permit one to drive all of the tubes, namely 20, at 20 megw output, using a mas- ter oscillator which delivered about \( \frac{1}{2} \) megw, or allowing for padding, and so forth, perhaps 1 megw. This was within the range of available magnetrons. If necessary, a klystron oscillator similar to the amplifiers could be used.

In order to meet the gain requirement, it was necessary that the klystron be a three-cavity cascade amplifier, such as shown in Fig. 1.

Following are the detailed considerations which entered into the selection of some of these specifications and what is involved in meeting them.

B. Electron Beam Design

For operation at the required output power level, it was necessary to analyze in some detail the relativistic effects on the operation of a klystron amplifier.\(^2\) The details of this analysis will be reported in a separate paper, and only some of the results will be quoted here as needed.

For a power output of 20–30 megw, assuming efficiencies between 30 and 40 per cent, something like 60–100 megw of beam power input are required. Such efficiencies are based on experience with low-power klystrons. As will be discussed later, calculations indicate that the efficiency would not be decreased until the voltages approached extremely relativistic values.

With the requirement of 100 megw of beam power, one still has a range of choices of beam voltage and current. At higher beam voltages and, therefore, lower current, space charge effects would be decreased and focusing problems would be simplified. However, there are adverse relativistic effects which put a limit on the feasible voltage. As the electron velocity approaches the velocity of light, (at 510 kv, velocity of electrons is 86 per cent of velocity of light) changes in the electron energy produced by the modulating gap voltage appear essentially as changes in electron mass rather than velocity. It is the velocity modulation that is, of course, required for klystron bunching action. Even at 400 kv, where the beam velocity is 0.8 c, the per cent of velocity modulation, as produced by a given ratio of modulating voltage to accelerating voltage, is only 0.4 of the value for nonrelativistic velocities. In addition, there are obvious problems connected with the modulator which become more difficult at the higher voltages.

If one goes in the direction of higher current and lower voltage, space charge effects, both dc and rf, would tend to become greater. Klystron operation at conventional power levels indicates that performance deteriorates somewhat as one tries to exceed perveances of unity. As an example of voltage reduction which might be feasible, consider a cathode of perveance of two at which, presumably, the space charge effects would not be appreciably worse than at perveance of unity. One hundred megw input would require about 300 kv at

---

330 amp, so that the reduction in voltage obtained is not too significant compared to 400 kv and 250 amp at the more conservative perveance of unity.

The question arises as to the influence of relativistic voltages on the various space charge effects. Theoretical calculations were carried out to study several phenomena, including transverse spreading of a beam under the action of its own space charge, and the longitudinal debunching of a velocity modulated beam. In all these cases the effect of relativistic voltage was merely to modify the debunching parameter $h$, sometimes called plasma wave number, by a factor $(2/R+1)^{1/2}$, where $R = 1/(1 - \beta^2) = v/c$. This means that space charge effects will be slightly reduced as one goes to higher voltages, but this is a negligible improvement, as even at 400 kv this factor is only about 0.75 as compared to unity at the very low voltages.

The gun to produce a beam of the required kind was chosen to be of the Pierce type. This cathode is conventional in every way, except size. It is designed by standard procedures, and as it is used presently, is a modification of one originally designed for us at Sperry Gyroscope Company. It was decided to attempt to use an oxide-coated cathode. Dimensions of the cathode as finally used are such that the cathode area is about 55 sq. cm, and the maximum current density will not be greater than 5 amp per sq cm. This can be taken as a conservative number in terms of tests made on diodes elsewhere. Therefore, there seemed to be no objections to the use of an oxide cathode because of current density limitations. Similarly, the gradients at the cathode were also well within previously determined safe limits.

The only factor which could not be anticipated (because of lack of previous experience) was the effect of ion bombardment at these high voltages. However, calculations of the probability of ion formation by a 300 or 400 kv beam at the usual pressures indicate that the rate of ion formation is very low and, therefore, the number of ions available would be relatively small. Further, most of these would be formed in the drift tube where there are no dc fields to accelerate the ions toward the cathode. The drift velocities are not great enough to bring them to the cathode-anode region during the pulse. The performance of the tube has born out these predictions, and apparently oxide cathodes at these voltages are practical.

One more factor which must be considered is the effect of relative on the Child-Langmuir Law. These calculations were made by us in 1947 and have been quoted and recalculated recently in various publications (in one case incorrectly). The result of the relativistic voltages can be simply represented by a formula for the relativistic perveance

$$K_{rel} = K \left(1 - \frac{3}{28} \frac{eV_0}{mc^2}\right),$$

where $K$ is nonrelativistic perveance, $V_0$ is beam voltage. This indicates a lowering of the perveance of about 2 per cent at 100 kv, and 8 per cent at 400 kv. This is not large enough to affect the design seriously.

Cathodes that were actually used are shown schematically in Fig. 2 and in a photograph, Fig. 3.

---

Fig. 2—Cathode-anode design for 400 kv, 250 amp gun. All dimensions are in cm. $\alpha = 30^\circ$; $\beta = 25^\circ$.

C. Beam Focusing

The length of the rf portion of the klystron is determined by the fact that one must have sufficient transit time between cavities to get the required gain. In a cascade amplifier such as is being considered, to get the gain required it turns out that distances of about a 4-inch drift space between cavities 1 and 3, and 8 inches between cavities 2 and 3, are required. The diameter is also determined by rf considerations of adequate coupling between the beam and the gap, and was chosen to be about 1.25 in. These values will be justified in appropriate later sections of this paper.

For the present considerations one need point out only that with these values of length and diameter of drift tube, it would not be possible to transmit the beam through the drift tube without the use of magnetic focusing. There exist calculations of the optimum transmission of an electro-statically focused beam through a cylindrical drift tube. One can obtain an optimum ratio of length to diameter for a given perveance. As previ-
ously stated, relativistic effects tend to improve this slightly, but not sufficiently to permit the transmission of a beam of pereance unity through a drift tube of the length and diameter required here. The net conclusion is that some means of magnetic focusing must be used.

\[
\frac{d^2 r}{dt^2} = \frac{e}{m V_0^{1/2}} \left[ \frac{3 \times 10^4}{r} - \frac{\sigma}{8\pi m^2} \frac{\partial}{\partial r} \left( \phi - \phi_s \right) \right],
\]

where \(I_0\) is the current and \(V_0\) the voltage corresponding to the average axial velocity of the beam, \(\phi\) is the total flux linked by the circle of radius \(r\) where \(r\) is the radial position of the electron, and \(\phi_s\) is the total flux inside the circle defined by the radial position of the electron at the cathode.

It is to be noticed that the effective inward force on the electrons depends on the difference between the total flux linked by the beam at the cathode and at the point under consideration. Thus, any configuration of field in which this difference is large uses the flux in an economic fashion as opposed to the brute force or "infinite" field method. The special case of no flux through the cathode can thus be considered as a special and limiting case of the entire range of field configurations covered by our theory. For any configuration, if one knows the field distribution one can calculate, either numerically or otherwise, the electron trajectories in detail.

For the actual choice of a suitable magnetic focusing field two designs were considered. The first was to locate the cathode outside the magnetic field by using an iron pole piece to shield the cathode anode region. The second was to use a field configuration without iron, such that the field flared out in the right manner to make the field perpendicular to the cathode at the cathode surface. If the flux density increases sufficiently rapidly as one enters the drift tube, a very large, effective amount of focusing field is obtained.

Shielding the cathode completely leads to the special limiting case mentioned above and to the type of electron flow which has come to be known as Brillouin flow. Although the basic equations used in calculating this motion were first worked out by Brillouin\(^7\) in 1945, and detailed trajectory equations have been subsequently given by Samuels\(^8\) and Wang,\(^9\) as far as is known the tube under discussion here has been the first one to use anything other than a so-called infinite field.

For the case of Brillouin flow, it is necessary to introduce the flux at the point of minimum diameter of the beam in such a way that the beam is maintained at a constant diameter thereafter. While theoretically this is elegant, practically it is not always simple,\(^10\) and it is


\(^{10}\) Unpublished work by workers at Bell Telephone Laboratories has considered this injection problem in great detail.
doubtful whether accurate Brillouin flow has ever been achieved except by accident. In addition, and much more important, in any power tube the field for Brillouin flow under dc conditions is not the optimum field configuration for a beam spreading under the action of rf space charge effects at the output end. Because of the uncertainty in the flux distribution with iron, and the probability that pure Brillouin flow was by no means the ideal solution for a tube operating with large signals, a focusing system without iron, and with the flux lines at the cathode being perpendicular to the cathode, was chosen.

This meant that the electrons initially, and until they get up to fairly high velocities, are unaffected by the field. Beyond this, knowing the field configurations exactly, it was possible by numerical methods to calculate trajectories and to find how variations in flux distribution along the beam would affect the motion. These calculations were carried out in great detail for various coil and field combinations and for a range of values of the initial slope of the beam at the anode. A certain amount of unreliability in this initial slope also makes an attempt to get pure Brillouin flow somewhat academic. The absence of iron permitted quite accurate calculation of the dc trajectories, including the effect of different exciting currents in solenoid of several coils. This flexibility was considered to be useful since it would enable one to vary the field along the trajectories of the electron to take care of any rf spreading produced by large signal behavior. These are usually not calculable, but one can always adjust the field to produce optimum power.

It was found in practice that a nonuniform excitation was required for optimum adjustment. As an extra adjustment, it is possible also to wind a small coil approximately in the plane of the cathode, which produces an opposing field to the remaining coils. By this means one can control the flux distribution at the cathode quite closely. It was found in practice that this also had some value in getting better power.

D. Electron Dynamics of Pulsed Klystrons

For the high voltages mentioned, it is necessary to consider the relativistic effects on velocity modulation and the bunching process. Results of the detailed calculations can be briefly summarized. First, for a simple gridded gap and a very small gap transit angle, the velocity \( v \) of an electron after it leaves the gap will be given by

\[
v = v_0 \left( 1 + \frac{2}{R(R + 1)} \frac{\alpha}{2} \sin \omega t \right)
\]

where \( v_0 \) is the dc velocity, \( \alpha = V_1/V_0 \), the ratio of rf gap voltage to beam voltage and \( R = 1/\sqrt{1-\beta^2} \). Comparison with the standard nonrelativistic results shows that the only difference is the presence of the factor \( 2/R(R + 1) \) (at low velocities this reduces to unity). As previously mentioned, at 400 kv this is equal to 0.4 and is considerably smaller at 500 kv. The only consequence of this in the operation of a tube at extremely high voltages is that a larger gap voltage is necessary to obtain a desired velocity modulation.

For a finite gap transit angle, and no grids, one has to modify this equation by the beam-coupling coefficient. The beam-coupling coefficient is a product of two factors, one which depends on the gap spacing, and one which is a function of the radial position of the electron, since electrons at different radial positions undergo different amounts of velocity modulation.

The beam-coupling coefficient which depends on the gap is unchanged by relativistic considerations, and is still given by \( \sin(D/2)/(D/2) \) where \( D \) is the transit angle across the gap in radians. The radial dependency is conventionally written for nonrelativistic velocities as

\[
\frac{J_0(jk'\rho)}{J_0(jk\rho)}
\]

where \( \rho \) is gap radius, \( r \) the radial position of the electron, and \( k' = 2\pi/\lambda \beta \). This always tacitly assumes that \( k' = 2\pi/\lambda \) is much greater than \( k = 2\pi/\lambda \). In the relativistic case this is not true and the relativistic radial coefficient becomes

\[
\frac{J_0(jr\sqrt{k'^2 - k^2})}{J_0(jr\sqrt{k'^2 - k^2})}
\]

At 400 kv the effect is not negligible and is favorable.

At the time the tube was originally designed, approximate calculations were made on the rf space charge effects, usually called longitudinal and transverse debunching, to determine in some simple fashion the probable effect of relativity.

Specifically, it was found that for a beam of infinite cross section the longitudinal debunching could be expressed by changing the factor \( h = \omega_0/v_0 \) by the factor \( (2/R + 1) \). Similar results were obtained for transverse spreading of a cylindrical beam, calculated in a very simple fashion. Detailed calculations for correct geometry which have been done subsequently have verified that the non-relativistic calculations merely have to be modified by this factor, and in addition, by replacing \( k' \) by \( \sqrt{k'^2 - k^2} \), as in the beam coupling coefficient.

The effect of the space charge debunching is to limit the length of drift tube that can be used, since if one goes to values larger than the optimum value, the space

\[11\] One conventionally uses a focal-length formula to describe the effect of the aperture in the anode. This holds strictly for a small aperture and does not allow for aberrations which are undoubtedly produced by the large aperture and the effect of the hole at the cathode. It is probable that the entrance slope obtained this way, while accurate, is not accurate enough to permit exact evaluation of the minimum beam position.


charge forces start to spread the bunches apart and reduce the available current. There exist detailed calculations by Feenberg\textsuperscript{14} which determine these optimum lengths for various beam geometries for nonrelativistic conditions. On the basis of the relativistic calculation made for special cases mentioned, it was felt that it is possible to use Feenberg's results for determining the optimum length with the relativistic correction obtained for these special cases.

Feenberg's theory included the case of cylindrical beams with zero magnetic field (positive ion focusing) and infinite magnetic field so that, strictly speaking, even in the nonrelativistic limit his calculations did not apply to this case.

However, for all types of fields the optimum lengths are not far different (usually in the range \(hl\) opt = 3–5) even though the detailed behavior of the beam and the mathematics may vary markedly, depending on the actual magnetic fields. The rf space charge effects for a finite focusing field, specifically with zero flux through the cathode, were treated subsequently to tube design and do not disagree with this conclusion.\textsuperscript{15,16}

The optimum drift tube lengths, then, are determined by these rf space charge effects. Actually, these were used to determine the drift tube length between cavities \textit{two} and \textit{three}. It is desirable to maximize the gain for this section so as to minimize the voltage in cavity \textit{two}. Even under these optimum conditions the rf voltage required at the second cavity to produce optimum current at the third is quite large, of the order of 0.50 of the beam voltage.

To get optimum gain between cavities \textit{one} and \textit{two} the same length should be used, but actually this would have given much more gain than was required. The voltage gain between two such cavities is of the order of \(\pi N(R/R_0)\), where \(R\) is cavity impedance, \(N\) is the transit angle between cavities in cycles and \(R_0\) is the beam impedance \(I_0/V_0\). This is not quite accurate, but even with appropriate corrections, at the optimum length, the voltage gain is about 50–60.

In order to simplify the problem of magnetic focusing, it was decided to make the drift tube between cavities \textit{one} and \textit{two} only long enough to give required gain and no more. This is the reason, then, for the fact that the distance between \textit{one} and \textit{two} is less than between \textit{two} and \textit{three}. (No attempt was made to increase the efficiency by the expedient of making distances \textit{one}–\textit{two} equal to \textit{two}–\textit{three} for a number of reasons, although it was known that this could be done.)

\subsection{E. Cavity Design}

The cavities had to be designed to have: a) proper interaction between the beam and the cavity; b) adequate cavity impedance; c) proper coupling arises for the input and output cavities so that the tube would look approximately matched at the input to the driver and would be properly loaded by a matched output line; d) to permit a certain amount of tuning; and e) a tuning mechanism suitable for a cavity with large rf voltages.

The question of adequate beam coupling depends on a suitable choice of gap spacing and gap diameter. Roughly speaking, the gap spacing must correspond to a transit angle of less than a half-cycle. The beam coupling coefficient previously mentioned will approach unity as one approaches zero gap spacing, but it is fairly close to unity even at a quarter-cycle transit angle. Too close a spacing will reduce the impedance of the cavity, but more important, if the spacing is too close there is a possibility of the so-called multipactor phenomena occurring.\textsuperscript{17,18} This is an electronic loading, produced by a cascade process of secondary emission in the gap, in which secondary electrons released from one surface get across the gap in a half cycle under the action of the rf fields. Because the rf voltage will be comparable to beam voltage, in order to prevent multipactor, the actual gap spacing should be equal to or greater than a quarter cycle transit angle.

For beam transmission, the gap diameter should be as large as possible, but there is a limit imposed by the need to get uniformity of coupling to the beam. The determining factor is the variation in beam coupling, as given by the factor

\[ \frac{J_0(jr \sqrt{k'^2 - k^2})}{J_0(jr \sqrt{k'^2 - k^2})}. \]

For \(a \sqrt{k'^2 - k^2}\) equal to unity or less, the variation in beam coupling across the cross-section is less than 10 per cent and is certainly tolerable. For the beam voltages contemplated for this tube, this requirement was more than adequately met by a gap diameter of 1.125 in.

The second item listed above was adequate cavity impedance. If one uses the gap diameters and spacings dictated by coupling considerations, then for almost any resonator built around such gaps it is found that the unloaded impedance will be nearly equal to one million ohms. The exact number is not very relevant since it turns out that in the range of operation the cavity impedance is a completely negligible factor in determining the rf losses. This is because the cavity is heavily loaded by electronic beam loading, due to finite transit time across the gap.

This transit-time loading has been calculated previously by various authors, with the results expressed as a beam loading admittance or impedance. These were again recalculated to find out the effects at relativistic voltages. The results of the relativistic calculations can be expressed by multiplying the nonrelativistic beam-loading admittance by the factor \(2/R(R+1)\). The values

\textsuperscript{14} E. Feenberg, "Notes on Velocity Modulation," Report 5221-1043, Sperry Gyroscope Company; September, 1945.
\textsuperscript{15} Zitelli, op. cit.
\textsuperscript{16} Chodorow and Zitelli, op. cit.
\textsuperscript{17} P. T. Farnsworth, "Television by electron image scanning," \textit{Jour. Frank. Inst.}, vol. 218, p. 413; 1934.
of these beam loading admittances are proportional to the dc beam admittance defined by \( I_0/V_0 = G_0 = 1/R_0 \), and the ratio is of the order of 0.05–0.1.

For the beam admittance in this tube, namely 250 amp at 400,000 \( v \), i.e., 1,600 ohms, the beam loading resistance is about 15,000 to 30,000 ohms. It is difficult to say more precisely what this value is. The beam-loading calculations have been made on the assumption of either no axial magnetic field, or an infinite magnetic field.

In the first case, radial motion of the electrons is permitted in passing through the gap, which makes a contribution to the beam loading. In the second case, there is no radial motion due to the rf field, and no contribution from this motion. Since a finite focusing field was used, neither of these calculations applies exactly, and all one can say is that the magnitude of the impedance must be within this range. Whatever the number is, it is obvious that this is a much smaller value than the cavity impedance itself. Therefore, all the impedance properties of the cavity are determined entirely by the electronic loading rather than by the cold cavity impedance. This is particularly relevant in choosing the coupling iris for the input cavity.

The final cavity design is shown in Fig. 4. The rectangular cross section was used merely because of the ease of fabrication. The input cavity iris is so chosen that when the tube is in operation, the standing-wave ratio looking into the cavity is close to unity. \( Q \)-external of this iris should therefore equal the loaded \( Q \) of the cavity, and, as it has already been pointed out, this will be almost entirely determined by the beam loading. Due to the uncertainty in this beam loading, \( Q_{\text{ext}} \) of about 300 was taken as appropriate. At worst this would give a swr of about 2. This assumes the loaded impedance of the cavity \( R_{\text{SH}} = 30,000 \) and \( R_{\text{SH}}/Q = 100 \).

For the output cavity, the coupling condition is determined by the requirement that the tube shall deliver maximum power into a matched guide. Here, the impedance one wishes to present across the output gap is a little uncertain because of the absence of an exact large-signal theory. However, the calculations for gridded gaps, which then existed and which we have since extended to gridless gaps, all indicated that optimum power is to be expected from the electrons when the rf voltage across the gap is approximately equal to the accelerating voltage, with the impedance across the gap about equal to the beam impedance.

It should be pointed out that this is a condition which applies only for a case where the beam impedance is sufficiently small, i.e., when there is sufficient current.

Under these circumstances, the equivalent load impedance is much smaller than the cavity plus beam loading impedance, and the circuit efficiency is quite high. For a low beam current, even with optimum bunching, the rf voltage across the cavity may be considerably smaller than the beam voltage. If there is no question of turning back electrons, then the condition for optimum power delivered to the load is to have the load impedance just equal to the cavity impedance. This is the condition one gets for a constant current generator with a fixed internal impedance. This is a true representation of the current at the output cavity for small rf voltages, in which case the circuit efficiency is 50 per cent. If the rf voltage under these conditions turns out to be much larger than the beam voltage, then this reasoning no longer applies and the statements previously made do.

---

19 This result will be true for almost any pulsed klystron using reasonable perveances. The beam impedance \( V_0/I_0 \) decreases with voltage as \( 1/KV_0^2 \), where \( K \) is the perveance, and for voltages in the range of 50–100 kv, \( V_0/I_0 \) has values of about 3,000–2,000 ohms, the beam loading impedance is roughly 10–20 times as great and this will usually be a much smaller number than the impedances of the cavities used at these voltages.

20 Feenberg, op. cit.

convenience, though there were certain special restrictions because of the existence of large rf voltages in the cavity. As shown here, it is a flexible diaphragm which is folded back, and free at the ends. These ends can be free, since the current flow in the cavity is parallel to these edges of the diaphragm. The diaphragm is moved by means of a bellows and post behind the diaphragm, and one can distort it appreciably without being concerned about small cracks developing since the whole mechanism is in vacuum.

Since the cavities for this tube operate in a range of rf voltages, which were to be larger than in any previous tube at this frequency, it was felt that tests should be made to examine whether any discharge effects would occur. A series of tests were run on a cold cavity driven by a pulsed magnetron.\textsuperscript{22} Because the cold-cavity impedances are high, it was possible to develop rf voltages of the order of 400–500 kv. It was found that in the absence of an axial magnetic field the cavities behaved in a perfectly normal fashion. With an axial magnetic field there was evidence of cavity loading of some sort and evolution of gas and x-rays. However, these disorders were found to disappear after a few hours of operation. Subsequently, it was found that by care in the processing of the cavities and maintaining the surfaces very clean, these phenomena would not occur and the cavities can stand the rf voltages required in operation.

\textbf{F. Collector}

The remaining problem in the design of this tube involves the beam collector. As has been previously pointed out, its only function is to collect the beam, and therefore it can be made any size or shape which is desirable for the power dissipation, as required. This is one of the most important reasons why one can go to such extremes of pulsed powers (and presumably average powers) with a klystron.

For our application, the average power input is only of the order of 12 kw, and with a cylindrical bucket of the correct size and adequate cooling, there is no difficulty in dissipating this much average power. There is, however, a special problem which has to do with peak power. If a high-intensity pulse of sufficiently short duration impinges on a flat surface, then the thermal constants of metal are such that the heat generated does not penetrate into the surface an appreciable amount during the time of the pulse. The surface will be heated between the beginning and end of the pulse by an amount which is independent of the cooling applied as long as the thickness of the metal is greater than some thermal skin depth.\textsuperscript{22} (Of the order of 0.1 cm. for Cu.)

For example, for the beam intensity such as exists in this tube, calculations indicate that if the beam were not spread in any way, but was incident normally on a flat copper surface equal to the area the size of the beam, the temperature rise between the beginning and end of the pulse would be of the order of 9,000°C. Therefore, it is necessary to build the collector in such a way that the beam be dissipated over a sufficiently large area to reduce the peak power density to a safe limit. This was done in the collector by tapering it so that the beam, as it spreads, distributes itself along a large area which reduces the peak power density to a tolerable value. The collector is shown in Fig. 5.

The estimates of required areas for power dissipation are slightly pessimistic since they assume that all the power is dissipated directly at the surface. Actually, the high-voltage electrons penetrate a considerable distance into the copper and distribute their energy over some finite thickness. For 400-kv electrons, for example, the range in copper is about 0.01 cm. A calculation on the basis that the energy of the electrons is uniformly distributed through this thickness would indicate the temperature rise at the end of the pulse to be only 1,100°C instead of 9,000°C as above. This is still greater than tolerable and requires that the area be quite large.

\textbf{III. General Design and Mechanical Construction}

Having considered the various basic questions pertaining to the design of the individual components of the klystron, the problem of complete design and construction will be considered next. For the sake of completeness, the design values are collected below.

\begin{itemize}
  \item \textbf{Pulse length} 1–2 \textmu s
  \item \textbf{Beam voltage} 400 kv
  \item \textbf{Beam current} 250 amp
  \item \textbf{Cathode current density} 4.7 amp/cm\textsuperscript{2}
  \item \textbf{Pervance} 1.25 \times 10\textsuperscript{-6} amp/volts\textsuperscript{3/2}
  \item \textbf{Drift-tube diameter} 1.25 in
  \item \textbf{Drift-tube lengths}
    \begin{itemize}
      \item first to second cavity 3.94 in
      \item second to third cavity 7.875 in
    \end{itemize}
  \item \textbf{Cavity gap spacing} 0.800 in
  \item \textbf{\(Q_0\) for all cavities} 6,000 (approx.)
  \item \textbf{\(R/Q\) for all cavities} 100–120 (approx.)
  \item \textbf{\(Q_L\) (input)} 400 (approx.)
  \item \textbf{\(Q_L\) (output)} 30 (approx.)
  \item \textbf{Cathode oxide, indirectly heated} 800 w, max.
  \item \textbf{Heater power} 22.2 v
  \item \textbf{Fil. Voltage} 36 amp
  \item \textbf{Cooling water} 2½ gals/min.
\end{itemize}

\textsuperscript{22} These tests were made by A. Harrison and A. Eldredge, "High Power Pulsed Klystron Project Noom-251, Task Order IX, Micro- wave Laboratory Quarterly Report No. 2; January, 1948.

A. Tube Construction

To insure long-life of the klystron in normal operation, the tube was built so it could be thoroughly outgassed by baking. It was also felt best to follow normal tube manufacturing practice wherever practicable, and to avoid anything that would preclude the tubes being sealed-off, if desired or necessary. Because of these reasons, hard brazing was used exclusively. Having access to sufficiently large hydrogen brazing furnaces, it was decided to build this klystron principally of oxygen-free copper (OFHC), using gold-copper and silver-copper brazing alloys exclusively. It was further felt necessary to provide a simple method of repairing or replacing the cathodes. Because of the above requirements, ordinary gaskets in such joints were avoided.

A simplified assembly drawing of the klystron is shown in Fig. 6. The cathode assembly A is supported by means of a stainless-steel tube B from the base-plate C. The material of the tube B and its dimensions have been chosen with some regard to heat-loss through such a support. The support is electro-polished to reduce electrical gradients near the glass insulator G, and is vacuum-fired prior to final assembly. The filaments E are heated by means of ac current, with the voltage being supplied through lead D at the base C. The glass insulation G is nonex glass, feather-edge, sealed to copper. The glass is sand-blasted inside, with the feather-edges being protected by “corona-shields” H. The last two features have been added as precautionary measures; it is not known if they are really required. Photographs of the cathode assembly A and its support B are shown in Fig. 3.

The cathode surface is made of \( \frac{1}{16} \) in. pure nickel, covered by nickel mesh (0.005 in. wire, 80 by 80 wires per in.). The mesh is spot-welded to the nickel surface at about \( \frac{1}{2} \) in. intervals. The spot-welding is done under alcohol to prevent oxidation. The cathode paint is ordinary oxide material, RCA 144 mix. It is applied with a brush, in several layers, and dried under a lamp. Total coat thickness is about 0.010 in.

The physical relationship of the cathode assembly to the remaining parts can be best understood by comparing Figs. 3, 6, 7, the latter being a composite view of several of the sub-assemblies.

As can be seen from Fig. 7, both the cathode assembly and the klystron are equipped with thin flanges. These are made of nickel and mate when assembled, as shown in Fig. 6. The final vacuum joint is made on the klystron by heliarc-welding of the two flanges together. Replacement of the cathode is then possible by cutting off the heliarc weld (losing in this process about \( \frac{1}{16} \) of an inch (radially) each time; the nickel flanges are long enough to allow about ten cathode replacements).

The pump-out tube is located near the cathode and had to be large to maintain adequate pumping speed during activation of the large cathode. The diameter of the tube was \( 3\frac{1}{2} \) in.—probably larger than necessary.

The cavity resonators are fabricated from home-made electroformed waveguide because of a) special dimensions, and b) unavailability of OFHC rectangular tubing. Electroforming produces excellent OFHC copper about 50 per cent of the time (if and only if the operator
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Fig. 6—Simplified assembly drawing of the pulsed klystron amplifier.
is known to be diligent, careful, patient, and of good moral character). The tuning diaphragms are of 0.003 in. monel for the sake of flexibility, plated with 0.001 in. of copper. The bellows through which the motion is transmitted to the diaphragms is also of monel. The construction of the cavities should be self-evident from Fig. 4.

**B. Focusing Coils**

The focusing coils are wound around the klystron on water-cooled forms, the latter being bolted directly to the klystron support. The coils are wound with copper wire, insulated with a woven glass sleeve. The reason for winding the coils as a permanent part of the klystron is a matter of convenience only. The baking of the glass-covered wire causes some oxidation of the wire, but no significant changes in its resistance have been observed. The glass insulated wire is custom-made only to the extent that the usual binder in the insulation is avoided, as the latter carbonizes in baking, causing partial short-circuits.

**C. Completed Assembly**

Two klystrons are shown in Fig. 8. One at the left is shown just before the focusing coils are wound, while the one at the right has the focusing coil, the water-jacket on the collector, the outer corona shields around the cathode bushing, and the tuning micrometers attached to the cavity below. In this condition, the klystron is ready to be placed on the pumping table, to be coupled to the vacuum system, and processed. The processing operation and performance will be described later.

**IV. Auxiliary Equipment**

**A. X-ray Shielding**

Unfortunately, a klystron operating at 400-kv level is a very strong source of penetrating X-rays. These need to be shielded in order to make the device safe for personnel in its immediate proximity.
From Bureau of Standards data, one can deduce that a klystron, operating at 400 kv and 30 ma average current, will produce about 1,100 roentgens per hour. To reduce this to the desired standard tolerance rate of 7.5 mr/hr, for a man working in the vicinity of the tube 40 hours a week, would require an attenuation factor of about 1.5 x 10^6. Using information in available tables, it is found that 2.8 cm of lead is required.

Actually, there are two considerations which will modify the above conclusions. The tables predict the x-ray intensity on the basis of monochromatic radiation. In practice, a continuous X-ray spectrum is produced, and most of the radiation is less penetrating than those that correspond to the limiting 400-kv energy. The second omission has to do with the fact that an oscillating klystron has groups of electrons accelerated to voltages approaching twice the beam voltage, i.e., to 800 kv. This would produce greater X-ray intensity, with greater penetrating powers. These considerations complicated the problem, as the velocity and space distribution of electrons in an oscillating klystron cannot be predicted with any degree of precision in the region beyond the third cavity. It is thus best to use the calculated thickness of lead as a guide, and to determine the safe radiation protection by suitable experiments with an operating tube.

This was done, and Fig. 9 shows the distribution of lead as is used in the laboratory. This amount of shielding is deemed adequate if no personnel is allowed within six feet of the tube for prolonged periods of time. Even with this amount of protection, there are regions in space in which the radiation is excessive. These are the area below the cathode end, above the collector, and in direction of the output waveguide.

In our case, these areas were of no consequence, but point to the problems of making a high-voltage, high-power klystron a really safe device. The reader should note that the efficiency of generation of X-rays and their penetrating power vary rapidly with voltage. A tube designed for a lower voltage would have much less radiation danger.

**B. High-Voltage Pulser Design**

When the project was started, it was not at all plain that 400-kv pulses could be generated with pulse-lengths of the order of one µsec duration. It was feared that in order to provide adequate insulation for the various cathode parts, the resultant capacity would be so high that it would be impossible to obtain the required rise time. Fortunately, these fears proved unfounded, and the problem of generating the pulsed power at high voltages does not seem to be greatly different from the usual practice at levels previously explored, such as at 50 kv.

As a preliminary to the construction of the pulser, tests had to be made on the voltage breakdown properties of various insulators that might have to be used. The high voltages were obtained by charging a 700-foot open wire line to 650 kv by means of a 60-cps transformer set and discharging the line every half cycle through a water load by means of point to sphere gaps. The voltage across the load was used to test various insulators.

![Fig. 9-X-ray shielding of the klystron, showing location and thickness of lead required to establish relatively safe protection.](image-url)
same bath of oil in which the 400-kv voltages were generated. If, for example, a suitable pulse-transformer could be developed, then only moderately high voltages would have to be handled in air by the remaining components, and the whole problem of generation of the required pulsed power would approximate the usual practice.

With this in mind, pulse transformers of various kinds were studied. Without giving the details of the work, we will merely state that the problem did not turn out to be very difficult. Several types of transformers were built, mostly successfully.37

- A self-supporting winding made of \( \frac{1}{2} \)-in. copper tubing, with a design value of about 6 kv per turn.
- A ribbon-type, patterned after a University of California Radiation Laboratory design, resembling paper condenser winding, with about 1 kv per turn.
- A wire-wound polystyrene supported winding; to be described more fully below.

All of these were wound around a 0.002 in. hipersil strip, built up to about 4X4 in. cross section, with window size of about 6X13 in. The transformer presently being used is shown in Fig. 10. It consists of two primarys in parallel, one wound on each leg of the core and two secondary coils in series, also wound on each leg. The ground connection to the secondary is through a meter shunted by a capacity, which provides a reading of the average klystron current.

Embodying these common features, many types of pulsers were considered, and several were built and tested successfully. As it is hoped to publish a separate paper on this work, only a brief description will be given of one satisfactory model.

The essential features of the line-type pulser are shown in Fig. 11. The inductors \( L \) and the capacitors \( C \) make up the artificial transmission line, or pulse-forming-network. This pulse-line is charged by the method commonly referred to as ac-resonant-charging, and is discharged once per cycle of the ac supply. The charging choke is selected to have an inductance so that in combination with the leakage inductance of the high-voltage transformer it forms a series resonant circuit with the transformed capacitance \( nC \) of the pulse-line (where \( n \) is the number of sections in the pulse-forming-network). This series resonance can be made to occur at the supply frequency, and results in the transient build-up of voltage across the pulse-line, which is characteristic of ac-resonant-charging. The pulse-line is switched to the load by means of a triggered gap, as indicated in the diagram, and a pulse of length \( \tau = 2n(LC)^{1/2} \) flows into the load.

![Fig. 10—Photograph showing a 400-kv pulse transformer with a 6:1 step-up ratio. This model, one of the latest models, uses about 1 kv per turn.](image)

![Fig. 11—One type of 100 kv, 1,000 amp, 2 \( \mu \)sec modulator. An important feature of this ac-resonance-charging modulator is the novel triggered gap. See text for further details. The pulse transformer steps the voltage up to a maximum of 400 kv.](image)

Early model pulsers used a rotary gap for the switching, but this was mechanically awkward, had a large jitter time, and operated over only a relatively small voltage range without physical adjustment of the gap. Suitable electrically-triggered gaps have been developed38 which operate satisfactorily over a wide voltage range (10 to 1 or so) without mechanical adjustment. The jitter time is of the order of hundredths of a \( \mu \)sec, so that the pulse of the klystron can be synchronized accurately with other operations.

There is one difficulty that sometimes occurs in connection with ac-resonant-charging and the use of the triggered gaps mentioned. If for any reason (intentional or otherwise) the gap does not fire, then during succeeding cycles there is a continuing resonant build-up of pulse-line voltage. This higher-than-normal voltage

---

37 This work will be reported elsewhere. It was done principally by R. Neal, P. Pearson, and M. St. Clair of the Microwave Laboratory. We were helped in our first design by R. Gillette who was then employed by the Sperry Gyroscope Co.

may cause the gap to fire (even if it is not triggered) thereby giving the klystron a higher pulse voltage than normal, and even sometimes one of the wrong polarity.

It should also be noted that the klystron beam-impedance varies inversely as the square root of the beam voltage. Hence, the characteristic impedance of the pulse-line can match its klystron load at only one voltage. At other voltages a mismatch occurs and with it, reflections. In general, it has been found that these reflections can be tolerated, and that klystrons can be operated at differing voltage levels without doing anything at all about the impedance mismatches. The requisite voltage variation is accomplished through change of the voltage applied to the primary of the high-voltage transformer by means of the variac, as shown in Fig. 11.

The operation and design of such pulsers is well understood, and has been adequately described in the literature, but only for voltages relatively low compared to the ones of interest here. Fortunately, it has been possible to extend the design to high-voltage levels without undue difficulty.

Some thought was given to the direct production of 400-kv pulses. When the pulse-line works into a matched load, the pulse voltage is one-half that to which the line is charged. For the production of 400-kv pulses, this would then require the line to be charged to 800 kv. It appeared more practical to produce the pulses at some lower voltage and build a suitable pulse transformer for the required voltage step-up. Blumlein, Marx, and other circuits have also been tried, but shall not be described.

C. High-Power Waveguide Components

For the sake of simplicity, and on account of special requirements imposed by linear accelerator systems, it was decided to evacuate the output waveguide system. In other applications, pressurization would have been more sensible, and is no doubt possible, although we have had limited (although successful) experience. Many special problems were encountered with the design of evacuated waveguide components, but these do not seem to be of sufficient general interest to be described here.

One of these components, however, may be of interest. An artificial load is required to test the klystron, the requirements being:

1. Capable of handling $2 \times 10^7$ w or more of peak power.
2. Electrically matched to standard $1\frac{1}{2} \times 3$ in. waveguide.
3. Suitable for high-vacuum operation.

Unfortunately, most "vacuum-clean" materials do not provide enough attenuation per unit length to make a termination of reasonable physical size without doing something special. Iron was tried but the surface quickly oxidized and the resulting iron oxide caused vacuum troubles. Various other unsuccessful expedients were tried.

A final design was made which has been completely satisfactory, consisting of a low-impedance ridged waveguide, such as shown in Fig. 12. It is fabricated of 410 stainless steel, made in two matching halves and welded in an argon atmosphere. The load is 54 in. long and in a length of 24 in. tapers from standard $1\frac{1}{2} \times 3$ in. waveguide to a ridge spacing of 0.35 in. In the last 30 in. the ridge spacing is kept constant but the width of the guide is decreased so that its cut-off frequency increases. This results in an increasing attenuation per unit length as one goes down the load and provides a more uniform distribution of power dissipation than a constant attenuation structure.

![Fig. 12—Details of a high-power termination, capable of handling more than 10 megaw when evacuated. It is a tapered ridged waveguide.](image)

D. Vacuum System

In the original tests of the high-power klystron it was found that the production of an adequate vacuum presented some difficulties. A great deal of gas was given off during baking, cathode conversion, and during the early stages of tube operation. Various factors, to be discussed later, contribute to better vacuum conditions in current operation. As a result of experience, a satisfactory vacuum system which is now a part of a standard klystron "package unit" was arrived at.

The photograph of such a package unit is shown in Fig. 13. Visible in the photograph are the Welch 33\ liter per minute mechanical forepump, the Litton diffusion pump, and the liquid nitrogen trap. The latter was considered to be preferable to a charcoal trap since it was found that the charcoal trap did not prevent oil from getting to the cathode. The mechanical pump is spring-mounted so that its vibration is not transmitted to the tube. On the left of the cold trap, the ionization gauge for continuously monitoring the vacuum can be seen. On the panel are switches for the pumps and an automatic control unit for the ionization gauge.
that the vacuum in the klystron starts to improve and continues to improve even though the heater power is advanced to 1,000 w. This is an indication that the conversion process is complete. At this time cathode emission is checked with low voltage dc—40 milliampereps at 1,000 v being a representative value. After the tube pumps down to about 2×10⁻⁶ mm of Hg (with the cathode still hot) it is ready for pulsing.

The tube is first operated as a diode on μsec pulses. 100 kv is a convenient voltage at which to begin pulsing, and this voltage is gradually increased until the tube stands full voltage without gassing. As usual, it is found desirable to go to a voltage somewhat higher than it is planned to use for steady operation in order to get stable performance at a lower voltage.

As the pulse voltage is gradually raised, there are usually gas bursts in the tube which make it necessary to turn off the pulser, and in many cases go to a lower voltage again before operation can be resumed. There is a gradual clean-up of some sort, however, and the voltage at which break-down occurs gets higher and higher until finally stable operation is possible at the desired voltage.

After operation as a diode at the desired beam voltage becomes steady, the klystron is operated as an rf amplifier. In the first tests a great deal of further out-gassing was necessary as high rf levels were attained. This effect was so pronounced that it was actually possible to tune the klystron cavities by watching the ion gauge meter. Fortunately, this rf gassing is no longer typical of high-power klystron operation. This is probably due in part to better general technique in tube manufacture, but it is thought very likely that effective trapping of the diffusion pump (through the use of a liquid-nitrogen cold trap) so that pump oil vapor is kept out of the tube is a very important factor. The present fairly typical behavior is to process a tube for 10 megw operation in an eight-hour day, including tuning up, and so forth.

In testing the first high-power klystrons, various difficulties, some of them quite serious, were encountered in connection with processing and early phases of operation. The process described above as requiring possibly a few hours, at first required weeks. Even the conversion of the cathode was very slow. So much gas was given out that the pumps were kept near the stalling point for from 10 to 15 hours. The great improvement in this particular situation was accomplished by a number of expedients.

The first few trials were ruined in a short time by electrical puncturing of the glass-seal. This puncturing occurred most frequently near the copper feather-edges of the housekeeper-type seals. A number of tubes were ruined in this way, and for a while it appeared to be a very serious problem. The difficulty has been eliminated by means of the following changes, and failure due to puncturing of glass seals is now a rare event.
1. Corona shields around the copper feather-edges. (See Fig. 14.)
2. Thickening of the glass over the feather-edges.
3. Sand-blasting the inner surface of the glass.
4. Incorporation of an electronic switch which shuts off the pulser in a single cycle if the gas pressure in the tube rises above some pre-set value.

The relative importance to be assigned to each of the above is not known. However, it appears that some device such as is mentioned in item 4 may be essential to the successful processing of these tubes. With such an arrangement in operation a gas burst may be produced in the tube by a given pulse, but the tube will not be pulsed again until the vacuum pumps have reduced the gas pressure to a safe operating value. The first arrangement of this sort which was tried made use of a mechanical relay which was operated by the ionization gauge. This device required a number of cycles for operation and was not fast enough to prevent puncturing.

Two electronic circuits have since been developed—both of which operated satisfactorily. Both circuits operate from a signal delivered by a standard ionization gauge. This gauge is located sufficiently near the tube and with a large enough tubulation into the gauge so that significant changes in the gas pressure within the klystron are reported by the ionization gauge in a time that is short compared to 1/60 sec., i.e., in less than the time between pulses.

B. Observed Performance

The high-power klystrons have been operated as diodes at voltages exceeding 400 kv. Fig. 15 shows beam current versus beam voltage on a logarithmic plot. The straight line with the 3/2 slope indicates space charge limited operation over the entire range from 1 kv to 400 kv. As was mentioned, it is the practice to check the cathode emission of newly converted cathodes at 1 kv on a dc basis. The higher points on the plot were obtained on a pulsed basis. As mentioned in section C, there is an 8 per cent decrease in pervance at 400 kv due to relativity effects. As there is some uncertainty in the measurement of instantaneous pulse voltage, the 8 per cent is within the experimental error and is not in evidence. In some cases of partially poisoned cathodes, a droop in this emission curve is observed, indicating partial temperature limitation. Normal cathodes exhibit space-charge limited operation up to the highest voltages tried.

There is no reason to assume that the voltages and currents shown represent maximum values for this tube. The only difficulties so far appearing to limit higher-level operation have been of an obviously nonfundamental nature.
type. The rf output as a function of beam voltage is shown in Fig. 16. The rf input, magnetic focusing field, and output cavity loading were optimized at each level. This particular curve shows power outputs up to 17 megw; later measurements carried this up to 21 megw.

A plot of efficiency versus power output is shown in Fig. 17. These data indicate that the efficiency is practically constant in the range from about 16 to 20 megw. Later measurements seem to suggest that the efficiency curve reaches its maximum around 15 to 17 megw.

![Fig. 17—Dependence of efficiency upon rf level.](image)

Fig. 17 shows the dependence of output on output impedance. The data for Fig. 18 were obtained by setting the pulser for a given voltage, thereby establishing a certain value for the beam current as indicated on each curve of the family shown. The voltages corresponding to the currents indicated can be found by reference to Fig. 16. The rf drive, magnetic focusing field, and cavity tuning were optimized for maximum output for each measurement. The curves show rf output as a function of the admittance at the detuned short (normalized relative to the characteristic admittance of the output waveguide, Y_o).

Actually, the admittances chosen were pure conductances. A reactive component would be just equivalent to a detuning of the output cavity. Comparative data are available only for outputs up to 14 megw. It is clear from the curves that optimum loading is heavier at the higher power levels. Isolated measurements, in the region of 20 megw seem to be in accordance with the more complete data shown at lower levels. It seems probable that a matched waveguide is close to optimum load for power outputs of about 25 megw.

![Fig. 19—Power gain as a function of power output.](image)

Fig. 19 is a plot of power gain as a function of output loading. Cavity tuning, and input rf drive power were all optimized for maximum obtainable output at each beam power level. The power gain is found to depend quite critically on the tuning of the high Q middle cavity.

Some of the calculations in regard to beam focusing suggested that part of the beam was being intercepted by the anode face. This seemed to be confirmed by experiments performed with a beam tester. It appeared that a slight modification of the geometry of the anode hole would increase the percentage of the beam transmitted down the drift tube. This change was made in two tubes, and the expected improvement in beam transmission was apparently realized.

In testing these two modified tubes, a new phenomenon was observed. What appeared to be fairly large amounts of rf power was radiated from both the output and the input windows. This power was observed even in the absence of rf drive power. Further investigation
disclosed that this radiated power had a free-space wavelength of about 5.2 cm. This was not second-harmonic output. Tuning the klystron cavities caused the frequency of this spurious rf to change and proved it to be a multi-cavity oscillation of some sort. Cold tests made on klystron cavities disclosed a higher mode resonance at just the frequency observed in the oscillating tubes.

Exploration of the field pattern of this unwanted mode indicated that a relatively simple change in the geometry of the middle cavity (second buncher) would shift its resonance enough to suppress the spurious oscillations. This change could be done in such a way as not to appreciably affect the normal 10.5-cm resonance. Plans to make such a change on a test klystron have been worked out, but the actual tests have not yet been done. Apparently the modified anode geometry altered the beam shape so as to somehow couple more effectively to this unwanted mode. The feedback mechanism is not understood at present.

This same effect has since been observed in tubes with unmodified anode geometry on occasion, but has not proved to be a serious problem. It has, in some cases, complicated the problem of getting adequate performance data. In any case, it is thought that it can probably be completely eliminated by the simple expedient mentioned.

It seems likely that, with the unwanted oscillations suppressed by some scheme such as that mentioned, slight modification of the anode-throat geometry may substantially increase efficiency over that in Fig. 17.

C. Life

Only limited experience in regard to life, and then of a specialized kind, is available at this time. Thirty klystrons have been built to date for operation with Stanford electron accelerators. No significant changes were made from the original design. Processing and operation are now routine.

These salient facts may be of interest:
1. Although the klystrons were continuously pumped, some units lived for a period of over one year.
2. The greatest accumulated life tests are:
   a. At 17 megw output—200 hours.
   b. At 8 megw output—greater than 460 hours.

Until recently the bulk of the experience was not nearly this good, principally on account of failure of output windows.

On the subject of windows and window failures we could say a great deal. If the elements of frustration and despair were omitted, the record of our experience could, no doubt, be confined to a report the length of this paper. Suffice it to say, that the failure problem has been solved. Using Coors AI-200 circular disks in round waveguide, and hiding the window from electrons and x-rays, the failures have disappeared.

There has not yet been the opportunity to collect enough life data on klystrons equipped with the new offset windows to be completely meaningful. But it can be said that over a six-month period those klystrons (five in number) that could sport the off-set windows did not fail. We have reason to believe that the life of pulsed klystrons, operating in 300-kv region can be greater than 1,000 hours.

It should once more be appropriate to point out that the cathodes in the tubes are replaceable. The first tube built by us has led the usual life of a guinea-pig, has seen (successfully) about 19 cathode-replacement operations and is still useable.

D. Summary of Typical Performance

A summary of operating characteristics at the 20-megw output level is:

- Operating frequency: 2,857 mc
- Tuning range: 100 mc
- Heater power: 800 w
- Beam voltage: 325 kv
- Beam current: 185 amp
- Power gain: 35 db
- Efficiency\(^1\): 33 per cent
- Power output\(^1\): 20 megw

These results are taken to infer that the design and operation of high power klystron amplifiers in the megawatt power range is practical and straightforward.
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Backward-Wave Tubes*

R. KOMPFSNER†, FELLOW, IRE AND N. T. WILLIAMS‡

Summary—It has been surmised for some time that a traveling-wave tube in which backward-traveling field components can be excited—such as for instance the "Millman" tube—may oscillate in a backward mode, the RF power emerging at the gun-end of the tube and its frequency depending only on the beam voltage. Experiments with the "Millman" tube show this to be so and oscillations have been observed in the first and second backward spatial-harmonic modes. The latter is excited between 600 and 900 volts, the tube oscillating between 5.9 and 6.4 mm. The former more powerful mode is excited between 1600 and 4000 volts, the tube tuning continuously between 6.0 and 7.5 mm, thus covering a frequency band of 10,000 mc. Power output of about 10 mw has been measured at 6.4 mm.

The tube has also been studied as an amplifier and more than 20 db stable backward gain has been obtained.

A simple theory of backward gain and of oscillation starting conditions is given.

INTRODUCTION

A OSCILLATOR THAT can be tuned electronically over a wide frequency range is a very desirable thing. The reflex klystron for example, is tunable over a wide range mechanically by varying one or the other dimension of the resonant circuit associated with it; alternatively, it can be tuned electronically by varying the reflector voltage, although only over a frequency range of at most a few per cent. To be able to tune over a much wider range electronically would not merely be a matter of convenience, or elegance; it is a matter of fundamental importance in a number of branches of the fast-growing microwave art.

Accordingly, attention had early been given to the problem of how the traveling-wave tube (abbreviated T.W.T.) might be adapted to operate as an electronically tuned oscillator, since one of the apparent essential requirements, namely ability to provide gain over a very wide frequency band, is eminently well fulfilled in the T.W.T.

As shown further on, there exists indeed a type of T.W.T. which operates as an electronically tunable oscillator; it makes use of a circuit capable of supporting a wave which has components traveling in opposite directions and has therefore been called the "backward-wave oscillator" (abbreviated B.W.O.). It may be interesting to reproduce the chain of reasoning that led from the T.W.T. to the B.W.O.

Electronic-tuning Circuits

A conventional T.W.T. provided with an external feedback path (the internal feedback path along the helix is usually deliberately suppressed by a heavy concentration of attenuation somewhere near the middle of the tube) will start to oscillate at a frequency near which the lowest value of the net gain exceeds the loss around the complete loop consisting of tube and feedback path provided there is a whole number of wavelengths around the complete loop. Such a circuit is ordinarily not tunable electronically to any great extent, and is likely to oscillate in many modes all at once. If a narrow band-pass filter is included in the feedback path, it is possible to ensure oscillation in one mode only, while a limited amount of electronic tuning can be had because the phase shift through the tube varies with the beam voltage.

Quite a different method of electronic tuning relies on the dispersive properties of the circuit, such as the helical conductor in the ordinary T.W.T. The helix has positive dispersion, that is to say, the phase velocity of the slow wave on it increases with increasing wavelength, although over an extremely wide band of frequencies the dispersion is negligibly small. (This accounts for the extreme bandwidth of the T.W.T. as an amplifier.) When the circumference of the helix is much smaller than the wavelength of the slow wave along the helix, the helix is rather strongly dispersive, and use has been made of this fact to restrict the bandwidth over which the tube amplifies. Strong dispersion enables one to use such a tube as an electronically tunable amplifier, where the frequency band over which the tube amplifies is determined by the beam voltage only.

How can such an electronically tunable amplifier be turned into an electronically tunable oscillator? If the output of the tube is connected to the input via an external feedback path, oscillations will be obtained whenever there is a whole number of wavelengths around the loop: tube plus feedback path. Thus as we vary the beam voltage we will have distinct "modes" where there

* Decimal classification: R339.2. Original manuscript received by the Institute, May 15, 1953.
† Bell Telephone Laboratories, Murray Hill, N. J.
‡ Formerly with Bell Telephone Laboratories, Murray Hill, N. J.; now with Edison Laboratory, T. A. Edison, Inc., West Orange, N. J.
are \( n, n+1, n+2, n+3, \ldots \) wavelengths around the loop, and although—because of the inherent phase shift versus beam voltage “bandwidth”—there will be a certain amount of electronic tuning in each mode, there will be jumps, or discontinuity between modes, which make this arrangement unsuitable for many purposes for which a true electronically tuned oscillator is required. By making \( n \) very small (in normal tubes its value lies between 30 and 50), one can indeed increase the amount of electronic tuning within one mode, but such a tube is only a little better than the reflex klystron in respect of tuning range, and rather complex.

*If the number of wavelengths around the loop could be kept constant and whole at all frequencies, the solution would then be known.*

One way of carrying this out consists in using an electron beam as a feedback path, as depicted in Fig. 1. The number of wavelengths along a given length of electron beam can be varied at will over an extremely wide range merely by varying the beam voltage \( V_2 \). Thus a circuit can be constructed consisting of a dispersive T.W.T. providing gain and electronic tuning in conjunction with a separate electron beam as part of the feedback mechanism, the latter’s beam voltage being varied so as to make the total number of wavelengths around the loop always constant and whole.

![Fig. 1—Electronically-tunable oscillator circuit using a separate electron beam as feedback path. Variation of the velocity of beam 1 varies the frequency of maximum gain of the dispersive T.W.T.; variation of the potential of the drift tube varies the delay along the feedback path in such a way as to maintain the total number of wavelengths around the loop constant and integer.](image)

It is clear that the number of wavelengths in a circuit of fixed length will, even without dispersion, grow with frequency; if the circuit has positive dispersion it will grow at an even faster rate. Therefore the number of wavelengths (bunches) in the feedback beam has to *decrease* with frequency, that is to say, the velocity has to *increase* with frequency at a corresponding rate; thus the beam is made to have “negative dispersion.” The proper rate of increase of the feedback beam voltage (which governs the beam velocity) with frequency can be calculated from the geometrical lengths of circuit and beam and from the amount of dispersion in the circuit.

Although not very elegant, such a purely electronically tunable oscillator circuit is feasible.

*Another way of realizing such a circuit might be thought of as a combination of a circuit element having none or positive dispersion with circuit elements having compensating negative dispersion.* Let us examine this proposal in more detail as shown in Fig. 2. Suppose the geometric length of one element is \( l_1 \), supporting a wave having a phase velocity \( v_1 \), and let it be \( n_1 \) wavelengths long at an angular frequency \( \omega \). Suppose the geometric length of the other element is \( l_2 \), supporting a wave with a phase velocity \( v_2 \), and let it contain \( n_2 \) wavelengths at the frequency \( \omega \). We then postulate, as before, constancy of number of wavelengths around the loop:

\[
n_1 + n_2 = \text{integral} = N \tag{1}
\]

where

\[
n_1 = \frac{\omega l_1}{2\pi v_1} = \frac{1}{2\pi} \beta_1, \tag{2}
\]

\[
n_2 = \frac{\omega l_2}{2\pi v_2} = \frac{1}{2\pi} \beta_2.
\]

\( \beta_1 \) and \( \beta_2 \) are the respective phase constants of the circuits. If the frequency be varied by a small amount \( \delta\omega \), while the total number of wavelengths is kept constant and equal to \( N \), a relation between the group velocities \( v_{g1} \) and \( v_{g2} \) of the two circuits is obtained as follows:

\[
\frac{\delta v_{g1}}{\delta\omega} + \frac{\delta v_{g2}}{\delta\omega} = 0 \tag{3}
\]

\[
v_{g1} = -\frac{l_2}{l_1} v_{g2} \tag{4}
\]

since

\[
v_g = \left(\frac{\delta\beta}{\delta\omega}\right)^{-1}. \tag{5}
\]

Consideration of Fig. 2 will show that this implies, for instance, that energy enters the circuit at \( A \) and leaves
it at B, or vice versa, and that there is no circulation of energy around the circuit. If \( v_{21} \) is positive, i.e., in the same direction as \( v_1 \), then \( v_{22} \) must be negative, i.e., in a direction opposite to \( v_2 \). The number of wavelengths around the loop may well be made to be constant, but it is not a loop in the sense that energy can circulate around it, and thus it is useless for the purpose of making an electronically-tuned oscillator.

The next step in our argument is to consider a loop consisting of a periodic element type of circuit which supports forward and backward wave components plus an electron beam, as shown in Fig. 3. If \( \beta \) is the phase constant of the fundamental component on the circuit, the phase constant of the \( nth \) spatial-harmonic component is given by

\[
\beta_{(n)} = \beta + \frac{2n\pi}{d}
\]

(6)

where \( d \) is the distance between the periodic elements of the circuit, and \( n = \pm 1, \pm 2, \ldots \) etc., the order of the spatial-harmonic. Specifically, the first backward spatial-harmonic component has a phase constant

\[
\beta_{(-1)} = \beta - \frac{2\pi}{d}
\]

(7)

which can be a negative quantity; we note that its associated group velocity is the same as that of all the other spatial-harmonics, namely

\[
s_v = \left( \frac{\partial \beta}{\partial \omega} \right)^{-1} = v_0.
\]

(8)

Suppose we inject a signal at the input \( B \); at the frequency \( \omega \) it will cause a wave to be propagated from right to left with a fundamental phase velocity \( v \). Because of the periodicity \( d \) of the circuit there will be an infinite number of spatial-harmonic components associated with this wave. Let us direct our attention particularly to the first backward spatial-harmonic component, which, in the case considered, will travel from left to right with a velocity

\[
s_v^{(-1)} = \frac{\omega}{\beta^{(-1)}} = \frac{\omega}{\beta - \frac{2\pi}{d}},
\]

(9)

Suppose we project an electron beam through the circuit with exactly the same velocity,

\[
u_0 = s_v^{(-1)}.
\]

(10)

This electron beam now forms our feedback path analogous to circuit 2 in Fig. 2.

On the assumption that there is interaction between the beam and the circuit, varying with distance with a periodicity \( d \), the beam will become bunched, i.e., there will be a wave on the beam traveling from left to right with a velocity \( u_0 \) and with a phase constant \( \beta = \omega/u_0 \). As the frequency is varied, the beam velocity should be varied so that it is always equal to the velocity of the first backward spatial-harmonic; this is done by suitably varying the beam voltage \( V_0 \). Thus the electron beam behaves like a circuit with rather peculiar properties:

1. It has a positive phase constant \( \beta \).
2. It has a "group velocity" defined by

\[
s_v = \left( \frac{\partial \beta}{\partial \omega} \right)^{-1}
\]

which is negative, since it is in a direction opposite to \( s_v^{(-1)} \).
3. No energy is transmitted in a backward direction.

The physical length of the electron beam equals that of the circuit, hence

\[l_1 = l_2,
\]

and so we have all the conditions fulfilled which are necessary if a closed loop consisting of two circuits with different propagation characteristics is to have a constant number of wavelengths over a wide band of frequencies, namely \( v_{21} = -(l_2/l_1) \cdot v_{22} \). If, in addition, the number of wavelengths around the loop is integral the circuit will exhibit the phenomenon of positive feedback. A signal injected at \( B \)—provided interaction with the electron beam causes it to grow as it travels along the circuit—will emerge at \( B \) amplified to a greater extent than if there had been no feedback. (It has to be real-ized feedback is an inseparable ingredient in this type of circuit, and cannot be "thought away.")

It is not difficult to imagine that an increase, for instance, of the beam current, will cause the gain around the circuit to increase to such an extent that oscillation sets in. This is, in fact, what happens. The frequency of oscillation is then determined by the beam voltage only; maximum gain and oscillations will occur at a frequency such that the phase velocity of the strongest backward-traveling spatial-harmonic component is about equal to velocity of electrons in the beam.
Thus the backward-wave oscillator can be explained as a loop of which one part is a material circuit, while the other part is an electron beam—the beam being now not only the source of energy but also of the feedback path.

Theory of Backward Gain and Oscillation

In order to arrive at a simple theory of the interaction between an electron beam and a circuit in which phase and group velocities are reversed we go back to an approximate theory of the T.W.T., in which the assumption is made that the final wave on the circuit is composed of an infinite series of waves: first, the initial or primary wave; then a secondary wave induced in the circuit by the bunching in the beam due to the primary wave; this is followed by a tertiary wave induced in the circuit by the bunching in the beam due to the secondary wave... and so forth. Use of this theory can be made because it can be shown that only the first two terms of the series are needed.

Following Pierce in Chapter XI on Backward Waves of his book on T.W.T.'s, it should be noted that interaction with a backward wave is taken into account merely by reversing the sign of the impedance of the circuit (sometimes denoted by K and sometimes by $[E^2/\beta^2P]$).

The amplitude of the final wave on the circuit can be written as the sum of the amplitudes of the partial waves

$$V = \sum V = V \left[ 1 + j \frac{(\beta C)^2}{3!} + j^2 \frac{(\beta C)^4}{6!} + \cdots \right]$$  \hspace{1cm} (11)

where

- $V$ = amplitude of initial voltage
- $\beta$ = phase constant of circuit and beam—$\omega/v = \omega/\nu_0$ (synchronous velocities)
- $l$ = active length of circuit
- $C$ = Pierce's gain parameter defined by

$$C^2 = \frac{I_0 K}{4V_0}$$  \hspace{1cm} (12)

where

- $I_0$ = beam current
- $K$ = circuit impedance
- $V_0$ = beam voltage.

When $\beta C$ is small enough, the series can be stopped at the second term. Under these conditions it is possible to write down the voltage on the circuit when beam and wave have different velocities, and when the circuit is not lossless; the resulting relations have been found useful in deriving the conditions under which the traveling-wave tube presents an infinite attenuation to an incident signal.\(^3\)

Following C. F. Quate's suggestion, use shall now be made of similar relations in order to derive conditions under which a backward-wave tube presents infinite gain to an incident signal. To simplify matters it may be assumed, to start with, that the circuit is lossless.

Let the primary wave be described by

$$V_1 = V \cos (\omega t - \beta z).$$  \hspace{1cm} (13)

This corresponds to the first term of the series.

If the electron speed $\nu_0$ differs from the phase velocity $v$ of the wave, one can define a hypothetical phase shift between beam and wave in the absence of the beam over the distance $z$

$$\theta = \beta z \left( \frac{v}{\nu_0} - 1 \right)$$  \hspace{1cm} (14)

(in Pierce's notation $\theta = -\beta \nu C \theta$).

As shown in the above mentioned paper the second term in the series, that is to say, the secondary voltage wave on the circuit can then be written

$$V_2 = \frac{1}{2} V(\beta C)^2 \frac{v^2}{\nu_0^2} \frac{\sin \theta/2}{\cos \theta/2} \cdot \sin \left[ \omega t - \beta z - \theta/2 \right].$$  \hspace{1cm} (15)

The voltage at the end of the tube $(z = l)$ is

$$V_1 + V_2$$  \hspace{1cm} (16)

where $z$ has been replaced by $l$ everywhere. The essential difference between the present and the previous case is that $V_1 + V_2$ now represent the amplitude of the input voltage, $V_1$ now the output. Hence the gain is

$$G = \left| \frac{V_1}{V_1 + V_2} \right|.$$  \hspace{1cm} (17)

We are primarily interested in the conditions under which we get oscillations, that is to say, when the gain goes to infinity. This requires

$$V_1 + V_2 = 0$$  \hspace{1cm} (18)

which gives one set of phase conditions and one amplitude condition, namely,

$$\theta = -\pi, -3\pi, -5\pi, \text{etc.}$$  \hspace{1cm} (19)

and

$$\frac{1}{2} (\beta C)^2 \frac{v^2}{\nu_0^2} \frac{\sin \theta/2}{\cos \theta/2} \left( \frac{(\theta/2)^2}{(\theta/2)^2} \right) + 1$$  \hspace{1cm} (20)

since with $K$ now negative, $C^2$ is also negative.

With the first phase condition $\theta = -\pi$, and defining a new symbol $C'$ by


\[ C' \left( \frac{v^2}{w_0^2} \right) = (C')^3 \]  

(21)

and putting

\[ \beta l = 2\pi N \]  

(22)

(where \( N \) is the number of wavelengths on the circuit) into the amplitude conditions, the trigonometrical term becomes \( 8/\pi^2 \) and we must have

\[ C'N = 2^{-5/3} = 0.315 \]  

(23)

for oscillations to start. \( C' \) differs from \( C \) only in that the actual beam voltage \( U_b \) is taken instead of the synchronous voltage \( V_a \).

The starting current for oscillations is obtained by substitution:

\[ I_s' = \frac{U_b}{8KN^3} \text{ampere.} \]  

(24)

The phase condition \( \theta = -\pi \) indicates that the beam has to be faster than the wave by a fraction 1/2\( N \). The phase conditions \( \theta = -3\pi, -5\pi, \text{etc.} \) correspond to higher "modes" of oscillations requiring substantially higher starting currents and will not be considered here.

Finally, it remains to be shown that higher-order wave components can be neglected. Since \( \beta l/(\pi^3) \) equals \( \pi/4 \), the ratio of the amplitude of the tertiary wave to the amplitude of the secondary wave must be

\[ \frac{3! \pi^3}{6!} = 0.0645. \]

It is obvious that the error committed cannot be large.

**INTUITIVE DESCRIPTION OF B.W.T. TYPE INTERACTION**

The essential point about this type of interaction is that the electron beam acts not only as the energy source, as in the ordinary T.W.T., but now also as a feedback path. If one so desires, he can trace a great number of complete loops through any pair of interaction gaps along the filter type circuit and back through the electron beam, and count the number of complete wavelengths or cycles around such a loop. He will find (apart from a phase shift of \( \pi/2 \) inherent in the mechanism of bunching) that every such loop is an integral number of cycles long when the beam voltage equals the phase velocity of the backward spatial-harmonic wave. Thus the feedback is essentially positive, and in common with all positive feedback circuits, oscillations must begin, once the gain around the loop exceeds the loss. The frequency of oscillation is determined by the geometry of the circuit, i.e., the phase velocity of the wave as function of frequency and the distance between gaps, on the one hand and by the beam velocity on the other. The former parameters being constant, the latter parameter—represented by the beam voltage—is the independent variable, the frequency of oscillation becoming the dependent variable. Thus the tube "tunes with beam voltage."

**Experimental Results**

All the experiments to be described were done with Millman tubes in the 6-mm band. The Millman tube is a traveling-wave amplifier tube utilizing the first forward spatial-harmonic component of the wave propagated on the circuit, and has been described in the literature. See Fig. 4. The circuit is essentially a ridged waveguide with about 100 transverse nearly-resonant slots spaced 0.021 inch apart. The phase characteristic of the circuit has been designed so as to give a relatively broad band over which the tube amplifies, at a beam voltage of about 1200 volts. Longitudinal slots milled along the whole length of the waveguide ridge allow for better penetration of the RF fields by the electron beam, of which, usually, a few milliamperes reach the collector. A uniform magnetic field of about 1600 gauss is required to maintain straight electron flow.

![Fig. 4](image)

Fig. 4—The Millman tube, a spatial harmonic type of traveling-wave amplifier. Longitudinal and cross section and perspective view of interaction circuit.

The tube is capable of giving between 20 and 30 db net gain over a frequency band between 6.00 and 6.40 mm wavelength with a power output in excess of 10 milliwatts.

Thus, it has been demonstrated that traveling-wave type interaction can be obtained by means of forward spatial-harmonic wave components. It is not difficult to envisage interaction of a beam with backward spatial-harmonics. Millman indeed reports observing oscillations which he, correctly, ascribes to interaction with such components.

**Oscillations in the Low-Voltage Mode**

The first experiments were carried out with a Millman tube F7-18, which operates normally as an amplifier with gains around 25 db. This tube had no control grid

---


and out of a total current of 40 milliamperes 5 milliamperes go to the collector at a beam voltage of 1200 volts and a magnetic focusing field of 1600 gauss. The cold loss of the tube varies between 30 db at 6.0 mm and 10 db at 6.4 mm.

Practically all experiments were carried out with the beam voltage swept sinusoidally at 60 cycles with a suitable amplitude. The arrangement is shown in Fig. 5. When the tube oscillated, output was normally obtained, from output $A$ (at the gun-end of the tube). This was detected with a crystal detector, amplified and displayed on the y-axis of a C.R.O., the $x$-deflection being swept sinusoidally at 60 cycles. Thus the pattern seen on the C.R.O. corresponds to detected oscillator power versus beam voltage. The frequency of the oscillation was determined by observing the dip due to the wave meter absorption.

![Fig. 5—Experimental arrangement used in observing backward-wave oscillations.](image)

Oscillations were detected at first near a beam voltage of 700 volts, and it was realized that this must be the second backward space harmonic mode, that is to say, when $n = -2$ in (1). Oscillations were obtained over most of the range between 5.91 mm and 6.54 mm, and Fig. 6 is a plot of frequency versus beam voltage as measured with the wavemeter. Also shown is a plot of similar relations derived on the basis of Millman's filter-circuit analogy of the tube and it will be seen that the curve $n = -2$ is not too bad a fit.

Fig. 7 is an oscillograph trace of power output versus beam voltage at two different values of focusing field. It will be noted that there are gaps in which the tube does not oscillate, though it is possible to influence the depth of one or the other of the gaps by a slight variation of focusing field or of the alignment of the tube in the field. The gaps are explained by the presence of strong oscillations occurring at frequencies below the cut-off of the waveguide but which disturb the electron flow sufficiently to prevent oscillations in second backward space harmonic which is only a very feeble mode.

![Fig. 6—Frequency of oscillation as function of beam voltage, experimental and as calculated from an approximate theory of the circuit of the "Millman" tube.](image)

Strong oscillations were detected at voltages above 2000 volts. Because of the absence of a control grid in this tube it was very difficult to keep the dissipation at a safe level at these voltages, and only exploratory measurements were made. These showed, however, that oscillations were then occurring in the first backward space harmonic mode and were at a milliwatt level. Fig. 8 shows a small portion of the high-voltage mode oscillations together with the low-voltage ones on the left-hand side of the trace (see page 1608).

**Oscillations in the High-Voltage Mode**

In order to be able to control the current better at the high voltages a tube with a control grid was used and experiments were next made with Millman tube #F7-14 which gives, in the normal forward amplifying mode, 6-db gain with 2-milliampere beam current at 1240 volts. This tube had previously been rejected as an amplifier because of its low gain. Oscillations were readily obtained at voltages between 1600 and 4000 volts, and at beam currents of the order of 2 milliamperes. Fig. 9 shows a plot of power output versus beam voltage, with the wavelengths noted on the curve. Continuous oscillations are obtained from $\lambda = 6.00$ to $\lambda = 7.5$ mm. This
corresponds to a frequency interval of 10,000 megacycles, or 22 per cent of the mid-frequency. The power was measured at $\lambda_0 = 6.4$ mm with a thermistor bolometer kindly lent us by W. M. Sharpless and was in the neighborhood of 10 milliwatts. The over-all shape of the power output curve is very sensitive to the tuning of the crystal detector mount. The "fine-structure" of humps, peaks, and valleys is undoubtedly produced by reflections at the numerous discontinuities both inside and outside the tube. As partial proof of this statement, consider Fig. 10 where the power obtained from either outputs can be compared; there is considerable correspondence of peaks in one output with valleys in the other, and vice versa. Fig. 11 shows the power obtained at the gun-end when the collector end is connected to a mismatch, in this case, a crystal mount without interposed padding.

A plot of frequency versus beam voltage for the high-voltage mode is also given in Fig. 6; the agreement with a curve based on Millman's equivalent lumped filter circuit is good.

An instructive modification was made with tube #F7-20, which incorporates an attempt to produce a
broad-band internal nonreflecting match near the collector end of the retarded-wave structure. A piece of ceramic rod was ground like a wedge and coated with aquadag of about 500 ohm/square resistance. The wedge was inserted into the space on one side of the slotted ridge guide, producing an increase of insertion loss of about 25 db, when cold-tested. Looking into the gun-end of the tube (by means of another Millman tube used as a swept-oscillator), no change in reflected power could be observed on moving the wedge longitudinally over several wavelengths.

![Fig. 11—Oscillogram of power output from the gun-end when collector end is deliberately mismatched.](image)

Thus, in principle, any amount of gain should be expected, depending only on how close to the starting current one might be able to approach.

This is, in fact, what happens.

Backward gain was measured with Millman tube #F7-12 both in the low-voltage and in the high-voltage mode. In both cases gains well above unity were observed, increasing rapidly as the beam current approaches the starting current. Gain above 30 db was rather unstable on account of fluctuations in the power supplies. Experiments also showed that the product of gain times bandwidth did not stay constant, as might have been expected, but increased with gain. Some experiments were carried out in which great care was taken to avoid overloading in any of the amplifiers; the corresponding readings of gain versus collector current for the high-voltage mode are plotted on Fig. 12. In the absence of a quantitative theory we may surmise that this phenomenon is connected with the fact that the feedback is now carried by the electron beam, and not as is usual, by a passive element.

![Fig. 12—Observed gain and gain-times-bandwidth product against beam current in milliamperes. In the product, gain is taken as its numerical value and bandwidth in megacycles.](image)

It will be noted that the starting current is in the region of 0.60 milliamper. The beam voltage was then 2900 volts and the free space wavelength 6.50 mm. This corresponds to \( N = 76 \) wavelengths of the space harmonic, on the assumption that the active length of the circuit was 2.100 inches. On the assumption that the effective impedance of the circuit is 0.90 ohm (as calculated by Millman), we should have a starting current of 0.92 milliamper.

The fact that we actually observe a lower starting current can be explained partly by the fact that the real active current must always exceed the collector current and partly by the unavoidable presence of reflections which can cause an increase in effective impedance.

In an experiment in which controlled amounts of ex-
ternal feedback could be provided, large variations in starting currents were observed, depending on whether the feedback was in phase or out of phase. Such feedback can increase the power of the oscillations considerably, by a factor of an order of magnitude; however the feature of smooth continuous tuning is lost thereby and the tube frequency jumps from one mode to the next as the beam voltage is varied.

![Oscillogram of "backward-gain" versus beam voltage.](image1.png)

Fig. 13—Oscillogram of "backward-gain" versus beam voltage.

On Fig. 13 is shown a cathode-ray tube trace of backward gain versus beam voltage.\(^8\) Compare with Fig. 14, where a curve of power gain versus beam velocity is drawn based on the theory outlined in section 3, and it appears that the main features of the experiments, namely, value of starting current and variation of gain with beam velocity, are well reproduced.

**Oscillator Power as Function of Beam Current**

A representative plot of oscillator power versus collector current is shown in Fig. 15. It will be noted that this curve commences with practically zero power at the starting current; no “breaking into oscillations” with a finite amplitude as observed with other types of oscillators has been observed. At higher values of beam currents it seems as if the power output could be described by a function of the type

\[
W = A \cdot I - B.
\]

![Oscillator power versus beam current.](image2.png)

Fig. 15—Oscillator power versus beam current.

**Amplification in the Presence of Oscillations**

On Fig. 16 are shown C.R.O. traces obtained when a signal was being backward-wave-amplified while the tube (#F7-12) was oscillating simultaneously. As usual, the beam voltage and the C.R.O. X-deflection are swept at 60 cycles. It will be seen that nothing very drastic happens to the amplification process when oscillations set in; if anything, the gain is somewhat increased. However, on one or the other side, or even on both sides, of the gain peak there occur now regions of loss, that is to say, of negative gain.

**Frequency-pushing**

The term “frequency-pushing” describes the fact that the frequency of oscillation of the backward wave oscil-
The oscillograph traces of backward-wave gain at 2,080 volts, 120 milliamperes are shown in Fig. 16. The ordinate is gain, the abscissa beam current. A backward traveling spatial harmonic component of an electromagnetic wave can be obtained. The most important feature is the fact that both oscillations and amplification can be tuned over a very wide range purely electronically, merely by varying the beam voltage. A simple theory of backward-wave gain, from which the starting current for backward-wave oscillation can be calculated, is given and shown to agree quite well with experiment. A number of experiments on amplification and oscillations under various circumstances are described, though quantitative comparisons with a more complete theory are still lacking at this relatively early stage of the investigation. It is to be hoped that future work, both experimental and theoretical, will bring to light many new interesting and useful facts about this novel kind of tube.

**List of Symbols**

- $\beta, \beta_1, \beta_2$: phase constants of circuits, given by $\omega/\nu, \omega/\nu_1, \omega/\nu_2$, respectively
- $\beta_e$: phase constant of electron beam
- $\beta_n$: phase constant of $n$-th spatial-harmonic wave component
- $\beta_{(-1)}$: phase constant of first backward spatial harmonic wave component
- $C$: Pierce's T.W.T. gain parameter, given by $C = I_s k / 4 V_0$
- $C'$: modified gain parameter, in which the non-synchronous beam voltage $U_0$ takes the place of $V_0$
- $d$: geometric length of periodic element of circuit
- $G$: voltage gain
- $I_0$: dc beam current
- $I_{o}^{*}$: starting current
- $K$: circuit impedance for the purpose of calculating interaction with an electron beam
- $l, l_1, l_2$: geometric lengths of circuit
- $n, n_1, n_2, N$: numbers of wavelengths in circuit
- $n$: order of spatial-harmonic wave component
- $\omega$: angular frequency of signal
- $\nu, \nu_1, \nu_2$: phase velocities of waves
- $V, V_1, V_2, V_3$: RF voltages on circuit
- $V_0$: synchronous electron beam voltage
- $u_0$: electron beam velocity
- $U_0$: non-synchronous electron beam voltage
- $v_n$: phase velocity of $n$-th spatial-harmonic wave component
- $v_{(-1)}$: phase velocity of first backward spatial-harmonic wave component
- $v_{o}, v_{o1}, v_{o2}$: group velocities
- $z$: distance
- $\theta = \beta_2 (v/u_0 - 1)$: phase shift between beam and wave in a distance $z$ (in Pierce's notation $\theta = -\beta z Cb$).

The corresponding experiment of “frequency pulling,” namely, observing the oscillator frequency as the impedance into which the output is looking is changed, has not been performed yet. This is a difficult experiment and will be undertaken as soon as good tubes with near-perfect internal termination are available.

**Conclusion**

Experiments with the Milman tube, a spatial harmonic type of traveling-wave amplifier tube, have shown that amplification and oscillations utilizing backward-wave gain is increased as the beam current is increased, while the voltage is held rigidly constant. This experiment was performed with the tube both in the low-voltage and in the high-voltage mode. Fig. 17 gives result.
Underearth Quartz Crystal Resonators*

THOMAS A. PENDLETON†, ASSOCIATE, IRE

Summary—Advantages of using precision quartz resonators in conjunction with frequency standard oscillators are explained. Advantages of locating the precision-resonators underearth are also described. A method of measuring resonator drift rate with sensitivity of the order of 2 parts in $10^{-6}$ by means of a direct voltage instead of a high-stability variable oscillator is explained.

Primary Standards of frequency and time employ piezo-oscillators in conjunction with dividers, clocks, counters and other associated equipment. Precision quartz-resonator units find practical application in checking such piezo-oscillators.

A precision quartz-crystal unit may be operated under more favorable conditions as a resonator than an oscillator; low crystal-current may be easily obtained and the value of reactances associated with the circuit arrangement may be readily predetermined. Also, one of the primary advantages lies in the fact that a stable crystal unit may be used to practical use with a minimum of associated equipment and without a dependence upon oscillator power supplies. For instance, if due to an extended power failure all oscillators in a group stop, a good resonator can be used in resetting the oscillators on correct frequency when they are put into operation again.

However, a resonator in an electrically heated oven is also affected by a power failure. For example, on return to operating temperature the values of frequency and drift rate may not return. In order to make the resonator temperature and frequency independent of external power, advantage may be taken of the relatively constant earth-crust temperature by placing the resonator unit underearth. Also the resonator is well isolated from mechanical shock when buried, except of course in earthquake belts.

The time lag and exponential attenuation of the cyclic surface temperature variations by the earth's crust depends upon the depth, thermal diffusivity of the soil, and the existence of underground inhomogeneities and water streams. Measurements taken at a depth of 40 feet in clay soil at Beltsville, Maryland, indicate maximum and minimum temperatures of 14.55°C and 14.15°C for the year 1951. Calculations for a depth of 60 feet, where an experimental resonator unit is mounted, predict an amplitude of temperature variation of approximately 0.004°C for damp soil (diffusivity = 0.005 cgs units). However, the actual value of the amplitude may be somewhat different from the calculated value due to unknown soil conditions.

With temperature variations of not more than a few thousandths of a degree Centigrade, changes of crystal frequency with time are believed to be due to the aging of the quartz-crystal unit in the case of low-temperature co-efficient GT units. The small variations of earth temperature at depths of 50 or 60 feet are not a disadvantage, since they are not of such a magnitude to thermally shock the crystal unit and may be accurately determined. The influence of temperature changes may then be accurately computed to determine the normal drift rate caused by aging of the resonator.

Resonator frequency measurements are usually accomplished by adjusting a precision oscillator to the resonance frequency of the crystal, using some form of an impedance bridge, and the frequency of the oscillator is then measured. However, the oscillator required for this method of measurement must be capable of a short time stability of about 1 part in $10^{10}$ in measuring modern high stability resonators. When it is desired to test the long time stability and drift rate of a particular crystal unit, its absolute resonance frequency is not important, and a high stability adjustable oscillator and high-precision frequency measuring equipment are not required. However, a standard frequency oscillator is needed. Two techniques are available when it is used: 1) an adjustable reactor may be placed in series with the resonator and its absolute value used to determine the resonator changes, or 2) an adjustable direct voltage may be placed across the electrodes of the GT quartz-crystal unit and its absolute value used to determine frequency changes in the resonator. For simplicity of operation and accuracy of results, each of these methods requires that the resonator's resonance frequency be within a few parts in $10^6$ of the standard frequency.

The method of resonator drift rate measurement which employs a direct-voltage source instead of an adjustable-frequency oscillator or adjustable reactor was chosen. In some types of quartz-crystal units an applied direct voltage of one polarity causes a noticeable increase of crystal resonance frequency, whereas a voltage of opposite polarity causes a decrease in crystal-unit resonance frequency. This is caused by the converse piezoelectric effect, i.e., dimensional changes in crystalline quartz with properly oriented applied fields.

The direct voltage is adjusted to bring the crystal unit to resonance at the applied standard frequency. Typical 100 kc GT-cut units have a direct voltage coefficient of frequency of approximately ±1 part in $10^6$ per volt. In the application here described, random

* Decimal classification: R214.2. Original manuscript received by the Institute, November 11, 1952; revised manuscript received June 11, 1953.
† National Bureau of Standards, Washington, D. C.

variations in polarizing voltage should be limited to less than 0.01 volt. This degree of stability (1 part in 10⁹) for a power supply of 100 volts or less is believed more easily attained than a stability of 1 part in 10⁸ for an adjustable oscillator or 1 part in 10⁷ for an adjustable reactor.

It is recommended that voltages not in excess of 100 or so be used since increased difficulties with the higher voltage instability will cause a broad indication of resonance. Although not investigated, it is possible that the voltage co-efficient of frequency may be noticeably non-linear above 300 volts.

If the resonance frequency of a particular resonator is far removed from the standard frequency so that more than approximately 100 volts are required for balance, a stable fixed reactance of known temperature co-efficient may be inserted at the bridge to provide most of the correction. The value of this reactance may be checked periodically in a standards laboratory. A small voltage of the correct polarity may then be applied to the crystal unit to bring its apparent resonance frequency into exact equality with that of the standard frequency.

At the time of writing, preliminary measurements have been taken of the frequency changes (sensitivity between 1 and 2 parts in 10⁹) and resistance of an unloaded high Q (3.5×10⁹), 100 kc, GT-cut, quartz-crystal unit mounted at the bottom of a 60-foot well where the initial temperature was approximately 13°C.

washers may be placed between the outer conductor of the cable and the periphery of the well to reduce the effects on the crystal unit of changes of temperature at the upper end of the cable. Furthermore, the washers would reduce convection air currents between the top and bottom of the well. Also, it is planned to use a periodically recalibrated platinum resistance-thermometer to determine the small temperature changes at the crystal unit and to correct for their effects on frequency drift rate.

An arrangement of the measuring equipment is shown in Fig. 2. The bridge circuit is a typical RF impedance bridge, with the exception of capacitors Cₐ and Cₜ. Capacitor Cₐ not only prevents direct current through the bridge, but also allows Cₜ to be adjusted for initial balance. Capacitor Cₜ is approximately equal to Cₐ in order to maintain an equal-arm bridge. Resistor Rₘ is of sufficiently high value to cause negligible shunting of the resonator. Reactance X may be inserted if the resonator's frequency is far removed from the standard frequency.

The bridge is adjusted for initial balance with the unknown terminals shorted and Rₚ set to zero. The attenuator may be shorted out to increase the bridge sensitivity. After initial balance is achieved, the attenuator is switched in to limit the crystal current, and the short is removed from the crystal. Resistors Rₐ and Rₐ are then adjusted for bridge balance (crystal unit plus line unity power factor), and the voltage read from the potentiometer while the resistance of the crystal with connecting coaxial line is read from the dial of Rₚ.

Under the assumptions that the crystal unit has low, constant resistance and a resonance frequency close enough to the standard frequency so that no series reactance is required, the change in crystal unit resonance frequency is given by:

![Fig. 1—Results of initial measurements on a high-precision 100 kc quartz-crystal unit, RF current 20 microamperes, direct polarizing potential 67.52 to 69.67 volts.](image)

![Fig. 2—Circuit arrangement for frequency change and resistance measurements on a high precision 100 kc quartz-crystal unit.](image)
\[ \Delta f_r = \Delta f + K\Delta V, \]

where \( \Delta f_r, \Delta f, \) \( \) and \( \Delta V \) are the changes in resonance frequency, standard frequency and dc voltage respectively. The constant \( K \) is the voltage coefficient of frequency for the particular crystal unit used. Its value may be found by switching the bridge between two standards of known frequency difference (\( \Delta f' \)) and recording the difference of the direct voltages (\( \Delta V' \)) required for balance in each case

\[ K = -\frac{\Delta f'}{\Delta V'}. \]

In obtaining the frequency values shown in Fig. 1, consecutive measurements were made against each of two standard oscillators. The results agreed precisely (within 2 parts in \( 10^4 \)) with the adopted values of the two standard oscillators.

The Optimum DC Design of Flip-Flops*

D. K. RITCHIE†

Summary—A method for the design of flip-flops has been described which includes component and voltage tolerances. The method may also be applied to the design of other similar switching circuits. The advantage of such methods is that designs meeting desired specifications may be obtained by a direct process rather than by one of trial and error.

Introduction

This paper is concerned with the dc design of simple Eccles-Jordan flip-flops\(^1\) such as that shown in Fig. 1. Since the original circuit was published, much work has been done to increase the maximum switching rate and improve the reliability.\(^1-5\)

Well designed flip-flops should be stable in either quiescent state, have reliable triggering characteristics, and have a maximum switching or counting rate well above that required in service. When speed of operation is important, tubes should be selected with high transconductance and low input capacitance; stray capacitances should be minimized and operating voltages and load resistances should be chosen so that the tube may be operated in a high transconductance region of its characteristics. This method may be used with any type of tube suitable for use in flip-flops. A criterion is developed which shows quickly whether or not the flip-flop corresponding to a given set of design specifications is realizable.

An optimum dc design is defined here as one which meets certain design specifications described below with the lowest possible value of load resistance. Usually such a design will result in the maximum switching speed for a flip-flop using a given tube and subject to the conditions to be discussed.

![Fig. 1—DC circuit of simple flip-flop.](image)

Design Specifications

The circuit shown in Fig. 1 may be considered as a two-stage amplifier with positive feedback. Stability of such an amplifier may be obtained only if the loop gain is less than unity. This is usually achieved by causing one tube to operate at approximately zero bias, while the other tube is biased beyond cut-off. These two modes of tube operation will be referred to as the conducting and non-conducting states respectively.
It is necessary to include in the design procedure, the voltage and component tolerances, a specification of the limits of the tube characteristics and finally, the minimum excursion of the grid voltage \( e_g \) occurring when the flip-flop changes state. First the resistance and voltage tolerances must be defined:

(a) The supply voltage tolerance, expressed as a fraction of the nominal value is \( \pm x \) where \( x \) is a positive number;
(b) The resistance tolerance, expressed as a fraction of the nominal value is \( \pm y \).

Tube characteristic specifications may be stated as:

(c) The plate voltage of the conducting tube must always be less than or equal to a specified value \( E_p \);
(d) When the plate voltage of the conducting tube is \( E_p \), the plate current must never be less than a specified value \( I_p \).

When \( T_1 \), Fig. 1, is non-conducting, the voltage \( e_g \) must be sufficiently positive so that \( T_2 \) is conducting. Suppose, if the connection at the point \( A \) were broken, that \( e_g \) would be greater than or equal to some specified positive voltage \( e_1 \); then with the normal connection, conduction of \( T_2 \) would be assured. Therefore, the next condition is:

(c) When \( T_1 \) is non-conducting, \( e_g \geq e_1 \).

Similarly when \( T_1 \) is conducting, \( e_g \) must be sufficiently negative to ensure cut-off in \( T_2 \). In this case \( e_g \) usually is chosen to be several times larger than the nominal cut-off voltage. If the least negative value of \( e_g \) that is desired under these conditions is \( e_2 \), then the next requirement is:

(f) When \( T_1 \) is conducting, \( e_g \leq e_2 \).

The final condition is:

(g) The lowest value of load resistance shall be used that will permit (a) to (b) to be met.

\[ (a) \] and (b). In Fig. 2 (a) each voltage and resistance considered separately tends to reduce \( e_g \) below that value which would be obtained with the corresponding nominal voltage or resistance. In Fig. 2 (b) the reverse is true. Thus these two configurations represent the two worst possible conditions under which specifications (a) to (c) may be met.

Requirements (e) and (f) may be applied to the circuits of Fig. 2 (a) and (b) respectively to obtain the inequalities

With \( T_1 \) non-conducting,

\[ \frac{(1 - y)(1 - x)BR_g + (1 + y)(1 + x)C(R_L + R_S)}{(1 - y)R_g + (1 + y)(R_L + R_S)} \geq e_1, \]

hence

\[ [(1 - y)(1 - x)B - (1 - y)e_1]R_g \]
\[ + [(1 + y)(1 + x)C - (1 + y)e_1]R_L \]
\[ + [(1 + y)(1 + x)C - (1 + y)e_1]R_L \]
\[ \geq 0. \]

This may be written in the form

\[ L_1 = a_1 \frac{R_g^2}{R_L} + b_1 \frac{R_S}{R_L} + b_1 \geq 0. \]  

Similarly, with \( T_1 \) conducting

\[ e_g = \frac{(1 + y)ER_g + (1 - y)(1 - x)C_R S}{(1 + y)R_g + (1 - y)R_S} \leq e_2. \]

This may be written in the form

\[ L_2 = a_2 \frac{R_g}{R_L} + b_2 \frac{R_S}{R_L} \leq 0. \]

Equations (1) and (2) specify regions in the \( (R_g/R_L, \ R_S/R_L) \) plane. If a solution is to be obtained, the regions must overlap. Fig. 3 illustrates these regions which are bounded by \( L_1 = 0 \) and \( L_2 = 0 \), as well as the positive
reference axes. Any point within the overlapping region may be used to select ratios \( R_o/R_L \) and \( R_s/R_L \) which will meet all specifications except (g). To meet (g) the point of intersection of \( L_1 = 0 \) and \( L_2 = 0 \) must be chosen, as will be seen. The co-ordinates of this point are

\[
K_1 = \frac{R_o}{R_L} = \frac{-b_2/a_2}{a_1b_2/a_2b_1 - 1}
\]

\[
K_2 = \frac{R_s}{R_L} = \frac{1}{a_1b_1/a_2b_1 - 1}.
\]

**Criterion for Realizability**

Since both \( K_1 \) and \( K_2 \) must be positive, the slope of \( L_2 \) must be less than that of \( L_1 \). Hence a solution may be found only if

\[
\frac{a_1b_2}{a_2b_1} > 1.
\]

This criterion is both necessary and sufficient.

**Determination of \( R_L \)**

To determine the absolute value of \( R_L \), use may be made of the extreme case illustrated by Fig. 4. Here the equivalent plate supply voltage \( B' \) and the equivalent load resistance \( R_L' \) must be determined. These are given by

\[
B' = \alpha(B - C + x(B + C)) + C(1 - x)
\]

\[
R_L' = (1 - y)\alpha R_L
\]

where

\[
\alpha = \frac{K_1 + K_2 + y(K_1 - K_2)}{K_1 + K_2 + y(K_1 - K_2) + (1 - y)}.
\]

Here, the tube characteristics (d) must be introduced. If the plate current in the conducting state is \( I_p \) when the plate voltage is \( E_p \), then

\[
R_L' = \frac{B' - E_p}{I_p}.
\]

Note that the smallest value of \( R_L' \) is obtained with the smallest value of \( B' \) and thus with the smallest value of \( R_o \). That is, both \( K_1 \) and \( K_2 \) must be as small as possible. Therefore, the point \((K_1, K_2)\), Fig. 3 represents the optimum choice of resistance ratios.

**Design Formulas**

To design a flip-flop by this method, it is necessary to list the requirements and carry out the computations indicated below. It should be noted that \( C \) and \( e_2 \) are negative quantities.

**Requirements:** \( B, C, E_p, I_p, e_1, e_2, x, y \).

**Formulas:**

\[
a_1 = (1 - y)(1 - x)B - (1 - y)e_1
\]

\[
b_1 = (1 + y)(1 + x)C - (1 + y)e_1
\]

\[
a_2 = (1 + y)(E_p - e_2)
\]

\[
b_2 = (1 - y)(1 - x)C - (1 - y)e_2
\]

\[
K_1 = \frac{-b_2/a_2}{a_1b_2/a_2b_1 - 1} \quad \text{If} \quad \frac{a_1b_2}{a_2b_1} \leq 1
\]

\[
K_2 = \frac{1}{a_1b_1/a_2b_1 - 1}
\]

\[
\alpha = \frac{K_1 + K_2 + y(K_1 - K_2)}{K_1 + K_2 + y(K_1 - K_2) + (1 - y)}
\]

\[
B' = \alpha(B - C + x(B + C)) + C(1 - x)
\]

\[
R_L' = \frac{B' - E_p}{I_p}
\]

\[
R_L = R_L'/(1 - y)\alpha
\]

\[
R_o = K_1R_L
\]

\[
R_s = K_2R_L
\]

**Example**

A typical set of requirements is listed here:

\( B = +300 \text{v} \) When the calculations are carried out, the values of \( R_L, R_s \) and \( R_o \) obtained are:

\( E_p = 100 \text{v} \)

\( I_p = 5.9 \text{ma} \)

\( e_1 = 0 \text{v} \)

\( e_2 = -25 \text{v} \)

\( x = 0.05 \)

\( y = 0.1 \)

Usually the nominal resistance values may not be obtained as standard or preferred values. A compromise solution is to use the preferred values most nearly approximating the nominal ones and which keeps the re-
Traveling-Wave Tube Helix Impedance

PING KING TIEN†, ASSOCIATE MEMBER, IRE

Summary—The impedance parameter of a circular helix, from which the gain of a helix-type traveling wave amplifier is computed, is investigated for a "Tape-Helix" model. Results obtained in this paper indicate that the impedance has a smaller value than for the "Sheath-Helix" model, and is considerably reduced at larger values of \( k_0 \), the ratio of the helix circumference to the free space wavelength.

A tape helix surrounded by a dielectric medium is analyzed. It is shown that the results obtained from the theory can be used to evaluate the helix impedance for usual types of traveling wave tubes. They have been found to be in agreement with measurements on many tube designs.

Introduction

Helix Type Traveling wave tubes were investigated by Pierce, Kompfner, and Rydbeck. The relation between gain and helix impedance is:

\[
G = (A + BCN) \text{db}
\]

with

\[
C^2 = K \frac{I_0}{4V_0} f
\]

where \( G \) is the amplification in db. \( A \) is the initial loss of the increasing wave; \( B \), the number of active wavelength; \( C \), the gain parameter; and \( B \), a parameter depending on space charge and circuit attenuation. \( V_0/I_0 \) is the electron beam impedance; \( f \) is a factor depending on the ratio of the beam and helix diameters. \( K \), defined by:

\[
K = \frac{E_z(0)}{2\beta^3 P}
\]

is known as the Helix Impedance. \( E_z(0) \) is the maximum value (both in time and in Z) of the axial electric field on the axis of a helix carrying an electromagnetic wave of power \( P \) and with a phase constant \( \beta \). \( K \) has the dimensions of (Voltage)/Power, i.e., impedance. It is the ratio of the square of the line integral of the effective axial \( E \) field to the power carried by the helix circuit and is generally considered as the parameter that measures the effectiveness of the helix.

Helix impedance was computed previously by Pierce from an approximation which assumed the helix to be an ideal cylinder with conduction only in the wire direction (Fig. 1b). The name "Sheath Model" is given to the helix studied under this assumption. The impedance of a sheath helix is:

\[
K = (\pi\beta^2 u_0\omega a_0)^{-1};
\]

\[
g_0 = \frac{1}{\eta^2}\left(1 + \frac{I_0K_1}{I_1K_0}(I_1^2 - I_0I_2) + \frac{I_0^2}{K_0^3}(1 + \frac{I_1K_0}{I_0K_1}(K_0K_2 - K_1^2))\right)
\]
where
\[ \eta = (\beta^2 a^2 - k^2 a^2)^{1/2} \]
\[ k^2 = \omega^2 \mu \epsilon \]

\( \omega \) is the angular frequency of the signal, \( a \), the radius of the helical cylinder and \( \mu \), and \( \epsilon \), the permeability and dielectric constant respectively of the medium. \( I_0, I_1, I_2 \) and \( K_0, K_1, K_2 \) are respectively modified Bessel functions of the zeroth, first, and second order of the first and the second kinds. All the Bessel functions have the argument \( \eta \). The factor \( 1/g_s \) of the sheath impedance is plotted in Fig. 2. Because of difficulties in experimental techniques, expression (4) has never been verified by direct measurements, although we may calculate a value of impedance from (1) and (2) by measurements based on tube performances. This was done by Cutler\(^4\) and he found that a reduction factor of about 0.5 is necessary to account for the differences between the experimental value and that computed from (4).

![Graph](image)

Fig. 2—The factor \( 1/g_s \) of the sheath impedance computed by (4).

It is the purpose of this paper to compute the helix impedance by means of a more accurate analysis. The best method available seems to be to use the tape-helix model studied by Sensiper.\(^5\) In his analysis the helix is assumed to be wound of infinitely thin conducting tape (Fig. 1c). A tape helix with pitch \( p \) and width \( \delta \) will therefore be assumed.

**Theory of a Tape Helix Surrounded by a Dielectric Medium**

Field expressions for a tape helix in free space were derived by Sensiper,\(^5\) However we are here concerned


with a more complicated case in which the tape helix is surrounded by a dielectric medium (Fig. 3). M.K.S. units and cylindrical co-ordinates \( r, \theta, Z \) are used. The helix possesses one kind of symmetry, it coincides with itself by a proper translation and rotation. Because of this periodic property, Floquet's theorem\(^6\) can be applied\(^5\) for both axial and angular co-ordinates. One thus obtains, for the solution of the scalar wave equation:

\[ E_{sm} = (- \beta_m^2 + k_e^2) A_{m} e^{K_m}(\eta_m - \frac{r}{a}) \]
\[ H_{sm} = (- \beta_m^2 + k_e^2) B_{m} e^{K_m}(\eta_m - \frac{r}{a}) \]
\[ E_{rm} = - j \beta_m \eta_m A_{m} e^{K_m}\left(\eta_m - \frac{r}{a}\right) \]
\[ H_{rm} = - m \omega \mu B_{m} e^{K_m}\left(\eta_m - \frac{r}{a}\right) \]
\[ E_{dm} = \frac{m \beta_m}{r} A_{m} e^{K_m}\left(\eta_m - \frac{r}{a}\right) \]
\[ H_{dm} = \frac{m \omega \mu}{r} B_{m} e^{K_m}\left(\eta_m - \frac{r}{a}\right) \]

\[^6\] J. C. Slater, "Microwave Electronics," Van Nostrand; 1930.
\[ H_{\theta m} = -j \omega e^* \frac{\eta_m^*}{a} A_m^* K_m \left( \frac{\eta_m^*}{a} \frac{r}{a} \right) + \frac{m \beta_m}{r} B_m^* K_m \left( \frac{\eta_m^*}{a} \frac{r}{a} \right) \]  
\[ E_{r m} = (-\beta m^2 + k_i^2) A_m I_m \left( \frac{\eta_m}{a} \frac{r}{a} \right) \]  
\[ H_{r m} = (-\beta m^2 + k_i^2) B_m I_m \left( \frac{\eta_m}{a} \frac{r}{a} \right) \]  
\[ E_{\theta m} = -j \beta_m \frac{\eta_m}{a} A_m I_m \left( \frac{\eta_m}{a} \frac{r}{a} \right) + \frac{m \omega \mu}{r} B_m I_m \left( \frac{\eta_m}{a} \frac{r}{a} \right) \]  
\[ H_{\theta m} = -j e^{-i \theta} A_m I_m \left( \frac{\eta_m}{a} \frac{r}{a} \right) \]  
\[ H_{\phi m} = -j e^{-i \theta} A_m I_m \left( \frac{\eta_m}{a} \frac{r}{a} \right) + \frac{m \beta_m}{r} B_m I_m \left( \frac{\eta_m}{a} \frac{r}{a} \right) \]  

It is seen from (7) to (18), that the field expressions involve the following quantities: \( k_1 \) and \( k_n \), as given in (21), depend upon the operating frequency and the dielectric constants of the media. \( \beta_m \) is the phase constant associated with the mth component of the fields and can be calculated from (20), if \( \delta \) is known. \( \beta_0 \) is the phase constant of the fundamental component of the fields and will be discussed later in Section 4. \( \eta_m \) and \( \eta_m^* \) can be calculated by means of (19) from the \( \beta_m \)'s and \( \beta_0 \)'s. \( A_m^* \)'s and \( B_m^* \)'s are constants associated with the solutions and will be determined by the boundary conditions and the current distribution assumed over the helical tape as given later in (28) to (31).

Let \( \kappa \) be the total current density over the tape conductor. We have:

\[ \kappa_{11} = e^{-i \theta} \sum_m k_{11m} e^{-i m (\omega t + \theta)} \]
\[ \kappa_{1\perp} = e^{-i \theta} \sum_m k_{1\perp m} e^{-i m (\omega t + \theta)}. \]

With:

\[ k_{11m} = k_{1\perp m} \sin \Psi + k_{2\perp m} \cos \Psi \]
\[ k_{1\perp m} = k_{1\perp m} \cos \Psi - k_{2\perp m} \sin \Psi. \]

Where \( \Psi \) is the angle between the direction of helical conductor and the circumference of the helical cylinder.

Subscripts 11 and \( \perp \) denote the directions parallel to and normal to the helical wire, respectively. In the case of the sheath model, the current density is evenly distributed over the helical cylinder and therefore all the \( \kappa_{11m} \)'s except \( \kappa_{1\perp m} \)'s are zero.

Considering first the case that the tape is narrow as compared to the pitch, i.e., \( \delta \ll 1 \), we may assume, according to Sensiper, that: (a) current flow normal to the direction of the helical tape is zero; (b) the magnitude of the current flowing in the direction of helical tape is constant over the conducting tape; and (c) the constant phase contour of the current is at the constant \( Z \)-plane. From the assumptions, we have:

\[ k_{1\perp m} = 0 \]
\[ \left| k_{11m} \right| = \left| \frac{\sin \frac{\pi \delta}{\rho}}{\frac{\pi \delta}{\rho}} \right| \left| k_{110} \right|. \]

At the boundary \( r = a \), the tangential electric fields must be continuous and the tangential magnetic fields must be matched to the current flow. That is:

\[ E_{\theta} = E_{\theta}^* \]
\[ \kappa_0 = H_{\phi} - H_{\phi}^* \quad \text{at} \quad r = a \]
\[ \kappa_s = H_{\phi}^* - H_{\phi}. \]

By these boundary conditions and the assumptions about the current distribution of (25) and (26), the \( A_m^* \)'s and \( B_m^* \)'s of (7) to (18) can be determined:

\( \eta_m = \left( \beta_m^2 - k_i^2 \right)^{1/2}; \eta_m^* = \left( \beta_m^2 - k_i^2 \right)^{1/2} \)
\[ \beta_m = \beta_0 + m \frac{2\pi}{p} \]
\[ k_i^2 = \omega^2 \mu \epsilon^2; \quad k_i = \omega^2 \mu \epsilon^2. \]

Fields with subscript \( m = 0 \) are denoted in this paper as fundamental fields and those with \( m \neq 0 \), as space harmonic fields. \( m \) may be any integer including zero. Superscripts \( i \) and \( e \) denote, respectively, quantities inside and outside the helical cylinder. \( I_m \), \( K_m \) are modified Bessel functions of \( m \)th order of the first and the second kinds respectively. \( I_m' \) and \( K_m' \) are their derivatives with respect to the argument. \( p \) is the pitch and \( a \) is the radius of the helical cylinder. The common factor \( e^{-i \omega t - i (\omega t + \theta)} \) is omitted in all the expressions. \( j \) is \( \sqrt{-1} \).
\[ jA_m^* = \frac{a^2k_{11m} \sin \Psi}{\omega_m} M_m; \]
\[ \omega_m = \frac{\eta_m^2 - m\beta_m a \cot \Psi}{\eta_m^3} \left[ k_i a^2 I_m'(\eta_m) - k_i^2 a^2 M_m(\eta_m) \right] \]

\[ M_m = \frac{k_i a^2 I_m'(\eta_m) - k_i^2 a^2 M_m(\eta_m)}{\eta_m^3} \]
\[ jA_m = \frac{a^2k_{11m} \sin \Psi}{K_m(\eta_m)} N_m; \quad N_m \equiv M_m \]
\[ B_m = \frac{a^2k_{11m} \sin \Psi}{I_m(\eta_m)} Q_m; \]
\[ Q_m \equiv \frac{1}{\eta_m} I_m'(\eta_m) K_m(\eta_m) \cot \Psi \]
\[ B_m = \frac{a^2k_{11m} \sin \Psi}{K_m(\eta_m)} S_m; \]
\[ S_m \equiv \frac{1}{\eta_m} I_m'(\eta_m) K_m(\eta_m) \cot \Psi. \]

Here an approximation \( \eta_m^2 \approx \eta_m^3 \approx \eta_m \) has been made. The approximation is good when \( k_a \ll \beta_m a \), which is generally true.

From (28) to (31), and the field expressions (9) to (12) and (15) to (18), the power associated with the \( m \)th component of the fields can be computed using Poyn-ting's theorem:

\[ P_m = P_m^i + P_m^e \]
\[ P_m^i = \text{Re} \left[ \frac{1}{2} \left( E_m^i \bar{H}_{\theta m}^i - E_m^i \bar{H}_{\phi m}^i \right) \right] \]
\[ P_m^e = \text{Re} \left[ \frac{1}{2} \left( E_m^e \bar{H}_{\theta m}^e - E_m^e \bar{H}_{\phi m}^e \right) \right] \]

where * denotes the conjugate value and "Re" means the real component.

For \( m \neq 0 \), we have:

\[ P_m^i = \pi a^2 \omega_m \sin^2 \Psi T_m^i; \]
\[ T_m^i = | \kappa_{11m} |^2 \left( \beta_m a [ k_i a^2 M_m^2 + Q_m^2 ] \right) \]
\[ \cdot \left[ \eta_m^3 I_m'(\eta_m) + \eta_m \frac{I_m^2(\eta_m)}{2} - \frac{1}{I_m^2(\eta_m)} - \frac{m M_m Q_m(\beta_m a^2 + k_i a^2)}{2} \right] \]
\[ - m M_m Q_m(\beta_m a^2 + k_i a^2) \]
\[ P_m^e = \pi a^2 \omega_m \sin^2 \Psi T_m^e; \]
\[ T_m^e = | \kappa_{11m} |^2 \left( \beta_m a [ k_i a^2 N_m^2 + S_m^2 ] \right) \]
\[ \cdot \left[ \eta_m^4 - \frac{K_m'(\eta_m)^2}{K_m(\eta_m)} \eta_m^2 M_m(\eta_m) + \frac{1}{2} \eta_m^2 + \frac{m N_m S_m(\beta_m a^2 + k_i a^2)}{2} \right] \]

and for \( m = 0 \), the fundamental component,

\[ \frac{dP_0}{dt} = \pi a^2 \omega_m \sin^2 \Psi T_0; \]
\[ T_0 = \left| \kappa_{110} \right|^2 \beta \frac{k_i a^2 M_0^2 + Q_0^2}{2} \]
\[ \cdot \left( \frac{\eta_0^2}{2} \left( I_0^2(\eta_0) - I_0^2(\eta_0) \right) - \eta_0 I_0(\eta_0) I_0(\eta_0) \right) \]
\[ - \frac{1}{K_0^2(\eta_0)} \]

\[ P_0^e = \pi a^2 \omega_m \sin^2 \Psi T_0^e; \]
\[ T_0^e = \left| \kappa_{110} \right|^2 \beta \frac{k_i a^2 N_0^2 + S_0^2}{2} \]
\[ \cdot \left( \frac{\eta_0^2}{2} \left( K_0^2(\eta_0) - K_0^2(\eta_0) \right) - \eta_0 K_0(\eta_0) K_0(\eta_0) \right) \]
\[ - \frac{1}{K_0^2(\eta_0)} \]

where \( M_m, N_m, Q_m \) and \( S_m \) are defined in (28) to (31).

We may also express (36) and (37) in terms of \( E_0(0) \), this giving:

\[ P_0^i = \frac{\pi a^2 \omega_m a U_0^i E_0^z(0)}{2} \]
\[ U_0^i = \frac{\left| \kappa_{110} \right|^2 \beta \frac{k_i a^2 M_0^2 + Q_0^2}{2} \frac{1}{\Omega_0^2}}{} \]
\[ \cdot \left[ I_0^2(\eta_0) - I_0(\eta_0) I_0(\eta_0) \right] \]
\[ P_0^e = \frac{\pi a^2 \omega_m a U_0^i E_0^z(0)}{2} \]
\[ U_0^e = \frac{e^2}{e^2} \left| \frac{1}{\Omega_0^2} \frac{K_0^2(\eta_0)}{} \frac{K_0(\eta_0) K_0(\eta_0) - K_1^2(\eta_0)}{K_0^2(\eta_0)} \right| \]

**HELIX IMPEDANCE**

In the above theory, the field distribution as well as the current distribution over the helical tape, is expanded in an infinite number of Fourier components. All of these components are orthogonal functions. They are solutions of the wave equation and may thus be considered as component waves. As may be seen from (20), all the components related to a common mode must have a common group velocity but different phase velocities and some of them may have negative phase velocities. According to traveling wave tube theory, the interaction between waves for amplification only occurs when the electron stream and the fields have nearly the same velocity. In usual traveling wave amplifiers, the electron velocity is adjusted to be nearly in synchronism with the phase velocity of the fundamental fields, and therefore, the only component of fields useful for amplification is the fundamental component. The presence of the space harmonic fields does not increase the amplification of the tube, but to the contrary increases the factor \( P \) in the impedance expression (3), and therefore lowers the value of the helix impedance.

In the sheath helix theory, all the space harmonic fields are neglected, and the calculated impedance is higher than for a real helix.

Taking \( E_0(0) \) and \( \beta \) of (3), the axial electric field and
the phase constant of the fundamental fields, and \( P \),
the total power of the fundamental and the space harmonics
 carried by the circuit, we have from (34) to (39),
for the impedance of a narrow tape helix surrounded by a
dielectric medium:

\[
K = \frac{E_{z}^{2}(0)}{P_{0}^{2}} = \frac{E_{z}^{2}(0)}{2\beta_{o}P_{0}} \frac{P_{0}}{\sum P_{m}}
\]
\[
= \frac{\pi \beta_{o} \omega \sigma}{2} \sqrt{U_{o}^{2} + U_{o}^{*}} \sum_{m=-\infty}^{\infty} (T_{m} + T_{m}^{*}). \tag{40}
\]

**Phase Velocity**

Before calculating the impedance based on (40), the phase constant, \( \beta_{o} \), which is the ratio of the angular
signal frequency to the phase velocity of the fundamental
fields must be first determined. The exact determination
of this quantity is quite involved. Since we are only concerned
here with one particular propagating mode (the \( h_{m} \) mode in Sensiper's analysis), it is much simpler to compute \( \beta_{o} \) from the sheath model. We thus have:

\[
\frac{\eta_{o}^{2}}{\eta_{o}^{*}} \left[ 1 - \frac{1}{\eta_{o}^{2}} \frac{I_{2}(\eta_{o})}{I_{0}(\eta_{o})} \right] \cot^{2} \Psi
\]
\[
= \frac{K_{o}(\eta_{o})}{K_{1}(\eta_{o})} + \frac{K_{1}(\eta_{o})}{K_{0}(\eta_{o})} \cot^{2} \Psi \tag{41}
\]
\[
\eta_{o}^{2} = (\beta_{o}^{2} - k_{o}^{2})a^{2}
\]
\[
\eta_{o}^{*} = (\beta_{o}^{2} - k_{o}^{2})a^{2}.
\]

For the helix in free space, \( \eta_{o}^{*} = \eta_{o} = \eta \), expression (41)
is reduced to the familiar equation given by Pierce:²

\[
\frac{I_{1}(\eta)K_{1}(\eta)}{I_{0}(\eta)K_{0}(\eta)} = \frac{\eta^{2}}{k^{2} \sigma \omega} \cot^{2} \Psi. \tag{42}
\]

As experimentally verified by Cutler,⁴ expression (42)
appears to be a very good approximation in the usual
operating ranges of the traveling wave tube. (41) should
hold to the same degree of accuracy for a very thin tape-
helix.

Results computed from (41) and (42) indicate that
the phase velocity is reduced as the dielectric constant
of the surrounding medium is increased.

**The Impedance Reduction Factor**

In order to show the reduction in impedance due to the
presence of the dielectric and the space harmonics,
we will compare the impedance of an actual helix with
dielectric surroundings, to that of an idealized sheath helix
in free space. Equations (19) to (21) show that two helices of equal radii and with equal phase velocities
have equal values of \( k_{a}, \beta_{m} \) and \( \eta_{m} \), and have approximately the same values of \( \eta_{m} \) since \( k_{s} \ll \beta_{m} \). They thus have similar field distributions and should be comparable.

The impedance reduction factor, \( F \), is therefore
defined as the ratio of the impedance of an actual helix
with dielectric to that of a sheath helix in free space
of equal radius and with equal phase constant \( \beta_{o} \). From
(4) and (40) we have:

\[
F = \frac{\eta_{o}^{2}}{U_{o}^{2} + U_{o}^{*}} \sum_{m=-\infty}^{\infty} (T_{m} + T_{m}^{*}). \tag{43}
\]

It has been mentioned in the last section that the
phase velocity is also reduced because of the dielectric.
In order that a helix with dielectric and a sheath helix
in free space, of equal radii, have the same phase constant
\( \beta_{o} \), the sheath helix must have a larger value of \( \cot \Psi \). The ratio of their values of \( \cot \Psi \) indicates
the reduction in phase velocity due to the presence of the
dielectric and is defined here as the dielectric loading
factor. Stated more specifically, the dielectric loading
factor is the ratio of the value of \( \cot \Psi \) of an actual helix
with dielectric to that of a sheath helix in free space, of
equal radius and with equal phase constant \( \beta_{o} \). For a
tape helix surrounded by a dielectric medium, the dielectric
loading factor can be computed from (41) and (42).

![Fig. 4](image-url) —The impedance reduction factor \( F \) of the tape helix:
(a) narrow tape helix, \( \eta_{o}^{*} = 1.5, \delta/p = 4/5 \);
(b) narrow gap helix, \( \eta_{o}^{*} = 1.5, \delta'/p = 4/5 \).

In Fig. 4a, the impedance reduction factor of the
narrow tape helix with \( \eta_{o}^{*} = 1.5, \delta/p = 4/5 \), is plotted
versus \( k_{a} \), using the dielectric loading factor as a parameter.
It is seen that the impedance decreases,
with increasing \( k_{a} \) or with decreasing dielectric loading
factor.

The impedance reduction factor of the narrow gap helix
(Fig. 3b) is also calculated following Sensiper's⁵
narrow gap helix theory, and is plotted in Fig. 4b for
comparison. It may be seen that the narrow gap helix
has slightly higher impedance reduction factors com-

---

Footnotes:
pared to the narrow tape helix for \( \delta/p = \delta'/p \), where \( \delta' \) is the width of the gap between helical conductors. We will confine our discussions in the rest of this paper to the narrow tape helix which is generally used in traveling wave tubes.

We may further express the impedance reduction factor \( F \), defined above, in the form:

\[
F = \frac{\text{Tape impedance with dielectric}}{\text{Sheath impedance in free space}} = F_1 \times F_2;
\]

\[
F_1 = \frac{\text{Tape impedance in free space}}{\text{Sheath impedance in free space}}; \quad F_2 = \frac{\text{Tape impedance with dielectric}}{\text{Tape impedance in free space}}. \tag{44}
\]

\( F_1 \) is seen to be the impedance reduction factor of the free space tape helix as that given by the first curve (curve marked with D.L.F. = 1) in Fig. 4a. It may be considered as the impedance reduction due to the space harmonic fields only. \( F_2 \) is considered as the impedance reduction due to the dielectric surroundings, and may be computed from Fig. 4a by dividing \( F \) by \( F_1 \). It is plotted in Fig. 5a.

![Figure 5](image)

Fig. 5—The impedance reduction factor \( F_2 \) of the narrow tape helix

\( \eta_0 = 1.5, \delta/p = 1/3 \);

(a) \( F_2 \) vs. \( k_a \);

(b) \( F_2 \) vs. D.L.F.

\( F_1 \) and \( F_2 \) have been computed for the cases: \( k_a = 0.1, 0.2, 0.3, \eta_0 = 1, 1.5, 2, 2.5 \) and \( \delta/p = 0.2, 0.3, 0.4, 0.5 \). In all those cases, \( F_2 \) varies very little with values of \( k_a \) and varies only a few per cent with values of \( \eta_0 \) and \( \delta/p \); \( F_1 \) varies slightly with values of \( \eta_0 \), but considerably with values of \( k_a \) and \( \delta/p \). It is thus only necessary for us to choose some standard values for \( F_2 \) and to plot \( F_1 \) with different values of \( k_a \) and \( \delta/p \) in order to have a complete picture of the impedance reduction over usual operating ranges of traveling wave amplifiers. For practical purposes, the values of \( F_2 \) may be taken as those given in Fig. 5(b) with reasonable accuracy. There will be more in the next section about \( F_1 \).

**Current Distribution**

When the tape width becomes wider, that is the ratio \( \delta/p \) approaches \( 1/2 \), the assumptions for current distribution, used in the narrow tape helix computation, may not hold true. No method of determining the actual current distribution over the helical tape is available. We may, however, base helix impedance calculations upon different assumptions concerning the current and compare the results. This is done in Fig. 6. The different assumptions used are:

![Figure 6](image)

**Fig. 6**—(a) A comparison of the calculated impedance reduction factors \( F_2 \) with different current distributions, \( \eta_0 = 1.5 \); (b) \( F_2 \) computed by means of current distribution (a), \( \eta_0 = 1, 1.5, 4 \).

(a) The magnitude of the current density is taken as becoming infinitely large in an inverse square root manner as the tape edges are approached and is zero in the gap between helical conductors. The constant phase contour of the current is normal to the edge of the helical tape. In this case:

\[
| \kappa_{11m} | \geq \frac{J_b \left( \beta_m \delta \right)}{2} \left| \frac{1}{\beta_m \sin \beta_m \delta} \right| \kappa_{110}; \tag{45}
\]

(b) The magnitude of the current density is taken constant over the conducting tape and is zero in the gap. The constant phase contour of the current is normal to the edge of the helical tape. In this case:

\[
| \kappa_{11m} | \geq \frac{J_b \left( \beta_m \delta \right)}{2} \left| \frac{1}{\beta_m \sin \beta_m \delta} \right| \kappa_{110}; \tag{46}
\]

(c) The magnitude of the current density is constant over the conducting tape and is zero in the gap. The constant phase contour of the current is at the constant
-Z plane. (This is the assumption used in the above narrow tape helix theory.)

In all cases, $k_a$ is assumed to be zero. All these assumptions have been suggested by Sensiper.\(^4\)

It may be seen in Fig. 6 that when $k_a$ or $\delta/p$ is small, assumptions (b) and (c) give nearly the same impedance reduction factors. In case $k_a$ or $\delta/p$ is larger, assumption (a) is preferred as it approximates the current distribution of an isolated narrow thin tape.

**Traveling Wave Tubes of Different Dielectric Structures**

In the usual types of traveling wave tube, the helix is either supported by a concentric glass tube or by several dielectric rods. Strictly speaking, the helix impedance computations should be based upon the actual dimensions and shape of the dielectric supporting structure, but this is practically impossible. It has been found, however, in section 5, that $F_1$ and $F_2$ depend primarily on the values of $k_a$, $\delta/p$, and the dielectric loading factor. We may thus expect to evaluate the helix impedance with reasonable accuracy, using those values. The following procedures are suggested.

1. Measure the phase velocity of the fundamental fields either by measuring the standing wave pattern along the helix with a sliding probe, or by sliding a metallic reflector along the inside of the helix and observing the standing wave pattern at the input end.\(^7\)
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**Fig. 7** - $k_a \cot \psi$ versus $\eta$ of the sheath helix (computed by 42).

Based upon the measured value of phase velocity, compute $\eta_e \^1\mathord{\boldsymbol{\mathsf{I}}}$. Using this value of $\eta_e \^1\mathord{\boldsymbol{\mathsf{I}}}$ and the value of $k_a$, calculate from Fig. 7 the value of $\cot \psi$ of the idealized sheath helix. The ratio of the value of $\cot \psi$ of the actual helix to that calculated from Fig. 7 is the dielectric loading factor.

2. Using the value of the dielectric loading factor, find $F_1$ from Fig. 5(b); using values of $k_a$ and $\delta/p$, find $F_1$ from Fig. 6. In Fig. 6, the curves computed from the assumption (a) concerning the current is preferred.

3. The total reduction factor $F$ is the product of $F_1$ and $F_2$. The actual helix impedance is obtained by multiplying $F$ by the impedance of the sheath helix. This can be found by means of Fig. 2, using the value of $\eta_e \^1\mathord{\boldsymbol{\mathsf{I}}}$ found in (1) as $\eta$.

Most tubes are designed with $k_a$ about 0.1, $\eta_e \^1\mathord{\boldsymbol{\mathsf{I}}}$ about 1.5 and dielectric loading factor about 0.8. It is observed from Fig. 4(a) that with these values, $F$ is approximately equal to 0.5 which agrees with the factor found by Cutler\(^4\) and based upon measurements on tube performance. The results of measurements on different tube designs have been analyzed in Table I and it is found that in general the agreement with theory is good.

<table>
<thead>
<tr>
<th>Data Supplied by</th>
<th>$k_a$</th>
<th>$\eta_e ^1\mathord{\boldsymbol{\mathsf{I}}}$</th>
<th>D.L.F.</th>
<th>$\delta/p$</th>
<th>Calculated $F$</th>
<th>Measured $F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mr. C. C. Cutler Bell Labs.</td>
<td>.069</td>
<td>1.76</td>
<td>.93</td>
<td>.5</td>
<td>.81</td>
<td>.79</td>
</tr>
<tr>
<td>Mr. C. F. Quate Bell Labs.</td>
<td>.232</td>
<td>2.82</td>
<td>.87</td>
<td>.4</td>
<td>.546</td>
<td>.50</td>
</tr>
<tr>
<td>Mr. J. S. Cook Bell Labs.</td>
<td>.096</td>
<td>1.54</td>
<td>.78</td>
<td>.5</td>
<td>.489</td>
<td>.45</td>
</tr>
<tr>
<td>Mr. H. Poulter Stanford Univ.</td>
<td>.15</td>
<td>1.2</td>
<td>.75</td>
<td>.4</td>
<td>.41</td>
<td>.46</td>
</tr>
</tbody>
</table>

* Calculations are based upon values found in Fig. 5(b) and the current distribution (a).

**Conclusions**

This analysis indicates two ways to improve the helix design for the use in traveling wave tubes: (1) to raise the dielectric loading factor and (2) to reduce the space harmonic component fields. The dielectric loading factor can be raised by supporting the helix by small dielectric tubes or by wedge-shaped dielectric supports so that most of dielectric material is away from the helical surface. The space harmonic component fields can be reduced either by using a ratio of $\delta/p \approx 1/2$ or a smaller value of $k_a$. A further improvement might be obtained by using a properly arranged multi-wire helix.

It is also found in this paper that the impedance is reduced more at larger values of $k_a$. This imposes a basic limitation on the design of traveling wave tubes. In particular, in high power tubes and millimeter wave tubes, a relatively large value of $k_a$ is necessary in order to have a helix large enough to allow the passage of the electron beam for amplification.
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Traveling-Wave Slot Antennas*

J. N. HINES†, ASSOCIATE, IRE, V. H. RUMSEY†, SENIOR MEMBER, IRE, AND
C. H. WALTER†, ASSOCIATE, IRE

Summary—The traveling-wave slot antenna is similar to a traveling-wave wire antenna, but it is far more versatile because the phase velocity and rate of radiation of the fields in the antenna can be controlled. Four types of traveling-wave slot antennas have been identified. These are: (a) the conventional transverse electric, TE (no tangential E field parallel to the slot length); (b) transverse magnetic, TM (no tangential H field parallel to the slot length); (c) a hybrid with negligible tangential E, and (d) a hybrid with negligible normal H. Only the hybrid types are capable of producing maximum radiation in the direction of the slot axis (i.e., end-fire radiation).

The complex propagation constant which is characteristic of uniform traveling-wave slots has been measured for a variety of waveguide geometries and is presented in the form of graphs.

The radiation pattern of a traveling-wave slot can be controlled to give low side lobe or 'cosecant squared' type patterns by appropriate variation of slot width with distance z along the axis. An approximate formula for the variation of attenuation a with z required to give a specified pattern can be derived. This in turn gives the required variation of slot width with z.

An examination of the principle of superposition shows that the conventional technique of array design is an approximation which has proved inadequate in the design of certain slot arrays. A more elaborate technique is described which has the merit that the array pattern can be predicted exactly from measurements made by exciting individual elements of the array.

INTRODUCTION

THE APPLICATIONS of half-wave slot antennas are well-known.1-3 A traveling-wave slot antenna may be considered as a slot, many wavelengths long, which is energized at one end so that the field distribution in the slot consists of a traveling wave, in a manner analogous to traveling-wave wire antennas. It therefore performs like an array of half-wave slot antennas, but it is often much easier to design and construct than such an array. One side of a traveling-wave slot antenna is usually enclosed by a waveguide. In this form it is more versatile than the traveling-wave wire antenna because the phase velocity and rate of radiation can be controlled by the waveguide dimensions.

Various forms of traveling-wave slot antennas have been considered by different authors.4-10 The basic features can be illustrated by considering the form suggested by Booker.4 In a conventional rectangular waveguide operating in the lowest order TE mode, as in Fig. 1, the magnetic field components Hx and Hy are zero on the central plane represented by a dashed line in Fig. 1.

![Fig. 1](Image)

It follows that this central plane can be replaced by a sheet of infinite impedance, i.e., a perfect magnetic conductor, without disturbing the field, (Fig. 2.)

The equivalent of a magnetic conductor is obtained approximately when the opening in the half-guide is

---

* Decimal classification: R326.81. Original manuscript received by the Institute, November 10, 1952; revised manuscript received May 28, 1953. The work reported in this paper was done at the Antenna Laboratory under sponsorship of the Air Research and Development Command, Wright Air Development Center, Wright-Patterson Air Force Base, Dayton, Ohio.
† The Antenna Laboratory, Department of Electrical Engineering, The Ohio State University Research Foundation, Columbus, Ohio.

7 Interim Engineering Report 301-9, Antenna Laboratory, The Ohio State University Research Foundation; prepared under Contract W 33-038 ac 16520 (17380), with Wright Air Development Center, Wright-Patterson Air Force Base, Dayton, Ohio; August 1, 1948.
fitted onto an infinite slot in a ground plane as in Fig. 3, provided the width of the slot, $W$, is a small fraction of a wavelength. Such an arrangement, therefore, sets up a wave in an infinite slot which travels with a phase velocity very nearly the same as would be obtained in the complete waveguide.

As the wave travels along the slot its strength is gradually dissipated by radiation. Assuming, for greater generality, that the waveguide is filled with dielectric, we can picture the radiation as due to a wave incident at angle $\phi$ on the slot, part of which is refracted at angle $\theta$, and the remainder reflected at angle $\phi$ (Fig. 4).

The refracted wave is radiated in a radiation pattern which has its main beam in the direction $\theta$. In waveguide terminology the rate of radiation is a maximum at the cut-off frequency ($\phi = \theta = 0$) and diminishes to a very small value when $\theta = 90^\circ$. (A literal interpretation of this model shows that the rate of radiation is zero when $\theta = 90^\circ$, and for all $\phi$ greater than the value which gives $\theta = 90^\circ$. This result is incorrect because the actual field is not exactly the same as the unperturbed waveguide field.)

**Polarization Properties**

In a conventional slot antenna the electric field in the slot is transverse to the length because such slots are usually too narrow to support any other field configuration. If the slot is half a wavelength or more wide, this restriction disappears and it is possible to set up an arbitrary polarization in the slot.

When energy radiates from a slot (or hole of any shape) in some metal surface, the radiation field is the same as would be obtained if the slot were covered with metal and an array of magnetic currents $K$ set up in place of the slot, where

$$K = E \times n.$$  

$E$ is the electric field of the slot and $n$ is a unit outward vector normal to the metal surface. (This follows from Schelkunoff's equivalence principle.) When the metal surface is an infinite plane, the field is the same as the field of an array of magnetic currents $2K$ radiating in free space.

To illustrate this point let a set of axes be chosen as in Fig. 5. The $x$-axis is normal to the plane, and the $z$-axis is parallel to the length of the slot. Then the distribution of magnetic currents can be divided into currents flowing parallel to the $z$-axis, which are determined from $E_y$ in the slot, and currents flowing parallel to the $y$-axis, which arise from $E_x$.

The electric field radiated by an individual magnetic current element lies parallel to the circles of latitude about the axis of the current element. Thus in the spherical co-ordinates $(r, \theta, \phi)$ (Fig. 5), a magnetic current element $K_z$ flowing parallel to the $z$-axis radiates an electric field which has an $E_\phi$ component only. Similarly, a magnetic current element $K_y$ radiates an electric field which has an $E_x$ component only, where spherical co-ordinates $(r, \xi, \eta)$ are defined in Fig. 5 also.

If a receiving dipole is oriented to pick up $E_y$, the signal it receives must be due to only those magnetic currents which flow parallel to the $y$-axis. A measurement of the $E_y$ radiation pattern over a complete hemisphere, therefore, gives all the information about $E_y$ in the slot required to predict the radiation field. In the same way a measurement of the $E_x$ radiation pattern can be analyzed to give the $E_x$ distribution in the slot. The strength of $E_y$ in the slot, relative to $E_x$ in the slot, is given by polarization measurements in the radiation field as explained below.
When the field configuration in the slot is traveling at a constant phase velocity, the analysis of these measurements is straightforward. In this way it is possible to determine tangential $E$ in the slot without having to set up probing apparatus in the slot (which is difficult to arrange without upsetting the field to be measured).

Assume that the tangential electric field in the slot can be represented approximately by

$$E_z = A \cos \frac{\pi y}{W} e^{-\gamma z},$$

$$E_y = C \sin \frac{\pi y}{W} e^{-\gamma z}. \tag{2}$$

Then it can be shown that

$$\frac{C}{A} = \frac{\lambda}{2W} \left[ \frac{E_0/E_y}{\tan \phi + \cos \theta} \right], \tag{4}$$

where $\theta$ and $\phi$ are the co-ordinates of the point of observation and $E_0/E_y$ is the relative magnitude and phase of the conventional far field components. The complex number $E_0/E_y$ is obtained from the measured polarization "dumbbell." (A convenient method is described in an I.R.E. article on transmission between elliptically polarized antennas.\(^\text{11}\))

From such polarization measurements it has been found that there are four typical field configurations associated with traveling-wave slot antennas which are excited by a uniform waveguide whose axis is parallel to the length of the slot. These are: (a) the conventional transverse electric (no tangential $E$ parallel to slot length);\(^\text{12}\) (b) transverse magnetic (no tangential $H$ parallel to slot length); (c) a hybrid with a negligible $E_y$ component; and (d) a hybrid with a negligible $H_y$ component.

Any of these configurations can be excited by proper positioning of a long slot in the wall of a uniform waveguide of rectangular cross section. To obtain the transverse electric excitation a narrow slot must be placed where the current in the wall of the waveguide is perpendicular to the slot. The transverse magnetic excitation is obtained from an air-filled waveguide having a wide slot (about $\lambda/2$) positioned so that the current flow is parallel to the slot length. The hybrid excitation (c) is obtained under the same conditions as the TM excitation, except that the waveguide is filled with dielectric having a dielectric constant of 2.0 or greater. The hybrid excitation (d) is obtained from a waveguide partly filled with dielectric (such as paraffin) which is excited in the lowest order (hybrid) waveguide mode.

The polarization patterns show that the far field is essentially linearly polarized for $0.4 \leq W/\lambda \leq 0.9$, $1 \leq \epsilon$, $\leq 2.5$ and $0.4 \leq \lambda/\lambda_c \leq 1.0$. In some instances slight elliptical polarization was observed. This, however, was attributed to the presence of another wave, relatively small in magnitude, traveling at a velocity close to the dominant wave. The spurious wave was presumably caused by imperfections in the antenna model used for the experiment.

### The Propagation Constant

If the field in the slot consists of a traveling wave, the performance of the antenna can be represented by a propagation constant $\gamma = \alpha + j\beta$, where $\alpha$ and $\beta$ are real. The problem is then essentially two dimensional in exactly the same sense that a conventional waveguide problem is two dimensional. If the region in which the field exists is homogeneous, the transverse propagation constant $\kappa$ (which is related to the "free space" propagation constant $\beta$ and to $\gamma$ by $\kappa^2 = \beta^2 + \gamma^2$) is independent of frequency, and is determined uniquely by the shape of the boundary. Thus for the cross section of Fig. 3, $\kappa$ is a function of the dimensions $W$ and $D$. From dimensional analysis the relation can be written in terms of two dimensionless products, as

$$\kappa W = f\left(\frac{W}{D}\right). \tag{5}$$

This kind of relation is an identifying property of traveling-wave fields and can be used as a check on experimental results. The validity of this assumption has been tested by probing the field variation along the length of the slot and by measurement of the radiation pattern. It has been found that the representation by means of a single propagation constant is valid for phase velocities greater than the velocity of light.

Exploration of the field along the axis of the waveguide gives values of the attenuation constant $\alpha$ with good accuracy except for very small values of $\alpha$. The radiation pattern from a finite length of slot usually consists of two well-defined beams corresponding to the outgoing and reflected traveling waves, as illustrated by Fig. 6. The angle between these beams gives the phase constant $\beta$, and the ratio of their amplitudes gives the attenuation constant $\alpha$, with good accuracy provided $\alpha$ is not too large.

Combining these techniques we have obtained experimental curves for $\beta$ and $\alpha$ which have an estimated accuracy of about 5 per cent. The results are shown in Figs. 7–14. $\beta$ is related to the velocity ratio $c/v$ by

$$\beta = \frac{2\pi c}{\lambda - v},$$

where $c/v$ is the ratio of the velocity of propagation in
free space to the phase velocity along the slot. Some comparisons with theoretical results\textsuperscript{14,16} are given.

**Pattern Control**

Ideally, the pattern of a traveling-wave line source (along the $z$-axis) is obtained from source distribution function, $e^{\gamma z}$, multiplied by a sinusoidal factor which depends on the polarization of the source. This idealized pattern is a satisfactory approximation for practical traveling-wave slots, provided the slot is relatively narrow and an absorber is placed at the end of the slot to absorb the reflected wave. However, there are some patterns which look like the superposition of the idealized pattern and the pattern due to point sources at the ends of the slot. It has been found experimentally that this effect, when it occurs, can be greatly improved for air-filled slots by tapering the slot at the ends. The “discontinuity effect” appears to be rather unpredictable; sometimes it is insignificant in cases where on the basis of the geometrical discontinuity, one might expect it to be strongest. The indications are that it can be minimized by feeding the slot so that the mode in the feed section is as close as possible to the field configuration in the vicinity of the radiating portion.

In practice the kind of pattern control required is, for example, an approximation to a "cosine squared" or a pattern with good directivity and low side lobes. Such patterns can be obtained to a good approximation from traveling-wave line sources if the amplitude of source strength varies with distance along the line source in the appropriate manner. For instance, an exponential variation of amplitude gives a good approximation to a "co-


\textsuperscript{15} V. H. Rumsey, "Theory of traveling-wave slot antennas," vol. 24, pp. 1358-1365; Nov., 1953.


\textsuperscript{17} Interim Engineering Report 301-15, Section 4, Antenna Laboratory, The Ohio State University Research Foundation, prepared under Contract W 33-038 ac 16520 (17380) with Wright Air Development Center, Wright-Patterson Air Force Base, Dayton, Ohio.

\textsuperscript{18} Interim Engineering Report 301-16, Section 4, Antenna Laboratory, The Ohio State University Research Foundation, prepared under Contract W 33-038 ac 16520 (17380) with Wright Air Development Center, Wright-Patterson Air Force Base, Dayton, Ohio; August 1, 1949.
Given the amplitude distribution $A$, (6) determines $\alpha$ as a function of $z$, but it does not give $\alpha(z)$ uniquely because the limits on the integral are unspecified. If the slot extends from $z=0$ to $z=L$, the input power, $P(0)$, is related to the power left over, $P(L)$, by

$$P(0) - P(L) \sim \int_0^L A^2 dz.$$ \hspace{1cm} \text{(7)}$$

Then (6) can be expressed in the form

$$2\alpha(z) = \frac{A^2}{\int_0^L A^2 dz + \frac{P(L)}{P(0) - P(L)} \int_0^L A^2 dz}.$$

Equation (8) shows that $\alpha(z)$ is determined not only by the amplitude distribution $A$, but also by the fraction of incident power which is radiated. If practically all of the power is radiated, $\alpha$ rises to a very high value.
near the end, \( z = L \). In practice one would set the radiated power one or two decibels down from the incident power and then apply (8) to determine \( \epsilon(z) \).

Pattern control for TM or hybrid slots is usually simpler than for TE slots because the variation of \( W \) required for a given variation of \( \alpha \) is much smaller for TM or hybrid operation than for TE operation. Despite this, excellent control can be obtained even with TE excitation. A Gaussian distribution was approximated without excessive phase change by placing an iris of variable width \( W \) over a TE-excited guide Fig. 15.

Good side-lobe suppression was obtained over 2:1 frequency range, the side lobes being insignificant over a substantial part of the range. Typical radiation patterns are shown in Fig. 16.

The attenuation \( \alpha \) can be alternatively controlled by means of a horn fitted onto the slot so that the horn acts as a transformer between the slot aperture and free space. In this way successful side-lobe suppression can be obtained by varying the length of horn to produce the desired amplitude distribution.\(^{20} \)

\(^{20}\) Interim Engineering Report 301-19, Section 8, Antenna Laboratory, The Ohio State University Research Foundation; prepared under Contract W 33-038 ac 16520 (17380) with Wright Air Development Center, Wright-Patterson Air Force Base, Dayton, Ohio; October 1, 1949.
Arrays of Traveling-Wave Slots

The problem of designing a flush-mounted directional antenna to fit in a given area is a typical application for a traveling-wave slot array. The conventional array problem is to design a suitable element (or primary radiator) of the array and then to design a feed system for energizing an appropriate array of these elements to give the desired pattern. The pattern of the array is obtained by superimposing the individual radiation fields of the elements of the array. In the familiar case of an array of half-wave dipoles it happens that the individual radiation field of a dipole (called the primary pattern for simplicity) is practically the same whether the dipole radiates in free space or in the presence of the other dipoles, provided they are open-circuited. The preoccupation with arrays of half-wave dipoles has made this fact so familiar that one is apt to assume (erroneously) that the primary pattern is, in general, the pattern of an element of the array radiating by itself.

In order to apply the principle of superposition correctly the first step is to choose the location of the "input terminals" of each element of the array. For this purpose "input terminals" can be defined as some accessible point in the feed system where the field consists of a single mode. Then the primary pattern \( F_i \) of an individual radiator can be defined as the field due to unit input current to its terminals in the presence of all the other radiators when their input terminals are open-circuited. Then the pattern of the array, when the input currents are \( I_1, I_2, \ldots \), is given by \( \sum_i I_i F_i \).

Alternatively, the primary pattern \( G_i \) may be defined as the field due to unit input voltage to the \( i \)th radiator when the others are short-circuited, in which case the array pattern due to input voltages \( V_1, V_2, \ldots \) is given by \( \sum_i V_i G_i \). Note that the "primary pattern" \( F_i \) or \( G_i \) may be interpreted as a vector, having components \( E_\theta \) and \( E_\phi \), where \( E_\theta \) and \( E_\phi \) are themselves represented by complex numbers representing the radiated signal in phase and amplitude relative to the input signal \( I_i \) in the case of \( F_i \) or \( V_i \) in the case of \( G_i \).

Having determined the primary patterns \( F_i \) (or \( G_i \)), the problem is to find the distribution of \( I_i \) (or \( V_i \)) which gives the best approximation to the desired pattern. This problem is greatly simplified if the mutual impedance between radiators (with respect to the chosen set of input terminals) is insignificant. Then the problem of designing the feed system reduces to the problem of feeding a known set of loads with specified currents or voltages.

This technique of array design is much more involved than the conventional method but it is absolutely accurate, and it has been found from experience on traveling-wave slot arrays designed for low side lobes, that the conventional technique is inadequate.

The mutual impedance between traveling-wave slot antennas may be analyzed by picturing the traveling-wave slot as a directional coupler. When two such slots are placed along parallel lines, the field induced in one due to energization of the other will consist primarily of a wave traveling in the same direction as the wave in the slot which is energized directly. This wave will be reflected at the end of the parasitic slot and will travel back to its input terminals. However, it is attenuated by ra-
Prediction of Traveling Wave Magnetron Frequency Characteristics: Frequency Pushing and Voltage Tuning

H. W. WELCH, Jr.†, SENIOR MEMBER, IRE

Summary—An approximate method has been developed for determining the shape and density of the spokes of electronic space charge when large RF potentials exist in the magnetron. With the estimation of space-charge configuration which this method makes possible, induced current theory and knowledge of the magnetron electrode geometry and external circuit can be applied to the calculation of frequency characteristics. These characteristics relate frequency to operating anode potential and anode current and are defined as frequency pushing or voltage tuning characteristics. Relatively simple equations for these characteristics are presented. Calculated characteristics for typical values of the variables of magnetron design are presented. The correspondence of the results of the theory with experimental data is discussed very briefly.

INTRODUCTION

This paper presents an analysis which leads to the understanding of two cw magnetron characteristics which are important in the use of magnetrons for radio communication; namely, frequency pushing and voltage tuning. These terms require definition and part of the purpose of the following discussion will be to provide a basis for explicit definition. Definitions acceptable to those who are well acquainted with cw magnetron behavior are the following:

Frequency pushing is defined as the variation of the frequency which is generated by an oscillating magnetron and which is associated with the change in dc anode current as the anode voltage is raised with the resonator temperature held constant. A frequency-pushing characteristic would therefore be a plot of generated frequency versus dc anode current for the conditions mentioned. Actually, to be complete, a three-dimensional plot including anode voltage, current and frequency, should be used.

A typical frequency-pushing characteristic is shown in Fig. 1a.

Voltage tuning is defined as the variation in frequency which is generated by an oscillating magnetron and which is associated with the change in dc anode voltage when dc anode current, load impedance, magnetic field, and resonator temperature are held constant. In order for dc anode current to be held constant, the cathode emission must be limited in some way, such as by operation at a reduced temperature. Otherwise, an increase in anode voltage will increase the anode current. A voltage-tuning characteristic is therefore a plot of generated frequency versus anode voltage for the conditions mentioned.

A typical voltage-tuning characteristic is shown in Fig. 1b.

Examination of a number of typical sets of data on cw magnetrons shows that, in normal operation (when frequency pushing is observed), the frequency is relatively insensitive to the voltage change which is required to increase anode current compared to the large frequency shifts obtained under the conditions require for voltage-tuning operation. For example, in the figure shown, a change of 100 volts produces a frequency pushing of 10 megacycles, while a change of 12.2 vo produces a voltage tuning of the same amount. Typical voltage tuning characteristics show a change of from 0.1 to 2 megacycles per volt.
Since frequency pushing is obtained coincident with amplitude modulation, there seems to be little possibility of use in the conventional FM communication system. There is, however, a possibility of minimizing it for use in AM systems and the possibility of development of new types of systems in which it would be usable.

In Fig. 2 the spectra resulting from plate modulation of an S band magnetron (Raytheon QK59) are shown. In Fig. 2a, 2 megacycle modulation frequency is used. It is observed that the resulting spectra appear as conventional FM spectra but one sided because of the amplitude modulation associated with the frequency pushing. A constant modulation voltage was applied; modulation frequency was varied. Note that the spectrum width remains substantially constant, independent of modulating frequency.

The present major objectives in studies of frequency tuning are for more power output, higher frequencies, and less noise in the voltage-tunable signal. Tubes available at low power levels (of the order of milliwatts) with very wide tuning ranges have application as local oscillators in search receivers, spectrum analyzers and signal generators. For higher power levels (of the order of hundreds of watts), and relatively narrow tuning ranges, they have application as the transmitter tube in frequency-modulation systems. At the present time the
ow-power level tube development is reasonably successful.¹

Heretofore published treatments have demonstrated that phase-focusing of the electrons favorable to energy transfer from the electrons to the circuit will occur in the magnetron.² This has resulted in the well-known concept of spokes in the magnetron space charge (Fig. 3).


² Wilbur and Peters, General Elec. Co., are working with tubes for application below 1000 mc.


W. E. Willshaw, L. Rushforth, A. G. Sainsby, R. Latham, A. W. Balls and A. H. King—“The high power pulsed magnetron; development and design for radar applications,” Jour. IEE (London), vol. 93, pp. 985-1003; 1946.—“Discussion,” vol. 95, pp. 130-134; May, 1948.
The present analysis will have, as shown, the following new results:

a. A method for calculating the approximate phase position of the spokes of space charge relative to the radio frequency potential maximum in a traveling reference frame;

b. An estimate of the space charge density in the spokes;
c. Application of induced current theory, making use of the first two results, to compute the current induced in external circuit of the magnetron;

d. Demonstration that frequency pushing can be explained by a change in phase position of the spokes;

e. Theoretical explanation of voltage tuning.

The subject matter divides conveniently into two independent parts: the large-signal theory of phase-focusing describing the action of the electric and magnetic fields on the electrons in the magnetron interaction space when a large RF potential is superimposed upon the static anode potential; and the calculation of the current and RF potential induced in the external circuit. By combination of the two results, the relationships between power, frequency and anode voltage are derivable. The predicted characteristics compare favorably with experimental results.

In addition to the threshold potential, understanding of the phase-focusing action depends upon the concepts of synchronism and conditions favorable to a drift of electrons through the spokes toward the anode. These will be discussed in the next two sections. Once the phase position of the spoke is approximately established, the approximate phase angle of the current induced in the external circuit can be calculated, and thus frequency characteristics can be determined.

**Synchronous Energy and Synchronism Potential**

There are several basic assumptions which are standard and justifiable in the discussion of the magnetron. For a complete discussion and justification of certain of these assumptions the reader is referred to the treatment by Walker in the book on magnetrons of the M.I.T. Radiation Laboratory series.

It will be assumed that the effect of initial velocities of the electrons may be neglected. In normal high power operation this is justifiable on the basis that the mean thermal energy is small compared to the energy obtained by the electrons from the field. However, it is not clearly justified when the effects at extremely low anode currents or the noise problem are under consideration. Electron-electron interaction effects will also be neglected.

The assumption usually made which is not justified in this discussion is that the behavior at the cathode is space-charge limited. Space-charge-limited conditions imply zero gradient at the cathode. Under temperature-limited conditions a gradient will exist at the cathode and consequently the electron behavior in the interaction space must be entirely different for the same boundary conditions at the anode. In order to compare the two cases approximately the space-charge-limited behavior of the electron will be compared to the space-charge-free behavior. The procedure of neglecting, in analysis, temperature-limited operation in favor of space-charge-limited operation is more based on habit than scientific judgment and in many cases should be discarded in the detailed analysis of high frequency power tubes. Experimental evidence in the case of magnetron very forcefully indicates that the conditions at the cathode can completely alter the details of operational behavior.

In this treatment the problem will be approached by, first, presenting relationships for the energy of the electron as a function of position in the interaction space with various assumed boundary conditions and, second, determining the direction of drift motion of the electrons as a function of position. The resulting conditions eliminate certain portions of the volume as inaccessible to electrons. The case of the plane magnetron will be emphasized because it is considerably simpler and a reasonably good approximation to the large cathode magnetron. The co-ordinate arrangement is shown in Fig. 4.

---


The effect of the RF field which exists in between the anode segments in the oscillating magnetron is superimposed on the effect of the dc field. The potential distribution shown in Fig. 3 is usually referred to as the $\pi$ mode and is so named because of a phase difference between the voltages on adjacent segments of $\pi$ radians or 180°. This distribution, which is a stationary wave in space, can be represented as the Fourier sum of a number of traveling waves which proceed in opposite directions around the interaction space. The fundamental wave of this sum moves around the cathode with a velocity such that the maximum of the wave proceeds from one anode segment to the next in one-half cycle. For a given frequency, $f$, and a given number of anodes, $2n$, the time of one-half cycle is $1/2f$, and the angular distance between adjacent anodes is $2\pi/2n$, thus the angular velocity corresponding to the fundamental wave is

$$\omega_n = \frac{2\pi f}{n}.$$  

(1)

For a plane magnetron the corresponding equation is:

$$v_n = x_n f,$$  

(2)

where $x_n/2$ is the distance between centers of adjacent anode segments and $v_n$ is the synchronism linear velocity in the $X$ direction.

![Fig. 4(a)—Co-ordinate arrangement used in the discussion of the plane magnetron.](image)

In general, the scalar potential in the interaction space of the magnetron is a function of time as well as position. However, electron interaction is predominantly with the fundamental traveling-wave component of potential which moves in the direction of electron drift motion parallel to the cathode surface.\(^*\)

A suitable choice of moving coordinate system will cause the effects of this traveling-potential system to appear stationary. The effects of other wave components can be neglected in the first approximation since, in the moving system, they are rapidly varying compared to the stationary fundamental, and the total effect of interaction with the electron during transit, therefore, is small in comparison.

Thus with the following definitions:

- $v' = x$-component of velocity in planar-moving coordinate system,
- $v_n = \text{constant velocity of moving-planar-coordinate system in positive } x$-direction,
- $\omega' = \text{angular velocity in rotating cylindrical coordinate system,}$
- $\omega_n = \text{constant angular velocity of rotation of cylindrical coordinate system in positive } \theta$-direction,

the component force equations can be written:

$$\frac{d}{dt} \left( \frac{1}{2} m v_n^2 \right) = e \frac{\partial \phi}{\partial y} - Be(v'_n + v_n) \frac{dy}{dt},$$  

(3)

$$\frac{dv'_n}{dt} = \frac{e \partial \phi}{m} + \frac{Be}{m},$$  

(4)

in the planar system,\(^*\) and:

$$\frac{d}{dt} \left( \frac{1}{2} m v^2 \right) = e \frac{\partial \phi}{\partial r} - \left[ Be(\omega' + \omega_n)r \right] \frac{dr}{dt} - m(\omega' + \omega_n)^2 r \frac{d\theta}{dt},$$  

(5)

$$\frac{d(\omega' + \omega_n) r}{dt} = \frac{e \partial \phi}{m} r \frac{d\theta}{dt} + \left[ \frac{Be}{m} - (\omega' + \omega_n) \right] \frac{dr}{dt},$$  

(6)

in the cylindrical system.\(^*\)

This particular form for the component force equations is chosen for convenience in application to the following discussion.

The variables $v'_n$ and $\omega'$ are still, in general, functions of $t$. The potential $\phi$, however, is stationary. It is only necessary therefore to be able to express $v'_n$ and $\omega'$ as functions of $x$ and $r$, respectively, to make (3) and (5) integrable. Complete calculation of this functional relationship involves computation of trajectories of all electrons, which depend on the phase of emission from the cathode and on the spatial potential distribution. This has been done for special cases by the method of self-consistent field calculations.\(^*\)

The express purpose of the development presented here is to make an estimate of the gross space-charge behavior on the basis of an approximate choice of values for $v'_n$ and $\omega'$.

It is assumed that the potential wave with which electrons interact moves with a phase velocity characteristic of the magnetron anode structure, given by $v_n$ or $\omega_n$. This phase velocity depends on the frequency and the geometry of the structure. The combined action of crossed electric and magnetic fields in the interaction

---

\(^*\) Walker review of Stoner, Tibbs, and Wright work, op. cit., p. 270, Fig. 6.15.
space will bring electrons from zero velocity in the stationary reference frame to zero velocity in the moving reference frame. Such electrons are said to be in “synchronism” with the traveling wave. The relationships between anode potential, magnetic-field intensity, electron swarm extent, and electron energy at the edge of the swarm have been computed for electron velocity just synchronous with the velocity characteristic of the anode structure. All anodes are assumed to be at the same potential so that potential gradients in the \( X \) and \( \theta \) directions are zero. Initial velocities are assumed zero in the stationary reference frame. The results are:

**Case I—Planar Magnetron.** The velocity of the electron as a function of distance from the cathode is obtained by solution of (4):

\[
v' = \frac{B e}{m} y. \tag{7}
\]

Thus the tangential electron velocity in stationary coordinates is linearly related to the distance from the cathode. The distance \( y \) will be defined such that the electron moves with synchronism velocity \( v_a \) in the stationary reference frame (i.e., \( v'_a = 0 \), the electron is stationary in the moving reference frame).

\[
y = \frac{m v_a}{e B}. \tag{8}
\]

If the value from (7) is substituted into (3), the energy equation becomes integrable. The result is:

\[
e\phi = \frac{1}{2} m v_y^2 + \frac{B^2 e^2}{2m} y^2. \tag{9}
\]

The second term on the right can be written:

\[
\frac{1}{2} m \left( \frac{Be}{m} \right) y = \frac{1}{2} m v_y^2.
\]

This shows that (9) is simply a statement of the conservation of energy. If it is assumed that the swarm is bounded between cathode and anode, the \( y \)-directed velocity must be zero at the boundary. For electrons to be synchronous at this boundary they must have acquired a certain “synchronism energy” given by:

\[
e\phi_a = \frac{1}{2} m v_y^2. \tag{10}
\]

If the \( y \)-directed velocities are zero throughout the swarm of electrons, the potential energy of the electrons will be decreased by:

\[
e\phi = \frac{B^2 e^2}{2m} y^2, \tag{11}
\]

in moving from \( y = 0 \) to \( y \). All of this energy, in this case, will appear as kinetic energy of the electron. This is usually called the “cutoff energy parabola.”

If there is an ample supply of electrons at the cathode and initial velocities are neglected, the space charge in the swarm within \( y = \) will build up until the gradient at the cathode is zero. The potential within the swarm may exceed that given by (11) if electrons are streaming inward and outward through the swarm because of the energy of \( y \)-directed velocities. At the boundary (11) must give the electron energy since it is assumed that the electrons do not cross the boundary. It has been shown by Slater\(^*\) that for the case of zero electric-field gradient at the cathode the actual potential distribution curve is tangent to the cutoff parabola at the swarm boundary. Thus the gradient at the swarm boundary is known and the anode potential required to establish the swarm can be calculated. For a swarm boundary \( y_n(v'_a = 0) \):

\[
\phi_a = B v_n y_a - \frac{1}{2} \frac{m}{e} v_n^2. \tag{12}
\]

This potential, which will be called the “synchronism potential” for the anode, must be exceeded before any electrons exist in the interaction space which are moving fast enough to deliver energy to the traveling wave. Above this potential, if such a wave exists and if there is a mechanism for collecting the electrons which have expended energy, a net energy can be transferred from the dc field to the wave through the medium of the space charge.

**Case II—Cylindrical Magnetron.** The discussion of the planar magnetron case presents a physical picture of the meaning of synchronism energy and synchronism potential. The mathematics of the cylindrical case is slightly more involved because of the presence of the centrifugal force term and because of the linear dependence of the tangential velocity on radius for a constant angular velocity. The resulting relationship will, nevertheless, have similar significance.

In this case the angular velocity as a function of radial distance from the cathode is obtained by solution of (6). The result is:

\[
\omega' + \omega_a = \frac{Be}{2m} \left( 1 - \frac{r}{r_n^2} \right). \tag{13}
\]

If \( \omega' \) is set equal to zero the synchronism radius is determined.

\[
\frac{r_n}{r_c} = \sqrt{\frac{Be/2m}{Be/2m - \omega_a}}. \tag{14}
\]

At the value \( r_n/r_c \) given by this relationship the electron is stationary in the moving reference frame.

The energy (5) becomes integrable upon substitution of the angular velocity from (13). The result of the integration is:

\[
e\phi = \frac{1}{2} m \omega_a^2 r_n^2 - \frac{B^2 e^2}{8m} r^2 \left( 1 - \frac{r_n^2}{r^2} \right). \tag{15}
\]

Again the second term on the right can be shown to represent energy of motion parallel to the cathode surface. If the swarm is bounded at the synchronism radius the electron must have the synchronism energy.

\[
e\phi_a = \frac{1}{2} m \omega_n^2 r_n^2. \tag{16}
\]

The cutoff energy parabola is:

\[ \phi_f = \frac{B^2 z^2}{8m} r^2 \left( 1 - \frac{r_a^2}{r^2} \right). \]  

(17)

The derivation of the synchronism anode potential for which electrons just reach the synchronism boundary is based on the same assumptions used in the planar case resulting in the synchronism anode potential.\(^\text{10}\)

\[ \phi_{an} = \frac{r_a^2}{r_a^2} \frac{1}{2 m} \left[ \frac{B \omega_n r_a^2}{Be} \left( 1 - \frac{m}{Be} \omega_n \right) \right. \]

\[ \cdot \ln \left( \frac{r_a \sqrt{1 - \frac{2m}{Be} \omega_n}}{r_e} + \frac{1}{2} \frac{m}{e} \omega_n r_a^2 \right). \]  

(18)

The important differences from the planar case are that the synchronism energy is no longer constant but increases with the square of the radius and the potential distribution in charge-free space is now logarithmic rather than linear. The fact that electrons in synchronism at the anode have more energy than electrons just reaching the synchronism boundary in the case of the cylindrical magnetron, and the same energy in the planar magnetron, is significant, and will be discussed further.

**Drift Velocity and Threshold Energy Conditions**

In this section it will be assumed that an RF voltage exists between the anode segments so that the field due to the fundamental traveling-wave component is actually present. This potential is superimposed on the dc potential which is still applied between anode and cathode. The field component parallel to the cathode surface is now non-vanishing. The presence of this component makes possible the drift of electrons from the cathode toward the anode at potentials lower than the static-cutoff anode potential which is given by substitution of the anode-cathode distance in (11) and (17).

The region of the interaction space which is accessible to the electrons will be determined by an approximate method. This method involves estimation of the minimum energy required for an electron to reach the anode and the boundaries of the region through which electrons drift toward the anode.

A semi-graphical illustration of the traveling-wave potential and field distributions along the anode surface is shown in Fig. 5. The lower potential graph is in the moving reference frame so that the electrode system and upper potential graph are moving toward the left with the synchronism velocity. The illustration is made for the instant that the maximum potential difference exists between anode segments. The following symbols are defined with reference to this picture.

\[ \phi_f \text{ max} = \text{maximum value of RF potential difference between anode segments,} \]

\[ \phi_v = \text{average dc anode potential.} \]

The relationship between \( \phi_f \) and \( \phi_v \) can only be determined as a result of analysis of the particular electrode system.

The synchronism anode potential derived in the last section was sufficient to bring electrons to the synchronism boundary. In typical practical cases calculations show that this boundary is very close to the cathode. Variation in the potential distribution due to the RF field becomes relatively small very rapidly with increasing distance from the anode in conventional anode structures. It is, therefore, reasonable to assume that the velocity distribution within the subsynchronous swarm is the same as was obtained for the static case.

Electrons which have reached the synchronism boundary are stationary in the moving reference frame so that the action of the tangential field, however small, will begin to be significant as this boundary is exceeded. Behavior in the synchronism region can be discussed with reference to Fig. 5.

**Case I—Planar Magnetron.** If it is assumed that \( v_x' \) is expressed as a function of \( y \), (3) can be written in integrated form:

\[ \int ed\phi = \int Bevdy + \int Bev_x' dy + \int d(\frac{1}{2}mv_y^2). \]  

(19)

For the purpose of this discussion, (4) is conveniently rewritten:

\[ v_y = \frac{E_y}{B} + \frac{m}{Be} \frac{dv_x'}{dt}, \]  

(4a)
where

$$E_z = -\frac{d\phi}{dx}. $$

Let us assume that the dc voltage $\phi_0$ is greater than the synchronism potential $\phi_{an}$. Without the presence of the RF potential $v_x'$ would have a positive value. With the RF present $E_z$ may be positive or negative. In Fig. 5 this sign is indicated by the arrows in the lower diagram. Let us examine the behavior of an electron in the region $A-B$ and then in the region $B-C$.

In the region $A-B$, $E_z$ has a positive direction. The force on the electron is opposite to the direction of the field so that the electron will be forced to the left, or be decelerated, making $v_x'$ smaller and $dv_x'/dt$ negative. A reduction of the velocity $v_x'$ will cause a reduction in the term $Be v_x'$ in (19) which represents a force on the electron directed toward the cathode. The force due to the $y$-component of electric field is still the same so that the electron tends to move toward the anode giving $v_y$ a positive value. In the region $A-B$, therefore:

$$v_x = \frac{E_z}{B} + \frac{m}{Be} \frac{dv_x'}{dt} > 0,$$

and since:

$$\frac{E_z}{B} \text{ is positive,}$$

$$\frac{m}{Be} \frac{dv_x'}{dt} \text{ is negative,}$$

we have:

$$\left| \frac{E_z}{B} \right| > \left| \frac{m}{Be} \frac{dv_x'}{dt} \right|.$$

As long as $v_x'$ is positive the electron is moving to the right in the moving reference frame. While $dv_x'/dt$ is negative $v_x'$ is becoming smaller, the electron is drifting outward, and the maximum of $E_z$ is becoming larger. Since $v_y$ is positive the force due to $v_y (Be v_y)$ is tending to balance the force due to the tangential field component ($eE_z$).

In the region $B-C$, $E_z$ has a negative direction. The electron will be accelerated making $v_x'$ larger and $dv_x'/dt$ positive. The term $Be v_x'$ is increased, tending to force the electron toward the cathode. In the region $B-C$, therefore:

$$v_x = \frac{E_z}{B} + \frac{m}{Be} \frac{dv_x'}{dt} < 0,$$

$$\frac{E_z}{B} \text{ is negative,}$$

$$\frac{m}{Be} \frac{dv_x'}{dt} \text{ is positive,}$$

therefore:

$$\left| \frac{E_z}{B} \right| > \left| \frac{m}{Be} \frac{dv_x'}{dt} \right|.$$

Here the tendency for $v_x'$ to become larger is balanced by the fact that the electron is drifting inward where the maximum of $E_z$ is becoming smaller; also, the electron is drifting toward the region $A-B$ where it will drift outward.

The conclusions to be derived from these arguments are:

a. In the region $A-B$ where a decelerating tangential field exists, $v_y$ is directed toward the anode.

b. In the region $B-C$ where an accelerating field exists, $v_y$ is directed toward the cathode.

c. The term $E_z/B$ dominates over the term $(m/Be)(dv_x'/dt)$ in (4a).

d. The motion of the electron is always such that $v_x'$ tends toward zero.

Actually, more elaborate calculations would show that the electron executes a cycloidal-like motion around a path of drift which tends to follow constant potential contours. The term $E_z/B$ is recognized as the translation velocity of the rolling circle which generates a cycloid in the case of uniform crossed electric and magnetic fields.

The preceding discussion makes reasonable the following choice of $v_x'$ in integrating (19) to obtain the anode potential which must be approximated if electrons are to reach the anode.

In the subsynchronous region:

$$v_x' = \frac{Be}{m} y - v_n,$$

the value which it has in the static magnetron.

In the synchronous region:

$$v_x' = 0.$$

Integrating and making use of (8), the result is:

$$\phi_0 = \frac{3}{2}mv_y^2 \left| y_v, y_v + B ev_n y_a - \frac{3}{2}mv_y^2 \right. \quad (20)$$

The threshold anode potential $\phi_{at}$ will be defined as the anode potential given by (20) for which the $y$-component of velocity is just zero. The term $\frac{3}{2}mv_y^2$ represents kinetic energy in excess of the minimum energy which the electron must accept from the dc field in order to exist at the anode.

$$\phi_{at} = Bev_n y_a - \frac{3}{2}mv_y^2. \quad (21)$$

It is interesting to note that this anode potential is the same as the synchronism anode potential defined in the last section. This is a consequence of the fact that no kinetic energy, in addition to the synchronism energy, is retained by the electron in its passage from the synchronism boundary to the anode. Work is done on the electron by the radial field, represented by the term:

$$\int_{v_n}^{v_a} Bev_n dy. \quad (22)$$

However, this energy is immediately transferred from the electron to the RF field, in order that the electron reaches the anode, retaining only the kinetic energy

---

represented by:
\[ \int_{y_a}^{y_b} \frac{B^2 e^2}{m} \, y \, dy, \quad (23) \]
\[ = \frac{1}{2} m v_a^2. \]

The two terms of (22) and (23) have an interesting interpretation. They represent the work done on an element of current in moving it from 0 to \( y_a \) through the magnetic field \( B \). This element of current is that due to a single charge moving with a velocity given by \( \frac{Be}{m} \). This is dissipated into heat in the anode. It is concluded that the rest of the energy must be transferred to the RF field. Some of this energy is in turn, transmitted to the cathode in back-bombardment power by the electrons which have negative \( y \)-directed velocities.

Case II—Cylindrical Magnetron. The discussion of the cylindrical magnetron proceeds with exactly the same basic assumptions which were used in the treatment of the planar magnetron problem. The angular velocity of the electron is assumed to have the following distribution:

In the subsynchronous region:
\[ \omega' = \frac{Be}{2m} \left( 1 - \frac{r_a^2}{r^2} \right) - \omega_a. \quad (13) \]

In the synchronous region:
\[ \omega' = 0. \]

After integrating (5) with these substitutions and simplifying algebraically the following results:
\[ e \phi_a = \frac{1}{2} m v_a^2 |_{r=r_a} + \frac{1}{2} B e o_a (r_a^2 - r_c^2) - \frac{1}{2} m \omega_n T_a. \quad (24) \]

Thus the threshold anode potential in the cylindrical system is:
\[ e \phi_{at} = \frac{1}{2} B e o_a (r_a^2 - r_c^2) - \frac{1}{2} m \omega_n T_a. \quad (25) \]

This is the well known Hartree equation.

Comparison of this result with the synchronism anode potential of (18) will show that the threshold anode potential is greater. This difference results from the additional energy which must be given to the electron to maintain the angular velocity synchronism as the radial distance to the position of the electron is increased. We must conclude that, if the gradient at the cathode is still zero, the total space charge in the interaction space must be greater than it was at the synchronism anode potential. In a previous publication it

\[ ^{11} \text{Welch and Dow, op. cit., p. 436.} \]

has been shown that this space charge density corresponding to the threshold potential is a constant independent of radius, given by:
\[ \rho_o = -2e_0 \frac{m}{e} \omega_n \left( \frac{Be}{m} - \omega_n \right). \quad (26) \]

This value will be used later in calculation of induced currents in the magnetron.

Phase Focusing; Formation of Space-Charge Spokes

The threshold energy and drift velocity conditions present approximate physical limitations on the space-charge distribution, which will be used as a basis for the prediction of large-signal phase focusing in the magnetron. This fact is represented graphically, in the moving reference frame, in Fig. 6.

![Illustration of graphical method for determining spoke width and phase angle](image-url)

The threshold energy level is represented by the line labeled \( \phi_{at} \), the actual anode voltage by the line \( \phi_a \). An RF potential is represented with peak amplitude \( \phi_r \). This is the peak value of the fundamental traveling-wave component which appears stationary in the moving reference frame. Fig. 6a illustrates the possibility, even though the threshold potential is not exceeded by \( \phi_{at} \), that the threshold may be exceeded during part of the cycle designated by the interval \( AB \) if an RF potential exists. In Fig. 6b the effect of the drift-velocity condi-
tion is illustrated. The drift motion of the electrons is toward the anode in the region $CE$ and away from the anode in the region $DC$. Therefore, although the threshold energy is exceeded in the entire region $AB$, electrons can only drift toward the anode in half of this region bounded by $CB$. In the region $AC$ electrons can only exist if they come from the anode and the assumption is that all electrons are emitted from the cathode. The final picture to be derived from this line of argument is shown in Fig. 6c. Here the potential distribution is plotted over a diagram of the interaction region. The width of the spoke and its phase angle relative to the RF potential are approximately determined. These quantities are defined by the following symbols which will be used when the current induced into the circuit is to be calculated.

$$\theta = \text{phase angle between center of spoke and zero of RF potential in electrical degrees, negative as shown.}$$

$$\beta N = \text{width of spoke in electrical degrees.}$$

$$\beta = \text{half the actual space angle width of the spoke.}$$

$$N = \text{number of anodes.}$$

There are $N/2$ full wavelengths (each 360 electrical degrees) around the cylindrical magnetron structure. The width of a spoke in electrical degrees, therefore, is:

$$\frac{N}{2} \cdot 2\beta = \beta N.$$  

In Fig. 7a, a case is illustrated which cannot occur in the oscillating magnetron, but is observable experimentally if an external source of RF is imposed on the magnetron circuit. If the anode potential is above the synchronism potential but below the threshold potential and an RF potential superimposed, the electrons will tend to drift toward the anode, but, because the threshold energy is not exceeded, will be forced to drift back again toward the cathode. However, the bunching effect of the radial component of the RF will take effect to the extent that a greater density of electrons will circulate under a positive potential maximum than under a negative potential maximum symmetrically disposed about the positive maximum. The induced current into the circuit due to the motion of the electrons parallel to the cathode will go through zero from negative to positive as the spoke passes under the anode segment at the same instant the anode segment reaches its maximum positive value. This is illustrated in Fig. 8a. The maximum current into the circuit lags the RF potential maximum by 90°. This is equivalent to a current into the electron swarm which leads by 90° or to the addition of a capacitance between the anode segments in the interaction space. This capacitance is entirely due to the synchronous bunching of the electrons and not related to the capacitance effect which can be introduced by an evenly distributed swarm of electrons. Experimental evidence of this effect was presented in a previous paper by the author.  

In Fig. 7b the anode potential has been increased to the point where the RF exceeds the threshold potential during part of the cycle. Electrons in the spoke now drift toward the anode and are collected so that power can be delivered to the system. There is now an in-phase component of current as illustrated in Fig. 8b. The zero of the current slightly precedes the RF potential maximum in time. The space-charge swarm as an induced-current generator is delivering energy into a highly inductive load. Oscillations can be supported if they have been initiated. At the potential, $\phi_{0}$, however, an infinitesimal RF potential would not exceed the threshold potential. One must assume that the threshold potential has been exceeded by $\phi_{0}$ in order to

---

13 The RF currents due to radial motion, although not a first order effect, may be significant in magnetrons operating at large anode currents. This effect is neglected in the analysis presented here.

14 H. W. Welch, "Effects of space charge on frequency characteristics of magnetrons," Proc. I.R.E., vol. 38, pp. 1434–1449; December, 1950. (Fig. 10.)
Fig. 7—Phase focusing diagram. Graphical development of relationship between phase angle \( \theta \) and anode potential. Constant RF potential and frequency are assumed. Arrows indicate direction of electron drift between anode and cathode.

Fig. 8—Current induced by spoke into circuit on time scale. Time 0-0 marks the instant observed in illustration labeled by the same letter in Fig. 7. (Fig. 7 should be studied with Fig. 8.)
initiate the oscillation and that \( \phi_a \) subsequently dropped (i.e., by power supply regulation), or that a pulse of noise or external RF source set the tube into oscillation.

In Fig. 7c the case for \( \phi_a \) exactly equal to the threshold potential, \( \phi_{st} \), is illustrated. The phase angle is \(-45^\circ\) so that, for operation into a resonant circuit, the frequency would be such that the point of operation would be at the "half-power points."

Fig. 7d represents a case of particular importance. The anode potential is raised above the threshold potential so that the condition:

\[
\phi_a = \phi_{st} + \phi_f, \quad (27)
\]

is just satisfied. The entire region in which drift velocity is toward the anode is filled. The spokes have reached a width just half filling the interaction space. The phase angle \( \theta \) is zero degrees so that the circuit must be on resonance to present a real admittance to the induced current. At a higher anode potential, represented by Fig. 7e, the threshold potential is exceeded everywhere and the only focussing mechanism left is that due to the tangential component of the RF field. The electrons are, therefore, not in well defined bunches but continuously distributed with periodic condensations and rarefactions. Moreover, as the circuit passes through resonance, the admittance of the circuit goes through a minimum; raising the anode potential will result, in general, in greater power input; a smaller RF potential (therefore smaller power output) will tend to be the result of the induced current; and the focussing forces will tend to be reduced. These factors result in inconsistency which leads one to expect that the magnetron will cease oscillating or oscillate in another mode. The conclusion is that (27) represents a critical condition defining an upper-mode boundary on magnetron oscillation.

In Fig. 9 a series of phase-focusing diagrams illustrates the behavior to be expected over the range of a typical volt-ampere characteristic when the magnetron is operating into a resonant load. The characteristic corresponding to the diagrams is shown in Fig. 10. When the anode potential reaches a threshold potential \( \phi_{st} \), characteristic of a frequency for which the circuit presents an impedance sufficient to start the phase focusing, the magnetron will start oscillating. This potential may, in general, be as much as 10 or 20 per cent below the threshold potential which is characteristic of the resonance frequency. This condition is represented by the diagram of Fig. 9a. The RF potential is very small and the synchronism velocity is not definitely determined; bunching is weak so that noisy operation may be expected. As the anode potential is raised further to a value \( \phi_{st} \), the frequency increases substantially to a value two or three per cent off resonance. The characteristic threshold potential \( \phi_{st} \) is proportionally higher than \( \phi_{st} \). The RF is now strong enough to produce a well-focused spoke. As the anode potential is increased further, the threshold potential remains substantially constant since the frequency is a very slowly varying
function of phase angle near resonance. The separation between $\phi_a$ and $\phi_{at}$ increases with the increased power input and the RF amplitude builds up, because of the decreasing total circuit admittance, until finally the critical condition of (27) is reached and oscillation ceases.

The quantity $\phi_a - \phi_{at}$ can be analytically related to $\beta N$ by use of the phase-focusing diagram. Referring to Fig. 6c:

$$\frac{\phi_a - \phi_{at}}{\phi_f} = - \cos \beta N.$$

(28)

The phase angle $\theta$ is given by:

$$\pi + 2\theta = \beta N.$$

(29)

Note, in normal operation, the current lags the voltage and $\theta$, therefore, is negative as conventionally defined for an admittance. Thus, $\beta N$ is less than $\pi$. Therefore:

$$- \cos \beta N = \cos 2\theta = \frac{\phi_a - \phi_{at}}{\phi_f}.$$

(30)

$\phi_f$, the peak value of the fundamental traveling-wave, is related to the actual peak RF potential between anode segments by a constant which depends only on the electrode geometry:

$$\phi_f = K \phi_{RF \, max},$$

(31)

where $K < 1$.

The final condition on $\phi_{RF}$ is that it be produced as the result of the flow of the induced current through the external circuit, i.e.:

$$\phi_{RF \, max} \left| Y_f \right| / \theta = I_1,$$

(32)

$$\left| Y_f \right| = \text{absolute value of the circuit admittance.}$$

$I_1$ = amplitude of the fundamental component of the current induced in the circuit by the rotation of the space-charge spokes in the interaction space. It is given by (43) below.

$\theta$ is the phase angle determined by the circuit. $\theta$ must be equal to the value determined by (30) and defined in Fig. 6.

This discussion of the phase-focusing diagram shows that the circuit phase characteristic, as well as the induced current due to the particular spoke configuration involved, must be known in order to predict magnetron frequency characteristics. In order to calculate the induced current, it will be necessary to estimate the space-charge density in the spokes. This problem is discussed in the following section.

**Estimation of Space-Charge Density in the Interaction Region**

The space-charge density given by (26), a constant independent of radius, applies only to the condition $\phi = \phi_{at}$ or $\theta = -45^\circ$.

It will be desirable to calculate the induced current over the range of operation indicated as feasible in the discussion of the phase-focusing diagrams from $\theta = -90^\circ$ to $\theta = 0^\circ$. It is therefore necessary to estimate the space-charge density in the spokes over this range. Actual calculations of the space-charge-density distribution is prohibitively laborious and only possible by a self-consistent field calculation. For the purposes of this treatment, therefore, it will be assumed that the average space-charge density is a constant independent of radius at all anode potentials within the range of interest as it is at the threshold potential. This means that, whether the anode potential is below or above the threshold potential, a potential distribution of the following form is assumed to exist.

$$\phi = a r^2 + b.$$  

(33)

Application of Poisson’s equation to (33) yields:

$$\rho = -4 \varepsilon_0 a.$$  

(34)

After evaluating the constant $a$ using the boundary conditions on $\phi$ with (33), the constant average space-charge density is expressed by:

$$\rho = -4 \varepsilon_0 \frac{\phi_a - \phi_n}{r_a^2 - r_n^2}.$$  

(35)

If $\frac{1}{2} m v^2$ is negligible it can be shown that:

$$\frac{1}{2} m \frac{v}{e} \omega_n r_n^2$$

$$= \frac{\phi_n}{2} \frac{m}{e} \left( \frac{B e}{m} - \omega_n \right) (r_a^2 - r_n^2).$$  

(36)

Substituting into (35) yields:

$$\rho = - \left[ 2 \varepsilon_0 \frac{m}{e} \omega_n \left( \frac{B e}{m} - \omega_n \right) + 4 \varepsilon_0 \frac{\phi_a - \phi_{at}}{r_a^2 - r_n^2} \right].$$  

(37)

$^{14}$ This is a preliminary form of (24).
The first term of this expression is identical with the value given by (26). If we define:

\[ R_a = \frac{r_a}{r_e}, \]  

(14)

\[ R_a = \frac{r_a}{r_e}, \]  

(37) may be written:

\[ \rho = \rho_0 \left[ 1 + \frac{4e_0}{\rho_0 c^2} \left( \phi_a - \phi_i \right) \right], \]  

(38)

The effect of deviation of the anode potential from the threshold potential is now contained in the second term. Equation (38) is plotted in Fig. 11. The theory of phase focusing presented here applies only to large-signal analysis and large-signal operation is seldom observed at \( \phi_a \) less than 90 per cent of \( \phi_i \). \( \phi_a \) is usually of the order of 10 per cent or less of \( \phi_i \). \( \phi_a \) is seldom more than 20 or 30 per cent greater than \( \phi_i \). This range is indicated on the graph.

**Fig. 11—Average space-charge density as a function of anode potential.**

**Electron Behavior in the Space-Charge-Free Magnetron. Temperature-Limited Operation**

In all of the material which has just been presented, \( e^2 \) has been assumed that zero field gradient existed at the cathode, or that the magnetron was operating under space-charge-limited conditions. This is not realistic in the analysis of many experimental results since, because of necessity for compromise in design, cathodes for CW magnetrons are frequently marginal in their emission capabilities. The enhanced emission which provides the very large currents in pulsed magnetrons does not exist when tungsten or other pure metal cathodes are used in CW tubes. It can easily be shown\(^\text{17}\) that the subsynchronous space-charge swarm does not act as a reservoir as has sometimes been proposed. Experimental evidence of the fact that cathode emission, and cathode properties other than straightforward emission-density capabilities, may have strange effects on oscillatory behavior is plentiful, and, for the most part, uninterpreted. Attempts to derive complete relationship for field gradient at the cathode and energy distribution in the swarm, for various emission currents, result in discouragingly complex relationships even for the planar static magnetron. For the cylindrical static magnetron the information to be derived from the analytical solution assuming zero gradient at the cathode is questionably commensurate with the difficulty involved. The problem with a gradient at the cathode has received attention for the non-magnetic diode as recently as October, 1950,\(^\text{18}\) although earlier papers\(^\text{19}\) give fairly comprehensive treatments. If the solution for the static magnetron did exist, there is no known method of extending the ideas to calculation of dc current in the oscillating magnetron.

In order to get some idea of the effect of a positive field gradient at the cathode on the behavior of the oscillating magnetron, the various results involving anode potential and synchronism conditions which have been discussed will be compared with similar results of the analysis of the completely space-charge-free magnetron. The initial differential equations of (3), (4), (5) and (6) are the same. The problem, however, becomes simpler, since not only are the boundary conditions known, but the complete potential distribution within the interaction space is known. On paper, at least, it becomes conceivable to calculate the position and velocity of an electron at every instant. It is discouraging to discover that even this relatively simple physical problem leads to nonlinear differential equations which have not been solved except for very simplified boundary conditions in the large signal, traveling reference-frame problem.\(^\text{20}\) The important difference from the preceding analysis will be found in the anode potential required for synchronism and in the division between energy due to motion directed perpendicular to the anode and energy due to motion directed parallel to the anode.

**Case I—Planar Magnetron.** The solution for the \( z \)-component of velocity in the static planar magnetron is, regardless of the field gradient at the cathode, the result given in (7) and the electron reaches the synchronism velocity at the same distance from the cathode given by (8). However, since it is assumed that the space charge is having a negligible effect on the field and potential distribution, the minimum anode


potential required to bring electrons to this boundary is now changed. The potential of a given point in the interaction space will be linearly related to the distance from the cathode. With these facts we can show that the synchronism anode potential is given by:

$$\phi_{an} = \frac{1}{2} B v_n y_a \text{ (for space-charge-free case).} \quad (39)$$

![Diagram](image1)

Fig. 12—Energy distributions in the plane magnetron (in relative electron volts).

For large $B$ this is approximately one-half the synchronism anode potential for the space-charge-limited case (12). There is nothing in the space-charge-free problem which gives reason to change the choice of $v_n'$ used in the integration of the energy equation which leads to the threshold anode potential and the cutoff anode potential. The various energy distributions are plotted for comparison in Fig. 12. The curve for the space-charge-limited energy distribution displays a slight upward flexion in the synchronism region due to the presence of space charge in the spokes. If, for the same anode potential, the emission current were reduced gradually to zero, the flexion would gradually disappear and the energy distribution gradually approach the straight line of the space-charge-free energy distribution. The difference between the actual energy distribution curve and the threshold-energy curve is the energy of $y$-directed motion. The energy of the $x$-directed motion is represented by the shaded area under the synchronism-energy level outside the synchronism boundary and the cutoff energy parabola inside the synchronism boundary. The remaining energy must be delivered to the RF field.

In Fig. 13 the phase-focusing diagram is placed beside a potential diagram to illustrate behavior of the magnetron under temperature-limited conditions. Two conditions are shown, indicated by 1 and 2. In condition 1 the anode current is sufficiently small that the operation is space-charge-limited. The anode potential, $\phi_{a1}$, is equal to the threshold potential, $\phi_{at}$, corresponding to the frequency, $f_1$. The phase angle, $\theta_1$, is represented as almost 90° since the space-charge swarm is assumed to be very weakly bunched. As the anode potential is raised a relatively small amount, the anode current rises rapidly to the saturation value. The reduction of space-charge density inside the magnetron causes a positive gradient to exist at the cathode and the potential required to produce synchronous electrons approaches the

![Diagram](image2)

Fig. 13—Phase-focusing diagram and energy-distribution diagram for temperature-limited operation.
value given by (39). For a given anode potential, $\phi_{an}$, the synchronism velocity might be higher than in the space-charge-limited case as represented in condition 2. (Under these conditions, velocities directed toward the anode may become significant.) The frequency is directly proportional to the synchronism velocity since $v_n = x_n f$ (2) and $y_n = \sqrt{\phi_n}$. We have, therefore:

$$\frac{f_2}{f_1} = \frac{v_n}{v_{n1}} = \frac{\sqrt{\phi_n}}{\sqrt{\phi_{n1}}}. \quad (40)$$

For the case illustrated it is implied that the difference between $f_2$ and $f_1$ is rather substantial, but that the phase angle, $\theta_n$, is still large and not greatly different from $\theta_1$. A change in any parameter would result in a different frequency, or phase angle, a new requirement for circuit impedance and a change in the RF potential or spoke width. It is reasonable to assume that the dc collection current is proportional to the spoke width.

(Observed dc currents, in the oscillating magnetron, are always a fraction of the known diode current capabilities.) Thus, if the particular operating anode potential and current are assumed constant, it becomes difficult to argue a change in any of the other parameters in the phase-focusing diagram without a change in the circuit. It is concluded that the operating conditions as specified by diagram 2 are unique.

Suppose the anode potential is now raised above the value, $\phi_{an}$, and that, in addition to keeping the dc current constant at the saturation level, the circuit impedance is kept constant. Since the dc current is limited by saturation, any change in spoke width which would produce a change in induced current would tend to be suppressed. Since the circuit impedance has been maintained constant, the phase angle and RF voltage remain the same and we are led to the conclusion that the threshold potential and, consequently the frequency, must increase in the same proportion as the anode potential. This is illustrated by the phase-focusing diagrams of Fig. 14. The unique balance between all of the parameters at the saturation current level is approximately maintained if the whole phase-focusing diagram is raised with the anode potential. The frequency is therefore determined by the anode potential under these particular conditions.

An important assumption underlying these remarks is that the gross behavior of the space charge in response to given imposed voltages and boundary conditions is not a critical function of frequency. This is certainly true and is an extremely important characteristic of magnetron behavior. The ability of the magnetron to operate over a wide range of voltages and magnetic fields and relatively large tuning ranges is a direct consequence of this property.

We have shown that the spoke configuration is determined by the RF potential caused by the flow of current induced in the circuit by the spoke motion. Therefore, certain specific circuit properties must be achieved in order to produce particular types of behavior in the phase-focusing diagrams illustrated by the examples in the last two sections. The results of considerations of induced current and circuit problems are presented in the concluding section with particular reference to the final definition of frequency pushing and voltage tuning. It is evident that the conditions just described are those required for voltage tuning and that the conditions described in connection with Figs. 9 and 10 are those required for frequency pushing. The present analysis will be completed by a brief discussion of the space-charge-free energy distribution of the cylindrical magnetron.

---

Case II—Cylindrical Magnetron. The equation for the synchronism anode potential in the space-charge-free cylindrical magnetron is based on the assumption of a logarithmic potential distribution between anode and cathode. Assuming initial velocities equal to zero:

$$\phi_{an} = \frac{1}{2} \frac{m}{e} \frac{\omega_n r_a^2}{r_e^2} \left( \frac{r_a}{r_e} \ln \left( \frac{1 - \frac{2m}{Be} \omega_n}{1 - \frac{2m}{Be} \omega_n} \right) \right).$$  (41)

Typical energy distribution curves are plotted in Fig. 15. The major physical difference from the planar magnetron results from the fact that the energy of the electron corresponding to its position must increase as the square of the radius in order to maintain synchronism. In order for the average potential throughout the space to be as great as the potential corresponding to synchronism energy, it is necessary for the anode to exceed the synchronism anode potential. The potential must be raised still further to meet the threshold condition. As a consequence, there will be a relatively large proportion of the electrons traveling at super-synchronous velocities just before the threshold is reached and the magnetron takes off. Immediately after the takeoff the distribution inside is altered completely, particularly so under temperature-limited conditions. An appreciable space-charge density must exist in the spokes so that the induced current and the consequent RF potential immediately assume appreciable values.

The over-all conclusion is that the cylindrical magnetron will be expected to jump into oscillation, whereas the planar magnetron may go through quite a smooth transition.

This conclusion can be extended to say that a magnetron with relatively large ratio of anode-to-cathode radius, say greater than 1.5 to 1, will be expected to jump into oscillation at finite anode current, whereas a magnetron which physically approaches the planar case, say, $r_a/r_e$ less than 1.5 to 1, will experience a smooth transition with oscillation at very low anode currents.

Once the magnetron has started oscillating, the remarks relating to the phase-focusing diagrams of Fig. 14 still apply. The description of starting given in connection with Fig. 13 is, however, no longer accurate.

Calculation of Current Induced in the External Circuit

If the space charge distribution is known, the theory of induced currents permits an exact calculation of the effect of the electrons on the circuit. Therefore any errors in the following results should arise from the assumptions made about the space charge. These assumptions are based on the preceding discussion. The approximate method which is offered permits reasonably quantitative estimates of frequency characteristics of the oscillating magnetron. Such an estimate is not readily made, perhaps not humanly possible, by use of the more accurate self-consistent field method.

The basic equation for induced current calculation used in obtaining the following results is:

$$i_k = \int_{S_k} (\rho \psi)_{a \delta} dS_k + \frac{\partial}{\partial t} \int_{V} \psi_{a \delta} dV,$$  (42)

where $i_k$ is the current to the $k$th electrode in an arbitrary system of electrodes due to a distribution of charge density $\rho$. $S_k$ is the surface of the $k$th electrode, $(\rho \psi)_{a \delta}$ the normal component of current at this surface and $V$ the volume occupied by the space charge density. $\psi_{a \delta}$ is defined as follows:

$$\psi_{a \delta} = \text{unity on } S_k$$

$$= 0 \text{ on all other electrodes and satisfies the Laplace equation throughout the interaction region. It is not an electrical potential.}$$

This equation has been applied to the space charge distribution and geometry shown in Fig. 16. Since the magnetron is considered operating in the $\pi$ mode there are half as many spokes of charge as anodes and the picture repeats at every other anode. Therefore, $\psi_{a \delta}$ was assigned the value unity on one set of alternate anodes and 0 on the other set. The term $\rho \psi$ was neglected. The fundamental component of the current induced in the admittance $Y_T$ with these assumptions is the following:


Number of spokes = $N$; number of anodes = $N'$; other modes than $\pi$ mode deserve discussion but are left out here in order to simplify presentation.
\[ I_1 = 8Lr^2 \pi \rho_s \sin \left( \frac{N}{2} \beta \right) F(\alpha NR_a R_a) \],

where:

\[ F(\alpha NR_a R_a) = \frac{\sin \left( \frac{N}{2} \alpha \right)}{R_a^{N/2} - R_a^{-N/2}} \]

and \( L \) = axial length of anodes.

\( \alpha = \frac{1}{2} \) the angular width of the gap between anode segments.

In this expression the effect of the space-charge density distribution and the effect of the electrode geometry are essentially separable. The space-charge distribution appears in the factor:

\[ \rho_s \sin \left( \frac{N}{2} \beta \right) \]

and the terms involving \( R_a \) in the remainder of the expression.

![Space-charge spoke configuration, electrode geometry and circuit assumed in calculation of induced current.](image)

There is little question as to the validity of the use of \( R_a \) as an inner boundary in the integration. Moreover, \( R_a \) is substantially constant for the ranges of frequencies generally encountered at constant magnetic field. On the other hand, the terms including \( \rho_s \) and \( \beta \) change substantially over a typical volt-ampere characteristic and bear further discussion. It is the variation in these terms which causes the characteristics of the magnetron

space charge as an induced-current generator to differ from the characteristics of a constant-current generator.

Substituting for \( \rho_s \) from (38):

\[ \rho_s \sin \left( \frac{N}{2} \beta \right) = \pi \rho_a \left[ 1 + 4e \pi r^2 \left( \frac{\phi_a - \phi_{a1}}{\rho_a} \right) \frac{\sin \left( \frac{N}{2} \beta \right)}{\beta N} \right], \]

but:

\[ \frac{\sin \left( \frac{\beta N}{2} \right)}{\beta N} = \frac{\cos \theta}{2 + \theta}, \quad \text{from (29)} \]

and the rms current generated by the magnetron can be written:

\[ I_\text{r} = \frac{I_1}{\sqrt{2}} = K_1 \left( 1 + \frac{\phi_a - \phi_{a1}}{\sqrt{2} K K_1} \right) \frac{\cos \theta}{2 + \theta} \]

\[ K_1 = \frac{8}{\sqrt{2}} \pi Lr^2 \pi \rho_s F(\alpha, N, R_a, R_a) \text{ amperes} \]

\[ K_2 = \frac{\rho_o r^2 (R_a^2 - R_a^2)}{4\sqrt{2} \pi K e_o} \text{ volts}. \]

A convenient form for \( \rho_o \) is:

\[ \rho_o = -8\pi \varepsilon_o \frac{m}{e} \int \frac{f}{N} \left( \frac{B}{m} - \frac{4\pi f}{N} \right). \]

\( R_a \) is given by (14).

\[ K = \frac{\phi_f}{\phi_{R P \text{ max}}} \]

\( \phi_f \) = the peak value of the fundamental traveling wave. By substituting \( \phi_f/\phi_{R P \text{ max}} \) for \( K \), using:

\[ \phi_{R P} = \frac{I_\text{r}}{|Y_T|} \text{ (rms)} \]

and (30), and solving for \( I_\text{r} \) we have:

\[ I_\text{r} = \frac{\pi}{2 + \theta} \left( \frac{K_1}{K_2} \cos \theta - \frac{K_1 \cos \theta}{K_2} |Y_T| \right) \]

**Frequency Pushing**

If a simple parallel resonant circuit is assumed (Fig. 17) as follows:

\[ |Y_T| = \frac{Y_{oc}}{Q_L} \frac{1}{\cos \theta}, \]

where:

\[ Y_{oc} = \sqrt{\frac{C}{L}} \]
and $Q_L$ is the loaded $Q$ of the circuit then:

$$\frac{I_v}{K_1} \approx \frac{1}{\frac{\pi}{2} + \theta - A \cos \theta \cos 2\theta} \tag{50}^8$$

$$A = \frac{K_1 Q_L}{K_2 Y_{es}}$$

Fig. 17—Equivalent circuit for oscillating magnetron.

This relationship is plotted in Fig. 18 for various values of $A$ against $5Q_L$ [i.e., against frequency $\delta = (f - f_s)/f_s$]. The auxiliary equation, applicable to a simple parallel resonant circuit,

$$2\delta Q_L \approx \tan \theta \tag{51}$$

is used.

For conventional $cw$ magnetrons the ratio $K_2/K_1$ has a value of the order of 500 to 1500 ohms.

Equations for the power and anode potential can be written:

$$\frac{P_L}{G_{i1} K_2^2} \approx \sin^2 \theta \left(\frac{I_v}{K_1}\right)^2 \tag{52}$$

and

$$\phi_a - \phi_{at} \approx \frac{A}{2} \frac{I_v}{K_1} \cos \theta \cos 2\theta. \tag{53}$$

These equations are plotted for various conditions in Figs. 19, 20 and 21, again using (51). If it is assumed that a direct proportionality exists between power and dc anode current (as is usually the case) these curves give the expected form of the frequency pushing and volt ampere characteristics. (Compare Fig. 1a.)

**Voltage Tuning**

When temperature-limited conditions prevail at the cathode the total dc current cannot increase beyond a specified value as the anode potential is raised. Assuming that the dc current has reached this value, a particular phase-focusing diagram will apply (Fig. 13-2). The current generated will be given by (43).

$$I_\delta = \frac{I_1}{\sqrt{2}} = 8L_r^2 r_\delta \sin \frac{N}{2} \beta F(\alpha, N, R_a, R_s) \tag{54}$$

where $\rho_\delta$ is undetermined. The current density through the spoke to the anode will be proportional to the temperature-limited dc anode current:

$$\rho_\delta = C_2 \phi_a. \tag{55}$$

Combining this relationship with (55), we have:

$$\phi_a = \frac{C_1 I_T}{C_2}\phi_{at}. \tag{56}$$

We are assuming, a priori, that the circuit conditions are such as to encourage voltage-tunable operation. We may write:

$$f \approx C_3 \rho_\delta. \tag{57}$$

Combining these conditions into (54) we have finally:

$$I_\delta = 8L_r^2 r_\delta^2 \frac{C_1}{C_2} \frac{I_T}{I_T} \sin \frac{N}{2} \beta F(\alpha, N, R_a, R_s). \tag{58}$$
Fig. 19—Theoretically predicted form of frequency pushing curves and volt-power characteristics.

\[ G_L = \text{constant} \quad Q_L = Q_{L_1} \text{ and } \frac{Q_{L_1}}{2} \]

Fig. 20—Theoretically predicted form of frequency pushing curves and volt-power characteristics.

\[ Q_L = \text{constant} \quad G_L = G_{L_1} \text{ and } 10 G_{L_1} \]
The resulting current depends on frequency through the variation of \( R_a \) in the function \( F(\alpha, N, R_a, R_c) \). \( F \) varies extremely slowly with frequency. Note also that \( I_e \) is directly proportional to \( I_T \).

The constant, \( C_2C_2/C_2 \), has not been evaluated. However, if the circuit characteristics are known, prediction of the shape of the power vs. frequency curve can be based on the fact that a constant current generator results. The general relationships:

\[
P_L = \frac{I_e^2}{|Y_T|} \cos \theta, \quad \phi_{RF} = \frac{I_e}{|Y_T|} \tag{60}
\]

can be used.

The voltage-tuning curve can be predicted using the definition of the synchronism velocity (1), the threshold potential (25) and the expression relating anode potential to the threshold potential:

\[
\frac{\phi_a - \phi_{at}}{\sqrt{2} K \phi_{RF}} = \cos 2\theta \tag{from (30) and (31)}
\]

The resulting relationship is:

\[
\phi_a = \sqrt{2} K \cos 2\theta \left( \frac{I_e}{|Y_T|} + \frac{\pi B}{n} r_c^2(R_a^2 - 1) - 2\pi^2 \frac{m}{e} n^2 R_a^2 f^2 \right) \tag{61}
\]

Equation (61) presents a strictly linear relationship between anode potential and frequency only for the conditions that:

1. \( I_e, \theta, |Y_T| \) are not frequency dependent; and
2. the \( f^2 \) term is negligible, i.e., for relatively large magnetic fields.

The first condition also makes the power, given by (60) a constant. These ideal conditions are illustrated in Fig. 22.

Equation (61) is general if (24) is used rather than (25) for the threshold potential, thus including the energy of radial velocities.

A lagging phase angle of the order of \(-20^\circ\) to \(-50^\circ\), and a high input impedance, are desirable to achieve good phase focusing. A circuit which has these characteristics, as well as a constant admittance over a wide fre-
frequency range, is difficult to achieve, since the magnetron anodes present a capacitance (a leading phase angle to the interaction space). It is necessary, therefore, to add inductance in parallel and work well below resonance. This is under investigation at the University of Michigan Laboratories by Mr. J. A. Boyd and Dr. J. S. Needle.

Conclusions

Frequency pushing and voltage tuning can be distinguished by the general statements: Frequency pushing is a relatively small variation in frequency associated with a large change in phase-position of the space charge spoke. It may be expected when the phase angle of the circuit external to the magnetron varies rapidly with frequency (in a resonant circuit). Voltage pushing is a large variation in frequency associated with little or no change in phase position of the space charge spokes. It may be expected when the phase angle of the circuit does not vary, or varies slowly with frequency (in a nonresonant circuit). Frequency pushing is characteristic of space-charge-limited operation; the radio-frequency current induced in the external circuit varies (generally increases) as power output and frequency are increased. Voltage pushing is characteristic of operation with limited dc current (generally temperature limited); the current induced in the external circuit is essentially constant, i.e., the magnetron acts as a constant current generator.

The author has studied pushing characteristics on numerous cw magnetrons constructed by Litton Industries and Raytheon Manufacturing Company and in the University of Michigan Laboratory. Voltage tuning characteristics have been available from the General Electric Research Laboratories and from the author's associates, Mr. J. A. Boyd and Dr. J. S. Needle. The complete check of the theory presented here against experiment requires complete and accurate information on the admittance characteristics of the magnetron circuit and accurate knowledge of the magnetic field intensity during the experiment. The latter knowledge is particularly important in the checking of (30),

\[
\phi_a = \phi_f \cos 2\theta + \phi_{at} \tag{30}
\]

since \(\phi_{at}\) is linearly related to the magnetic field \(B\) and \((\phi_a - \phi_{at})/\phi_{at}\) is of the same order as \(\Delta B/B\) where \(\Delta B\) is the expected deviation in magnetic field from a precalibrated value of \(B\) for a given magnet current due to hysteresis. The threshold for Hartree potential is frequently observed not to coincide with predicted value.\(^{26}\) The term \(\phi_f \cos 2\theta\) in (30) above predicts the difference between operating anode potential and the threshold (or Hartree) potential \(\phi_{at}\). Very large errors in correspondence of measured and predicted \(\theta\) are thus introduced using an incorrect value of the threshold potential.

Where sufficiently complete data were available comparisons of theory and experiment have been made. Detailed discussion of experimental results is beyond the scope of this paper. The points of theory which have been confirmed by experimental results are the following:

a. The magnetron oscillates at frequencies below resonance.\(^{27}\)

b. At approximately one-tenth of the maximum, power generated the magnetron will operate between \(2/\pi Q f_s\) and \((1/2Q) f_s\) megacycles below resonance. The range of operation is from this point to between \(f_s/2Q\) below resonance and \(f_s\).\(^{32}\)

c. The form of the pushing curve predicted by the theory is a good approximation of the observed form. This is significant since the form predicted, assuming a constant current generator, is not a good approximation. The characteristics of the current generator which are predicted, therefore, alter the resulting pushing curve in the right direction.\(^{32}\)

d. The criteria favorable to voltage tuning are correctly predicted. The voltage tuning frequency characteristic itself is predicted by (61).\(^{28}\) Condition (1) described in connection with this equation is not so readily obtained. The power characteristic depends on the determination of the constants \(C_1, C_2, \) and \(C_4\) in (59). This remains to be accomplished.

Experimental checks of the power levels predicted by the theory of pushing are in question since the approximations made in considering particular magnetron circuits are questionable. After consideration of the theoretical approach the conclusion is that the weakest point is in the calculation of the space-charge density. The shape of the curves for \(I_p/K_t\) in Fig. 18 is also sensitive to the variation of space-charge density with anode potential and should be considered subject to this limitation in the comparison with experimental results.

The general conclusion is that the theory offers a reasonably accurate approach to the prediction of frequency characteristics of magnetrons and that the theory is partially confirmed experimentally if a relative power scale is used rather than an absolute power scale. The very critical relationship between the quantity \(\phi_a - \phi_{at}\) and magnetic field makes difficult the experimental confirmation of the relationship between anode potential and frequency. However, as in the case of the power-frequency characteristic, the form of the curve, i.e., the change in voltage expected between two given frequencies, can be determined.
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\(^{17}\) Compare Figs. 1a, 2 and 18 through 21.

\(^{18}\) The straight line through the experimental points in Fig. 1b is plotted from this equation. The first term is negligible. \(R_0 = 5/3, r = 1.9\) mm, \(n = 6.\) In some cases the effects of radial velocities may become appreciable.
The Hyperbolic Transmission Line as a Matching Section*

HERBERT J. SCOTT†, SENIOR MEMBER, IRE

Summary—A concentric matching section in which the characteristic impedance of the section varies along the section as a hyperbolic function provides a matching section which is relatively insensitive to frequency change. The performance of the line is described in terms of its reflection coefficient. Two lines are considered, one of which has a characteristic impedance which varies as a hyperbolic tangent along the section, the other line has postulated a reflection per unit length of the form of a hyperbolic secant squared.

INTRODUCTION

In any transmission line the voltage and current along the line are described by the differential equations:

\[ \frac{dV}{dx} = -ZI \]  
\[ \frac{dI}{dx} = -YV, \]

where:

- \( V \) = the voltage across the line
- \( I \) = the current in the line
- \( Z \) = the series impedance per unit length of line
- \( Y \) = the shunt admittance per unit length of line

all of these being functions of position on the line.

Separation of variables in (1) and (2) results in the well known voltage equation

\[ \frac{d^2V}{dx^2} \cdot \frac{1}{Z} \frac{dZ}{dx} \frac{dV}{dx} - ZVY = 0, \]  
(3)

which may also be written:

\[ \frac{d^2V}{dx^2} \frac{d}{dx} \left( \frac{d(ln Z)}{dx} \right) - ZVY = 0. \]  
(4)

Similarly, the current equation is:

\[ \frac{d^2I}{dx^2} \frac{d}{dx} \left( \frac{d(ln Y)}{dx} \right) - ZYI = 0. \]  
(5)

Equations (4) and (5) readily lend themselves to solution when \( Z \) and \( Y \) are constant along the line, the solutions being the standard transmission line equations for voltage and current. When \( Z \) and \( Y \) are not constant, but instead are functions of position along the line, the second order differential equations for voltage and current are no longer linear. Under these conditions, except for some special cases as the exponential line\(^1\) and Bessel line,\(^2\) (4) and (5) do not yield to solution.

TRANSFORMATION TO FIRST ORDER NON-LINEAR DIFFERENTIAL EQUATION

It is possible, however, to transform (4) or (5) into a first order non-linear differential equation involving the reflection coefficient. In carrying out this transformation let the following quantities be defined:

\[ Z_0 = \sqrt{\frac{Z}{Y}} \]
\[ \gamma = \sqrt{\frac{Z}{Y}} \]
\[ \rho = \frac{V}{\frac{I}{Z_0} \frac{I}{I} + Z_0} \]

where:

- \( Z_0 \) = nominal characteristic impedance
- \( \gamma \) = nominal propagation factor
- \( \rho \) = voltage reflection coefficient

all of these in general being functions of position on the line.

By proper substitution of these quantities into (1) and (2) there is obtained, after some manipulation:\(^3\)

\[ \frac{d\rho}{dx} - 2\gamma \rho + \frac{1}{2} \frac{(1 - \rho^2)}{\rho^2} \frac{d(ln Z_0)}{dx} = 0. \]  
(9)

It is to be noted that this expression is exact and no restrictions of any kind have been imposed upon it.

REDUCTION TO FIRST ORDER LINEAR DIFFERENTIAL EQUATION

In any practical matching section, one of the requirements which must be met if the matching section is to satisfy the purpose for which it is designed, is that the

---
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reflections due to any mismatch shall be small. Insofar then, as the assumption that $\rho^4 < 1$ is acceptable, (9) reduces to:

$$\frac{dp}{dx} - 2\gamma p + \frac{1}{2} \frac{d(ln Z_0)}{dx} = 0. \quad (10)$$

As is customary in dealing with radio-frequency transmission line problems, it will be assumed that the line is loss-free and that the nominal propagation factor is a pure imaginary and is independent of position, i.e., $\gamma = j\beta$. Equation (10) then becomes:

$$\frac{dp}{dx} - j2\beta p + \frac{1}{2} \frac{d(ln Z_0)}{dx} = 0. \quad (11)$$

![Diagram](image)

Fig. 1—Concentric matching section extending from $x=0$ to $x=l$ and terminated in impedances $Z_1$ and $Z_2$.

**APPLICATION TO A LINE WITH A GIVEN VARIATION OF CHARACTERISTIC IMPEDANCE**

Consider now a non-uniform line as a matching section inserted between two transmission lines of impedances $Z_1$ and $Z_2$ respectively as indicated in Fig. 1 and presume for convenience that these terminating lines are indefinite in extent. A wave progressing from the sending end towards the receiving end of the section undergoes continuous reflection as it progresses outwards along the section. These reflections come about as a result of the continuously varying section parameters and are directed towards the sending end. When the wave arrives at the receiving end it meets an impedance match and so, without any further reflection, it passes into the uniform line beyond. As the wave travels down the uniform line, its history and performance beyond the end of the matching section are of no interest except for the realization that when $x \geq l$ the reflections per unit length of line,

$$R(x) = \frac{1}{2} \frac{d(ln Z_0)}{dx},$$

are zero. Under these conditions then, (11) gives for the reflection coefficient at $x=0$, i.e., the sending end of the matching section:

$$\rho = \int_0^1 \frac{1}{2} \frac{d(ln Z_0)}{dx} e^{-i\beta x} dx. \quad (12)$$

Consider now a concentric matching section extending from $x=0$ to $x=l$, in which the impedance at the sending end is that of the connecting line $Z_1$ and the impedance at the receiving end is that of the connecting line $Z_2$ as indicated in Fig. 1. Let the nominal characteristic impedance vary as the hyperbolic tangent along the section so that

$$Z_0 = \frac{Z_2 + Z_1}{2} + \frac{Z_2 - Z_1}{2} \tanh \left( \frac{x}{l} - \frac{1}{2} \right). \quad (13)$$

This variation of $Z_0$ with $x/l$ is shown in Fig. 2 when $Z_1 = 50$ ohms, $Z_2 = 150$ ohms, and the taper constant $a = 6$.

![Graph](image)

Fig. 2—Variation of

$$Z_0 = \frac{Z_2 + Z_1}{2} + \frac{Z_2 - Z_1}{2} \tanh \left( \frac{x}{l} - \frac{1}{2} \right)$$

along the section when $Z_1 = 50$ ohms, $Z_2 = 150$ ohms, and taper constant $a = 6$.

With the variation of $Z_0$ as indicated in (13) there is obtained:

$$\frac{1}{2} \frac{d(ln Z_0)}{dx} = \frac{a}{2i} \frac{Z_2 - Z_1}{Z_2 + Z_1} \sec^2 a\left( \frac{x}{l} - \frac{1}{2} \right)$$

$$= R(x). \quad (14)$$

which upon substitution into (12) gives for $\rho$:

* Bolinder (loc. cit.) obtains the solution of (11) in terms of a Fourier integral; Walker and Wax (loc. cit.) by the substitution $\rho = e^{i\theta}$ obtain a solution for $\theta$ which is used in determining the resonant wavelengths of tapered lines.

* The taper constant $a$ is chosen such that at the junction of the matching section and the line the value of the hyperbolic tangent i.e., $\tanh(a/2)$, should be essentially unity. Actually for $a = 6$ it differs from unity by approximately 0.5%.
\[
\rho = \frac{a}{2l} \frac{Z_2 - Z_1}{Z_2 + Z_1} \int_0^1 \frac{\operatorname{sech}^2 a \left( \frac{x}{l} - \frac{1}{2} \right)}{1 + \frac{Z_2 - Z_1}{Z_2 + Z_1} \tanh a \left( \frac{x}{l} - \frac{1}{2} \right)} \cdot e^{-\frac{j\sigma}{2}a(l/2)^2} dx.
\]

This integral cannot be evaluated in simple analytic form. A plot of the variable part of (14) which appears as a factor in the integrand was made and is shown in Fig. 3 as a function of

\[
a \left( \frac{x}{l} - \frac{1}{2} \right).
\]

Fig. 3—Variation of

\[
\frac{\operatorname{sech}^2 a \left( \frac{x}{l} - \frac{1}{2} \right)}{1 + \frac{Z_2 - Z_1}{Z_2 + Z_1} \tanh a \left( \frac{x}{l} - \frac{1}{2} \right)}
\]

with

\[
a \left( \frac{x}{l} - \frac{1}{2} \right)
\]

for \(Z_1 = 50\) ohms, \(Z_2 = 150\) ohms, and taper constant \(a = 6\).

The value of \(|\rho|\) was determined by means of standard graphical methods. The value of \(|\rho|\) thus obtained was normalized\(^{\ast}\) and appears as a function of \(l/\lambda\), the length of the matching section expressed in wavelengths and is indicated as curve (a) in Fig. 4.

**APPLICATION TO LINE WITH A GIVEN VARIATION IN UNIT REFLECTION**

When the nominal characteristic impedance is defined as in (13) observe that the variable part of

\[
\frac{1}{2} \frac{d\ln Z_0}{dx}
\]

inherently becomes skewed with respect to

\[
a \left( \frac{x}{l} - \frac{1}{2} \right) = 0
\]

(i.e., \(x = l/2\)). Suppose then that a different approach to the problem is made by starting with a symmetrical form for

\[
\frac{1}{2} \frac{d\ln Z_0}{dx} = k \operatorname{sech}^2 a \left( \frac{x}{l} - \frac{1}{2} \right).
\]

Instead of with an assumed form for \(Z_0\) and let this symmetrical form be not greatly different from the form of (14). Specifically let this be:

\[
\frac{1}{2} \frac{d\ln Z_0}{dx} = k \operatorname{sech}^2 a \left( \frac{x}{l} - \frac{1}{2} \right).
\]

Fig. 4—Variation of \(|\rho|\) with \(l/\lambda\) for (a) hyperbolic section, (b) exponential section, (c) Bessel section.

Since the section is matched at \(x = 0\) and at \(x = l\), the value of \(k\) is readily determined and (16) becomes:

\[
\frac{1}{2} \frac{d\ln Z_0}{dx} = \frac{a}{4l} \frac{Z_2}{Z_1} \operatorname{sech}^2 a \left( \frac{x}{l} - \frac{1}{2} \right) \tanh a \left( \frac{x}{l} - \frac{1}{2} \right),
\]

and the nominal characteristic impedance is found to be:

\[
Z_0 = \sqrt{Z_1 Z_2} \cdot e^{\tanh a \left( \frac{x}{l} - \frac{1}{2} \right) (\tanh a/2)} \ln \frac{Z_2}{Z_1}.
\]

The variable part of (17) is shown in Fig. 5 and the resulting nominal characteristic impedance in Fig. 6. These may be compared with Figs. 3 and 2 respectively.

\(^{\ast}\) Normalization is with respect to the value \(|\rho|\) would have if the lines were directly connected with no matching section in between them.
The resulting expression for the reflection coefficient becomes:

\[ \rho = \frac{a \ln \frac{Z_2}{Z_1}}{4l \tanh \frac{a}{2} \int_0^1 \sech^4 \left( \frac{x}{l} - \frac{1}{2} \right) \, dx}. \]  

(19)

The normalized value of \(|\rho|\) from this expression, obtained in the same manner as that for (15), is shown as curve (a) in Fig. 4.7

Fig. 5—Variation of

\[ \sech^4 \left( \frac{x}{l} - \frac{1}{2} \right) \]

with

\[ a \left( \frac{x}{l} - \frac{1}{2} \right) \]

for \(a = 6\).

COMPARISON OF REFLECTION COEFFICIENTS

For purposes of comparison, the normalized values of \(|\rho|\) for an exponential matching section and for a hyperbolic line are shown in Fig. 4 as curves (b) and (c) respectively. It will be noted that the undulations in \(|\rho|\) present in the latter two lines are absent in the hyperbolic line. For a given length of matching section, the hyperbolic line is less frequency sensitive than either the exponential or the Bessel line. These in turn are far less frequency sensitive than a matching section composed of a length of uniform transmission line. This would indicate that the hyperbolic line is relatively broad band in its operation.

Once \(|\rho|\) has been determined the voltage standing wave ratio may be evaluated from

\[ VSWR = \frac{1 + |\rho|}{1 - |\rho|}. \]  

(20)

The values of \(|\rho|\) obtained from (15) and (19) are so nearly the same they cannot be shown as two separate curves in this illustration.

Fig. 6—Variation of

\[ Z_o = \sqrt{Z_1 Z_2} \cdot e^{\frac{a}{2} \left( 2/1/2 \right)} \cdot \left( \tanh \frac{a}{2} - \tanh \frac{a}{2} \right) \cdot \ln Z_1/Z_2 \]

along the section when \(Z_1 = 50\) ohms, \(Z_2 = 150\) ohms, and \(a = 6\).

DESIGN OF MATCHING SECTION

In the design of the matching section, once \(Z_0\) is known, the conductor contour may readily be determined from:

\[ Z_0 = 138 \log_{10} \frac{b}{a}, \]  

(21)

where:

- \(b\) = inner radius of the outer conductor
- \(a\) = outer radius of the inner conductor.

The conductor contour for the cases considered are shown in Fig. 7. The contour for the line of (13) appears in Fig. 7a and that for the line of (18) appears in Fig. 7b.
Conformal Mappings for Filter Transfer Function Synthesis

GEORGE L. MATTHAEI†, ASSOCIATE MEMBER, IRE

Summary—In a previous paper the author outlined a general method for synthesis of filter and amplifier transfer functions by setting up fictitious electrostatic problems. This paper shows that techniques utilizing conformal mappings provide practical ways for solving these electrostatic problems. Analysis in the mapped plane also yields convenient methods for predetermining the number of poles and zeros required to meet given design specifications.

INTRODUCTION

This is essentially a sequel to the author’s paper “Filter Transfer Function Synthesis.” There, the fundamental principles were presented for a method of synthesis of system transfer functions with bands approximating various constant amplitudes in an equal-ripple manner. The method made use of the electrostatic potential analogy and involved computation of the surfaces at fictitious charged conducting plates. The purpose of this paper is to show how the technical difficulties of determining these flux distributions may be overcome.

As we shall see, the use of a conformal mapping enables us in most cases to solve the flux distribution problem quite readily. The mapping is used to remold the original potential field in a new plane where the problem will have symmetries which make it easy to solve. After the problem is solved in the new plane, the solution is mapped back to the original plane to give the desired results.

THE ELLIPTIC-TANGENT MAPPING

An excellent mapping for use in solving many low-pass and high-pass filter or amplifier problems is the elliptic-tangent function mapping:

\[ p = A \tan(w, k) = \frac{A \sin(w, k)}{\cos(w, k)} \tag{1} \]

Here we shall designate \( p = \sigma + j\omega \) while \( w = u + jv \) is the corresponding variable in the new plane. The functions \( \tan(w, k) \); \( \sin(w, k) \); and \( \cos(w, k) \) are respectively the elliptic tangent, elliptic sine, and elliptic cosine functions (Jacobian elliptic functions). The parameter \( k \) is called the modulus of the elliptic function, and it will in this case be fixed by \( \omega_1/\omega_2 \), the ratio between the frequencies at the edges of the pass and stop band. The parameter \( A \) is merely a scale factor.\(^5\)

Now let us note what this mapping does. Fig. 1 shows the potential problem for the low-pass LC filter,\(^1\) while Fig. 2 shows the same problem after being mapped to the \( w \)-plane. We may consider the mapping process as having split the \( j\omega \) axis from \( j\omega_1 \) and from \( -j\omega_1 \) (thus slicing the stop-band plates in half); then having opened the splits by double right-angle bends at \( j\omega_1 \), \( -j\omega_1 \), and \( -j\omega_2 \). In this manner the four quadrants of the infinite \( p \)-plane are mapped onto a finite rectangle of width \( 2K \) and height \( 2K^1 \). Herein this rectangle will be referred to as a “quasi-cell.”\(^4\) Note that each quadrant of the \( p \)-plane comprises one-quarter of this rectangle and the point at infinity has been split to appear on both the left and right side of the quasi-cell.

---

* Decimal classification: R143.2. Original manuscript received by the Institute, March 11, 1953.
It is a property of conformal mappings that they only distort a surface; they do not tear it. Let us call this the “continuity property.” Due to this property the quasi-cell in Fig. 2 will not exist by itself, but is surrounded by similar quasi-cells oriented in various ways so as to provide continuity of the mapping. Fig. 3 suggests how they fit together. To see how continuity is provided note that when crossing the \( j\omega \) axis in the \( p \)-plane from quadrant I we must arrive at quadrant II.

Thus the \( p \)-plane has a continuous Riemann surface composed of an infinite number of sheets. However, since all sheets and quasi-cells are alike in our problem, we need study only one sheet of the \( p \)-plane and one quasi-cell of the \( w \)-plane.

To analyze the mapping quantitatively we may begin by defining the scale factor:

\[
A = \omega_i. \tag{2}
\]

Next let us introduce the parameter \( k' \) which is known as the comodulus. The modulus \( k \) and comodulus \( k' \) are related by the equation:

\[
k^2 + k'^2 = 1. \tag{3}
\]

Now the parameters:

\[k, k', K, \text{ and } K'
\]

are all uniquely defined if any one of them is defined. (As shown in Fig. 2, \( K \) and \( K' \) are respectively the width and height of one quadrant of the quasi-cell.) For example if \( k' \) is known, \( k \) can be found by (3), and then \( K \) and \( K' \) can be found from a table of elliptic functions.\(^{4, 7, 8}\) Most elliptic functions are not tabulated with respect to the modulus \( k \) directly but instead are referred to a modular angle defined as:

\[
\theta = \sin^{-1} k. \tag{5}
\]

Now the parameter \( k' \) may be defined as:

\[
k' = \omega_1/\omega_2. \tag{6}
\]

Thus the bandwidth ratio \( \omega_1/\omega_2 \) determines the parameters (4) which in turn establish the proportions of the quasi-cell rectangle. Knowing the parameters (4) and the scale factor (2) any point in the \( p \)-plane may be identified with its corresponding points in the \( w \)-plane by the relation:

\[
p = \sigma + j\omega = A \tan (u + jv, k) = A \left[ \frac{(DB - DC^2B) + j(BC + DC)}{B^2 + D^2C^2} \right], \tag{7}
\]

where

\[
A = \omega_1, \quad B = cn (u, k) \ cn (v, k'), \\
C = sn (u, k') \ dn (u, k), \quad \text{and} \\
D = sn (u, k) \ dn (v, k').
\]

(The function \( dn (w, k) \) is another Jacobian elliptic function.) Along \( w \)-plane contours which are mappings of the \( p \)-plane \( \sigma \) and \( j\omega \) axes, (7) simplifies considerably. In Fig. 2, the line defined by \( j\omega = 0 \) maps the \( p \)-plane by the relations:

\[ \sigma = \frac{A \operatorname{sn}(u, k)}{cn(u, k)}; \quad i\omega = 0. \]  

Similarly the line where \( u = 0 \) maps to:

\[ \sigma = 0; \quad j\omega = jA \operatorname{sn}(v, k'); \]  
the line \( j\omega = jK' \) maps to the line:

\[ \sigma = 0; \quad j\omega = \frac{jA}{dn(u, k)}; \]  
the line \( j\omega = -jK' \) maps to:

\[ \sigma = 0; \quad j\omega = \frac{jA}{K' \operatorname{sn}(v, k')} . \]

And the lines defined by \( u = \pm K \) map to:

\[ \sigma = 0; \quad j\omega = \frac{jA}{K' \operatorname{sn}(v, k')} . \]

### Some Helpful Symmetries

When using the elliptic-tangent mapping a considerable amount of labor can be avoided by utilizing some symmetry properties which the mapping possesses. If a circle of radius:

\[ \omega_0 = \sqrt{\alpha_1 \omega_2}, \]

is drawn in the \( p \)-plane (Fig. 1), then this circle will map to straight lines down the centers of the \( w \)-plane quasi-cell quadrants as is shown in Fig. 2. Now suppose that the points \( \sigma_1 \) and \( \sigma_2 \) are arranged so as to have geometric symmetry with respect to the \( p \)-plane circle, i.e., they are arranged so:

\[ \sigma_2 \sigma_4 = \sigma_5^2, \]

then these points will map to the quasi-cell so as to have arithmetic or mirror symmetry about the centerline through the quadrants. Consider points \( p_1 \) and \( p_2 \) on the radial line from the origin in Fig. 1. We shall regard these points as being arranged with geometric symmetry with respect to the circle if:

\[ \left| p_1 \right| = \left| p_2 \right| = \omega_0^2. \]

Note that in Fig. 2 these points have mapped so as to have mirror symmetry about the quadrant centerline. In general we may state: Any points in the \( p \)-plane arranged so as to have geometric symmetry with respect to the circle of radius \( \omega_0 = \sqrt{\alpha_1 \omega_2} \) about the origin will map to the \( w \)-plane quasi-cells so as to have mirror symmetry about the straight lines which are the mappings of the circle.

If we have a rational function \( F(p) \) with poles and zeros arranged with even mirror symmetry about a line (i.e., for every zero on one side of the line there is another at the image point on the other side, and likewise for the poles) then by reasoning from the electrostatic potential analogy it can be shown that if \( p_1 \) and \( p_2 \) are symmetrical points about the line of symmetry,

\[ F(p_1) = \overline{F(p_2)} e^{i\psi}. \]

Here \( \overline{F(p_2)} \) denotes the conjugate of \( F(p_2) \), and \( \psi \) is a constant angle (usually zero in practical cases) which depends on the nature of the constant multiplier of the rational function. Similarly if the poles and zeros of \( F(p) \) are arranged so as to have odd mirror symmetry about a line (i.e., for every zero on one side of the line of symmetry there is a pole at the symmetrical point on the other side), then it can be shown that if \( p_1 \) and \( p_2 \) are symmetrical points and if \( p_0 \) is any point on the line of symmetry,

\[ F(p_1) = \frac{|F(p_0)|^2}{F(p_2)}. \]

The elliptic-tangent function mapping shows that any function having even or odd geometric symmetry with respect to a circle can be mapped to a plane where it will appear with even or odd mirror symmetry with respect to straight lines. Thus we see that (16) and (17) will also apply for functions having even or odd geometric symmetry with respect to a circle of radius \( |p_0| \) about the origin. In this case, \( p_1 \) and \( p_2 \) will be points having geometric symmetry with respect to the circle and \( p_0 \) is any point on the circle.

The upshot of the preceding phenomena is that if a function has either mirror or geometric symmetry and if the function is defined on one side of a contour of symmetry, it is defined implicitly on the other side also. Because of this, when synthesizing the \( H(p) \) functions after finding the locations of the poles and zeros which lie within a quarter-circle, the rest can be located by use of the symmetry properties.

### The LC Filter Potential Problem

Let us consider Fig. 1 as representing the LC filter potential problem. The conducting plate in the pass band carries eight units of negative charge while each of the two stop band plates carries four units of positive charge. To be mathematically correct we should consider this potential problem as being set up on each sheet of the \( p \)-plane Riemann surface. Then each sheet of the \( p \)-plane maps to one quasi-cell of the \( w \)-plane as shown in Fig. 3. The plates from the infinite number of \( p \)-plane sheets are mapped together in the \( w \)-plane so as to form an infinite number of parallel plates which are infinitely long. Each quasi-cell has eight units of positive and negative charge associated with it, and due to the symmetrical arrangement of the plates, this charge is evenly distributed giving a uniform flux variation at the surfaces of the plates. Using the double-charge quantization procedure described elsewhere in the literature, the quantized filaments or poles and zero in the \( w \)-plane will appear as in Fig. 4.

---

1. G. L. Matthaei, “Filter transfer function synthesis,” Proc. I.R.E., vol. 41, p. 380 (Fig. 8); March, 1953.
Observe that the array of poles and zeros in Fig. 4 has a continuous repetition of odd mirror symmetry in the horizontal direction and even mirror symmetry in the vertical direction. This will cause the corresponding $p$-plane function to have odd geometric symmetry with respect to the circle of radius $\omega_0$ and even mirror symmetry with respect to the real and imaginary axes. Thus by mapping the $w$-plane double-zeros which occur at $w = j\omega = j(1/4)K'$ and $w = j\omega = j(3/4)K'$ to the $p$-plane by use of (9), the entire $II(p)$ function is quickly found by virtue of the symmetries. Having found the $H(p)$ function the remainder of the transfer function synthesis proceeds as described.\footnote{1}

![Diagram](image)

**Fig. 4—Part of the infinite array of poles and zeros of the function $H'(w)$ for an LC filter example.**

**Solution of RC Filter Potential Problem**

This time let us discuss the solution of the RC filter potential problem.\footnote{9} There is a small degree of freedom available to us in the locating of real-axis poles and zeros. They must be located so as to yield a maximum number of saddle points on the real axis, and if in addition they are located with odd geometric symmetry with respect to the circle of radius $\sigma_0 = \omega_0 = \sqrt{\omega_0 \omega_1}$, a great deal of labor can be saved. Let us imagine that in Fig. 1 of this paper there are unit filaments of positive charge at $\pm \sigma_0$ and unit filaments of negative charge at $\pm \sigma_1$, where $\sqrt{\sigma_0 \sigma_1} = \sigma_0$. If the pass-band plate has four units of negative charge and the two stop-band plates each have two units of positive charge, this will be the RC filter potential problem.\footnote{1}

When our RC filter potential problem is mapped to the $w$-plane, the pass- and stop-band plates will once again map into an infinite set of parallel plates. However, this time there will be positive filaments between the plates at the points which are mappings of $\pm \sigma_1$ and negative filaments at the points which are mappings of $\pm \sigma_0$. It appears that this problem is most easily solved in two steps: First, all of the plates are grounded and the flux distribution at the surfaces of the plates due to induced charge is determined; second, the induced flux distribution caused by the presence of the charged filaments having been accounted for, the remaining part of the flux at the surface of the plates will be distributed like the flux field between charged plates without filaments, and this flux is easily determined. Due to the repetitive symmetries of the potential problem in Fig. 3, it will suffice to solve the quantization problem in one quadrant of one quasi-cell.

To solve the grounded-plate problem we shall use a “simulating function” which will imitate the effects of the boundary conditions and filaments associated with one quadrant of a quasi-cell. Note that in Fig. 3 the boundaries of the quadrant II marked by arrows A and B are lines of even symmetry, and hence will be lines of constant flux. The boundaries marked by arrows D and E are contours of constant potential (grounded plates), and hence can be simulated by a line of odd symmetry since a line of odd symmetry will be a line of constant potential. This potential field can therefore be represented by the logarithm of the array of poles and zeros in Fig. 5. For the representation to be exact this array of poles and zeros should continue on symmetrically out to infinity. Such an array can be achieved by use of elliptic functions; however, excellent results can be obtained by use of only a few chains of poles and zeros constructed from trigonometric functions.\footnote{10} The function:

\[
g(w) = \frac{\sin \left[ \left( \pi / K \right)(w-s) \right]}{\sin \left[ \left( \pi / K \right)(w+s) \right]} \times \frac{\sin \left[ \left( \pi / K \right)(w-s+j2K') \right]}{\sin \left[ \left( \pi / K \right)(w+s+j2K') \right]},
\]

(18)

yields the three chains of poles and zeros shown in Fig. 5, and by the electrostatic potential analogy it can be seen that the equation:

\[
V_\phi + j\phi = \ln |g(w)| + j \arg g(w) + M,
\]

(19)

for values of $w$ within the shaded region of Fig. 5 will give a very accurate approximation of the complex potential field in quadrant II when the filaments are present but the plates are grounded. In (19) $V_\phi$ is the scalar potential, $\phi_\psi$ is the flux, and $M$ is an arbitrary complex constant which determines the potential and flux zero references.

Breaking the sine functions of (18) into their real and imaginary parts, the flux at the surface of the grounded

\footnote{10} This very useful technique for approximating elliptic functions by use of trigonometric or hyperbolic functions was first introduced to this author by Mr. D. K. Weaver, Stanford Research Inst., Menlo Park, Calif.
plate at side E of quadrant II (Fig. 3) is found to be:
\[
\phi_v(v) = -1 \left\{ 2 \tan^{-1} \left[ -\tanh \left( \frac{v \pi}{K} \right) \coth \left( \frac{v \pi}{K} \right) \right] + 2 \tan^{-1} \left[ -\tanh \left( \frac{v - 2K'}{\pi} \right) \coth \left( \frac{v - 2K'}{\pi} \right) \right] + 2 \tan^{-1} \left[ -\tanh \left( \frac{v + 2K'}{\pi} \right) \coth \left( \frac{v + 2K'}{\pi} \right) \right] + \Im M \right\}.
\]
\[(20)\]

For simplicity, the constant (Im $M$) is evaluated so $\phi_0 = 0$, and the minus-one multiplier is introduced so $\phi_v(v)$ will be positive in the region from $v = 0$ to $v = K'$.

Fig. 5—Part of the array of poles and zeros of a "simulating function" used in the solution of an RC filter example.

If the ground connections are removed from the plates in Fig. 3 and if additional positive and negative charge is deposited on the stop- and pass-band plates respectively, then the total flux at the surface of the pass-band plate on side E of quadrant II will be given by the equation:
\[
\phi_i(v) = \phi_v(v) + \tau v,
\]
\[(21)\]

where $\tau$ is a constant. To evaluate $\tau$ recall that in this case the pass-band plate in Fig. 1 carries four units of negative charge and hence terminates a total of $8\pi$ lines of flux coming from the four quadrants. Thus the part of the plate bordering on quadrant II terminates $2\pi$ lines of flux. Then in the $w$-plane, since $\phi_i(0) = 0$,
\[
\phi_i(K') = \phi_v(K') + \tau K' = 2\pi,
\]
\[(22)\]

and $\tau$ can be evaluated.

Using the single-charge quantization procedure described,\(^1\) filaments of negative charge (or zeros) are established where $\phi_i(v)$ equals $\pi/2$ and $3\pi/2$. Since the $H(p)$ function in the $p$-plane will have even mirror symmetry with respect to the $\sigma$ and $j\omega$ axes and odd geometric symmetry with respect to the circle of radius $\omega_1$, we need only map to the $p$-plane the filaments associated with the right half of quadrant II. We can then easily find the locations of all of the poles and zeros of the $H(p)$ function by virtue of the electrostatic potential analogy and the symmetries.

**Predetermination of Attenuation Ratios**

Generally the fundamental design specifications which are significant in the synthesis of low-pass filter transfer functions such as those discussed are the bandwidth ratio $\omega_1/\omega_2$, the allowable ripple amplitude in the pass band, and the attenuation ratio between pass and stop bands. The designer is at the outset faced with the question of how many poles and zeros will be required in order to give a transfer function which will meet the specifications. Let us see how this problem can be dealt with in our low-pass examples. The same techniques can be adapted to most any case.

Fig. 6 shows the function $H(p) + C$ when $p = j\omega$ for our four-pole LC filter being designed by the double-charge quantization procedure. It was noted\(^1\) that the magnitude of the completed filter transfer function for steady-state frequencies $p = j\omega$ will in this case be:
\[
|T(j\omega)| = \sqrt{H(j\omega) + C}.
\]
\[(23)\]

Let us assume that our design specifications are given in the form of the bandwidth ratio $\omega_1/\omega_2$, the pass-band ripple ratio:
\[
\rho = \frac{\text{max. amplitude in pass band}}{\text{min. amplitude in pass band}} = \sqrt{\frac{H(j\omega_1) + C}{C}},
\]
\[(24)\]

and the attenuation ratio:
\[
\gamma = \frac{\text{min. amplitude in stop band}}{\text{min. amplitude in pass band}} = \sqrt{\frac{H(j\omega_2) + C}{C}}.
\]
\[(25)\]

The constant $C$ can be eliminated from (24) and (25) to give:
\[
\nu = \frac{H(j\omega_1)}{H(j\omega_1)} = \gamma^2 - 1.
\]
\[(26)\]

\(^1\) The actual values of $\omega_1$ and $\omega_2$ need not be considered during synthesis since if the bandwidth ratio is correct, the scale can always be adjusted to meet the requirements of the application. During the synthesis it is convenient to let $\sqrt{\omega_1/\omega_2} = \omega_0 = 1$.\(^2\)
In this manner our initial design problem becomes the problem of designing an \( H(p) \) function having a bandwidth ratio \( \omega_2/\omega_1 \) and an amplitude ratio which will satisfy (26). If a single-charge quantization procedure is used, (26) becomes:

\[
\nu = \frac{H_s(j\omega_2)}{H_s(j\omega_1)} = \frac{\gamma - 1}{\rho - 1}. \tag{27}
\]

When the synthesis of \( H(p) \) is begun, \( \omega_1/\omega_2 \) is used to fix the elliptic function modulus, and \( \nu \) is used to determine the number of poles and zeros which will then be required. It is easiest to determine the number of poles and zeros required by calculations in the \( w \)-plane. This is possible because, for example, a function \( H'(w) \) having the infinite array of poles and zeros shown in Fig. 4 (with an appropriate constant multiplier) is related to the \( H(p) \) function by:

\[
H'(w) = H(A \tan(w, k)) = H(p). \tag{28}
\]

Thus \( H(j\omega_1) \) and \( H(j\omega_2) \) can be determined by evaluating \( H'(w) \) at \( w \)-plane points which are mappings of \( j\omega_1 \) and \( j\omega_2 \).

An array of double poles and zeros such as is shown in Fig. 4 can be generated exactly by use of the elliptic function \( dn(w, k) \) squared. However, it is simpler to use an approximation. Note that the function \( \cosh(w) \) consists of an infinite set of zeros located at intervals of \( \pi \) along the \( w = jw \) axis and an infinite order pole located in an essential singularity at \( w = \infty \). Therefore a chain of double zeros such as appears along the line \( u = 0 \) in Fig. 4 and a chain of double poles such as appears along the line \( u = -K \) can be generated by the function:

\[
\left[ \frac{\cosh(n\pi w/2K')}{\cosh(n\pi(w + K)/2K')} \right]^2. \tag{29}
\]

where \( n \) is an even number which designates the number of double poles and zeros in the \( H(p) \) function. The function (29) approximates \( H'(w) \) within a limited region, so by use of (29) we obtain:

\[
\nu = \frac{H(j\omega_1)}{H(j\omega_2)} = \frac{H'(-K + jK')}{H'(jK')} \approx \left[ \cosh(n\pi K/2K') \right]^4. \tag{30}
\]

For cases where \( n \) is an odd number an equation analogous to (29) is constructed from hyperbolic sine functions and computation of \( \nu \) yields (30), so (30) holds for \( n \) either odd or even. If a single-charge quantization procedure is used:

\[
\nu \approx \left[ \cosh(n\pi K/2K') \right]^2. \tag{31}
\]

Knowing \( K, K' \), and \( \nu \), the number of poles and zeros required is easily determined by either (30) or (31) whichever is appropriate.

The reader may wonder how accurate (30) and (31) are. A sample \( H(p) \) function having \( \omega_1/\omega_2 = 0.7660 \) and six simple poles and six simple zeros has \( \nu = 1,500 \). For this example (31) yields about 1,505. Equations (30) and (31) will always be a little on the optimistic side, but their accuracy increases with either an increase in \( n \) or a decrease in \( \omega_1/\omega_2 \).

In the case of RC filter design things are a bit more complicated. More than one constant may be used when manipulating the \( H(p) \) function; hence, equations such as (27) are only approximate though probably sufficiently close for most cases. The ratio \( \nu = H(j\omega_1)/H(j\omega_2) \) can be determined by approximations similar to (30) and (31), but in this case the designer must also be careful to define the real-axis poles and zeros of \( H(p) \) so that there will be a maximum number of saddle points on the real axis. The author found that these matters are easily taken care of by setting up part of \( H'(w) \) in analog form on a rectangular sheet of Teledeltos paper which represents one quadrant of a \( w \)-plane quasi-cell. Since the borders of each quadrant of the quasi-cells are lines of even mirror symmetry, the edges of the sheet are left open-circuited. Constant-current electrodes (corresponding to poles and zeros) placed on the paper cause a voltage field to be set up which is proportional to \( \left| H'(w) \right| \). In this manner the number of poles and zeros required is easily determined experimentally, and the requirement that there be a maximum number of saddle points on the real axis of the \( H(p) \) function resolves into experimentally adjusting the electrodes on the sheet so that the potential field on the edge which maps to the \( p \)-plane \( \sigma \) axis will have a maximum number of ripples of magnitude. If the accuracy required is not too high, the function \( H'(w) \) may be completely determined by use of the analog, so it is then unnecessary to compute a solution for the potential problem.

**Mappings for Other Problems**

With the aid of simulating function techniques such as were used in the RC filter example, a wide variety of low-pass and high-pass filter and amplifier problems can be solved by use of the elliptic-tangent function mapping. In many cases satisfactory band-pass or band-stop functions can be obtained from a low- or high-pass function by use of an additional mapping. For example, by mapping the poles and zeros of a low-pass filter function \( T(p) \) to a new plane by use of the mapping:

\[
\frac{p}{\delta} = \frac{p'}{\omega_0'} + \frac{\omega_0'}{p'}, \tag{32}
\]
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Complex Magnetic Permeability of Spherical Particles

JAMES R. WAIT†

Summary—The effective complex magnetic permeability of an array of spherical conducting permeable particles is computed. Curves are presented which illustrate the dependence of the conductivity, permeability and radius of the particle and the frequency.

Introduction

Magnetic materials are used in many aspects of communication. Cores made up of a very fine powder or dust of ferromagnetic particles, with an insulating binder, are used in high-Q rf coils. It is known that the eddy-current losses are the most important and these are reduced by using small particles. Cores of dust-iron particles have also been used for low frequency loop antennas to improve their sensitivity. At microwave frequencies the magnetic properties of an artificial medium composed of an array of highly conducting metal particles are often utilized to attain a low effective magnetic permeability.

It is therefore considered desirable to discuss in a general way the magnetic properties of an array of conducting permeable spherical shaped particles embedded in a dielectric medium. Although the electromagnetic response of a sphere to a plane wave has been studied by many,1 little effort has been expended in preparing convenient charts or curves that show the nature of the combined effect of conductivity and permeability of the particles.

1 Decimal classification: R282.3. Original manuscript received by the Institute, February 13, 1953.

† Radio Physics Laboratory, Defense Research Board, Ottawa, Canada.


In this paper the theory of a single permeable conducting particle is outlined. Using this result, the effective complex permeability of an array of such particles is computed and a set of convenient curves is presented. The MKS system of units is used throughout and the fields vary with time as exp (jw(t).

Outline of Solution

It is convenient to consider first a single spherical particle of radius a, conductivity σ, dielectric constant ε, and magnetic permeability μ imbedded in an infinite and homogeneous dielectric medium of electrical constants ε0 and μ0. A uniform alternating magnetic field \( \mathbf{H}_0 \) is now applied to the sphere. The angular frequency ω is sufficiently low so that the dimensions of the sphere are small compared to the wavelength in the dielectric. If this condition is satisfied the secondary magnetic fields outside the sphere are expressible in terms of the equivalent magnetic dipole that is induced in the sphere.

This dipole moment \( \mathbf{M} \) is in the same direction as the applied field \( \mathbf{H}_0 \) and is in general a complex quantity.

The resultant field \( \mathbf{H} \) is then

\[
\mathbf{H} = \mathbf{H}_0 - \text{grad} \Phi,
\]

where \( \Phi \) is the magnetic potential of the induced dipole and is given by

\[
\Phi = \frac{\mathbf{M} \cdot \mathbf{r}}{R^3},
\]
where \( \vec{R} \) is the vector of magnitude \( R \) directed to the point of observation from the center of the sphere.

The expression for the dipole moment, neglecting any hysteresis effects, was given previously in a convenient form by the author:

\[
\vec{M} = -H_s(p + jq)v, \tag{3}
\]

where the real quantities \( p \) and \( q \) are given by

\[
p + jq = -\left[ \frac{2\mu(\sinh \alpha - \alpha \cosh \alpha) + \mu_0(\sinh \alpha - \alpha \cosh \alpha + \alpha^2 \sinh \alpha)}{2\mu(\sinh \alpha - \alpha \cosh \alpha) - \mu_0(\sinh \alpha - \alpha \cosh \alpha + \alpha^2 \sinh \alpha)} \right] \tag{4}
\]

and where

\[
\alpha = (j\sigma\omega - \epsilon_0\omega^2)^{1/2}
\]

and

\[
v = 4\pi a^2/3. \tag{5}
\]

Now if there are \( N \) such spherical particles per unit volume arranged in a cubic lattice the dipole moment \( m \) per unit volume per unit applied field is

\[
m = -V(p + jq), \tag{6}
\]

where \( V = Nv \) is the volume of the spherical particles. The Clausius-Mossotti relation of dielectric theory can now be used directly to obtain an expression for the effective complex permeability \( \mu_* \) of the array of spherical particles, so that

\[
\mu_* = \mu_0\left(1 + \frac{m}{1 - m/3}\right), \tag{7}
\]

where \( \mu_0 \) is the magnetic permeability of the matrix or binding medium. As in the completely analogous dielectric counterpart, this relation is valid not only for a cubic lattice, but also for any regular distribution of the particles that gives rise to macroscopic magnetic properties that are isotropic. It is also required that the separation of the particles be much less than a wavelength.

The effective permeability \( \mu_* \) can be written in terms of a real and imaginary part as

\[
\mu_* = \mu_*' - j\mu_*'' \tag{8}
\]

where

\[
\frac{\mu_*'}{\mu_0} = \frac{(3 + \rho V)(3 - 2\rho V) - 2q^2V^2}{(3 + \rho V)^2 + q^2V^2} \tag{9}
\]

and

\[
\frac{\mu_*''}{\mu_0} = \frac{9qV}{(3 + \rho V)^2 + q^2V^2}. \tag{10}
\]

For small packing of the spherical particles such that \( V < 1 \) these formulas simplify to

\[
\frac{\mu_*'}{\mu_0} \approx 1 - \rho V, \tag{11}
\]

and

\[
\frac{\mu_*''}{\mu_0} \approx qV. \tag{12}
\]

Discussion of Result

The quantities \( p \) and \( q \) which are functions of the conductivity, permeability, dielectric constant, and particle radius are given by (4) in terms of the hyperbolic functions with a complex argument \( \alpha \), for which tables are available.

For applications to iron dust cores, and even for microwave lenses the conduction current in the particle is also much greater than the displacement current, that is

\[
\sigma \gg \epsilon_0
\]

and therefore

\[
\alpha \approx j^{1/2}A = (1 + j)A^{2-1/2}
\]

where \( A = (\sigma\omega)^{1/2} \). The quantities \( p \) and \( q \) are plotted as a function of \( A \) which can be called the relative radius, in Figs. 1 and 2. A wide range of values of the relative permeability, \( K = \mu/\mu_0 \), of the particle are chosen, and they are indicated on the curves.

It is apparent that when the relative radius \( A \) is much less than unity the conduction or eddy-current losses are very small and the magnetic flux penetrates to the center of the particles. Under these conditions the quantity \( p \) approaches its maximum negative value \( p_m \) and \( q \) becomes very small. The effective permeability then approaches its maximum value \( \mu_*^{\text{max}} \) given by

\[
\mu_*^{\text{max}} \bigg|_{\rho_m} = \mu_0 \left[ 1 - \frac{Vp_m}{1 + Vp_m/3} \right], \tag{13}
\]

where

\[
p_m = -3\left[ \frac{\mu - \mu_0}{\mu + 2\mu_0} \right]. \tag{14}
\]

or more concisely

\[
\mu_*^{\text{max}} = \mu_0 \left[ \frac{(\mu + 2\mu_0) + 2V(\mu - \mu_0)}{(\mu + 2\mu_0) - V(\mu - \mu_0)} \right]. \tag{15}
\]

\[^{1}\text{J. R. Wait, "A conducting sphere in a time varying magnetic field," Geophys., vol. 16, p. 666; October, 1951.}


This equation is identical to the dielectric counterpart where the effective dielectric constant \( \varepsilon_e \) is given by (15) and the permeabilities \( \mu \) and \( \mu_0 \) are replaced by the respective dielectric constants \( \varepsilon \) and \( \varepsilon_0 \). Eckhart\(^5\) has given charts for this quantity to facilitate the calculation of the dielectric constant of such mixtures. His charts can also be used for the magnetic case so long as the eddy-current losses are small, corresponding to the case \( A \ll 1 \).

A large effective permeability, of course, is a desirable characteristic for core materials, and if \( \mu \gg \mu_0 \) and \( V \) is not too near unity, then

\[
\mu_e = \mu_0 \left( \frac{1 + 2V}{1 - V} \right),
\]

which can be considerably greater than \( \mu_0 \). If \( V \) is close to unity and \( \mu \) is not too large then

\[\mu_e \approx \mu_0\]


For truly spherical particles this latter situation is never realized although for very tight packing of slightly non-spherical particles it is a good approximation.

When the relative radius \( A \) approaches the value of unity, the eddy currents become appreciable. These currents are out of phase with the applied field for intermediate values of \( A \). For this reason the effective permeability of the array has a finite imaginary part. At very large values of \( A \) the flux does not penetrate the particle to any appreciable extent and the induced currents are largely on the surface. These currents are in anti-phase with the exciting field. The quantity \( \rho \) approaches its maximum positive value \( \rho_{\text{max}} \) and \( q \) again becomes very small. The effective permeability then approaches its minimum value \( \mu_{e \text{ min}} \) given by

\[
\mu_{e \text{ min}} = \mu_0 \left[ 1 - \frac{V \rho_{\text{om}}}{1 + V \rho_{\text{om}}/3} \right].
\]

where

\[\rho_{\text{om}} = 3/2\]
QUADRATURE COMPONENT $q$
OF THE DIPOLE MOMENT

Fig. 2—The "quadrature" component of the induced magnetic dipole of a conducting permeable sphere in an alternating magnetic field.

Under these conditions the effective permeability is less than the permeability of the medium between the particles. This is often a desirable characteristic for microwave lenses.
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CORRECTION

The following error in the paper, "RLC Lattice Networks," by Louis Weinberg, which appeared on pages 1139-1144, of the September, 1953 issue of the PROCEEDINGS OF THE I.R.E., has been brought to the attention of the editors by the author:

Page 1142, column two, sentence commencing on line eleven, should read
"Such cases are characteristic by the fact that the even function $\text{Re} \left[ P(j\omega) \right]$ has all its zeros at $\omega$ equal to zero or infinity."
A Method of Band-Pass Amplifier Alignment*

J. J. HUPERT†, SENIOR MEMBER, IRE, AND A. M. RESLOCK†

Summary—A method of alignment of band-pass amplifiers is discussed based on the oscilloscopic display of second order harmonic distortion as a function of the carrier frequency departure from the pass-band center. This method of alignment is thought particularly effective for band-pass amplifiers requiring high degree of linearity of transfer phase versus frequency function, such as for example, low-distortion FM intermediate frequency amplifiers.

INTRODUCTION

It is generally known that in linear band-pass pulse amplifiers and amplitude-limited FM amplifiers linearity of transfer phase variation with frequency is required for the absence of nonlinear distortion.

Thus, the display on the oscilloscope of the amplitude function alone does not give the observer any quantitative idea as to the performance of the investigated circuit. In fact, for a given number of natural modes of the circuit, the maximally flat amplitude response, does not represent the best condition of adjustment from the point of view of distortion of transient and FM signals. It can be proved\(^1\) that second harmonic distortion of the modulation frequency of an FM signal passing through a network can be expressed as

\[
|D_2| = \frac{1}{2} \omega \Delta \Omega \left| \frac{d^2 \phi}{d \omega^2} \right|_{\omega = \alpha}
\]

where

\[
|D_2| = \text{absolute value of the second harmonic distortion.}
\]

\[
\omega / 2\pi = \text{modulation frequency.}
\]

\[
\Delta \Omega / 2\pi = \text{frequency deviation.}
\]

\[
\left| \frac{d^2 \phi}{d \omega^2} \right|_{\omega = \alpha} = \text{absolute value of the second derivative of the transfer phase versus frequency function at the carrier frequency (or first derivative of the differential time delay \(d\phi/d\omega\).}
\]

The above formula is valid for small \(\Delta\Omega\) and for conditions of quasi-stationary operation. The phase-frequency curve and its derivatives may be computed from the frequencies and attenuations of the natural modes of the network.\(^1\)

The authors have attempted to design a system of oscilloscopic presentation of the interstage alignment displaying the second harmonic distortion of an FM signal passing through the tested network on one axis and the carrier departure on the other. As a consequence of (1), such a display presents quantitatively the data concerning delay slope (or phase curve curvature) value in the region of frequencies of interest. Since the audio-frequency harmonic measuring apparatus is rather easily constructed, this proves an experimentally more practical method than that of displaying the transfer phase or delay. Furthermore, the quality requirements in modern FM transmission are such that significant distortions are introduced by phase characteristic curvatures which certainly could not be discerned by an oscilloscopic observation of the phase-frequency plot.

EXPERIMENTAL VERIFICATION OF THE PERFORMANCE OF INTERSTAGES AS COMPARED WITH THEORETICALLY COMPUTED DATA

Values of \(|D_2|\) were measured for constant \(\omega / 2\pi\) (modulation frequency) and \(\Delta \Omega / 2\pi\) (frequency deviation) and the results plotted as a function of the carrier frequency around the center of the pass band for several typical interstages. The following precautions have to be taken in order to safeguard correct conditions of the measurements:

(a) The phase of the outgoing IF voltage should be formed in a stage of the chain prior to limiting.

(b) There should be no noticeable regeneration in the amplifier chain.

(c) The loading of the interstages tested should be linear (not dependent on the value of the RF or IF level).

(d) The contribution of the discriminator to the measured distortion should be negligible even at frequencies deviating from the crossover frequency by a value comparable to the half-bandwidth of the selective network under test.

(e) The distortion introduced by the network under test should predominate in the test circuit.

Fig. 1 represents the block diagram of the test circuit. The sensitivity of the RC-type amplifier is adequate to safeguard the saturation at levels available from the signal generator. The distortion introduced by elements of the demodulating circuit is insignificant. Also, the distortion introduced by the discriminator does not depend significantly on the frequency of the modulation.

On the other hand, the proportionality of the distortion data shown in Figs. 2, 3, 4, and 5 to the modulation frequency has been firmly established. Figs. 2, 3, 4, and 5 show the experimental data obtained in comparison to the theoretically computed curves. The theoretical data were obtained using.
\[
|D_2| = \frac{\omega_0 \Delta \Omega}{\omega_0^2 \alpha_1^2} \sum_{n=1}^{m} \frac{1}{\sigma_r^2} \frac{d^2}{dv_r^2} \arctan (v_r - v_{nr})
\]

where

\[
\begin{align*}
\frac{\omega_0}{2\pi} &= \text{modulation frequency}, \\
\frac{\Delta \Omega}{2\pi} &= \text{frequency deviation}, \\
\omega_0/2\pi &= \text{frequency of the center of the pass band}, \\
\omega_0/2\pi &= \text{fractional attenuation associated with natural mode } 1, \\
r &= \text{running subscript varying between 1 and the total number of natural modes of the system } m, \\
v_r &= \Delta \omega/\omega_0 \alpha_1, \text{ normalized frequency variable.} \\
\Delta \omega &= \Omega - \omega_0 = \text{difference between the angular frequencies of the carrier and the band pass center (treated as a variable).} \\
\sigma_r &= \alpha_r/\alpha_1, \\
v_{nr} &= \text{frequency of the natural mode } r \text{ expressed in units of normalized frequency variable } v_r.
\end{align*}
\]

Figs. 2, 3, 4 and 5 show the comparison of theoretical computations with the experimental results. \(|D_2|\) is the value calculated from (3) and (4) and plotted against \(\Delta \omega\) treated as an independent variable, while \(|D_2|_E\) is the result of measurements. The following data apply to the plots shown in these figures. In all figures

\[
\begin{align*}
\frac{\omega_0}{2\pi} &= 5 \text{ kc.,} \\
\frac{\Delta \Omega}{2\pi} &= 20 \text{ kc.,} \\
\omega_0/2\pi &= 4.3 \text{ mc.,} \\
Q &= 47. \\
\alpha &= \frac{1}{2Q} = 0.0106. \\
v &= 2Q \Delta \omega/\omega_0 \\
\frac{\Delta \omega}{2\pi} &= \frac{v(\omega_0/2\pi)}{2Q} = 45.7v \text{ (in kilocycles).}
\end{align*}
\]

The \(kQ\) data in Figs. 2, 3, 4 and 5 in individual interstages are

Fig. 2: \(kQ = 1\) in all four interstages.
Fig. 3: \(kQ = 0.6\) in all four interstages.
Fig. 4: \(kQ = 1.5\) in all four interstages.
Fig. 5: \(kQ = 0.6\) in two interstages.
\(kQ = 1.5\) in the other two interstages.

Since in the alternative of Fig. 5 there are two pairs of identical stages connected in cascade we have in this particular case

\[
|D_2| = \frac{\omega_0 \Delta \Omega}{\omega_0^2 \alpha_1^2} \left| \frac{d^2}{dv^2} \left[ \arctan (v - kQ) \
+ \arctan (v + kQ) \right] \right|
\]

where

\[
v = v_1 = v_2 = 2(Q/\omega_0)\Delta \omega.
\]
Fig. 2 depicts the case of four maximally flat (in amplitude) interstages. Fig. 3 represents the case of four stages maximally flat in delay. The reader will notice that in this case not only \(|D_2|\), a value proportional to the first derivative of the delay, vanishes at the origin but that \(d|D_2|/d\omega\) vanishes as well—which fact is a criterion of the maximal delay flatness. The conventionally used oscilloscopic alignment method showing the amplitude transfer versus frequency is not capable of showing the condition of maximum flatness of delay.

Discrepancies observed are due mainly to the neglected effect of terms containing higher order derivatives of the phase function and to inaccuracies of tuning of individual interstages by the bandwidth adjustment method. There is also some error resulting from the fact that the assumption of the quasi-stationary conditions applies only as an approximation.

**Fig. 3**—Theoretical and experimental data. Four interstages of \(kQ=0.6\) connected in cascade.

**Fig. 4**—Theoretical and experimental data. Four interstages of \(kQ=1.5\) connected in cascade.

**Fig. 5**—Theoretical and experimental data. Two interstages of \(kQ=0.6\) and two interstages of \(kQ=1.5\) connected in cascade.

**Fig. 6**—Apparatus for oscilloscopic presentation of the second harmonic distortion as a function of frequency. (\(\Delta\omega/2\pi\) carrier departure from the pass band center.)

The signal of intermediate frequency 4.3 mc is formed by mixing the outputs of FM signal generator (modulation frequency 5 kc) and swept frequency oscillator.
(sweeping rate approximately 30 cps), and then applied to the tested network in the form of a signal simultaneously modulated in frequency and swept at a lower frequency rate. The limiter and discriminator circuits remain as described previously. The second harmonic voltage of the demodulated signal is applied to the vertical plates of the cathode-ray oscilloscope. The 10 kc filter should be adjusted to avoid excessive ringing as a consequence of fast changing levels and, at the same time, provide selectivity adequate for suppression of both fundamental and third harmonic voltage.

The attenuation of the filter for 5 kc signals is of the order of 60 db. Oscilloscopic displays obtained for various adjustments of the intermediate-frequency amplifier under test agree well with curves obtained using step-by-step method. Fig. 7 shows the oscillogram taken for four interstages of $kQ = 1$ (slightly misaligned).

In conclusion it can be stated that the method of displaying second harmonic distortion or (in another scale) delay derivative versus frequency, provides more distinctive means of recognizing the conditions of network alignment than the conventional magnitude versus frequency display. The authors feel it may provide a useful means of aligning amplifiers intended for the reproduction of FM or transient signals.

**Summary—**In this paper, exact expressions are obtained for the excitation coefficients of a Tschebyscheff array by equating the array space factor to a Fourier series whose coefficients are readily calculated.

A set of curves is presented showing half-power beam width versus antenna length for various side-lobe levels. An approximate though very accurate expression for the half-power beam width is derived.

**Introduction**

Dolph\(^1\) suggested that a Tschebyscheff polynomial could be made to coincide with the polynomial representing an antenna pattern. He then proved rigorously that the resulting pattern would yield a minimum beam width when the side-lobe levels are fixed and a minimum side-lobe level when the beamwidth is specified. He derived the expressions for the currents of the Tschebyscheff arrays as

\[ I_q = \frac{1}{A_{2q} A_{2q-2}^{-1}} \left\{ A_{2q-1}^{2N-1} Z_0^{2q-1} - \sum_{k=0}^{N} I_k A_{2q-1}^{2k-1} \right\} \]  

for 2N elements and

\[ I_q = \frac{1}{A_{2q} A_{2q+2}^{-1}} \left\{ A_{2q+2}^{2N} Z_0^{2q} - \sum_{k=0}^{N} I_k A_{2q+2}^{2k} \right\} \]  

for 2N + 1 elements where

\[ A_{2m} = (-1)^{n-m} \sum_{p=m-n}^{m} \binom{p}{n-m} \binom{2n}{2p}, \]

\[ Z_0 = \frac{1}{2} \left[ r + \sqrt{r^2 - 1} \right]^{1/2}, \]

\[ T_M(Z_0) = r = \text{the main beam to side-lobe voltage ratio}, \]

\[ M = \text{one less than the number of elements in the array}, \]

\[ T_M(Z) = \cos (M \text{ arc cos } Z), \ |Z| \leq 1, \]

\[ T_M(Z) = \cosh (M \text{ arc cosh } Z), \ |Z| \geq 1, \]

and

\[ T_M(Z) = \frac{1}{2} \left[ (Z + \sqrt{Z^2 - 1})^M + (Z - \sqrt{Z^2 - 1})^M \right], \text{ all } Z. \]

By clever algebraic manipulation, Barbiere\(^3\) was able to obtain expressions for the currents which were much easier to handle than those of Dolph. The Barbiere current expressions are

\[
I_k = \sum_{q=k}^{N} (-1)^{N-q}Z_q^{2N-k} (2N - 1)(q + N - 2)! (q - k)! (q + k - 1)! (N - q)! \tag{9}
\]

for \(2N\) elements and

\[
I_k = \sum_{q=k}^{N} (-1)^{N-q}Z_q^{2N} (2N)(q + N - 1)! (q - k)! (q + k)! (N - q)! \tag{10}
\]

for \(2N+1\) elements.

In addition Barbiere also proved that

\[
Z_0 = \cosh \left( \frac{1}{M} \arccosh r \right) \tag{11}
\]

which is much easier to evaluate than (4) by either using tables or appropriate series expansions. These expressions of Barbiere are a big improvement over those of Dolph; however, they have one serious drawback. This is the factor \((-1)^{N-q}\), in (9) and (10), which results in the currents being the difference of two large and almost equal numbers. For example, take the calculation of \(I_1\) in a 24 element array designed to have \(-40\) db side-lobe level. \(Z_0 = 1.02665\) and \(I_1 = 93,040,583.6338 - 93,040,569.0594 = 14.5744\). Six significant figures are lost in this calculation. It was necessary to keep \(Z_0\) accurate to 12 significant figures to obtain this result, i.e., \(Z_0\) was assumed to be \(Z_0 = 1.02665000000\). As the number of elements in the array becomes larger, the number of significant figures required increases.

The use of Dolph's or Barbiere's expressions for calculating the current distributions of Tschebyscheff arrays requires a tremendous amount of calculations for an array having a large number of elements. It is also possible to determine the excitation coefficients of the Tschebyscheff array by equating the array space factor to a Fourier series whose coefficients are readily calculable. This leads to expressions for the currents which are somewhat more amenable to calculations.

### The Tschebyscheff-Fourier Coefficients

The space factor of a Tschebyscheff array is given by\(^2\)

\[
T_{2N}(Z) = \sum_{m=0}^{N} I_m \cos (2mu) \quad (2N + 1 \text{ elements}) \tag{12}
\]

and

\[
T_{2N+1}(Z) = \sum_{m=0}^{N-1} I_{m+1} \cos (2m + 1)u \quad (2N \text{ elements}) \tag{13}
\]

where

\[
I_m = \text{the excitation coefficient of the } m\text{th element on each side of the array center-line,}
\]

\(Z_0\) is defined by (4) or (7).

The excitation coefficients, \(I_m\), are real and symmetrical about the array center because the power pattern is symmetrical and the space factor is real.

Whittaker and Robinson\(^4\) and Sokolnikoff\(^5\) present a method of finding a sum

\[
F(x) = \sum_{n=0}^{r} (a_m \cos mx + b_m \sin mx) \tag{16}
\]

which furnishes the best possible representation of a function \(u(x)\) when we are given that \(u(x)\) takes the values \(u_0, u_1, u_2, u_3, \cdots u_{n-1}\) when \(x\) takes the values 0, \(2\pi/n, 4\pi/n, \cdots 2(n-1)\pi/n\), respectively, where \(n \geq 2r + 1\). The coefficients are evaluated by use of the following equations

\[
a_0 = \frac{1}{r} \sum_{k=0}^{r-1} u_k, \tag{17}
\]

\[
a_m = \frac{2}{r} \sum_{k=0}^{r-1} u_k \cos \frac{2km}{n}, \tag{18}
\]

and

\[
b_m = \frac{2}{r} \sum_{k=0}^{r-1} u_k \sin \frac{2km}{n}. \tag{19}
\]

The excitation coefficients of the Tschebyscheff array are easily determined by equating the Tschebyscheff polynomial to (16) and solving for the \(I_m\) in terms of the \(a_m\) and \(b_m\) coefficients. The space factor for the Tschebyscheff array of \(2N+1\) elements, (12) may be equated to the Fourier series (16) by setting \(2u = x\) and \(N = r\). Then

\[
I_m = a_m \quad m = 0, 1, 2, \cdots , N, \tag{20}
\]

\[
b_m = 0, \tag{21}
\]

and

\[
n = 2r + 1 = 2N + 1. \tag{22}
\]

\(Z_0\) may be calculated from (4) or (11).

The values of \(u(x)\) are obtained from

\[
u(x) = T_{2N}(Z) = T_{2N}(Z_0 \cos u) = T_{2N} \left( \frac{Z_0 \cos \frac{x}{2}}{2} \right) \tag{23}
\]

at the \(2N+1\) values of \(x\), namely,

\[
x = \frac{2\pi}{2N + 1}, \quad s = 0, 1, 2, \cdots , 2N. \tag{24}
\]

\(T_{2N}(Z)\) may be computed using the appropriate closed forms (6), (7), or (8).

The expressions for the excitation coefficients of the Tschebyscheff linear array then become

\[\tag{14}
Z = Z_0 \cos \frac{\pi d}{\lambda}
\]

\[\tag{15}
u = \frac{-\sin \theta}{\lambda}
\]


\[ I_0 = \frac{1}{2N + 1} \sum_{s=0}^{2N} u_s(x) \]

\[ = \frac{1}{2N + 1} \left[ u_0 + \sum_{s=1}^{N} u_s + \sum_{s=N+1}^{2N} u_s \right] \tag{25} \]

and

\[ I_m = \frac{2}{2N + 1} \sum_{s=0}^{2N} u_s \cos \frac{2s\pi m}{2N + 1} \]

\[ = \frac{2}{2N + 1} \left[ u_0 + \sum_{s=1}^{N} u_s \cos \frac{2s\pi m}{2N + 1} \right. \]

\[ \left. + \sum_{s=N+1}^{2N} u_s \cos \frac{2s\pi m}{2N + 1} \right] \tag{27} \]

The \( 2N + 1 - k \) term of

\[ \sum_{s=-N+1}^{N} T_{2N} \left( Z_0 \cos \frac{s\pi}{2N + 1} \right) \cos \frac{s2\pi m}{2N + 1} \tag{29} \]

is

\[ T_{2N} \left[ Z_0 \cos \frac{\pi(2N + 1 - k)}{2N + 1} \right] \cos \frac{2(2N + 1 - k)\pi m}{2N + 1} \tag{30} \]

\[ = T_{2N} \left[ -Z_0 \cos \frac{\pi k}{2N + 1} \right] \cos \frac{2k\pi m}{2N + 1} \tag{31} \]

and, since \( T_{2N}(Z) = T_{2N}(-Z) \), this \( 2N + 1 - k \) term becomes the same as the \( k \)th term of

\[ \sum_{s=-N+1}^{N} T_{2N} \left( Z_0 \cos \frac{s\pi}{2N + 1} \right) \cos \frac{s2\pi m}{2N + 1} \tag{32} \]

Since there is this asymmetrical term by term correspondence, the two summations are equal. The expressions for the excitation coefficients become

\[ I_0 = \frac{1}{2N + 1} \left[ r + 2 \sum_{s=1}^{N} T_{2N} \left( Z_0 \cos \frac{s\pi}{2N + 1} \right) \right] \tag{33} \]

and

\[ I_m = \frac{2}{2N + 1} \left[ r + 2 \sum_{s=1}^{N} T_{2N} \left( Z_0 \cos \frac{s\pi}{2N + 1} \right) \cos \frac{2s\pi m}{2N + 1} \right] \tag{34} \]

where

\[ m = 1, 2, 3, \ldots, N. \]

A similar procedure for a Tschebyscheff linear array of an even number \((2N)\) of elements results in the following expressions for the excitation coefficients:

\[ I_{m+1} = \frac{1}{N} \left[ r + 2 \sum_{s=1}^{N-1} T_{2N-1} \left( Z_0 \cos \frac{s\pi}{2N} \right) \cos \frac{s\pi (2m + 1)}{2N} \right] \tag{35} \]

where

\[ m = 0, 1, 2, \ldots, N - 1. \]

The excitation coefficients of a 144-element array having \(-40 \text{ db} \) side-lobe level were calculated using (35). The values of \( I_{72} \) and \( I_{71} \) obtained from (35) were exactly the same as those calculated from (1) or (9). This was used as a check for errors in the calculations of \( T_{2N-1} \) \( (Z_0 \cos s\pi/2N) \).

**The Half-Power Beamwidth**

The beamwidth of a Tschebyscheff array may readily be calculated using (5) and (7). The maximum amplitude of the main beam is

\[ T_M(Z_0) = r = \cosh (M \arccosh Z_0) \tag{36} \]

or

\[ Z_0 = \cosh \left( \frac{1}{M} \arccosh r \right). \tag{37} \]

At the half-power points

\[ T_M(Z_1) = \frac{r}{\sqrt{2}} \tag{38} \]

or

\[ Z_1 = \cosh \left( \frac{1}{M} \arccosh \frac{r}{\sqrt{2}} \right) \tag{39} \]

where

\[ Z_1 = Z_0 \cos u_1 \]

\[ u_1 = \frac{d\pi}{\lambda} (\sin \theta_1 - \sin \theta) \tag{40} \]

\( \theta = 0^\circ \) is the angle of the main beam from broadside and

\( d = \text{the element spacing}. \)

Half-power beamwidth for broadside beam \((\theta = 0^\circ)\) is

\[ \theta_{HF} = 2\theta_1. \tag{42} \]

The spacing of the elements has only a minor effect on the beamwidth. For other than broadside beams, i.e.,

\[ d = \frac{3}{4}\lambda. \tag{43} \]

---

*Method of determining excitation coefficients suggested by C. L. Dolph, "Discussion on a current distribution," Proc. I.R.E., pp. 489-492; May, 1947. Expressions (33), (34), (35), were obtained by Mrs. Wilma Bottaccini and Dr. N. H. Enenstein (unpublished work).*
\( \theta \neq 0^\circ \). (41) may be used to obtain values \( \theta_1^+ \) and \( \theta_1^- \), which correspond to the positive and negative values of \( u_1 \), respectively. The half-power beamwidth is then

\[
\theta_{HP} = \theta_1^+ - \theta_1^-.
\] (44)

![Graph showing the relationship between aperture in wavelengths and beamwidth in degrees.](image)

Fig. 1—Beamwidth of a Tschebyscheff array.

An approximate expression for the broadside half-power beamwidth may be obtained, which is quite accurate for the smaller beamwidths, by letting

\[
\cos u_1 = 1 - \frac{u_1^2}{2}.
\] (45)

For \( \theta_{HP} < 12^\circ \)

\[
\theta_{HP} = \frac{0.636}{l/\lambda} \sqrt{0.360 + 0.693 \log r + \frac{\log r}{2r^2}}.
\] (50)

where \( A \) depends on the side-lobe level \( r \). Some values are listed below.

<table>
<thead>
<tr>
<th>( r ) (db)</th>
<th>( A ) (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>51.1</td>
</tr>
<tr>
<td>-25</td>
<td>56.0</td>
</tr>
<tr>
<td>-30</td>
<td>60.6</td>
</tr>
<tr>
<td>-35</td>
<td>65.0</td>
</tr>
<tr>
<td>-40</td>
<td>68.7</td>
</tr>
</tbody>
</table>

These may be compared with the value \( \theta_{HP} = 50.9/l/\lambda \) for a uniform array.

---
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Since 1952, Mr. Pendleton has been engaged in work on primary standards of frequency and time for the High-Frequency Standards Section, Central Radio Propagation Laboratory, National Bureau of Standards, Washington, D.C.

Mr. Pendleton is a member of Tau Beta Pi, and an associate member of Sigma Xi.

Alfred M. Reslock was born in Sioux City, Iowa, in 1925, and received the B.S. degree from Tri-State College of Engineering, Angola, Indiana, in 1947.

At that time Mr. Reslock joined Motorola, Inc. as an assistant engineer in the Communications Department and was chiefly concerned with the design of mobile communications receivers.

In 1950, Mr. Reslock joined the engineering staff of A.R.F. Products, Inc., River Forest, Ill. as an electrical engineer. He has done much work of a practical nature on intermediate frequency amplifier design, particularly from the standpoint of design for low distortion of FM signals.

D. K. Ritchie was born in Newtonville, Ontario, Canada, on December 28, 1925. In 1948 he received the B.A.Sc. degree in Engineering Physics from the University of Toronto.

Mr. Ritchie spent one year at the National Research Council at Ottawa where he was employed as a Junior Research Officer. In 1950 he returned to the University of Toronto for postgraduate work and obtained the degree of M.A. in 1951.

Since that time Mr. Ritchie has been employed as an engineer group leader in the Research Department of Ferranti Electric Ltd., Toronto, where he is carrying out work on data handling systems involving both analogue and digital techniques.

V. H. Rumsey (SM'50) was born in 1919, in Devizes, England. He graduated from Cambridge in 1941 with an honors degree with distinction in Part III of mathematical tripos. In the United Kingdom civil service, he was a third-class assistant in 1941, a junior scientific officer in 1942, and a scientific officer in 1943 at TRE, Great Malvern, England. From 1943 to 1945 he was the head of the antenna section of the Combined Research Group at the Naval Research Laboratories in Washing-
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H. William Welch, Jr., (A'47) was born in Beardstown, Ill., on October 21, 1920. He received the B.A. degree in physics and was elected to Phi Beta Kappa at DePauw University in 1942. After a summer with the Eastman Kodak Company test laboratories, he spent a year at the University of Wisconsin in graduate study, research, and teaching. In 1943 he went to the Harvard University Radio Research Laboratory as a research associate, where he became involved in magnetron research and development. After spending the first six months of 1946 as a part-time instructor of physics at Purdue University he went to the University of Michigan Engineering Research Institute as a research physicist. In this position he was concerned with problems of microwave-tube electronics in the Department of Electrical Engineering Electron Tube Laboratory. He is presently project engineer of the Electronic Defense Group, also in the Electrical Engineering Dept.

Dr. Welch received the M.S. degree in physics at the University of Michigan in 1948 and the Ph.D. degree in electrical engineering in 1952. He is a member of Sigma Xi and the American Physical Society.

A. F. Van Dyck

From 1945 he returned to undergraduate school, receiving the A.B. in physics in 1948 from Cornell University. At this time he rejoined the staff of the Columbia Radiation Laboratory to continue earlier work on metal-ceramic vacuum seals and short wavelength magnetrons. In 1949 Mr. Williams became associated with the Electronic Tube Division of the Westinghouse Electric Corp., Bloomfield, N. J., as a development engineer on TR, ATR, and pre-TR tubes. In 1951 he became a member of the technical staff of the Bell Telephone Laboratories, Murray Hill, N. J. where he worked on the backward wave oscillator and amplifier. He joined the L. L. Constants and Co., Lodi, N. J., in 1952, as chief engineer on metal to glass vacuum seals. At present, he is associated with the Edison Laboratory of T. A. Edison, Inc., West Orange, N. J., as a research engineer on fire detection systems.

Mr. Williams is a member of the American Physical Society.
W. L. Everitt Receives
IRE Medal of Honor

Dr. William L. Everitt, renowned radio authority and Dean of the College of Engineering, University of Illinois, has been named the recipient of the Institute of Radio Engineers Medal of Honor for 1954, the highest annual technical award of the radio engineering profession. The award was made "for his distinguished career as author, educator, and scientist; for his contributions in establishing electronics and communications as a major branch of electrical engineering; for his unselfish service to his country; for his leadership in the affairs of the Institute of Radio Engineers."

Dr. Everitt is a Fellow, Director and Past President of the Institute of Radio Engineers.

The presentation of the Medal of Honor will be made during the annual banquet at the Waldorf-Astoria Hotel, New York, N. Y., on March 24, 1954 during the Institute's National Convention.

1953 Student Branch Awards

The annual IRE Student Branch Awards for 1953, as well as the name of the Student Branch in which the student winner was enrolled and the local Section giving the award are listed below. This is the second year that these awards have been made by the IRE Sections under a plan established in 1952 by the IRE Board of Directors.

<table>
<thead>
<tr>
<th>Student Branch</th>
<th>Student Branch Award Winner</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Akron (Joint Branch)</td>
<td>Vincent J. DiCaudo</td>
<td>Akron</td>
</tr>
<tr>
<td>University of Arkansas</td>
<td>Clarence R. Alls</td>
<td>Kansas City</td>
</tr>
<tr>
<td>University of British Columbia (Joint Branch)</td>
<td>Harold Palmer</td>
<td>Vancouver</td>
</tr>
<tr>
<td>Polytechnic Institute of Brooklyn (Joint Branch)</td>
<td>Kenneth C. Kelly</td>
<td>New York</td>
</tr>
<tr>
<td>Carnegie Institute of Technology (Joint Branch)</td>
<td>William M. Kaufman</td>
<td>Pittsburgh</td>
</tr>
<tr>
<td>Clarkson College of Technology</td>
<td>Harold R. Ward</td>
<td>Syracuse</td>
</tr>
<tr>
<td>Columbia University (Joint Branch)</td>
<td>Lewis L. Haring</td>
<td>New York</td>
</tr>
<tr>
<td>Cooper Union (Joint Branch)</td>
<td>Israel Kalish</td>
<td>New York</td>
</tr>
<tr>
<td>Cornell University (Joint Branch)</td>
<td>Lester F. Eastman</td>
<td>Syracuse</td>
</tr>
<tr>
<td>University of Dayton</td>
<td>Donald A. Bange</td>
<td>Dayton</td>
</tr>
<tr>
<td>University of Detroit (Joint Branch)</td>
<td>Jerome T. Lienhard</td>
<td>Detroit</td>
</tr>
<tr>
<td>Illinois Institute of Technology</td>
<td>Charles M. Knop</td>
<td>Chicago</td>
</tr>
<tr>
<td>University of Illinois (Joint Branch)</td>
<td>John L. Muerle</td>
<td>Chicago</td>
</tr>
<tr>
<td>Johns Hopkins University (Joint Branch)</td>
<td>Francis J. Witt</td>
<td>Baltimore</td>
</tr>
<tr>
<td>University of Kansas (Joint Branch)</td>
<td>Melvin Spry</td>
<td>Kansas City</td>
</tr>
<tr>
<td>Kansas State College</td>
<td>Bruce W. Bell</td>
<td>Kansas City</td>
</tr>
<tr>
<td>Louisiana State University (Joint Branch)</td>
<td>Luong Van Be</td>
<td>Dallas-Ft. Worth</td>
</tr>
<tr>
<td>University of Louisville</td>
<td>Raymond F. Irby</td>
<td>Louisville</td>
</tr>
<tr>
<td>Manhattan College (Joint Branch)</td>
<td>Alfred E. Diebold</td>
<td>New York</td>
</tr>
<tr>
<td>Michigan State College (Joint Branch)</td>
<td>Lawrence M. Scholten</td>
<td>Detroit</td>
</tr>
<tr>
<td>University of Michigan (Joint Branch)</td>
<td>Michael E. Mitchell</td>
<td>Detroit</td>
</tr>
<tr>
<td>Missouri School of Mines &amp; Metallurgy (Joint Branch)</td>
<td>Charles C. Poe</td>
<td>St. Louis</td>
</tr>
<tr>
<td>Newark College of Engineering</td>
<td>Ernest A. Preuss</td>
<td>New York</td>
</tr>
<tr>
<td>College of the City of New York (Joint Branch)</td>
<td>Norman Nesoff</td>
<td>New York</td>
</tr>
<tr>
<td>New York University</td>
<td>A. W. Charmatz</td>
<td>New York</td>
</tr>
<tr>
<td>Northwestern University (Joint Branch)</td>
<td>Reinhold F. Nylander</td>
<td>Chicago</td>
</tr>
<tr>
<td>University of Notre Dame (Joint Branch)</td>
<td>Edward R. Byrne</td>
<td>Chicago</td>
</tr>
<tr>
<td>Pennsylvania State College (Joint Branch)</td>
<td>Richard A. Santilli</td>
<td>Emporium</td>
</tr>
<tr>
<td>University of Pittsburgh</td>
<td>Donald K. Bayerschmidt</td>
<td>Pittsburgh</td>
</tr>
<tr>
<td>Pratt Institute</td>
<td>Robert C. Wagner</td>
<td>New York</td>
</tr>
<tr>
<td>Rensselaer Polytechnic Institute (Joint Branch)</td>
<td>Thomas C. Henneberger, Jr.</td>
<td>Princeton</td>
</tr>
<tr>
<td>Rutgers University (Joint Branch)</td>
<td>Herbert L. Thal, Jr.</td>
<td>Schenectady</td>
</tr>
<tr>
<td>Seattle University</td>
<td>Arthur W. Crooke</td>
<td>Princeton</td>
</tr>
<tr>
<td>Southern Methodist University (Joint Branch)</td>
<td>Arthur J. Burgh</td>
<td>Seattle</td>
</tr>
<tr>
<td>University of Syracuse (Joint Branch)</td>
<td>Carl M. Schwalm</td>
<td>Dallas-Ft. Worth</td>
</tr>
<tr>
<td>University of Toronto (Joint Branch)</td>
<td>Paul Dodge</td>
<td>Syracuse</td>
</tr>
<tr>
<td>Tulane University (Joint Branch)</td>
<td>David E. Noble</td>
<td>Toronto</td>
</tr>
<tr>
<td>Utah State Agricultural College (Joint Branch)</td>
<td>Frank X. Remond</td>
<td>Dallas-Ft. Worth</td>
</tr>
<tr>
<td>University of Utah (Joint Branch)</td>
<td>Alvin G. Laird</td>
<td>Salt Lake City</td>
</tr>
<tr>
<td>University of Washington (Joint Branch)</td>
<td>Ferril A. Losee</td>
<td>Salt Lake City</td>
</tr>
<tr>
<td>Wayne University (Joint Branch)</td>
<td>Charles R. Bryant</td>
<td>Seattle</td>
</tr>
<tr>
<td>Wayne University (Joint Branch)</td>
<td>Clifford S. Winters</td>
<td>Detroit</td>
</tr>
</tbody>
</table>
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Professional Group News

ULTRASONICS ENGINEERING

The Professional Group on Ultrasomics Engineering conducted a panel on ultrasonics at the National Electronics Conference, held in Chicago at the Hotel Sherman on September 28-30.


Mr. Morris Kenny of the Naval Ordnance Laboratory, White Oak, Maryland, has been appointed the new Secretary of the IRE Professional Group on Ultrasomics Engineering.

VEHICULAR COMMUNICATIONS

The Fourth Annual Meeting of the Professional Group on Vehicular Communications will be held November 12 and 13, at the Hotel Somerset, Boston, Mass.

The theme of this meeting will be design, planning, and operation of mobile communication systems. Several papers have been offered. For example, RCA and Oklahoma Natural Gas Co. have offered a paper on "Integration of Microwave and Mobile Systems"; George Doddrill of REA has offered a paper on "Radio Systems for Rural Power Companies"; F.C.C. has offered a paper on "Railroad Communication Companies"; New England Telephone & Telegraph has offered a paper on "Maintenance Problems of Mobile Equipment"; Bill Claypoole of U.S.D.A. has offered a paper on "Systems, Designs and Operations for Forestry"; Philadelphia Electric has offered a paper on "Planning and Engineering Mobile Communication Systems"; and Motorola, Inc. has offered a paper on "Portable Communication Systems."

The Executive Committee of the IRE has recently approved the establishment of the Boston Chapter of the Professional Group on Vehicular Communications. Robert Lewis and S. M. Wolf will act as Interim Chairman and Secretary, respectively.

MEDICAL ELECTRONICS

The Sixth Annual Conference on Electronic Instrumentation and Nucleoeics in Medicine, sponsored jointly by the IRE Professional Group on Medical Electronics and the American Institute of Electrical Engineers, will be held on November 19 and 20 at the Hotel New Yorker, New York, N. Y.


The Thursday evening session will be devoted to the discussion of the application of motion-picture technique to the field of fluorography, which has produced the new field of "cinel fluorography" providing the diagnostician with a new tool capable of recording the dynamics of the bone structure and various organs of the body. Sydney A. Weinberg of the University of Rochester will conduct a semi-popular type of session on the subject. He will discuss the three-dimensional techniques in use at his institution and will initiate a panel discussion on cinel fluorography. Material will be introduced on the new image brightness intensifiers and their impact on the field. Motion pictures will be included describing the work of the Westinghouse Electric Corp. in the field of image intensification. There will be an opportunity for audience participation in the session since it is anticipated that many will have questions for the panel to answer in this stimulating new field.


The Group will also sponsor, with the Medical and Electrical Engineering Schools of the University of Buffalo, a symposium on electronic phtyography, to be held in the auditorium of the new University of Buffalo Medical School, December 10 and 11. The keynote speaker will be Dr. Jan Nyboer, of Dartmouth College. The Buffalo-Niagara Chapter, under the chairmanship of Wilson Greathab, is handling local arrangements. A complete program will appear in the December issue.

METEOROLOGICAL FACTORS IN RADIO-WAVE PROPAGATION

The Physical Society of England has available copies of the proceedings of a joint conference by the Royal Meteorological Society and the Physical Society held at the Royal Institution in London on April 8, 1946.

Twenty papers on the subject of "Meteorological Factors in Radio-Wave Propagation" were read at the conference and are included in the report.

Reports may be secured by writing to the following address: The Physical Society, 1 Lowther Gardens, Prince Consort Rd., London, S.W. 7, England, for 24 shillings, inclusive of postage, or 15 shillings each for orders of 12 or more.

SPECIAL PROCEEDINGS ISSUE ON COLOR TELEVISION

A special and greatly expanded issue of the PROCEEDINGS devoted exclusively to the subject of Color Television will be published in January 1954. The issue will contain several hundred pages of important contributions including the technical monographs of the National Television System Committee, reports of various NTSC panels and officials, and papers presenting the latest developments in this timely subject.

Single copies of the January 1954 issue may be purchased at $3.00 per copy. IRE members may purchase one extra copy at $1.25. Public libraries, colleges, and subscription agencies may order copies at the special rate of $2.40. For copies shipped outside of the United States and Canada, there is an additional charge of $0.25 for mailing. You are urged to send your order in promptly with your remittance to the Institute of Radio Engineers at 1 East 79th Street, New York 21, N. Y.

The second Color Television issue combined with the first Color Television issue published in October 1951 will form a complete bibliography of major historical importance. Copies of the first Color Television issue are still available at the following prices: $1.00 for IRE members; $2.25 for nonmembers.
IRE People

The following biographies are of notables in the fields of engineering and related technology.

John L. Drew (M'45), electrical engineer in the Engineering and Technical Division of the War Department, Washington, D. C., passed away this past winter.

Born in Pennsylvania on June 12, 1888, Mr. Drew received the B.S. degree in electrical engineering from Villanova College in 1911. He also held a certificate in the Elements of Radio Engineering from George Washington University received in 1942.

Mr. Drew was a student engineer with the Philadelphia Electric Co. and the General Electric Co. in Lynn and Pittsfield, Mass., from 1911 to 1917. He was an associate engineer in the design, manufacturing and application of electrical machinery when he joined the U.S. Corps of Engineers in 1917, serving until 1920 in the operation of searchlights for anti-aircraft defense.

From 1920 to 1927 Mr. Drew was associated with the Gray & Davis Corporation and the American Bosch Magneto Corporation as a research and experimental engineer working on the design, manufacturing and application of automotive, starting, lighting, and ignition equipment.

Following these associations Mr. Drew did sales promotion until 1939. After a two-year illness he joined the Office of the Chief Signal Officer in the War Department, supervising research and development of radio communication equipment. In 1943 he transferred to the Engineering and Technical Division as an electrical engineer.

Elliot Mehrbach (M'44) has been appointed chief engineer of the Maryland Electronic Manufacturing Corp. of College Park, Md.

Previously Mr. Mehrbach had been with Allen B. DuMont Labs., Inc. since 1930 as project engineer in charge of the transmitter section in the Research Division, where he was responsible for much of the uhf television transmitter development, including a commercial SKY transmitter and a low power experimental station now operating as KE2XDR in New York City.

Mr. Mehrbach was born in New York City in 1916. He received the B.S. degree in electrical engineering from the Newark College of Engineering in 1938.

From 1938 to 1942 Mr. Mehrbach was a radio engineer for Federal Telegraph Co., Newark, N. J., where he worked on the design and development of air navigation aids and miscellaneous transmitting equipment. He then joined the J. H. Bunnel and Co., where he later became assistant chief radio engineer. He was a project engineer with Radio Receiver Co. and the Curtiss Wright Co. before going to the DuMont Labs.

Mr. Mehrbach is a member of Tau Beta Pi.

John H. Howard (SM'50), senior research engineer with Burroughs Corporation, Philadelphia, has been elected chairman of the Joint Computer Committee of the AIEE, IRE and Association for Computing Machinery; also chairman of the Professional Group on Electronic Computers.

Before joining Burroughs Mr. Howard had his own consulting firm. During 1949 he was a senior project engineer on special study project with Sperry Gyroscope Co.

Mr. Howard was born on November 14, 1913, in Topeka, Kan. He received the B.S. degree in electrical engineering from Kansas State College in 1935 and the M.S. in electrical engineering from Massachusetts Institute of Technology in 1939. From 1935 to 1942 he was a staff member of the electrical engineering department of MIT, working on cinema integrator, development of a rapid selector, and in charge of a NDRC project. He then became a special consultant on Navy development and operational work.

Until 1946 he was on active duty with the Navy, and received the Legion of Merit.

From 1946 to 1948 Mr. Howard, as one of the founding members, was director of development of the Engineering Research Associates, St. Paul, Minn.

John E. Gorham (A'42-M'46-SM'49), chief of the Thermionics Branch of the Signal Corps Engineering Laboratories, Fort Monmouth, N. J., died recently.

As chief of the Evans Signal Laboratory Dr. Gorham was responsible for the planning and directing of research, design, development, construction, standardization, and qualification testing of electron tubes and solid-state devices for the Department of the Army, and for the Air Force.

Dr. Gorham was born on November 11, 1911, in Moline, Ill. He received the B.S. and M.S. degrees from Iowa State College in 1933 and 1934. He received his Ph.D. from Columbia University in 1938, having been a teaching assistant in the physics department since 1934.

In 1939 and 1940, Dr. Gorham was associated with Hawley Products Co. of St. Charles, III., as a loudspeaker design engineer, with Belmont Radio Co. of Chicago, Ill., where he was concerned with the designing, setting up and maintenance of production test equipment for home receivers, and the Continental X-Ray Corp. of Chicago, where he designed high-voltage industrial X-ray equipment, including transformers and switching gear.

In 1940 Dr. Gorham joined the U. S. Signal Corps Engineering Laboratories as an associate physicist in the Engineering Branch, serving as chief of the circuit subsection, where he developed modulator circuits to test developmental uhf transmitting tubes. In 1942 he became chief of the special components subsection, being responsible for radar development of modulators, transmitters, and indicator circuits. He then became chief of the vacuum tube development section of the Thermionics Branch, where he was responsible for all vacuum tube development work for the Signal Corps, before attaining his position as chief of the Branch.

Dr. Gorham was the author of many technical papers and held a number of patents dealing primarily with electron tubes. He served on many military and professional committees dealing with electron tubes and solid-state devices.

Dr. Gorham was a member of the Advisory Council for the Electrical Engineering Department of Princeton University, Delta Upsilon, Sigma Xi, Phi Kappa Phi, Pi Mu Epsilon, Delta Sigma, and the Armed Forces Communications Association.
The Science of Color by the Committee on Colorimetry of the Optical Society of America


In 1921 the Colorimetry Committee of the Optical Society of America prepared a report outlining the state of the art in color measurement and presenting tables, charts, and other data useful in that field. This report achieved considerable success and ten years later steps were taken to bring it up to date. Various causes delayed the project but the colorimetric chapters were published separately as papers in 1943-45. The present volume is the final outcome of this revision.

The work is designed to appeal to a wide audience, ranging from artists and students to manufacturers, engineers and scientists, and to serve as an authoritative and up-to-date source of information, and data. Its publication is particularly timely for the engineer engaged in color television, whose responsibilities and interests require an understanding of scientific color evaluation and measurement. In order to sustain the interest of this wide audience, the successive chapters have been planned to be of graduated difficulty. The early chapters are simple and elementary, and the later ones become more technical and are particularly compiled for specialists. The scope runs from historical background on the appreciation of color, through a discussion of the physiology of vision and an analysis of the concepts involved in measurements of light and color, and closes with quantitative data on methods and equipment of colorimetry.

This great range of subject matter requires a nice selection of topics. Much thought has apparently been put into it, and in the resulting choice the various classes of readers each can find substantial fare not only in their own but in surrounding fields.

As an example, the engineer will find his principal interest in the second half of the book. However, his habits of considering phenomena definitely and objectively will be tempered by the background on the many and varied sensory effects which change color perceptions according to ambient conditions, and on the difference among surfaces, aperture, volume, and other modes of appearance of color. Only somewhat more remote to him are the treatments on esthetic and emotional responses to color, the nature of color blindness, and the nature of the nerve transmission of visual responses.

Criticism could perhaps be offered that the early chapters tend to labor "pet" topics and are marred by an unduly verbose style. The second half contains many useful tables on color data compiled at various times. It is unfortunate that it was not feasible to keep those involving color temperature up-to-date with revisions in the constants of Planck's law. Thus the wary user of these tables must constantly regard the listed temperature as only normal, subject to a correction which must be made each time to obtain consistency with the present standards adopted in 1948.

PIERRE MERTZ
Bell Telephone Laboratories
New York, N. Y.

Synchrons Self-Synchronous Devices and Electrical Servo Mechanisms by Leonard R. Crow

Published (1953) by the Scientific Book Publishing Co., Vincennes, Ind. 232 pages +X pages. 163 figures. $12.50.

Leonard R. Crow is an educational specialist and director of research and development of the Universal Scientific Company.

The first purpose of the author, as expressed in the preface, is to present the basic principles of all types of self-synchronous devices and their methods of application in control systems. In this aim he has been quite successful, and the book contains very good descriptions of the various self-synchronous devices and their operating principles.

A second objective was to "cover all the important ideas and concepts that are essential to complete understanding of self-synchronous control systems." In this the author has been less successful, as indeed, such an ambitious objective would have been impossible of fulfillment in this small volume. As an example, the important problem of stabilization of closed-loop control systems is covered by a few sentences regarding "anti-hunt" devices.

Most of the material is descriptive with a minimum of analysis. It is presented on the trade school level and was obviously intended for use in technical schools of the Armed Forces. This book is new and will undoubtedly serve a useful purpose in helping technicians understand the principles of widely used self-synchronous devices. The descriptive material is quite complete on the various types of remote control and indicating devices commercially available and widely used.

W. C. TINUS
Bell Telephone Laboratories
Whippany, N. J.
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NOTE: The Institute of Radio Engineers does not have available copies of the publications mentioned in these pages, nor does it have reprints of the articles abstracted. Correspondence regarding these articles and requests for their procurement should be addressed to the individual publications, not to the IRE.

- **Acoustics and Audio Frequencies**
- **Antennas and Transmission Lines**
- **Circuits and Circuit Elements**
- **General Physics**
- **Geophysical and Extraterrestrial Phenomena**
- **Location and Aids to Navigation**
- **Materials and Subsidiary Techniques**
- **Mathematics**
- **Measurements and Test Gear**
- **Other Applications of Radio and Electronics**
- **Propagation of Waves**
- **Reception**
- **Stations and Communication Systems**
- **Subsidiary Apparatus**
- **Television and Phototelegraphy**
- **Transmission**
- **Tubes and Thermionics**
- **Miscellaneous**

The number in heavy type at the upper left of each Abstract is its Universal Decimal Classification number and is not to be confused with the Decimal Classification used by the United States National Bureau of Standards. The number in heavy type at the top right is the serial number of the Abstract. DC numbers marked with a dagger ($) must be regarded as provisional.

### ACOUSTICS AND AUDIO FREQUENCIES

**534.001.3**

Trends in Electro-acoustics—*Wireless World*, vol. 59, pp. 352–354; Aug., 1953.) Report of the proceedings at the International Electro-acoustics Congress held in the Netherlands, June, 1953. The subjects covered were (a) sound recording, (b) public-address systems, (c) acoustic measurements, (d) hearing aids and audiometers, (e) electro-acoustics in ultrasonics, (f) electro-acoustics applied to musical instruments, (g) sound insulation of light-weight structures.

**534.01**


**534.21**

On a Variational Principle in Acoustics—O. K. Mawardi. (*Acustica*, vol. 3, pp. 187–191; 1953.) A generalized theory is presented for the propagation of sound waves in a tube of rectangular cross section with staggered openings in thin partitions placed at periodic intervals. A variational principle is applied to determine the wave-propagation constant for the labyrinth, and the phase velocity and attenuation for the simpler type of waves propagated are evaluated.

**534.213.4–14**

Propagation of Acoustic Waves in a Liquid-Filled Cylindrical Hole surrounded by an Elastic Solid—N. V. Somers. (*Jour. Appl. Phys.*, vol. 24, pp. 515–521; May, 1953.) The theory of propagation in systems in which discontinuities in the physical parameters occur along coaxial cylindrical surfaces is developed for an annular impulsive source. The field problem is solved for a basic model consisting of a cylindrical liquid column surrounded by an elastic solid.

**534.22:534.321.9-14**

A New Precision Method for the Measurement of Ultrasonic Velocities in Liquids—B. Ras and K. S. Rao—*Nature* [London], vol. 171, pp. 1077–1078; June 13, 1953.) Description of a simple method based on diffraction effects in a resonant liquid column. It is suitable only for transparent liquids and cannot be used at very high frequencies. Results obtained at frequencies in the range 1–3 mc are quoted for water and some organic liquids.

**534.231**

Marks on the Concept of Acoustic Energy—A. Schoch. (*Acustica*, vol. 3, pp. 181–184; 1953.) The conventional expressions for acoustic energy are shown to have characteristic properties which justify their use in acoustics. See also 2194 of August (Markham).

**534.24**

The Scattering of Waves at an Uneven Surface—Brekhovskich. (See 2968.)

**534.24**

Scattering of Waves by a Statistically Irregular Surface—M. A. Isakovitch. (See 2969.)

**534.321.9:534.23**

Transmission of Ultrasonic Waves through a Plane Plate made of Viscoelastic Material Immersed in a Liquid Medium—V. Torikai. (*Jour. Phys. Soc. [Japan]*, vol. 8, pp. 234–242; March/April, 1953.) Formulas relative to transmission through a nonabsorptive plate in a liquid medium are quoted and the corresponding formulas for the case of an absorptive plate are derived. The expression for the ratio of the incident and transmitted energy is of the same form as for the nonabsorptive plate, but the propagation constants are complex quantities. When the absorption coefficient of the plate is appreciable, a simple approximate formula can be applied which gives results in good agreement with experiment.

**534.321.9-14**

Demodulation of Ultrasonic Waves in Liquids—K. Altenburg and S. Kastner. (*Ann. Phys.* [Lpz.], vol. 11, pp. 161–165; Nov. 20, 1952.) The relations between the ultrasonic wave energy density, if sound amplitude and the depth of modulation, for a modulated ultrasonic wave, are investigated theoretically and experimentally. In water, the finite amplitude is determined nearly with the depth of modulation, and is also proportional to the energy density of the carrier wave. The second harmonic of the if sound is proportional to the square of the depth of modulation. The experimental method may be used to determine the energy density of ultrasonic waves of intensity $\leq 0.25$ mbar.

**534.522.1**


**534.614+534.64**


**534.64**

The Practical Representation of Standing Waves in an Acoustic Impedance Tube—W. K. R. Lippert. (*Acustica*, vol. 3, pp. 153–160; 1953.) The pressure/distance envelope function is considered for highly reflecting to normally absorbing samples and for highly absorbing samples. Measurement of the SWR is described, and the detection of disturbances of the equipment, by comparison of envelope curves derived from theory with those obtained by experiment, is illustrated by examples. A definition of the resolving power of an impedance tube is proposed and discussed.

**534.641**

Acoustic-Impedance Measurement by the Transmission-Characteristic Method—A. F. B. Nickson and R. W. Muncey. (*Acustica*, vol. 3, pp. 192–198; 1953.) The transmission-characteristic method used by Harris (3577 of 1945) is applied to the determination of acoustic impedance of materials at various frequencies and angles of incidence. The most suitable dimensions are determined for the reverberation chambers used, and their construction is described. Allowances can be made for the impedance of the bare walls, so that for comparison measurements over a range of frequencies, wooden boxes lined with sheet metal are satisfactory.

**534.75**

534.75–534.322.1
The Influence of Nonlinear Distortions on the Audibility of Frequency Vibrator—E. Zwicker and W. Spindler. (Akust. Beih., vol. 1, pp. 100–104; 1953.) Investigations were carried out on microphone signals within the range of 0.8–6.0 cps, the loudness level at the receiving headphones being adjusted over a 2:1 range and nonlinear distortion introduced. The measurement of individual intermodulation products and additional harmonics appears to be increased. This effect is partly due to the nonlinearity of the characteristic of the ear.

534.839

534.843
The Effect of Wall Shape on the Decay of Sound in an Enclosure—J. W. Head. (Acustica, vol. 3, pp. 174–180; 1953.) The method of procedure used is applied to determine the effect of regularly spaced symmetrical projections on the natural frequencies and normal modes of a two-dimensional room. An explanation is given for the preferential subsidence of modes of the room containing reduced air and the behavior of the room as shown experimentally by Somerville and Ward (14 of 1952).

621.395.623.7: 534.62
Direct Measurement of the Efficiency of Loudspeakers by Use of a Reverberation Room—H. C. Hardy, H. H. Hall and L. G. Raner. (Proc. N.E.C. [Chicago], vol. 8, pp. 99–107; 1952.) A relatively simple method is described for the determination of the power output from a loudspeaker excited by a warble tone in a large reverberation room. Typical measurement results are presented and correlated with results calculated from free-field measurements.

621.395.623.7: 081.142
An Analogue for Use in Loudspeaker Design—J. J. Barrett and H. G. Lang. (See 3050.)

621.395.625.2
The Calibration of Disc Recordings—Light-Pattern Measurements—P. E. Axon and W. K. E. Geldes. (Proc. I.E.E., part 111, vol. 100, pp. 217–227; July, 1953.) Analysis of the light patterns suggests that more accurate results are obtained if the light pattern is observed in the focal plane instead of on the disk surface. In the apparatus developed, the pattern width is measured as the distance between centers of twin images after they have been adjusted to lie edge to edge. Other simplifications enable calibration accuracy to be attained with compact equipment involving relatively inexpensive optical items. Experimental results confirm theoretical expectations.

621.395.625.3

621.395.625.3: 001.4
Noise Test for Magnetic Recording Media—R. C. Curtis. (Electroac., vol. 26, pp. 216–222; July, 1953.) DC bias current sufficient to saturate the medium to be tested is supplied from a filtered dc source through a resistance high compared with that of the head. Variations of voltage across the head are fed to an amplifier, to a tube voltmeter. Ti measures total noise. With a suitable filter or harmonic wave analyzer inserted the noise contribution in various parts of the spectrum can be measured. Typical test curves are shown and discussed.

534.75
Antenna and Transmission Lines
521.315.212
Noise-Free Transmission Cable—(Comm. Eng., vol. 13, pp. 22, 39; March/April, 1953.) Spurious electrical signals caused by mechanical shock and vibration arise in instrument cables due to the mechanical vibrations of the surfaces of the dielectric. Covering the inner and outer surfaces of the dielectric by a well-bonded conductive coating suppresses these unwanted signals. Details of laboratory procedure for making short lengths of noise-free cable are given. See also Electronic Eng., vol. 25, p. 293; July, 1952.

521.392.029.6/04
The Use of Short Transmission Lines in Ultra-High Frequency Techniques—P. Rohan. (See 2917.)

521.392.21: 512.831
Synthesis of Uniform Transmission Line—D. W. C. Shen. (Electronic Eng., vol. 25, pp. 287–289; July, 1953.) The application of matrix theory to network synthesis is illustrated. The uniform line is treated as an infinite number of quadrupole networks and the limiting values of the associated matrices are evaluated.

521.392.26
Attenuation and Surface Roughness of Electroplated Waveguides—F. A. Benson. (Proc. I.E.E., part 111, vol. 100, pp. 213–216; July, 1953.) Examination of the surfaces of copper and silver-plated waveguides shows that the plated surfaces are generally rougher than and bear no relation to the original drawn-tube surface. After 19 weeks’ exposure of waveguides to weathering, the attenuation at 9.375 mmk was increased of up to 22%.

521.392.26
Field in a Rectangular Waveguide with Conducting Membrane—H. L. Knudsen. (Onde Elect., vol. 43, pp. 7–234; April, 1953.) General theory is given of the field in a waveguide divided into several homogeneous sections by longitudinal conducting membranes parallel to one of the walls. The only possible waves in such waveguides are the longitudinal H and E types. Calculation of the components of these waves involves the solution of a transcendental equation in each circular-waveguide region. A detailed study is made of the TEM waves in a rectangular waveguide with a single membrane. The field of a wave on the position of the membrane, the resistance per unit of surface, and the frequency, is shown by a curve in the complex plane for each type of wave. From these curves the attenuation and phase constants and the field configuration for the different types of wave can easily be found. Such calculations are made for typical cases. With suitable choice of the position of the membrane and of its thickness, the surface resistance, or a value of the attenuation or phase can be obtained, for a given type of wave, that is fairly independent of frequency over a wide band.

521.392.26
Theory of a Waveguide containing a Spiral, Partly Filled with Dielectric—V. P. Shestopalov. (Zh. Tekh. Fiz., vol. 22, pp. 414–425; March, 1952.) Mathematical theory is developed which enables determination to be made of the structure of the field in the waveguide, the phase velocity and dispersion, the energy flow inside and outside the spiral and in the dielectric, and the losses in the spiral and in the waveguide wall. The advantages and disadvantages of this type of waveguide are enumerated.

521.392.26
Duo-Dielectric Coaxial Waveguide—R. E. Beam and D. A. Dobson. (Proc. N.E.C. [Chicago], vol. 8, pp. 301–312; 1952.) Analysis is presented of a coaxial dielectric guide with coaxial polyelectrolyte rod. The guide wavelength is determined and curves are given showing its variation with frequency for the Eo, Em, Hz, and HE0 modes. Representative field–distribution curves are also given for the various modes. The characteristic impedance for the principal and Eo modes is determined. This mode has an axial dielectric guide with arbitrary variations at zero frequency. At high frequencies the field is concentrated mainly within the polyelectrolyte rod and the radius of the outer conductor has a considerable effect on the propagation in the waveguide.

521.392.26
Cut-Off Frequency for Circular Waveguides containing Two Coaxial Dielectrics—R. D. Treastead and G. N. Crawford. (Proc. N.E.C. [Chicago], vol. 8, pp. 284–285; 1952.) A conditional discrimination is obtained for a cylindrical waveguide with a coaxial dielectric rod. The solution of this equation determines the cut-off frequency of the structure in the TM mode. Mathematical method consists of algebraic equations and are described and curves are given which show how the cut-off frequency of the composite waveguide compares with that of the same waveguide without the dielectric rod.

521.392.26
Electromagnetic Transients in Waveguides—G. I. Colin. (Proc. N.E.C. [Chicago], vol. 8, pp. 284–293; 1952.) Transient effects in cylindrical waveguides with arbitrary variations in cross sections are determined in terms of Fourier integrals, the form of which gives some information on the general characteristics of the propagating transient. A procedure in which the field integral is put into a form suitable for computation and a solution is obtained for the case of an applied sine-wave voltage with a unit-step-function envelope.

530.36: 538.614
Modes in Waveguides containing Ferrites—M. L. Kallus. (J. Appl. Phys., vol. 24, pp. 604–608; May, 1953.) Formal solutions are obtained for the equations for wave propagation in waveguides of circular section containing a ferromagnetic material, and with an axial dielectric field. TE, TM, and TEM modes are shown to be nonexistent. Variation of the relative phase of the two circularly polarized wave components with distance in a waveguide is demonstrated, corresponding to the Faraday effect. Similar results have been obtained by Suhl and Walker (2710 of 1952).

530.36: 538.614
The Faraday Rotation of Waves in a Circular Dielectric Waveguide—L. D. Yaffe. (Proc. Soc. [Japan], vol. 8, pp. 176–182; March/April, 1953.) Exact solutions for the magnetic rotation of waves in a circular waveguide of infinite length are obtained, the rotational terms in both magnetization and electric polarization being considered. The effect of the applied field is to produce two partial waves, with right- and left-hand circular polarization, which are neither pure TE nor TM modes, but reduce to these for zero field. Curves showing the fre-
The use of single-slot and double-slot radiators, in conjunction with a 440 mc FM alimeter (1863 of 1940), is described and the best location and type of radiator for conventional aircraft are indicated. A table of indicated range of feed-through between the transmitter and receiver is given, and radiation patterns of dipole single-slot and double-slot radiators are shown.

Abstracts and References

261.392.6:538.014

Experiments on the Faraday Rotation of Guided Waves—A. A. M. van Triert. (Appl. Sci. Res. B, vol. 3, pp. 142–144; 1953.) A cylindrical waveguide, with a Ni-ferrite rod mounted axially and a movable plunger sliding on the rod, was used for the Faraday rotation at 24 km. The two resonance lengths for each magnitude of the axial magnetic field were measured and the specific rotation calculated.

261.392.6:083.75

High-Powered Microwave Dummy Loads—T. N. Anderson. (Tele-Techn., vol. 12, pp. 52–94; 1953.) The development of a series of dummy loads for a microwave range which are described. The loads are designed for operation, without auxiliary cooling, at 2-kw average power dissipation at frequencies in the range 2.6–12.4 km.

261.392.67


261.392.6:530.828

New Antenna Fittings reduce P-Static Interference—C. de Vore. (Tele-Techn., vol. 12, pp. 77–79; 1953.) Illustrated description of insulated antenna fittings, developed at the Naval Research Laboratory, which reduce precipitation interference.

261.392.6:029.64

Recent Investigations on U.H.F. Dielectric Aerials—H. Aberlind. (Électroïque [Paris], no. 77, pp. 27–34; April, 1953.) The design and performance of various dielectric antennas are discussed and compared, including an omnidirectional type described by Ducot (La Recherche Aéronautique, May/June, 1949), which takes the form of a thin disk with central aperture. Compared with a biconical antenna this has the advantage of reduced size. It is particularly useful for frequencies of the order of 10 km, whereas the type described by Mueller (1205 of 1952) is preferred for use at 25 km.

261.392.656:261.392.933

FM Altimeter Slot Radiators—L. E. Rubarn. (Tele-Techn., pp. 73–75, 180; April, 1953.) The
used as frequency-determining elements the effective Q value is about unity, but a capacitance type of bridged-T network may have a Q value of 10.

1920 


1921 

Ultrasonic Delay Lines—(Electronics, vol. 26, pp. 2920-2926; Sept., 1953.) A new approach to the characteristics and operation of delay lines using fused-quartz or glass rods with quartz-crystal transducers.

1922 

A New Non-reciprocal Waveguide Medium using Perllite—E. H. Turner (Proc. I.R.E., vol. 41, p. 937; Aug., 1953.) A narrow ferrite strip is attached along the wall of a circular-section waveguide and subjected to a transverse magnetic field. A difference in phase constant exists for the two directions of transmission along the guide. For suitable ferrite dimensions, a nonreciprocal rotation of the plane of polarization of an incident wave takes place. A more complete theoretical explanation is to be published. The case of an axial ferrite rod with an applied axial field has been considered by Hogan (1233 of 1952).

1923 

Semiconductor-Terminated Electric Wave Filters—S. L. Chang (Trans. Amer. I.E.E., vol. 71, part 1, pp. 149-156; May, 1952.) Intended for use either as channel filters or to work between a finite resistance at one end and a very high or very low impedance at the other. Two design methods are presented, one based on the equivalent inductance-capacity filter, the other on Norton and Darlington's insertion-loss procedure. The minimum ratio of terminating resistances lies between 5 and 50 for most applications.

1924 

A New Approach to Optimum Filtering—E. W. Pike. (Proc. NEC [Chicago], vol. 8, pp. 407-418; 1952.) In filter problems, if enough is known about the signal and the noise to be processed to make a realistic assessment of a conventional method, better performance can be achieved by an optimum filter. For a filter, of order 1000 of the same order of magnitude.

1925 

Synthesis of a Dynamically Variable Electromagnetic Filter—J. G. Truxal and J. N. Warfield. (Proc. NEC [Chicago], vol. 8, pp. 419-426; 1952.) The principles of network synthesis are applied to the design of a variable bandpass with an upper cut-off frequency which can be varied dynamically over the frequency range 1-10 k. The bandwith variation is automatically controlled by voltages applied to the control grid of the necessary occurring in selectivity and midband gain.

1926 


1927 


1928 

A Relation between Susceptance Slope and Selectivity for Oscillator Design—W. A. Edison and C. D. Teasdale. (Proc. I.E.E.M., vol. 8, pp. 427-434; 1952.) Two quantities, (a) the slope of the susceptance curve, computed at an antiresonance frequency, (b) the dimensionless selectivity factor, are related to the ability of an oscillator in specifying the performance of oscillatory circuits. The relation between the two quantities for practical resonant circuits is discussed and general conclusions are drawn on the design of oscillators and resonant circuit design. These conclusions are applied to the comparison of the Clapp and Colpitts types of oscillator and to the study of the equivalent circuit of a quartz crystal operating near resonance.

1929 


1930 


1931 

The Transwar Directional Coupler—K. Townerman and S. B. Cohn. (Proc. I.R.E., vol. 41, pp. 922-926; Aug., 1953.) The coupling element consists of n closely spaced identical apertures, separated by (n-1) grid wires, in the common narrow wall between two waveguides. By changing the relative longitudinal position of the two waveguides, the number of exposed apertures, and hence the effective coupling length, can be changed. Power transfer is variable between 0 and 100%. Maximum power transfer is available at one frequency only, and hence bandwidth depends on the tolerable decrease in power transfer. Two models, with n=22, and differing only in grid-wire diameter, having maximum power transfer at about 9 and 10 kc respectively. Agreement between theory and performance is good.

1932 

External Influences on the Circuit Properties of U.H.F. Resonators—G. Megla. (Nachtech., vol. 2, pp. 323-336; Nov., 1952.) The Q of a cavity resonator depends not only on its physical dimensions and the material of which it is made, but also on the surface finish. The influence of the material and its finish on the fundamental damping and resonance resistance is investigated for resonators of various types. An examination is made of the degree of roughness permissible, with reference to standard specifications on surface finishes. Effects due to variations of atmospheric temperature, pressure and humidity, and methods of eliminating these effects, are also discussed.

1933 

Interaction of Modes in a Microwave Cavity Resonator—S. K. Chatterjee. (Jour. Indian Inst. Electron. Tech., B, vol. 45, pp. 59-69; April, 1952.) The minimum energy differences between the desired and undesired modes in a 9-kc cylindrical resonator are calculated by considering the electromagnetic field in the cavity as due to an infinite number of harmonic oscillators. Expressions for the mutual energy and the coefficient of coupling between the companion modes are given, and the relative significance of the total energy of a microwave cavity resonator is discussed.

1934 

Power Spectrum of a Nonlinear Oscillator perturbed by Noise—A. Blaquiere. (Ann.
Analysis of the effect of background noise in producing amplitude fluctuations. If the steady state of an oscillator is disturbed, recovery takes place exponentially with a time constant τ in the principal factor affecting the noise-power spectrum. Simple relations between τ and the circuit parameters are derived which show that for minimum noise power oscillator, the transformation ratio should be used, without introducing too many harmonics, and the phase of the feedback should vary only slowly with frequency. See also 968 of April and May references.

Two RC Oscillator Circuits—H. L. Armstrong. (Electronics, vol. 26, pp. 254-258; July, 1953.) Cathode-coupled and transistor types of RC osc of Servo, described which operate at frequencies of about 400 kc and 20 kc respectively.

Low-Power Blocking Oscillators—J. C. Oates. (Proc. N.E.C. [Chicago], vol. 6, pp. 231-235; 1952.) Information on use in final amplifying block of oscillators, particularly as regards requirements for short rise-times and narrow frequency deviation. A linearized equivalent circuit is derived to exploit the exponential approach for pulse duration which gives results in agreement with experiment, particularly when the grid coupling capacitor is small.

UHF Techniques in the Design of Amplitude-Stabilized Oscillators—A. W. Dickinson. (Proc. N.E.C. [Chicago], vol. 6, pp. 166-176; 1952.) Expressions for the oscillation amplitude in terms of the stabilizing-signal voltage are derived and the amplitude-stabilizing system is discussed as a negative-feedback loop. Experimental and theoretical results for a high-Q oscillator are compared.

A Tuner Oscillator—H. H. Wieden and N. Cass. (Electronics, vol. 26, pp. 198-202; July, 1953.) A titanate capacitor is coupled to the resonant-circuit inductor of the transistor oscillator, the transformer ratio being chosen at will. Varying the potential applied to this capacitor alters its effective capacitance and hence the resonance frequency. A polarization potential is applied to a Zanbush pilot to keep the capacitance variations within the linear range. A 2.5-mc oscillator constructed using a CK722 junction transistor and having a potential of 250 volts was supplied from a 30-v battery. The titanate capacitor consisted of two series-connected 100-pF units. A 3.5-mc oscillator using a Type-1098 point-contact transistor gave similar results. Some form of AFC is desirable in view of the temperature variations of the components.

An Oscillator with Constant Output Voltage—L. Ensing and H. J. J. van Eyndhoven. (Philips Tech. Rev., vol. 14, pp. 304-301; April, 1953.) The theory and design of an output-voltage stabilizer circuit are given. By a suitable choice of the values of two resistors and of the constant reference voltage, the oscillator output voltage is made virtually independent of tube characteristics and circuit impedance. An application to the calibration of tube voltmeters is described.

Mechanism of the Synchronization of LC Oscillators—J. K. Slooten. (Philips Tech. Rev., vol. 14, pp. 292-298; April, 1953.) The pulling effect on the phase and frequency of an LC oscillator is described. The phase change is calculated for the case of a single interfering pulse, a series of equidistant pulses, and a sinusoidal voltage. Interfering pulses occurring at an oscillator voltage peak affect the amplitude, those occurring at zero voltage cause a phase change in phase only. These phase changes are permanent. A differential equation, relating oscillator-voltage phase deviation, output-voltage phase deviation, and the magnitude of the interference current, is solved and the conditions for synchronism are obtained.

Some Aspects of Mix-Mixer-Crystal Performance—P. D. Steinagel (Phases, Inc., R.E., vol. 41, pp. 875-889; Aug., 1953.) A method of calculating conversion loss and conductances of a crystal mixer is given, their dependence on terminations at the image frequency and at the sum frequency is considered. Experimental data from various sources support the calculations. Graphs showing (a) oscillator noise versus output frequency, and (b) mixer noise temperature versus crystal noise temperature for varying conversion loss, are derived and applied, together with the conversion-loss data, to practical calculations of optimum mixer configuration and optimum if. Two examples are worked out. Experimental confirmation of results was obtained.

Auto- and Mix-Mixers of High-Q Oscillators—R. F. Denton, T. A. Wilson and A. R. Margolin. (Proc. N.E.C. [Chicago], vol. 8, pp. 56-63; 1952.) A method of control is described in which a cavity resonator and two microwave crystals are used as a standing-wave discriminator in a system for automatic frequency search and lock for a pulsed klystron. The klystron oscillator frequency stability to within 1 part in 108 is achieved.

Length of Coherent Microwaves Generated by an Electronic Oscillator—K. Shimoda. (Jour. Phys. Soc. [Japan], vol. 8, pp. 131-132; Jan./Feb., 1953.) Investigation of the noise associated with the generation of oscillations, of frequency 8 kc, by a reflex klystron showed a bandwidth of about 3 kc. This is attributed to fluctuation of the electron beam.

The Square-Wave Generator—F. Piegorsch. (Funk u. Fern., vol. 7, pp. 230-240; May, 1953.) The circuit of a multivibrator type of generator with stabilized input is shown and a complete analysis based on the characteristics of the double-triode type ECC40 is given.

A Reliable Locked-Oscillator Pulse Timer—P. G. Suter. (Tele.-Tech., vol. 12, pp. 68-69; 173; April, 1953.) Description, with complete circuit diagram and method of adjustment, of a highly stable locked-oscillator pulse timer providing pulses with recurrence frequency 25 seconds from a 100-kc input. The frequency divider has previously been described (944 of 1952). The unit has an over-all phase stability to within 0.1μs per volt of line-voltage change.

An Analogue Reciprocal-Function Unit for Use with Pulsed Signals—P. A. V. Thomas. (Electronic Eng., vol. 25, pp. 302-304; July, 1953.) A monostable multivibrator operates so that the width of the pulse generated is approximately proportional to the peak voltage of an input pulse. The pulse-width variation is converted to a corresponding amplitude variation of sawtooth output pulses by means of a constant-voltage time-base circuit.

An Analogue for a Power Amplifier for [driving] a D.C. Motor—J. Zakheim. (Onde élect., vol. 33, pp. 235-239; April, 1953.) Analysis of a symmetrical class-A amplifier supplying energy to a motor connected in the cathode circuit of the output stage. See also 687 of March.

High-Power Audio Amplifiers—L. F. Deise and H. J. Morrison. (Proc. N.E.C. [Chicago], vol. 8, pp. 81-88; 1952.) Recent applications for amplifier up to 10 kw include vibration work, servomechanism stages, and television transmitters. A variety of frequency powers sources, all of which require response, distortion and noise-level characteristics similar to those for broadcasting service. In high-power amplifiers, class-B push-pull output, the output transformer is the largest and most expensive item in the equipment, and may weigh several hundreds of pounds. A new equivalent of power amplification is presented, for such transformers. Harmonic distortion caused by the transformer is analyzed and methods of improving the performance of class-B amplifiers are described. A few details are given of a 5/10 kw amplifier with a response curve flat to within 1 db from 10 cps to 30 kc.

General Design Considerations of a Cavity-Type Voltage Amplifier—F. W. Allen. (Proc. N.E.C. [Chicago], vol. 8, pp. 64-72; 1952.) Details are given of the construction of a single-stage amplifier using a Type-2C93A triode tube. Control-current correction and a quad-grid operation were used to determine the operating parameters of the triode. A 3-stage amplifier using Type-2C93A and Type-2553 triodes is described, with performance details.

A Simple Low-Frequency Amplifier—J. R. Beattie and G. K. T. Conn. (Electronic Eng., vol. 25, pp. 299-301; July, 1953.) Description of a tuned-amplifier circuit for the range 1-3 cps, incorporating a damped phase-shift oscillator with independent control of resonance frequency and Q-factor.

Differential Law for the Intensities of Electrical Fluctuations, and Influence of Skin Effect—M. A. Leontovich and S. M. Ryotov. (Zh. Ekp. i Teor. Fiz., vol. 23, pp. 246-252; 1952.) An investigation is made of the form of the correlation function of the field which expresses the thermal electrical fluctuations in a conductor, and of the "differential law" on which Nyquist's integral formula (1) is based.

On the Temperature Dependence of Contact Noise—Y. Inuiishi. (Jour. Phys. Soc. [Japan], vol. 8, pp. 128; Jan./Feb., 1953.) Results of noise measurements on Se and CuO rectifiers and on carbon resistors over different temperature ranges between 40° and 130°C are shown graphically.

Subharmonic Oscillations in Nonlinear Systems—K. Hayashi. (Z. Phys., vol. 113, pp. 521-529; May, 1935.) The order of the subharmonics in systems with nonlinear restoring force is closely related to the form of the nonlinearity. A detailed analysis is presented for the subharmonic oscillations of equations for the cases in which the nonlinearity is expressed by a cubic or a quintic function. Stability of the limits is determined by means of the criterion previously given (2361 of August).

Step-By-Step Transition from Wave Optics to Ray Optics in Inhomogeneous Absorbing Media: Part I—Equations for Wave Normal, Transverse, and Longitudinal Polarization—A. Suchy. (Ann. Phys. [Lpz.], vol. 11, pp. 113-132; Nov. 20, 1952.) The transition is made by successive approximations. Each approximation is considered...
ered from the physical point of view and the physical significance of the equations derived is considered.


535.37:537.228:621.32 Electroluminescence—Electric and Optical. (T. Wallmark, L. Weymouth, C. W. Jerome, and W. C. Gungle. (Systèmes Technique, vol. 5, pp. 54-59; July, 1952.) Electro-optical measurements are reported on electroluminescent layers. The mechanism is explained on the principle described by Payne et al. (1341 of 1951), and fundamental properties of electroluminescent phosphors are studied.

537.12 Method for Measurement of the Charge of Fast Electrons—R. Fleischmann and K. Kollath. (Z. Phys., vol. 134, pp. 526-529; April 17, 1953.) A method is outlined for determining whether or not the variation of $me$ with the electron velocity depends entirely on $m$.

537.12 Measurement of Charge on Electrons in Motion—R. Kollath and D. Menzel. (Z. Phys., vol. 134, pp. 530-539; April 17, 1953.) No variation in the electron charge was detected in the range 5-5.5 keV. The method used was that outlined by Fleischmann and Kollath (ibid 2957 above).

537.525.5:621.327.43:538.561 Oscillatory Phenomena of Arc in Hot-Cathode Discharge Tube: Part I—Experimental (Characteristics of Oscillation)—H. Yoshimoto. (Jour. Phys. Soc. [Japan], vol. 8, pp. 59-68; Jan./Feb., 1953.)

537.525.5:621.327.43:538.561 Oscillatory Phenomena of Arc in Hot-Cathode Discharge Tube: Part II—Theoretical (Mechanism of Oscillation)—H. Yoshimoto. (Jour. Phys. Soc. [Japan], vol. 8, pp. 69-76; Jan./Feb., 1953.)

537.533:573.525.02 Space-Charge Spread of Reflected Electron Beams studied by a Photograph Method—J. T. Terrell. (Rev. Phys. [Pty.], vol. 24, pp. 390-397; May, 1953.)

537.537:537.241:530.145.61 The Self-Charge Spreading of a Focused Electron Beam—H. Grimmel. (Ann. Phys. [Lpz.], vol. 11, pp. 131-144; Nov. 29, 1952.) Simple formulas, derived from wave-mechanical considerations, are obtained for the upper limits of the self-charge effects, i.e., spreading of beam, and displacements of image plane and focus plane.

537.582 Energy Distribution of Thermo-electrons in Electron-Beam-Devices—H. Boersch. (Naturwissenschaften, vol. 40, pp. 267-268; May, 1953.) Experiments are described which show that the energy distribution of the thermo-electrons in oscillograph tubes, electron microscopes, etc., is not of the Maxwell type. The deviations from the Maxwell distribution, particularly in the low-energy range, are attributed to reciprocal dynamic effects.


538.311 Current Element near the Edge of a Conducting Half-Plane—R. F. Harrington. (Jour. Appl. Phys., vol. 24, pp. 594-597; May, 1953.) “The two-dimensional problem of the Maxwellian field from a line source of current adjacent to a conducting half-plane is treated by a transform method of solution. Expressions in terms of contour integrals are given for the current induced in the conductor and for the radiated field.”

538.566:535.31-534.24 The Seattering of Waves at an Unseen Surface—L. M. Brekhovskikh. (Z. Elekt. Theor. Fis., vol. 23, pp. 275-304; 1952.) An approximate method is proposed for calculating the fluid of acoustic and electromagnetic waves scattered by a surface. The method is shown to be valid if the irregularity is being large in comparison with the wavelength. Particular cases considered include that of sinusoidal corrugations.

538.566:535.31-534.24 Scattering of Waves by a Statistically Irregular Surface—M. A. Isakovitch. (Z. Elekt. Theor. Fis., vol. 23, pp. 305-314; 1952.) A method is proposed for calculating the field of plane waves scattered by a perfectly reflecting, statistically irregular surface, the irregularities being large in comparison with the wavelength. The method can be used for acoustic as well as electromagnetic waves.

538.566:537.562 Quenching of Afterglow in Gaseous Discharge Plasmas by Low-Power Microwaves—L. Goldstein, J. M. Anderson and G. L. Clark. (Rev. Phys. Vol. 90, pp. 486-487; May 1, 1953.) Continuation of work noted in 2637 of September. Results are reported for a neon emission on the plasma decay of applying microwave pulses at various time intervals after the production of the plasma. The state of decay was determined by electron flow to a fluorescent screen by means of photodetectors and displaying the amplified photocurrent in an oscilloscope. Decrease of light intensity observed during the application of the pulsed wave presumably due to reduction of the recombination rate. Differences in the traces observed at pressures of 20 mm Hg and 1 mm Hg are discussed. The effect may be useful for detecting em energy.

538.297 On Some Features of Noise Storms—T. Hatanaka and F. Moriyama. (Rep. Ionosphere Res. [Japan], vol. 6, pp. 99-109; June, 1952.) Disappearance of the noise emission at extremely high intensity on meter wave-lengths. The radiation is circularly polarized, may last for several hours, and is often associated with sudden bursts of nonpolarized radiation. The association of such noise storms with large and magnetically active sunspots is considered.


538.385 Distribution of S.C.* of Magnetic Storms—T. Nagata. (Rep. Ionosphere Res. [Japan], vol. 6, pp. 13-30; March, 1952.) The abbreviation S.C.* is used to denote the reverse impulse preceding a sudden commencement. This distribution with respect to local time and latitude was examined from records obtained at five U.S. stations during a period of 31 years, and also from worldwide records of individual geomagnetic storms. The reverse impulses appear chiefly in the afternoon, with a maximum at about 1600 local time. The pulse magnitude, taking its ratio to the main phase, increases markedly with geomagnetic latitude.

538.385 The Recurrence Tendency of Magnetic Storms—M. Ota. (Rep. Ionosphere Res. [Japan], vol. 6, pp. 212-214; Dec., 1952.) Data relative to 196 storms observed at Aoe Magnetic Observatory during the period September, 1949-August, 1952 are analyzed. 23 storms showed no recurrence tendency. The rest are divided into 33 groups, each containing several storms recurring at intervals of about 27 days.

538.385:535.54:621.306.9 Radio Echoes observed during Auroral and Terrestrial Magnetic Storms, using 35- and 74-Mc/s Waves Simultaneously—L. Harang and T. Landmark. (Nature [London], vol. 171, pp. 1017-1018; June 6, 1953.) A report of observations at Tromsø, near the auroral zone, and at Kjeller, near Oslo. The two pulse transmitters at each station excited the ionosphere, so that the shape and energy of the pulses could be made identical. The peak pulse power was 25 kw and repetition frequency 50/seconds. Echoes on 35 mc appeared regularly at Tromsø during auroral displays and in a number of cases also on 74 mc. Study of the results led to the conclusion that the echoes were not due to direct return from the ionosphere, but could be explained by reflection of backwards scattered wave from land or sea via the E-layer, the ionization of which increases greatly during auroras and geomagnetic storms. In all cases, the echoes on 35 mc showed a smaller range than those on 74 mc, the difference in range usually exceeding 100 km. Differences between the echo patterns on the two frequencies are noted. A full account of the observations will be given in Jour. Atmos. Terr. Phys.

538.385(98) Constitution of Polar Magnetic Storms—T. Nagata and N. Fukushima. (Rep. Ionosphere Res. [Japan], vol. 6, pp. 185-193; Dec., 1952.) Analysis of data obtained in the International Polar Year indicates that polar magnetic storms consist of a number of elementary disturbances which occur successively. The equivalent current system corresponding to these disturbances can be represented approximately by that due to an electric dipole located in the auroral zone.

538.385(98) Constitution of Polar Magnetic Storms—N. Fukushima. (Rep. Ionosphere Res. [Japan], vol. 6, pp. 185-193; Dec., 1952.) Analysis of data obtained in the International Polar Year indicates that polar magnetic storms consist of a number of elementary disturbances which occur successively. The equivalent current system corresponding to these disturbances can be represented approximately by that due to an electric dipole located in the auroral zone.

535.510:534:551.524.7 Annual Variation of Reduced Density and Mean Temperature of Atmospheric Ozone in...
Some Characteristics of Ionospheric Storms—H. Miya and N. Wakai. *(Rep. Ionosphere Res. [Japan], vol. 6, pp. 137–146; Sept., 1952.)* Analysis of world-wide data from 40 ionosphere stations for the period May 8–11, 1948, including two geomagnetic storms with disturbances. It shows that an inhomopsheric disturbance coincident with a sc in a region of high geomagnetic latitude spreads down to lower latitudes. In high geomagnetic latitudes, disturbances travel at a high velocity, which is about 300 km/hr in the vicinity of Japan. The intensity of the disturbance decreases with latitude. The connection between the occurrence of auroral events and sudden disturbances of radio communication is briefly discussed.

551.510.535:551.504
2098
Studies on Ionospheric Storms—H. Uyeda. *(Rep. Ionosphere Res. [Japan], vol. 6, pp. 169–177; Dec., 1952.)* A definite relation is found between the types of storms discussed by Appleton and Figgott (891 of 1950) and the seasons in which they occur. The development of ionospheric storms is discussed in some detail. The storms are considered to be world-wide ionospheric investigations, particularly in high latitudes and at intervals less than an hour, is stressed.

551.510.535:529.087
2099
Modern Ionosphere Sounding Equipment of the Netherlands—T. van Berkel. (Tijdschr. ned. Radioeng., vol. 18, pp. 149–165; May, 1953. In full English.) Complete block diagram, of a 1-kw pulse equipment for the range 1–20 mc. Pulse duration is adjustable from 50 to 100 µsec; repetition frequency is 50/sec. A complete frequency sweep can be made in either 10 or 20 seconds. Two cw tubes in parallel provide monitoring and photographic facilities.

551.510.535:621.360.11
2099

2091
Anomalous Ionization in the Upper Atmosphere over the Auroral Zone during Magnetic Storms. M. Sugitani, M. Arima, and T. Nagata. *(Rep. Ionosphere Res. [Japan], vol. 6, pp. 147–154; Sept., 1952.)* The depth of penetration and the rate of ionization by protons of extraterritorial origin are estimated. An explanation is given of the rapid variations of the geomagnetic field and in near the auroral zone.

561.030
2092
Magnetic Modulators for Pulsed Radar—W. S. Melville. (B.T.—H. Acta., vol. 23, pp. 169–173; Nov./Dec., 1952.) The use of magnetic materials with rectangular B(H) characteristics for the generation of rectangular pulses is described. The principles of polarization and cascade discharge are outlined and the operation of a marine radar modulator and the differences in constructional features of magnetic switches, termed pulsedectors, are mentioned. Magnetic and electronic modulators are compared, the principal advantages of the magnetic modulator showing low indicated interference, instantaneous operation and the facility with which high-power pulses can be generated.

561.030:551.808.11
2093
Pulse Observations of Wind by Radio "Echoes" without Responder—J. Lugeon. *(Compt. Rend. Acad. Sci., [Paris], vol. 236, pp. 2426–2428; June 22, 1953.)* A description is given of a method in which the radioionide oscillator, quiescent in the intervals between its pulse transmissions, is triggered by a pulse from the ionosphere. The distance between ground station and radioionide is found by the usual radar method.

561.030:9.551.578.1
2094

561.366.63
2095
Radio Rescue Beacon—(Wireless World, vol. 59, pp. 381–382; Aug., 1953.) Short description of a small battery-operated transmitter, with a RF pulse power of about 16 W, designed for attachment to an airman’s life-saving jacket. Known as “Sarah” (Search And Rescue And Homing) the apparatus, when brought into action, continues to transmit continuous pulse radiation for about 20 hours. One version of the equipment also provides for two-way speech communication over a limited distance.

561.366.63
2096
Radio Navigational Aids—A. van Weel. (Tijdschr. ned. Radioeng., vol. 18, pp. 129–148; May, 1953.) Survey of the basic principles and characteristics of (a) nondirectional beacons and radio compass, (b) radio range, (c) current landmarks in the form of radio beacons, (d) distance-measuring equipment, (f) toran and deco systems.

561.366.932/933.12
2097
Radio Direction Finding. Influence of Buried Conductors on Bearings—F. Horner. (Wireless World, vol. 50, pp. 30–37; Aug., 1953.) The currents induced, at low frequencies, in a buried cable in good contact with the ground may greatly exceed those in a similar cable insulated from the ground. These currents may lead to large errors in a loop direction finder, even when the length of the cable is a small fraction of the wavelength. The errors are of the same order as the length of the cable is near one end of the cable. Formulas are derived for the currents induced in a buried conductor and these lead to calculated errors in reasonable agreement with measured errors, at a frequency of 10 kc. The results show that the effect of burying a cable in soil of good conductivity is to increase errors at low frequencies and to reduce errors at high frequencies. The transition frequency depends on the length of the cable and is, for example, about 300 kc for a cable 200 meters long. Aidcock direction finders are less likely to errors with cables, but there is some risk of errors if a cable is laid in close proximity to an antenna feed.
537.226:537.533.8
5308 The Secondary Emission from Dielectrics under Single-Impulse Conditions—A. R. Shul’man and V. L. Makedonski. (Zh. Tekh. Fiz., vol. 22, pp. 1540–1542, 1952.) The coefficient of secondary emission \( \sigma \) decreases with time owing to changes taking place in the surface layer of the target. To eliminate these effects in measurements of the primary current, periodic impulses of less than 50 \( \mu \)sec were used. A circuit was developed by the aid of which it is possible to measure the \( \sigma \) of dielectrics with constant primary current, with periodic impulses. The results of this circuit are discussed and a block diagram is given.

537.226:546.431.824–31
3009 The Dielectric Properties and Optical Anomalies of BaTiO\(_3\) Single Crystals—I. N. Bel’tyaev, N. S. Novosiil’tsev, E. G. Pesenko and A. L. Khodakov. (Zh. Eksp. Teor. Fiz., vol. 23, pp. 311–316, 1952.) An experimental investigation shows that even slight deviations from the stoichiometric composition \( \Delta x \) (which varies from 1.24 to 0.940) seriously affect the dielectric properties of BaTiO\(_3\). The dependence of permittivity and loss angle on the composition was investigated at mains frequency and several anomalies in strong fields were observed.

537.225:546.431.824–31
3010 Theory of the Dielectric Properties of Barium Titinate in Stationary Fields—A. E. Glauberman and A. F. Lubchenko. (Zh. Eksp. Teor. Fiz., vol. 23, pp. 336–339, 1952.) An experimental investigation shows that even slight deviations from the stoichiometric composition \( \Delta x \) (which varies from 1.24 to 0.940) seriously affect the dielectric properties of BaTiO\(_3\). The dependence of permittivity and loss angle on the composition was investigated at mains frequency and several anomalies in strong fields were observed.

537.225:546.431.824–31

537.226:546.431.824–31
3013 Hysteresis Loops of Ceramic Barium Titinate at Higher Frequencies: Part 2—K. Kambe. (Jour. Phys. Soc. [Japan], vol. 8, pp. 15–20, Jan./Feb., 1953.) Investigations show that hysteresis loops vary with time. The shape of the hysteresis loops corresponds to the initial shape on applying direct voltage. The loop shape is almost independent of pulse width and shape and varies only slightly in the range 10–100 kc.

537.228:1:534.213

537.311.33

537.311.33

537.311.33

537.311.33:538.632
2018 The Adiabatic Hall Effect in Semiconductors—V. A. Johnson and F. M. Shipley. (Phys. Rev., vol. 90, pp. 523–529; May 15, 1953.) The relative difference between the adiabatic and isothermal Hall coefficients is calculated for the following cases: (a) "classical" impurity semiconductor; (b) degenerate semiconductor: (c) "classical" semiconductor at high temperature. For the thermal and electrical characteristics of Si and Ge, the relative differences are of the order of 1% or less. Tables are presented from which the relative difference may be calculated for any semiconductor of known electrical conductivity, thermal conductivity, and variation of carrier density with temperature.

537.311.33;546.863.221+546.873.221
2019 Electrical Properties of \( \text{Sr}_2\text{Bi}_4\) and \( \text{Sr}_2\text{Bi}_5\)O—G. Galkin, G. Dolgikh and V. Yurkov. (Zh. Tekh. Fiz., vol. 22, pp. 1533–1539, 1952.) The temperature dependence of electrical conductivity of \( \text{Sr}_2\text{Bi}_4\) and \( \text{Sr}_2\text{Bi}_5\)O samples was investigated. The value and sign of the temperature coefficients of sulphides as well as of the thermo-emf of the metal-semiconductor couple depend essentially on the heat treatment of the samples and on the temperature range under investigation. The results obtained are discussed from the standpoint of the band theory of semiconductors.

537.311.33;621.314.7
2020 Impurity Diffusion and Space-Charge Layers in "Pseudo-Impurity" p-n Junctions—J. S. Saby and W. C. Dunlap, Jr. (Phys. Rev., vol. 90, pp. 630–632; May 15, 1953.) Diffusion calculations for various impurities, heating times and temperatures show that diffusion for even a few seconds at very moderate temperatures results in the introduction of more than 2X10^18 donor atoms cm^-3 in the vicinity of acceptors or donors. The diffusion of this order ensures the location of the space-charge layer entirely within the base material.

537.311.33;621.314.7
537.311:33:621.396.822 3022
Boundary-Layer Noise in Semiconductors—W. M. Butler. (Ann. Phys. [Lpz.], vol. 11, pp. 362–367; Jan. 16, 1953.) Starting from Gisolf’s work on noise fluctuations (567 of 1950) and considering mean-square field strength, an expression is derived which gives the total noise figure, taking account of both boundary-layer conditions and noise originating within the semiconductor.

537.311:33:621.396.822 3023
Boundary-Layer Noise in CdS Single Crystals—W. M. Butler. (Ann. Phys. [Lpz.], vol. 11, pp. 368–376; Jan. 16, 1954.) The expression derived in 3022 above forms the basis of a new theory of boundary-layer noise, which is the greater the lower the length of the semiconductor. Experiments to determine the dependence of noise on the applied voltage are described. Results indicate that in CdS the noise originates predominantly in the boundary layer.

538.221 3024
Determination of the Coercive Force of Nonuniformly Magnetized Specimens—A. I. Bulanov, N. M. Kisinovich and V. B. Perets. (Zh. Tekh. Fiz., vol. 22, pp. 1325–1333; Aug. 1952.) Results are given of an experimental and theoretical investigation of the errors which arise in the determination of coercive force in specimens of complex configuration and magnetically anisotropic structure.

538.221 3026

538.221 3027

538.221:538.652 3028
On the Theory of Magnetostriiction and of Other Even Effects in Strong Magnetic Fields—G. P. D’yakov. (Zh. Ekp. Teor. Fis., vol. 23, pp. 525–531; 1952.) A mathematical theory is developed for multicyclic ferromagnetic materials. Formulas are derived for calculating even effects in non-textural materials, and the following conclusions are made: (1) the law of the approach of even effects to saturation relates all the main characteristics of a ferromagnetic material to one another; (2) on the basis of this law it is possible, from measurements of magnetostriiction in multicrystalline samples, to determine all the main constants of ferromagnetic materials; (3) from the experimental variation of magnetostriiction when approaching saturation it is possible to determine the constant of the magnetic energy anisotropy and its sign. The relations obtained are generalized to cover the case when elastic stresses are present in the material, and the following two limiting cases are considered: (a) when stresses are nonuniform, (b) when stresses are uniform and coincide with the direction of the magnetic field.

538.221:621.396.822 3029
moved by two sprockets at a uniform speed. Slide-wire resistors are operated by levers resting against the cut edges of the films; the re-"sistor outputs are passed via a RC filter to the amplifier and paper-strip recorder.

6.612.4: 621.314.3f

6.612.4: 621.315.62.4

6.612.4: 621.305.823.7

MEASUREMENTS AND TEST GEAR

6.613.018.4 dispose(0.83.74): 621.314.7 + 621.306.611.21

6.613.087.4: 551.5.535.3

6.613.017.001.4

6.613.7.3: 538.632
On the Geometrical Arrangement in Hall Effect Measurements—V. Frank. (A ppl. Sci. Res. B, vol. 3, pp. 129-140; 1953.) The short-circuiting effect of the current electrodes in Hall-effect measurements is discussed for the case of an arbitrary geometrical arrangement. For singly connected geometries the correction to a single measured quantity, as a function of a single parameter characteristic of the geometry, is given. This parameter can be determined experimentally. The theory was verified experimentally for a particular geometry by measurements on copper.

6.613.7.3: 621.306.822(083.74)

6.613.7.3: 331.028.3
Measurement of Multimegohm Resistors—A. H. Scott. (Jour. Res. Nat. Bur. Stand., vol. 50, pp. 147-152; March, 1953.) Measurements made by a null method using an electrometer and the proper single-turn winding of a single-turn supply charge flowing through the re-"sistor. The test potential is maintained constant by decreasing capacitance at the correct rate. Protruded measurements on resistors in the range 10^1-10^10 Ω show that the most stable resistors available are subject to fluctuations of 0.5-1.0% and are generally sensitive to voltage change and temperature fluctuations. (Proc. Tech. News Bull. Nat. Bur. Stand., vol. 37, pp. 90-92; June, 1953.)

6.613.7.3: 335
Use of Classical Circuits for the Measurement of Dielectric Constants and Losses at Frequencies between 80 c/s and 40 Mc/s—R. A. Dalbert. (Rev. gén. Élect., vol. 62, pp. 237-246; May, 1953.) Analysis is made of three methods using known bridge arrangements in which the required determination is effected by obtaining a balance. Comparison is made of the methods, and the influence of parallel circuits on the accuracy of elements on the validity of the approximations introduced is studied.

6.613.337.6: 621.315.212

6.613.35: 621.018.783
The Rigorous Basis of an Intermodulation Method of Nonlinear-Distortion Measurement—H. B. Söling. (Frequenz, vol. 7, pp. 127-133; May, 1953.) The mathematical representation of the intermodulation factor of an amplifier having a characteristic of order n is considered. The measurement circuit used is shown schematically and the method of exact determination of the intermodulation factor from two voltage readings is established. See also 2734 (Blich), 2735 (Maxwell), 2736 (Royes), and 2737 (Scott), of September.

6.613.7.4: 538.221
Measuring Methods for Some Properties of Ferroxcube Materials—C. M. van der Burgt, M. G. Gorter, and H. J. Wijn. (Philips. Tech. Rev., vol. 14, pp. 245-256; March, 1953.) For measurement of permeability and losses in open fields a resonance method is applied using (a) a multi-layered transformer of range 50 k-10 mc, (b) a coaxial for the range 5 mc-3 kmc. Sources of error and limitations of the methods are discussed. In strong magnetic fields, determination of the magnetic circuit is replaced by permeability measurement for low losses. For measurements of losses, a calorimetric or coaxial-line method may be applied according to flux density and operating frequency. The Distortion is measured by a selective voltmeter or, at frequencies below about 2 kc, may be determined from the hysteresis resistance. See also 2825 of 1952 (Went and Gorter).

6.613.7.4: 621.306.615.435: 621.396.677.012.12

6.613.7.7: 621.306.61.62
Test Equipment for the TD—2—A. S. May. (Bell Lab. Rec., vol. 31, pp. 192-193; May, 1953.) Illustrated description of equipment of a transmitter/receiver, used at all the stations of this radio relay system; this includes if (7 Mc to 25 mc) and RF (3.1-4.2 kmc) variable-frequency generators, signal-power meters and oscilloscope, equipment for terminal stations only, including oscilloscope, FM test set and linearity test set.

6.613.7.7: 621.306.61.62
An Isolating Potential Comparator—T. M. Daiphinne. (Jour. Res. Nat. Bur. Stand., vol. 57-59; May, 1953.) A double-pole doublethrow chopper, with a capacitor connected between the vibrating contacts, is used in a high-voltage amplifier or electronic equipment. The inequality between two emfs such as those of two thermocouples. There is no net current flow between the circuits. Theory of the method is given and applications are suggested.
1953
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534.522.1:539.3
Ultrasone Waves measure the Elastic Properties of Polymers—G. W. Willard. (Bell Lab. Tech. J., vol. 31, pp. 173–179; May, 1953.) Ultraconic light-diffusion apparatus operating on the principle previously described (1947) is used to measure the velocity of ultrasonic waves in the polymer; the elastic constants of the material can then be determined.

535.82:621.397.611.2
Flying Mirror Spectroscope—F. Roberts, J. Young, and D. Caudy. (Electronics, vol. 26, pp. 137–149; July, 1953.) See 1733 of 1951 (Young and Roberts). Other applications of this microscope are briefly mentioned.

537.533:535.417

621.316.7:581.12

621.384.611/.612
626.612

621.384.622.2

621.384.622.2

621.384.622.2:537.291
Effect of Variation of the Amplitude of the Accelerating Field on the Motion of Ions in Linear Accelerators—M. Y. Bernard. (Compt. Rend. Acad. Sci. [Paris], vol. 236, pp. 2225–2228; June 8, 1953.)

621.385.833

621.385.833
Aberrations of Electronic Images of Irregular Emissive Cathodes—F. Bertin. (Jour. Phys. Radium, vol. 14, pp. 235–240; April, 1953.) Investigation of the astigmatism, field curvature and distortion resulting from surface irregularity. The astigmatism can appreciably reduce the resolution.

621.385.833

621.385.833

621.385.833:621.392.5:501.362
Representation of Optical or Electronic Leases by Quadripoles consisting of Pure Resistances—F. Bertin. (Compt. Rend. Acad. Sci. [Paris], vol. 236, pp. 2494–2496; June 29, 1953.) Calculus equivalence is established for certain types of lenses.

621.387.42

621.387.424

621.387.424
Geiger-Muller Counters with External Cathode and Pure Methyl-Alcohol Filling, for Intense Radiation—D. Blanc. (Jour. Phys. Radium, vol. 14, pp. 271–272; April, 1953.) A counter of this type, 8-cm long and 2-cm diameter, with vapor pressure of 2 cm Hg, has a threshold voltage of 1.3 kv, a plate of 500 v with a slope of 2% per 100 v, and a counting rate of 20,000/min. It can deal with radiation much more intense than counters with usual fillings.

621.387.424

621.387.424

PROPAGATION OF WAVES

621.388
Radiocommunication on Frequencies exceeding Predicted Values—E. V. Appleton and W. J. G. Beynon. (Proc. IEE, vol. 100, part 111, pp. 192–198; July, 1953.) Communication data for BC transmission during 1943 as frequencies around 20 mc showing cases of satisfactory reception of frequencies higher by 1–6 mc than the predicted muf are analyzed. A high proportion of the apparent anomalies occurring during the winter and equinoctial months can be explained in terms of reflection from the normal E region and of variability of F1 normal-incidence critical frequency. The remainder can be attributed to reflections from the abnormal-E layer. Analysis of Japanese 30-mc data for the years 1935–1939 leads to similar conclusions.

621.389
The Influence of the Ionosphere on Medium-Wave Broadcasting—G. J. Phillips. (BBC Quart., vol. 8, pp. 40–54; Spring, 1953.) A general summarized description of the ionosphere and its characteristic effects, with particular reference to those affecting medium-wave broadcasting. Reduction of fading achieved by use of mast radiators designed to minimize the sky wave may be limited by the diffuseness of reflection from the ionosphere. Quantitative measurements of the angular scatter on reflection by the ionosphere are being made at medium frequencies.

621.396.11:029.53

621.396.812.3
On the Frequency of the Scintillation Fading of Microwaves—O. Tukia. (Jour. Phys. Soc. [Japan], vol. 9, pp. 130–131;
PROCEEDINGS OF THE I.R.E.

maximunm and the mean power required for pm transmission are calculated.

621.306.610.16
Pulse-Code Modulation Systems—A. J. Oxford. (Proc. I.R.E., vol. 41, pp. 859—865; Aug., 1953.) Principles of pcm systems are reviewed and two modulator systems are considered in detail. In one system, the incoming signal sample charges a capacitor, which is then "examined" successively by 5 pulses, each of 30-μs duration, a change of logarithmic decreasing amplitude being added to or subtracted from the capacitor before the arrival of the next pulse. This provides a five-digit code for transmission. In a simplified system, the residual charge on the capacitor is amplified after each pulse, so that a fixed amount of charge can be added to or subtracted from the capacitor. Demodulation and synchronisation arrangements are also dealt with.

621.306.65
A New Multiplex Microwave System—N. B. Tharp. (Commun. Eng., vol. 13, pp. 31—44, May/June, 1953.) Types FR and FJ equipments operating together at about 1.9 kc may provide 30 two-way voice-frequency channels. The Type-FR equipment comprises transmitter-receiver, oscillatory modulator, a.c. power-supply, service-channel and synchronising units. The Type-FJ equipment is the multiplexing unit.

621.306.60

621.306.05:621.306.41
Multi-channel Radio Link between Mestre and Trieste—L. Casnati. (Poste e Telecomunicazioni, vol. 6, pp. 159—167; April, 1953.) A description is given of the equipment used for this link, which operates in the frequency band 1.3—1.6 kc and has a relay station at Clautetto, the lengths of the two sections being respectively 98 and 92 km. Parabolic antennas are used at all the stations, the antenna power being 2.1 W. Performance curves for the whole system are given.

621.306.65:621.306.41.029.64
A Multichannel Microwave Relay System—R. D. Boadle. (Proc. I.R.E. [Australia], vol. 14, pp. 89—90; April, 1953.) Description of the development in Australia of equipment based on a patent by a non-Australian and the antenna power being 2.1 W. Performance curves for the whole system are given.

621.306.65:621.306.41.029.64
A Multichannel Microwave Relay System—R. D. Boadle. (Proc. I.R.E. [Australia], vol. 14, pp. 89—90; April, 1953.) Description of the development in Australia of equipment based on a patent by a non-Australian and the antenna power being 2.1 W. Performance curves for the whole system are given.

621.306.65:621.306.41.029.64
A Multichannel Microwave Relay System—R. D. Boadle. (Proc. I.R.E. [Australia], vol. 14, pp. 89—90; April, 1953.) Description of the development in Australia of equipment based on a patent by a non-Australian and the antenna power being 2.1 W. Performance curves for the whole system are given.

621.306.65:621.306.41.029.64
A Multichannel Microwave Relay System—R. D. Boadle. (Proc. I.R.E. [Australia], vol. 14, pp. 89—90; April, 1953.) Description of the development in Australia of equipment based on a patent by a non-Australian and the antenna power being 2.1 W. Performance curves for the whole system are given.

Subsidiary apparatus

621.526
The Application of Nonlinear Techniques to Servomechanisms—K. C. Mathews and R. C. Bas. (Proc. N.E.C [Chicago], vol. 8, pp. 10—21; 1953.)

621.526
The Transient Response of a Single-Point Nonlinear Servomechanism—K. N. Burns. (Proc. N.E.C [Chicago], vol. 8, pp. 22—30; 1952.)

621.526
Servo-System Comparisons—M. Cooperstein. (Proc. N.E.C [Chicago], vol. 8, pp. 31—36; 1952.)

621.526:621.314.3

621.526:621.302.5:076.12

621.301.738
Screening of Test Rooms and Instruments from Electromagnetic Fields—J. Deutsch and O. Zinke. (Frequenzen, vol. 7, pp. 94—101; April, 1953.) The shielding of wire mesh, metal foil and sheet, and of materials with a high permittivity or permeability are considered and expressions are given for the attenuation of in-coming waves. Specifications for sheets and mesh screens are given. The construction of a large screened room is described and the attenuation of magnetic fields in this room (70 kmc for frequencies from 200 kc to 1 Mc) is compared with that of other rooms. A novel type of honeycomb wire-mesh strip window screen is described.

621.352.32

Television and Phototelegraphy

621.397.24—25

621.397.385:621—526.001.11
Servomechanism Theory applied to A.F.C. Circuit Design—G. D. Doland. (Tele-Techn, vol. 12, pp. 95—97; 15 May, 1953.)

621.375.7
Television Study Centre—Mo. Boella. (Radio Wireless World, vol. 344—347; Aug., 1953.) A survey of activities up to the end of 1952. Of the investigations undertaken during these first few years, the most important are the choice of the Italian television standard and the construction of a scanning unit.

621.375.7:519.272
An application of Autocorrelation Theory to the Video Signal of Television—M. B. Ritterman. (Sylvania Technologist, vol. 5, pp. 70—72; July, 1952.) An application of autocorrelation theory is used to analyze the power-density spectrum of a video signal. Statistical parameters representing motion and complexity in the picture are introduced. The problem envisaged was considering a signal representing only blacks and whites, but extension of the conclusions to cover intermediate greys is justified by reference to the work of Kretzmar (2904 of 1952).

621.375.7:519.272
Application of Autocorrelation Theory to the Video Signal of Television—M. B. Ritterman. (Proc. N.E.C [Chicago], vol. 8, pp. 201—207; 1952.) The power-density spectrum of the television signal is derived, certain assumptions being made about the autocorrelation function.

621.375.7:535.023
Colorimetry in Color Television—F. J. Bingley. (Proc. I.R.E., vol. 41, pp. 838—851; Aug., 1953.) Relations between colorimetric quantities and the electrical signals into which they are encoded for transmission are considered. The specific type of video signal envisaged concerned a monochrome signal component together with a color carrier, though the colorimetric equations derived apply to any type of system.

621.375.7:535.023
The National Television Systems Committee on Color Television Transmission: Part Two—R. M. Bowie and C. Livingston. (Sylvania Technologist, vol. 5, pp. 36—40; April, 1952.) A
Abstracts and References

621.383.2 The Appearance of an Alternating Component in the Photocurrent of Photocells under Stray illumination and in the Presence of a Magnetic Field. — L. P. Matyavskin. (Zh. Tekh. Fiz., vol. 22, pp. 1315–1317; Aug., 1952.) It has been observed that when an Sb-Cs photocell is illuminated by stray light and a source of light at an AF component appears in the photocurrent, sometimes together with a HF component of the order of several megacycles per second. Experiments have shown that the AF component is due to the presence of a magnetic field. It is suggested that these oscillations appear in the space charge, and that the presence of gas is necessary for this. In the case of vacuum cells, gas is apparently liberated as a result of the partial destruction of the photolayer by intense illumination.

621.383.27 On the Development of Secondary-Electron Multipliers—the Eddart. (Ann. Phys. [Lpz.], vol. 11, pp. 181–202; Jan. 16, 1953.) The secondary-emission properties of various materials and metal-based emissive layers are tabulated and the sensitivities of different photocathodes are noted. Different designs of multiplier are described and their noise and dark-current characteristics are discussed. The marked deviation of dark currents of photomultiplier of mesh type is achieved by increasing the insulation path between the individual electrodes. 83 references.


621.383.4 Tentative Interpretation of the Laws governing the Characteristics of Photocells—G. Bie. (Proc. Phys. Rad. Soc., vol. 241–250; Apr., 1953.) Analysis of the action of the blocking layer in a photocell enables a scheme to be developed which permits qualitative and quantitative determination of the relations relating to the laws connecting illumination, voltage and current. Formulas derived give results in good agreement with experiment and permit calculation of the quantum output of a photocell.


621.385.012.0 Investigation of the Fine Structure of Valve Characteristics—H. Schneider and Nach-Tech. (Proc. vol. 3, pp. 274–279; June, 1953.) An electric current can be expressed in terms of a Taylor series with electric potential as the independent variable. If the differential coefficients are known, the series can be evaluated. Two methods of evaluating the differential coefficients, illustrated by considering the J/V characteristic of a triode valve, are given. The experimental determination of the coefficients is described.


621.383.2 Reversible Process for Recording on and Electronic Reproduction from Cinematograph Films.—M. van der EeI., vol. 33, pp. 206–213; April, 1953.) Description, with discussion of the performance and limitations, of the fly-sputtering method, which can be used to either record pictures from cinematograph films or, conversely, to record such pictures on films.

621.397.61 Television Transmitter at Wenvoe, Glamorgan—[Engineering] [London], vol. 174, pp. 240–250; Aug. 29, 1953. Description of the installation of the high-power equipment in operation pending installation of high-power transmitters.

621.397.61:556.134 Mobile Television Transmitters—E. W. Haynes, (Wireless World, vol. 59, pp. 372–375; Aug., 1953.) A description is given of the mobile television transmitters which provided a television service for NE England, Northern Ireland, and the Brighten areas much more quickly than would have been possible had the transmitters had to be constructed. The equipment, of a rugged type, is installed in a trailer 7 ft by 7 ft high. Duplicate vision transmitters, with peak-output power of 500,000 w are provided; the duplicate sound transmitters have a maximum carrier power of 200 w. The frequency of the vision signals is adjustable over the range of the present broadcasting band (41–68 mc). The antennas used near Newcastle-on-Tyne and near Belfast were of the batwing type mounted on 250-foot lattice masts. Two television transmitters receive a single vision signal from Alexandria Palace, using a Yagi Antenna. The transmitters feed a vertically polarized dipole fitted with a reflector and mounted on a 70-ft mast. The Belfast station obtains its vision programme by direct reception of the Kirk or Shotts transmissions until a permanent program link with Britain can be provided.

621.397.611.2 A Camera Tube with Photocathote Layer: the Conductor—B. Bartels and M. Munsch. (Le Vide, vol. 8, pp. 1320–1325; March, 1953.) Description of the characteristics of the electron emission in the photocathode layer. The derivation of the tube is to be used for ordinary television. See also 1498 of 1951 (Veitch).

621.397.62:535.623 Theory of Synchronous Demodulator as used in N.T.S.C. Color Television Receiver—D. C. Little (Proc. IEEE [Chicago], vol. 8, pp. 60–63; July, 1952.) The operation of the synchronous demodulator [see also McGregor, 233 of January] is analyzed, and possible distortion caused by it is shown. The theory may be derived from rectification of the color subcarrier or from incomplete exclusion of the luminance signal. The analysis indicates that each of these may produce perceptible distortion. See also 3124 above.


621.397.62:535.623 The PDF [post-deflection-focusing] Chromator—a Single- or Multi-gun Triode Cathode-Ray Tube—A. Dreumel. (Proc. I.R.E., vol. 41, pp. 851–858; Aug., 1953.) Red, green and blue phosphor strips, 15-mil wide, are deposited on the image plate and are backed with a donor plate. The color image plate is a grid of parallel wires with one set of wires behind the red and another set behind the blue strips. The CRT cone is made in two sections to permit the tube to be removed after the front plate has been sealed on. Varying the potential difference between the two sets of wires directs the beam on to one of the sets of color stripes. A focusing and adjusting potential is applied between the wire grid and the Al coating. Color distortion due to nonlinear sweep or misalignment of gun position is absent. Analysis of operation is given, and a three-gun version is also described. The tube will operate with existing color-television transmission systems.


621.397.645 Video Amplifiers for Optimum Transient Response—W. K. Squires and H. L. Newman. Proc. NEC [Chicago], vol. 8, pp. 218–236 (1952.) From Laplace-transform analysis of typical video coupling networks, relations among the various parameters resulting in optimum transient response are derived. A design procedure, based on these relations and on figures of merit for the tubes used, is presented which is applicable to both triode and pentode amplifiers. Examination of response curves and tests of actual circuits show that the triode amplifier is definitely superior to the pentode amplifier when attenuation of maximum voltage is the major criterion. In addition, the triode has certain advantages as regards the signal/noise ratio of the synchronizing signal.


621.396.61:029.53/54 400-Watt H.F. Channeallized Transmitter Type RE 390. W. J. Jinkings (Marconi Soc., vol. 16, pp. 69–87; Jan., 1953.) Six editions of this self-contained equipment, which is suitable for use in the tropics, cover the range 1.6–27.5 mc.

621.396.62:546.482.21 Cadmium Sulfide as a Crystal Rectifier—G. Strutt. Proc. R. Soc. (London), vol. 8, pp. 510–521; 1952.) Tests on CdS crystals produced for X-ray detection showed they were suitable for both rectification and photocathode properties. The optimum operating voltage for rectification is 6–8 v, but the range of voltage extends from 0.1 to 40 v. The current at any given voltage can be varied by changing the thickness of the crystal. The best performance is obtained with single crystals mounted so that the field is down the length of the crystal. The resistance of a typical crystal is shown. A crystal is held in a holder applied in the forward direction and an illumination intensity of 30 lumens/ft.

621.396.823 On the Fatigue of Ag-Cs Photoclectric Tubes—G. Kubwara. (Jour. Phys. Soc. (Japan), vol. 9, pp. 228–233; March/April, 1952.)

621.396.832 The PDF [post-deflection-focusing] Chromator—a Single- or Multi-gun Triode Cathode-Ray Tube—A. Dreumel. (Proc. mathematical treatment is given of the method of vestigial-sideband modulation of the color subcarriers described in part 1 (Bowie and Tyson, 2343 of 1952), and the question of color phase alternation is considered quantitatively.

The Resistive-Wall Amplifiers—C. K. Birdsal, G. R. Brewer and A. V. Haeff. (Pacsc. I.R.E., vol. 41, pp. 865–875; Aug., 1953.) In the resistive-wall amplifier, the gain is obtained through the mutual and not through the direct stream charge and the wall charge induced by the stream. Increasing bunching of the electrons takes place throughout the beam. In contrast with the traveling-wave tube, there is no interaction between the highly-damped circuit wave and the stream. Although some energy is dissipated in wall loss, there is no need for a direct current for the stream. Theory is confirmed by experiments performed at 1–4 kmc on streams passed through glass tubes coated with tin oxide as the resistive material. Helical or resonant cavities were used as input and output coupling circuits. Gain and bandwidth are comparable to those of low-power traveling-wave tubes. The resistive-wall amplifier is insensitive to changes in circuit parameters or operating voltages, and there is no tendency to self-oscillation, in view of the high isolation between the input and output. This type with honeycomb or sandwich structure are expected to give better performance.

Metal Cathode Capacitors—H. Katz. (Jour. Appl. Phys., vol. 24, pp. 597–603; May, 1953.) The operating conditions of cathodes similar to the L cathode Lemmens et al., (733 of 1951), are discussed, and descriptions are given of five variants with working temperatures ranging from 850°C to 90°C and power emission from 3 to 5 A/cm². A low working temperature is advantageous, as surface evaporation is reduced. The best cathode is that with lowest evaporation and highest migration speed of the substance used for reducing the work function of the tungsten emitting surface. Substances other than tungsten, which may be better as regards low evaporation and high migration speed, may not maintain their porosity at the operating temperatures, but porous tungsten may serve as a base for surface layers which are considered to be considerably of emission was obtained from areas around marks made on a cathode surface with an ordinary pencil.

Temperature Dependence of Low-Frequency fluctuations in Thermionic Emitters—T. B. Tomlinson. (Jour. Appl. Phys., vol. 24, pp. 611–615; May, 1953.) A method is described for measuring the temperature variation of the flicker effect in diodes with oxide-coated cathodes. The results show that in most tubes the fluctuations of emission are minimum for a cathode temperature near 1500°C. Two separate effects appear to be involved, one with a rising and the other with a falling temperature characteristic. Various theories of the effect are discussed; none is found completely satisfactory. See also 281 of January.

Measurements relating to the Filament of Directly Heated Thoria Cathodes—G. Mos- nard. (Le Vide, vol. 8, pp. 1326–1331; March, 1953.) The highest tungsten wire carrying the thoria coating, and of the wire resistance and applied power, are shown graphically as a function of temperature to a given temperature of the cathode. The effect of the thickness of the thoria coating, and its relation to the spec- tral emissivity in the red region and to the thorium environment, are discussed. See also 2506, 2507, and 2508 of August.

Double Activators in Oxide-Cathode Base Alloys—A. Eisenstein, H. John and J. H. Affleck. (Jour. Appl. Phys., vol. 24, pp. 631–632; May, 1953.) The minor impurity in a W-Ni cathode base metal with 4.7% W was found to result in the formation, towards the end of a 600-hour life test, of a high-resistance N1-W2 compound, the Si replacing W in the Baw06 interface layer formed at first. Similar reactions between Ti, Al and other interface compounds were examined.

Squirrel-Cage Filament Structures—A. M. Hardie. (Wireless Eng., vol. 30, pp. 196–204; Aug., 1953.) The solution of problems of space-charge-limited current flow is discussed with particular reference to the squirrel-cage filament structure commonly employed in high-power tubes. Experiments are described which were made to determine the solid-cathode diode equation for squirrel-cage structures containing an even number of wires up to 16. An example is given of the large error caused in the estimation of tube characteristics by an optimistic assumption of cathode diameter.


New Thyatrons for Telephone-Circuit Engineering: Part 1—Introduction—K. L. Rau. (Frequenz, vol. 7, pp. 134–139; May, 1953.) Static characteristics of the simple, coincidence and coincidence-thyratron type of thyatron are discussed and the effects of grid resistance, grid-cathode space-charge pressure and grid-cathode space-charge distribution studied graphically. The operation of these thyatrons is compared with that of relays.

Motion of Electrons in Retarding-Field Tubes under Optimum Receiving Conditions—M. Hiratsuka. (Jour. Phys. Soc. (Japan), vol. 8, pp. 182–193; March/April, 1953.) Measurements are described of the anode-current distribution in a tube with tungsten-filament cathode, spinal grid, mesh anode, and a collecting electrode, arranged coaxially. The energy distribution of electrons injected into the mesh anode was also determined. A signal of frequency near 550 mc, modulated at 1 kc, was applied to grid and anode via a Leicester line system.

Theory of the Multisegment Magneton—L. E. Bakirakh. (Zh. Tekh. Fiz., vol. 22, pp. 1008–1015; June, 1952.) The phase focusing of an electron beam passing consecutively through a number of phase segments is investigated and the results obtained are used for explaining the maintenance of oscillations in a multisegment magnetron.

Experimental Investigation of the Oscillation Mode and Bunching Efficiency of a Reflex Klystron—M. de Bennettio. (Ann. Radiodetec., vol. 8, pp. 103–110; April, 1953.) The method of determining the oscillation mode, previously described by Hamilton (3570 of 1948), is illustrated from a low-slimilitude in electron optics which takes account of space charge, two relations are deduced which show how the phase of the modulated current varies with slight changes in the accelerating voltage (a) the accelerating voltage, and (b) the reflector voltage. These relations enable the bunching efficiency to be determined. Results of measurements on a Type-KR331 klystron are shown graphically. Both the oscillation mode and the bunching efficiency must be known if a satisfactory explanation of the operation of the reflex klystron is to be given, and since the combination of this klystron with space charge and drift space is not very amenable to mathematical treatment, experimental determination of the bunching efficiency is particularly useful for obtaining design data.

A Coupled-Resonator Reflex Klystron—E. D. Reed. (Bell Syst. Tech. Jour., vol. 32, pp. 713–766; May, 1953.) Output power is dependent on frequency and power and frequency characteristics. A resonator system is the oscillation mode and the bunching efficiency must be known if a satisfactory explanation of the operation of the reflex klystron is to be given, and since the combination of this klystron with space charge and drift space is not very amenable to mathematical treatment, experimental determination of the bunching efficiency is particularly useful for obtaining design data.

A High-Power Klystron Amplifier—J. Ja- berg. (Electronics, vol. 26, pp. 244–248; July, 1953.) A description of a high-power 200-MHz klystron with oxide-coated indirectly-heated cathode, designed for the 100-Mc linear electron accelerator at Stanford University. Beam spreading is prevented by focusing coils surrounding the cavities. Pulses of 2-µs duration at a repetition frequency of 60/seconds are used, and peak output power is 17 mw at 10.5-cm wavelength.

MISCELLANEOUS
