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Theodore A. Hunter

DirecTOR, 1955

Theodore A. Hunter was born December 5
1900, in Dike, lowa. Fe received the B.S. degree in
electrical engincering from the State University
of Towa in 1922. In 1923, the university awarded
him the M.S. in physics and in 1933, the E.E.

Mr. Punter joined the North West Bell Tele-
phone Company as a transmission line inspector.
Following that, he was an instructor in physics at
the University of Pittsbhurgh. 1e then joined Cros-
ley Radio Corporation as supervisor of loud
speaker development. From 1931, he served as a
physics instructor at Rose Polytechnic Institute.
In 1940, Mr. Hunter became associated with Col-
lins Radio Company as director of oscillator de-
velopment. The Collins 32\-1, Collins Oscillator
Series 70E-1 to 9, and the 310-B exciter unit were
developed by Mr. Hunter. At present, he is Pro-
fessor of Rescarch in the Psychology Department
at the State University of lowa as well as President
of the Hunter Manufacturing Company.

Mr. Hunter organized the Cedar Rapids Engi-

neering Club and has served as President and Pro-
gram Chairman of the group. Ile also has been
President and Program Chairman of the Collins
Radio Techrical Society, another group which he
organized. He is a member of the lowa Engineering
Society and Sigma Xi.

Mr. Hunter was a Charter Member of the Cin-
cinnati Section and co-organizer of the Cedar
Rapids Section. He was General Chairman of the
first Cedar Rapids Communication Conference
and has been on the Executive Committee of the
Cedar Kapids Section for eight years. Mr. Hunter
was the first Regional Director for Region Five.
He has served on many committees, imcluding Sec-
tions, Papers, Policy Advisory, and Nominations,
of whici he was chairman from 1949 to 1951.

Mr. Hunter joined the IRE as an Associate in
1928; he became a Member in 1941, Senior Mem-
ber in 1943, and a Fellow in 1947. He is now serv-
ing on the Education Committee and devotes him-
self to editing the newly created Student Quarterly.

November
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The IRE Student Quarterly

CINS

The IRE has a student quarterly publication
because Ted Hunter realized that the students
needed one, and that it was in the interests of the
IRE to supply it. In 1953, with the help of friends
and students, he got out a sample issue himself. He
sold the idea to the IRI. Starting September of
last year, every Student Member has received a
free copy of each issue.

The IRE has a good student quarterly because
Ted Hunter understands students. Having true
understanding, he questions it and refreshes it
himself. He 1s advised and supported by an excel-
lent Student Quarterly Committee, which includes
students among its members. In January and
February 1955 he made a three-week tour, during
which he visited eleven Student Branches to see
what students and faculty members thought of
The Quarterly. Ted also understands the profes-
sional world students enter after leaving college,
and he understands the IRE. He likes them all.

The Student Quarterly tells and reassures the
students about the experiences in a first engineer-
ing job in words they can understand—the words
of men a few months out of college. It tells stu-
dents about the opportunities in various fields of
engineering. It tells the students about the various
Professional Groups (a Student Member may be-
long to one Professional Group for a dollar a year).
It contains understandable technical articles which
members of the faculty can assign as course work
if the students fail to read them voluntarily (is this
treason?). It contains real humor with a real point,
in the characters, actions, and appearances of I’ro-
fessor I'loop, who, when at the board, erases notes
faster than the students can copy them; A. G.
Goodfellow, whom we all revere; and Beamie (see
Proc. IRE, vol. 43, p. 380; March, 1955), who is
always on the student’s side.

Although T'he Student Quarterly is designed pri-
marily for students, I myself enjoy reading it a lot,
and [ think that other IRE members would, too.

They can subscribe for two dollars a year. A paper
reprinted in this issue of the ProcEEDINGS, “The
ABC’s of Color Television” by J. M. Barstow, is a
sample of just one sort of thing to be found in The
Student Quarterly. The contents are varied, sound,
sensible, and never stuffy. There is no nonsense
about Ted Hunter. When he speaks, he talks about
real problems. His humor is never old, inappropri-
ate jokes dragged in by the heels for the sake of a
laugh. He tries to make his authors live up to these
principles, and he succeeds pretty well in doing so.
Publications take work. The Student Quarterly
takes a lot of work. IRE members are used to
writing learned papers for the PROCEEDINGS, but
they aren’t vet accustomed to writing for The
Student Quarterly. Ted Hunter needs the help of
the membership in getting good articles. He wants
good technical articles by students. He wants good
articles by students who have gone into industry
recently, telling what they have learned out of
college and what they wish they had learned be-
fore leaving. But he needs articles by more mature
and experienced engineers as well. Do you have
something to say about your particular field of
work, something vou think would interest and
help students? Do vou have some reflections about
professional life which are really wisdom and not
prejudice? Do you know about some fresh techni-
cal matter which you think would interest students
and help them to understand something impor-
tant? Get in touch with Ted Hunter, 1164 East
Court Street, lowa City, lowa. Student Member
or Fellow, you will find him appreciative, helpful,
and a severe and honest critic. If you write an
article acceptable to him, you can be pretty sure
that yvou will be helping the students or at least
making then: think. If he finds what vou have
written unacceptable, whether you are a Student
Member or a Fellow you can be pretty sure that it
is because someone else had something more suit-

able to say, or has said it better.
The I<ditor
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The ABC’s of Color Television®

J. M. BARSTOWY, SENIOR MEMBER, IRE

VELEVISION PROGRANDMIS in color are now be-
ing produced regularlyv by major broadcasting
companies, and the corresponding signals are be-

ing transmitted over both the local and intercity facili-
ties of the Bell System to color TV transmitters. Al-
though much publicity has been given to the advent of
this rather astonishing new development, most of the
articles have been either highly technical or intended
for the newspapers. They have not provided an under-
standing of the system for intelligent engineers who are
not able to devote sufficient time to the subject to mas-
ter the more obscure technical details. This article is
intended to fill a need felt in many quarters to answer
a.number of questions which have arisen concerning the
generation of the signals and the manner in which they
are used to produce a color picture.

It will be assumed that the reader has some knowledge
of how a black-and-white TV picture signal is generated
and displayed; .e., the picture is “painted” on the TV
tube by the modulated intensity of a spot which is swept
repeatedly across the face of the tube from left to right,
each sweep taking about 1/15,750 second, the spot
descending gradually from top to bottom of the tube in
about 1/60 of a second. This cycle of events occurs over
and over again, giving rise to the illusion of continuous
motion in any televised scene.

With this background in mind, curious engineers
generally have several simple questions in mind when
they are told that by a modified, but compatible, sys-
tem, a color picture can be painted on the tube face.
Some of these questions are: (1) how does the system
work in simple terms? (2) how is color (hue) produced
on the picture tube of a color receiver? (3) how can
color TV signals and monochrome TV signals be “com-
patible”; 7.e., what does a monochrome recciver do with
the color information signals (which it does not need
and cannot use), and how can a color receiver do with-
out color information? In an attempt to answer these
questions in easily understandable terms, a description
will be given in the following paragraphs and associated
figures of the general plan employed, without going
into details as to how the plan is carried out.

COLORIMETRY AND THE COLOR PICTURE T'UBE

A few rudimentary principles of colorimetry must
first be understood; 7.e., those having to do with the
reaction of human vision to lights of differing color.
The necessary principles may best be understood by
describing an experiment with colored lights. Suppose,
for example, in a darkened room, a white reflecting
surface is illuminated in three different spots with light

* Original manuscript received by the IRE July 9, 1955.
t Bell Telephone l.abs., New York, N. Y.

from three different projection lanterns. In the path
of the light from one lantern, a filter will be placed which
will allow green light to pass through, but no other color.
Similarly, in the paths of the beams from the other
lanterns, red and blue filters will be placed respectively,
so that to an observer with good color vision, the spots
will appear to be green, red, and blue. Now suppose the
projection lanterns are oriented so that the three spots
partially merge. The area on which all three lights fall
simultaneously will appear white. The area on which
green and red light falls will appear yellow; the area
on which red and blue light falls will appear as lavender
or magenta, and the area on which the blue and green
light falls will appear blue-green or cyan. These results
are shown on Fig. 1 (sec color insert following p. 1578)
and the results of the experiment illustrate the additive
properties of colors (not to be confused with the sub-
tractive properties of color when different color pig-
ments are mixed).

The additive properties of colored lights are employed
in color television. When the eye can see separate areas
(i.e., areas large enough to be resolved by human vision)
illuminated by different colored lights, it will recognize
the different colors, but when the colors merge, or the
areas become so small and so close together that the
eye sees them as if they were in the same place, the indi-
vidual colors no longer are recognized. In the experi-
ment described above, if the dots were each reduced in
size to about that of a pinhead, and then so located on
the white surface that they did not merge but were
tangent to each other, the area which they effectively
cover would appear white from a distance of about 15
feet. At a distance of a few inches, the three separate
colors would be recognized.

The structure of a color television picture tube is
shown in Fig. 2 (opposite). Phosphor plate of tube is
a glass screen covered with about 1,070,000 phosphor
dots (21”7 tube), one-third of which will glow green
under the influence of a beam of electrons, one-third,
red and one-third, blue. The dots are placed on the
phosphor plate of the tube in clusters of three: one green,
one red, and one blue, so that there are about 350,000
clusters of three dots each, uniformly distributed over
the active arca of the tube. The neck of the tube con-
tains three electron guns, the first, for emitting a beam
intended for the green glowing dots, the second, for emit-
ting a beam for the red glowing dots, and the third,
a beam for the blue glowing dots. Between the electron
guns and the phosphor plate, but only about one-half
inch from the phosphor, is a masking plate which has
350,000 small holes in it, each hole being placed approxi-
mately over the center of a cluster of three phosphor
dots. Under the influence of focusing coils and magnets,
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(D) ENLARGED SECTION SHOWING GEOMETRICAL RELATIONS

Fig. 2—Structure of tri-colored television tube: (a) over-all sche-
matic; (b) enlarged section showing geometrical arrangement.
(Courtesy of RCA.)

the three beams from the three guns are made to con-
verge at the masking plate, and hence, they diverge
slightly beyond the masking plate. This slight diver-
gence is sufficient so that the beam from the green gun
strikes only the green glowing dots and similarly, the
beams from the red and blue guns strike only the red
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and blue glowing dots, respectively. A cluster of three
phosphor dots is so small that one dot cannot be resolved
from another at distances greater than a few fect.
Therefore, at distances of four times picture height or
greater, a wide range of colors can be produced (includ-
ing white) by controlling the magnitudes of the beams
from the three guns. The apparent sharpness of the
picture is reduced very little. When the beams {from the
three guns are strong, and correctly proportioned in
magnitude, white is produced. If they remain in the
same proportions, but are gradually reduced in magni-
tude to near zero, the white is correspondingly reduced
in intensity through shades of gray to black. If the
beam from the green gun is strong and the others near
zero, the color produced is green (the red and blue glow-
ing dots do not glow). Similarly, any color can be pro-
duced that is within the range of colors that can be
synthesized from green, red and blue. This range em-
braces nearly all those seen in nature or emploved by
human beings for decorative purposes.

As the tube is scanned from left to right and from top
1o bottom by the three beams in unison, the con-
vergence of the beamsat the masking plate is maintained
within close limits.

The remaining features of the system are concerned
with the production and transmission over one 4.2-mc
circuit of the signals applied to the three guns of the
picture tube.

CoOLOR S1GNAL GENERATION

Color signals are generated in a manner shown in Fig.
3 below. Three cameras are used effectively with light
filters so that the ouptut of one camera is due to the
green light obtained from the object being televised,

CAMERA £ [ 1EG [ 1Ey=059EG+0.30ER [ LUMINANCE  SIGNAL Ey+Ecoswteashy | LOWC | ouTPUT
s pm— =G 15— G X Ry ——DELAY : . PASS ==
O = = +0.11Ep +EgsiNwt+33) FILTER [ =—

\7=7 | COMPLETENTSC S1G. | 4.2MC |
1 I I | ':
z
| 'L Eq | 3 |ER
- pt
| 3
l = ]-L“Av‘w
| < [ g
| Y z e BT . i B o 2mC
I Eg Eg | 3| Ej=-0.28E5+0.60ER ' | [ Low-] JFBAL" E}coswt+33” CHROMINANCE
Le—e— —Z 7 —DELAY — FASS ¢ 'MOD.| SIGNALS
L @ -0.32€ [ i
[ B8 | lo-13mc] L
£ cos wt +33"
| =1 wy21= 3579545
0 1 2mC
| g ' v M Low- | 1 ’ o.
[ Eg=-0.52Eg+o0.
| Ea Eg+0.21ER IR J‘a%%[ EqsiNcwt+33%
; FILTER | IMOD.
—  +oaikg 0-0.6 MC|

SINC

wt+33Y
W/21M=3.579545

Fig. 3—Schematic of equipment component functions for generating N'I'SC color video signals.
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the output of the second, due to red light, and that of
the third, due to blue light. The horizontal and vertical
sweep voltages and associated pulses are provided by
the camera equipment which converts the light signal
to electrical potentials Eges, Egreen and Epu.. The gam-
ma unit contains a set of nonlinear amplifiers through
which the electrical signals are passed. The unit is used
at the early stage of signal generation to anticipate and
correct for a characteristic of picture tubes used in
receiving sets. The light output of a phosphor in a pic-
ture tube is directly proportional to the beam current
striking it, but the beam current is proportional to about
the 2.2 power of the voltage applied to the picture tube
grid. Hence, in the gamma unit, the nonlinear amplifiers
whose outputs are proportional to approximately the
1/2.2 power of the inputs, are correct for the opposite
kind of nonlinearity in the picture tube. Between the
outputs of the gamma unit and the picture tube grids,
the system is intended to be linear.

The three outputs of the gamma unit are usually
adjusted to be equal when a white area is being televised.
They are then fed into a matrix unit which derives
three signals: one to be used as a brightness or lumi-
nance signal similar in every respect to a monochrome
signal, and the other two to be used as color information
signals. In Fig. 3, the brightness signal is labeled F,’,
and is formed by adding .59 of the green signal, .3 of
the red signal, and .11 of the blue signal. These fractions
of the individual color signals are combined because it
has been determined subjectively that the three colors
contribute to the total brightness of a scene in these
proportions. The brightness of a given area in a tele-
vised scene corresponds to the “lightness” of the area,
or the inverse of the “darkness” of the area. irrespective
of “hue.”

The two color information signals are formed as indi-
cated on the figure. These signals are going to be used
to modulate two single frequencies (color subcarriers)
which are identical except for a 90 degree phase differ-
ence. Therefore, the proportions of each color output
used are selected so that, if the different hues are con-
sidered as located along a circle, as indicated in Fig. 4,
(see color insert following p. 1578) their projections
on E'; and E’g axes will result in the correct mag-
nitudes of modulating voltages. Before projecting
the primary color voltages onto the E’; (in phase)
and E'q (quadrature phase) axes, two other mag-
nitude adjustments are made. One governs the relative
magnitude of chrominance and luminance signals, and
the other adjusts the three primary color magnitudes
so that when a white or gray area is televised (corre-
sponding to equal gamma corrected color voltage out-
puts in each of the three colors), the color voltages pro-
jected onto the E’; and E’q axes will sum to zero. Hence,
the modulators will have zero output. These two ad-
justments in the color signal voltage magnitudes pro-
duce levels of E'¢=.593, E'x=.632, and E'p=.447 be-
fore projection on the E’; and E’q axes. When these
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color voltages are projected onto the E’; and E’q axes,
the results are as shown on Fig. 3. [t will be noticed in
this figure that the coefficients of the color voltages sum
algebraically to zero, indicating that when the original
gamma corrected output color voltages are equal, both
the E’; and E’¢ modulating voltages reduce to zero.
It is obvious from the signs of the coefficients of the color
signals emerging from the matrix unit that this unit
must contain phase inverters as well as attenuators,
amplifiers, and mixing circuits.

Fig. 4 shows the magnitudes and the angles of both
the primary colors-red, blue and green, and the com-
plementary colors-yellow, cyan, and magenta. The
magnitudes and angles of the complementary colors are
the vector resultants of the adjacent primary colors;
i.e., vellow .447 at 167 degrees is the vector resultant
of red and green; similarly, cyan is the resultant of
green and blue, and magenta resultant of blue and red.

The two modulated subcarrier outputs are com-
bined as indicated in Fig. 3. Since each output consists
of an amplitude-modulated color subcarrier, the com-
bination will also be an amplitude-modulated color
subcarrier. Since the two components differ in phase
by 90 degrees, their vector sum will have an angle
which is determined by the relative magnitudes of each
component and thus will be phase modulated also. [t
should be noted that each component output may have
reversed phase, (i.e., 180 degrees from normal), as when
the modulating voltage changes sign from positive to
negative. The arrangement, therefore, provides that
the color information is contained in an amplitude-
modulated subcarrier whose angle, referred to an arbi-
trary reference, may have any value from 0 to 360 de-
grees.

The color signal is then combined with the luminance
signal as shown schematically in Fig. 3. Since the color
subcarrier has been chosen to be an odd multiple of half-
line frequency (455Xhalf-line frequency), the color
signal interleaves with the luminance signal as shown
in the small bandwidth illustration near the line
schematically representing the output signal. This is
the video signal which is transmitted. A somewhat more-
detailed illustration is given in Fig. 5. The solid vertical

FUNDAMENTAL AND EVERY TENTH HARMONIC OF LUMINANCE SIGNAL
COLOR SUBCARRIER AND EVERY TENTH SIDEBAND COMPONENT OF CHROMINANCE SIGNAL
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Fig. 5—Frequency composition of typical NTSC color TV signal.

lines indicating frequency components comprise the
luminance signal, and the dotted lines, the chrominance
signal. Only one-tenth of the number ol components
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are plotted for clarity of illustration. In this signal,
the components of the luminance signal are separated
by line frequency, (approximately 15.75 kc¢), as are
those of the chrominance signal. It should be remem-
bered that the luminance signals are present at all times
during the transmission of a picture, although the levels
of the higher frequency components varyv considerably,
depending on picture content. On the other hand, the
chrominance components will disappear entirely when
black and white objects are being televised.

Fig. 6(a) (see color insert following p. 1578) shows
a color bar pattern as it would appear on the screen of
a color television set and Fig. 6(b) shows the corre-
sponding video signal waveform in one-line interval.
The scale at the left of Fig. 6(b) may be considered
as a video voltage scale in one-hundredth volt units.
The first negative pulse is the line-synchronizing pulse
which is used to send the three converging color beams
back to the left side of the raster. The next short
burst, at a low-voltage level corresponding to black,
or at least a dark level, is the color subcarrier syn-
chronizing burst, and is used to control the frequency
and phase of the demodulating oscillator in the re-
ceiver. The phase of this burst is always 180 degrees
away from reference phase, as indicated on Fig. 4. The
next burst of frequencies corresponds to fully saturated
green, having a peak-to-peak amplitude of 2X.593
=1.186 and an axis level equal to green brightness or
.59 (brightness indicated by light dotted lines). The
next burst corresponds to saturated yellow and has a
peak-to-peak amplitude of twice the resultant of maxi-
mum red and green (see Fig. 4), or 2X.447 =.894 with
an axis level equal to yellow brightness (green bright-
ness plus red brightness), or .594.30=.89. The next
burst corresponds to saturated red with an amplitude
of 2X.632 or 1.264, with an axis level at red brightness
or .30. The other bursts and the corresponding colors
can be seen and the amplitudes and levels of axes com-
puted in a like manner. The factor of 2 in all these com-
putations is used to obtain the peak-to-peak magnitudes
from zero-to-peak magnitudes commonly used in elec-
trical engineering as an expression for the maximum
amplitude of a sinusoidal wave form.

The phases of the different groups of waves corre-
spond to those shown in Fig. 4, although this cannot be
well illustrated in the figure.

In review of what is shown on Fig. 6, three principles
should be stated:

1. Level of zero axis of a group of waves representing
a single color represents brightness of the color. [E.g.,
vellow and cyan have highest and next-highest bright-
nesses in Fig, 6(b) and are brightest of the six portrayed
on color bar pattern, IFig. 6(a)].

2. At any brightness level, the amplitude of a group
of waves representing a color corresponds to the satura-
tion of the color. The word “purity” has been applied
to this characteristic and it indicates the extent to which
the color approaches that of light of a single wavelength.
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Low purity (amplitude) would indicate dilution with
other colors, tending to make the resultant move toward
some shade between black and white.

3. The phase of the group of waves representing a
single color determines the hue of the color.

Fig. 6 also shows the signal corresponding to black-
and-white. When the spot formed by the three converg-
ing beams passes over the lower half of the image (cor-
responding to the black-and-white portion of the sub-
ject material), the gamma corrected color outputs are
equal; they are equal to approximately zero for the left
part of the lower half of the picture. They remain equal,
but assume high values (unity) for the white area shown
at the lower right. The video waveform signal corre-
sponding to this lower picture area is indicated by the
heavy solid line at the zero potential level and at the 100
level.

SIGNAL RECEPTION

Once the general scheme for producing the signal is
understood, the method of demodulating it to provide
signals for each of the three guns in the color tube is
rather easily followed. The method is indicated schema-
tically in Fig. 7 on the following page.

There is no attempt made to separate out the chromi-
nance signal from the luminance signal by toothed, or
comb, filters. The complete signal is used for a luminance
signal as indicated, although the chrominance informa-
tion in it is unwanted. This unwanted signal, however,
has such a frequency composition as to greatly reduce
its visibility in the picture. This is because the error it
produces in the picture effectively phases out in the suc-
cession of lines and fields by means of which the picture
is presented. Specifically, if the chrominance signals pro-
duce a brightness error at one spot on the picture, as this
spot is traversed by the resultant beam from the three
guns, an error of opposite sign will be produced at this
location in the horizontal motion of the spot on the
next line in that field. That is, if the error due to chromi-
nance is too bright a spot in the first line referred to
above, the corresponding spot will be too dark on the
next traverse of the beam across the picture. These
errors are therefore close together on the picture;
they are of opposite sign and occur rapidly. These three
factors tend to reduce their visibility. Also, when the
subject material is black-and-white (or any shade of
gray in between), the error disappears altogether be-
cause the color subcarrier disappears. As a further
safeguard against brightness error due to chrominance
signal, manufacturers of color sets are using a low-pass
filter to cut off the luminance signal at about 3 mc, cut-
ting off also the chrominance signal, which is an error
sighal so far as luminance is concerned. The philosophy
is that a 3 mc luminance signal without the chrominance
error signal is better than a 4.2 mc luminance signal
with the chrominance error signal. This is indicated in
Fig. 7 by the chrominance signal elimination filter
characteristic applied to the luminance signal.
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As indicated in Fig. 7, a band pass filter is used in
the chrominance branch to remove the low frequency
luminance signal. The chrominance signals are demodu-
lated with a synchronous demodulator and the E’; and
E’g components are derived. The error in the chromi-
nance signal due to the high frequency luminance signal
is small because (1) the error signal components are
small; (2) synchronous detection plus low-pass filtering
are used so that the high frequency positive and nega-
tive errors are effectively eliminated.

It is more convenient at the receiver to derive the
“color difference” signals first from the chrominance
signals. This can be done by combining different frac-
tions of the E’; and E’, as follows:

E'g— Ey= —0.27E"; — 0.64E/,
Er—E,= 0.95E;+ 0.63E,
E's — E,= — 1.10E; + 1.70E,

These equations follow directly from the equations
shown on Fig. 3.

The luminance signal is then added to each of the
three color difference signals, thus forming the three
primary color signals.

(EIG - E'v) + Elv = E'¢
(E’R - E’u) + E,u = E’R
(E’E . Ely) + El” = EIB

These three signals correspond exactly (except for the
errors discussed above) to the gamma corrected color
signals put out by the camera, and are applied through
separate gain-adjusting networks to the three guns of

the color tube. The gain adjustments are for the purpose
of proportioning the beam currents to produce radia-
tions from the phosphors which will produce white (or
shades of gray to black) when equal voltages are applied
to inputs of gain adjusting networks. The manner in
which color tube uses these signals has been explained.

TRrANsSMISSION OF THE COLOR SIGNAL

The color signal which must be transmitted has been
described here in two ways: (1) amplitude vs frequency
(Fig. 5), and (2) amplitude vs time (Fig. 6(b)). It will
be apparent from Fig. 5 that since the color is carried
by a frequency of 3.58 mc and sidebands, it is important
that this frequency region be transmitted with high
fidelity. Subjective tests indicate that a 1 db change in
the response of the circuit at 3.58 mc can be easily de-
tected, and a loss of 3 db in this region, compared to the
transmission at low frequencies (luminance transmis-
sion) begins to be objectionable. In other words, trans-
mission at 3.58 mc is as important for chrominance as
is transmission at low f{requencies (below 1 mc) for
luminance. This added requirement for color signal
transmission necessitates more exacting maintenance of
circuit response.

The second requirement which makes color TV trans-
mission more difficult is the delay requirements. In this
case, the delay characteristic of most importance is the
differential delay characteristic at the color subcarrier
frequency; .e., variation in delay with the various
voltage positions the subcarrier may occupy in trans-
mission, rather than the delay characteristic most fre-
quently referred to in wide-band transmission, which
is delay vs frequency. This latter delay must also be
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maintained constant over the whole frequency band
within rather narrow tolerances.

Fig. 6 shows that different colors are transmitted at
different potential levels through the transmission sys-
tems. For example, the axis of the synchronizing burst
is at a zero level in the figure, while that of the group
of waves transmitting the yellow signal is at a level of
0.89. Since, in the receiving set, the hue of the color is
determined by the relationship of the phase of the
synchronizing burst and that of the group of waves
carrying the color information, it is necessary that the
relationship between the phases of these groups of waves
be preserved with great fidelity from the point of signal
generation to the point where the signal is used. In the
example cited, if the group of waves carrying the yellow
color information is shifted in phase by as much as §
degrees with respect to the phase of the waves in the
synchronizing burst, a change in hue will be noticed
in the picture. If the phase of the yellow color-carrying
group of waves is advanced, the yellow color in the pic-
ture will become slightly greenish; if the phase is re-
tarded, it will move slightly towards the orange (sce
Fig. 4). Hence, a differential phase requirement is born,
which was not given serious consideration before the
advent of color TV. It was considered necessary in over-
all transmission to maintain differential phase shift
within about =+ 5° limits at color subcarrier frequency.

In regard to compatibility, when a monochrome re-
ceiver is fed color signals, only the luminance signal is
required. Referring to I'ig. 7, the circuitry for selecting
the high frequency chrominance components and de-
modulating them into color difference signals is not
present, and the one gun in the monochrome tube is
supplied with the luminance signal, plus the interleaved
chrominance signal. As was explained above, the fre-
quency composition of the chrominance signal, which is
an error signal so far as luminance is concerned, is of
such a nature that its visibility is reduced. In a given
small area in a picture, plus- and minus-errors will oc-
cur in rapid succession and human vision tends to aver-
age them out. Hence, it may be said that the signal is
so designed that when received by a monochrome re-
ceiver, the visibility of the chrominance portion of the
signal in the picture area is materially reduced.
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When a color recetver is fed a monochrome signal,
the outputs of the synchronous demodulators equal
zero; the color difference signals are zero; and therefore,
the signal supplied to the gain-adjusting network associ-
ated with each gun is the same, namely, the E’, signal.
With equal inputs at these points the beams are of the
proper relative strength to produce black-and-white.

CONCLUSION

It is beyond the scope of this article to go into further
detail in regard to how the severe requirements of tele-
vision transmission are met. It will be sufficient to say
that in spite of bandwidths about one thousand times
as great as those used for single telephone channels,
more severe transmission requirements than those used
for telephone transmission are necessary for mono-
chrome TV transmission. More severe requirements
must be applied for color television signals, primarily
due to the necessity for maintaining amplitude responses
constant over the whole 4 mc band, and to the differen-
tial delay requirement. Steps are being taken to satisfy
these needs, and it is expected that in the reasonably
near future, regular color transmissions will be achieved
with only moderately-increased difficulty over that en-
countered in the past for monochrome transmissions.

Information on the formation of color TV signals
was obtained largely from the reports of Panels 12 and
13 of the National Television Systems Committee. A
short bibliography of particular articles of interest is
given for the benefit of readers who would like to learn
more of the details of the NT'SC color system.
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CORRECTION

M. M. McWhorter and J. M. Pettit, authors of the
paper, “The Design of Stagger-Tuned Double-Tuned
Amplifiers for Arbitrarily Large Bandwidth,” which
appeared on pages 923-931 of the August, 1955 issue of
the PROCEEDINGS OF THE IRE, have brought the follow-
ing corrections to the attention of the editors.

1. In discussion of Fig. 4, three lines below Fig. 5, the
equation in text should read
Y = wu/wl
2. Subscript e in Fig. 7 should be /.
3. In Fig. 20, the axes should be jQ and X.
4. Five lines below Eq. (12) should read poles a and f,
b and e, ¢ and d.
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Electronically-Controlled Audio Filters”
L. O. DOLANSKY}, SENIOR MEMBER, TRE

Summary—The use of filters whose cutoff characteristics are
controllable by electronic means is often desirable in problems deal-
ing with audio signals. Based on the recent work on fixed RC active
filters by J. G. Linvill, variable active low-pass and high-pass filters
have been developed using transistor negative-impedance convert-
ers.

The design theory of such filters is summarized, and measured
characteristics and other experimental results are presented. An ap-
plication, in which the cutoff characteristics are controlled by the
incoming audio signal for use in formant tracking, is described, and
experimental results are given.

INTRODUCTION

N CERTAIN problems dealing with audio signals!
I[ it is desirable to use filters whose cutoff character-
istics are continuously variable in accordance with
an applied voltage or current signal, preferably with a
minimum of delay. The requirement of variable cutoff
characteristics implies (a) that some of the filter com-
ponents can bhe varied almost instantaneously by means
of a suitable control signal and (b) that such a control
sighal can be obtained. The control signal may either be
related to some property of the incoming audio signal,
or it may be generated by independent means.
In the application considered, a low-pass and high-
pass filter were required, both having cutoff frequencies
continuously variable between 200 and 1,000 cps.

THEORETICAL CCONSIDERATIONS

The filter design adopted was based on the recent
work on fixed RC active filters by J. ;. Linvill.®V In this
design a negative-impedance converter is used in addi-
tion to passive elements; however, the magnitude of the
reactive filter elements used here can be varied by elec-
tronic means so that electronically variable filter cutoff
frequencies are obtained.

The negative-impedance converter transforms the im-
pedance of a two-terminal network by changing the sign
of the impedance value. While the need for electroni-
cally-controllable elements is thereby not eliminated, the
availability of negative impedances results in a greater
flexibility of the filter design. For example, a positive
resistance present in a physical inductor can be reduced
or canceled by connecting a negative resistance — R in
series with the inductor. The negative resistance —R
can be made to appear between the input terminals of a
negative-impedance converter by connecting + R across
its output terminals.

* Original manuscript received by the IRE, March 2, 1955; re-
vised manuscript received June 24, 1955, This paper was presented
at the National Convention of the IRE, New York, N. Y., March 22,
1955. The work in this paper was performed under Contract AF19
(604)-1039 with the Air Force Cambridge Research Center of the Air
Research and Development Command.

. T Electronic Research Project, Northeastern University, Boston,
ass,

' E.g., formant tracking in speech analysis.

The block diagram of either the low-pass or the high-
pass filter constructed is shown in Fig. 1. The transfer
function of the entire filter in terms of the open circuit
driving-point and transfer impedances of the individual
networks can be shown to be equal to

E,
II(S) =3 Zz] =
1o Jilr—o
_ I: —1 (z1)e (222)a 717 :I 1
(212)a (Z12)s (z12)a  (212)s
(an) 4(212) b
TP L (1)
(Zzz)a - (zll)b
U] ) '3 | e
4 o—— = + +
anom( (o) -2 INETWORK (b)
€ [ 3 CONVE E.
l (Zy))q Zoolo 3 nTER 2 Zyly Za2) -
] @ [ = ey [
Fig. 1-—Block diagram of HP or LP filter,

H(s) will be a ratio of two polynomials and can be writ-
ten

N(s)

H(s) = D) .

In order to synthesize H(s) by means of RC and RL
networks only, it is convenient to divide both N(s) and

D(s) by

(s — o) (3)
where ¢y, 02 - - - 0, represent the poles of (22). and
(211)s. The denominator of H(s) becomes

D(s)

I"I(S— a:)

tml

M) =(s=a))(s —03) - -

D'(s) =

n k‘,
ko+ 20 —— = (z22)a — (210)ss 4)

=1 § — Oy

while the numerator is equal to

18

N'(s) = — = (212)a(212) . (5)

n

H (s — o)

te=1

If, in (4), the positive k’s are associated with (z22), and

the negative ones with (z1)s, the networks a and & can
be synthesized; e.g., by Cauer’s continued fraction ex-
pansion. The negative sign before (z11)s is supplied by
the negative-impedance converter.
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l.ow-Pass FILTER

The desired low-pass filter characteristic is of the

Butterworth type (#=23), so that, in normalized form,
k

o) = ——————— ©)
(s+D(s*+s+1)
The distribution of the poles of H(s) is shown in Fig. 2.
A considerable freedom of choice exists about the loca-
tion of the ¢/s. In the present design, o= —0.3, o9
= —1.05 and ¢;= —1.5 have been chosen. The circuit
element values, after scaling to a suitable frequency and
impedance level, are given in Fig. 3. As indicated in the
diagram, three electronically controllable capacitors
are used in the filter. The negative-impedance con-
verter® simulates at its input terminals the negative of
the physical impedance connected across its output
terminals, which in this case is composed of a 1,319-ohm
resistor and a capacitor whose value varies between
0.0805 and 0.402 uf.

Negative- Impedance Converter

The requirements which the negative-impedance con-
verter must meet exceed the possibilities of a combina-
tion of passive elements alone. The converter must
therefore contain active elements as well. As indicated
by Fig. 4, two transistors are included in the negative-
impedance-converter circuit. When Z; is connected to
the output terminals, the apparent input impedance
Zin is approximately equal to —Z;. Since this circuit
differs only in minor details from the original design
described by J. G. Linvill,® a detailed description of its
operation will be omitted here. Fig. 5 represents the
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values of the input impedance magnitude |Z| and phase
angle 8 for a purely resistive Z;,=1.02 kohm. It is seen
that | Z| is substantially constant for 200 cps <f< 20
ke, and increases rapidly for frequencies lower than 200
cps. The phase varies from —10.5 degrees to +12.5 de-
grees for 100 cps <f< 10 ke.

Variable C Circuat

In the electronically-controllable low-pass filter three
electronically-controllable capacitors are required. A
three-tube circuit, whose apparent input capacitance
can be varied by means of a varying dc voltage, has been
designed. The operation, which is based on the so-called
Miller effect, can be explained by means of the simpli-
fied circuit shown in Fig. 6 (next page).

Assuming that the loading of the plate circuit by C; is
negligible, the input current

I = [juCy + joCa(l + A)]E, (N
where
A = stage amplification,
Thus the input admittance
Y = I/E = ju[Ci + C:(1 + 4)]
= joCop (8)
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Fig. 6—Principle of operation of electronically
variable capacitor.

if A is a real number.
The equivalent input capacitance

Ceq = C1 + Ce(l + .1) (9)

can be varied if the stage gain is varied, for example by
varying the g, of the tube.

In the present application, fairly large values of C,q
are required, which means that large grid-to-plate capac-
itors must be used. This causes the stage gain to be-
come complex, so that the input impedance has a resis-
tive component as well. 'The loading of the plate circuit
by C; is not negligible. To remove this excessive loading
of the plate circuit, a cathode follower has been inserted
between the plate load resistor and C,.
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Fig. 7—Circuit diagram of electronically controllable capacitors.

The complete variable-capacitor circuit is shown m
Fig. 7. The heart of the circuit is a type 688 variable-
gn tube (1), The gain of this stage varies according to
the variations in the grid-to-cathode voltage. These vari-
ations are achieved by controlling the de input to 1.
The first stage (17) represents the isolation cathode fol-
lower mentioned before. The variable capacitor ¢ ap-
pears between the terminals ¢ and b. For each of the
three variable capacitors used in the low-pass filter a dif-
ferent value of C,, must be used, as indicated in the
table of Fig. 7. Otherwise the three circuits are wdentical.

Tracking of the Electronically Controllable Capacitors

Each of the controllable capacitors should be capable
of a 5:1 variation in apparent capacitance, correspond-
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ing to the 5:1 variation in filter cutoff frequency. More-
over, the same increment in control voltage e. should
vary the capacitance values by the same ratio for all
three capacitors. The measured values of apparent in-
put capacitances ¢, {2, (s are shown in Fig. 8. The
ratios of the capacitance values vary over the following
ranges as shown in Table [:

TABLE 1
Rati | Desired Value Measured Value
chaty (for 200 cps <f < 1,000 cps)
/€ ; 0.445 0.443-0.516
2/ s ‘ 4.73 4.40 -4.70
/¢ 2.11 2.00 -2.42

20yt

Fig. 8—\Variation of ¢|, ¢-,. and ¢, vs control voltage e..

Experimental Circuit

A circuit diagram of the entire electronically-con-
trollable low-pass filter is presented in IFig. 9. A cathode-
follower circuit (V3) is included to provide the proper
impedance for the low-impedance input of the filter; it
also prevents any disturbing loading of the preceding
850-cps LI filter. Tubes V. through Vj, represent the
three controllable capacitors while the filter resistors
are shown before and after the negative-impedance con-
verter.

H1GH-PAss FILTERS
Low-pass-High-pass Transformation

If in the original low-pass filter expressions (see (6)) s
is replaced by 1/s, a high-pass filter with the same cut-
off frequency is obtained. The impedances which replace
the variable capacitors must vary in proportion to s in-
stead of 1/s as was required in the low-pass case. Thus
an electronically controllable inductor? is needed in the
high-pass filter.

Driving Circuit for “Increductor”

The “Increductor” is a saturable inductor and its
inductance depends upon the degree of magnetic satura-
tion of the core which in turn depends upon the mag-

2 A suitable unit has recently been manufactured by CGS Labora-
tories under the name “Increductor.”
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Fig. 9—Electronically controlled LI filter.

nitudes of the currents in two available control wind-
ings. While a control voltage source was necessary to
achieve the desired variations of the capacitors in the
low-pass case a suitable current source had to be de-
signed to vary the variable inductors over the desired
range in the high-pass case. [t was desired, however, to
start with the same original control signal for both fil-
ters. llence, a circuit for transforming variations of
voltage into variations of a current source has been de-
vigned, as shown in Iig. 10. The control voltage in this
circuit is fed into the 6AG7 pentode which represents an
approximate current source.

>
8
+
+300V
A
-1 L0
\-
NOTE: ]
P ©  RESISTORS N K ONMS  —

Fig. 10— Control circuit for electronically controlled HP filter.

Tracking of the Electronically Controllable ITnductors

As in the case of the electronically-controllable capac-
itors, the inductors should change by the same ratio
for a given change in control signal. This is achieved by
connecting all the main control windings of all Incre-
ductors in series and bypassing each of them by a suit-
able resistor so that onlv the desired {raction of the total

varving control current passes through the winding. A
constant difference in magnetization between any two
Increductors can be achieved by mcans of the second
control winding, usually called “bias” winding, which is
connected to +300v through a suitable resistor.
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Fig. 11—Variation of If,, ltg and lt; vs control voltage e..

The measured variation of the electronically con-
trollable inductors is given in Fig. 11. Because of the
large control-winding inductance and comparatively
small parallel resistance, the time constant of the con-
trol circuit is somewhat excessive. It is believed that
this drawback can be minimized by using a separate
control pentode for each Increductor, and by reducing
the total control current, rather than by passing a part
of it through the parallel resistor. Another difficulty en-
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countered with the use of Increductors is a certain
amount of hysteresis. Both these effects will be demon-
strated presently by means of dynamic-behavior oscillo-
grams, representing the output signals of the filters.

Expertmental Circuit

Fig. 12 represents the electronically controllable high-
pass flter, without the control circuit which has already
been shown in Iig. 10. As in the case of the low-pass
filter, two of the variable reactances are before, one
behind, the negative-impedance converter. In order to
secure more favorable conditions with respect to hys-
teresis and Q, L. is composed of two Increductors L,,
and Lgy. In this way it is possible to operate all Incre-
ductors nearer to their optimum ranges.

EXPERIMENTAL RESULTS
Low-Pass Filter

A family of curves representing the sinusoidal steady-
state response of the low-pass filter for various values
of the control voltage e, is given in Fig. 13.

The attenuation in the stop-band is at a rate of about
17 db per octave. The theoretically expected value is 18
db per octave. Once the attenuation of 35 db is reached,
the response remains below this value for all higher
frequencies. The residual output at these higher fre-
quencies seems to be mostly due to high-frequency noise
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Fig. 14—Filter output for varying input signal frequency and control
voltage. (Left: f,=100-1500 cps, ¢. adjusted for fe=200 cps
{a), 500 cps (b). 1,000 cps (c).) (Right: f, =500 cps, sinusoidal
control voltage, f.. =3 cps (a), 10 cps (b), 20 cps (c).)
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Fig. 15—Filter output for fixed input signal frequency and varying
control voltage. (Left: f, =500 cps, saw-tooth control voltage,
fev=3 cps (a), 10 cps (b), 17 cps (c).) (Right: f, =500 cps, square-
wave control voltage, fo,=10 cps (a), 5 cps (b), 20 cps (c).)

generated by the trarsistor-negative-impedance circuit,
with a smaller component due to 60 cps hum. A larger
input signal will increase the difference between the
pass-band and stop-band response, but at the same time
a distortion of the sinusoidal output is observed.

Fig. 14(a) represents the output of the low-pass filter
for three values of the control voltage, corresponding to
three cutoff frequencies—200 cps, 500 cps and 1,000 cps
—when the frequency of a constant-magnitude signal
sweeps between 100 and 1,500 cps. In Fig. 14(b) the
input-signal frequency is fixed but the control voltage
varies sinusoidally at various rates. In Figs. 15(a) and
15(b) the control signal varies in a saw-tooth and square-
wave fashion, respectively, the remaining conditions
being the same as in the preceding figure.

Sudden changes in the control signal cause transients
in the output signai, as indicated in Fig. 13. This is due
to the fact that the desired change in g, of the variable-
gn tube 1 (see Fig. 7) is accompanied by dc level tran-
sients in various parts of the variable-capacitor circuit.
Since in the present application this effect appears to
cause little errcr in the final result, no effort has been
made to eliminate these formants. If necessary, how-
ever, an attempt could be made to balance the dc step
at the plate of V, by another step of equal magnitude
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Fig. 16—Response curves of electronically controlled HP filter
for various values of input frequency.

Fig. 17—Dynamic response characteristics of electronically controlla-
ble high-pass filter. (Left: sinusoidal sweep 0-1,500 cps, e,=2v
rms, f; =1,000 cps (a), 500 cps (b), 200 cps (¢).) (Right: f,=300
cps, e,=2v rms, e.=8.8v dc plus square wave 10v peak-to-peak,
fe=5cps (a), 10 cps (b), 20 cps (c).)

and opposite polarity, so that the dc level at the plate of
V2 would remain undisturbed.

High-pass Filler

A family of measured response curves of the electron-
ically-controllable high-pass filter is given in Fig, 16. It
is seen that desired 5:1 variation in cutoff frequency can
be achieved, and filter attenuates at about 16 db per
octave with a stop-band attenuation of 45 db or more.

The response for a constant-magnitude sweeping-
frequency input signal is demonstrated by Iig. 17(a),
three fixed values of the control signal corresponding
again to three cutoff frequencies. The response of the
filter in the case of a constant sinusoidal signal, with
the control voltage varying in a square-wave fashion,
is shown in Fig. 17(b). Although the control voltage
assumes the new value almost instantaneously, the out-
put reaches the new steady-state response only after
considerable delay.

Fig. 18 represents the output of the filter when the
control voltage is varied very slowly in a triangular
fashion, so that the sluggishness of the control circuit
is minimized. This oscillogram is indicative of the effect

Dolansky: Llectronically-Controlled Audio Filters

Fig. 18—Hysteresi; display, sweep rate 0.33 cps, triangular
variatiou of e, between 3.6v and 16v.
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Fig. 19—A scheme for formant tracking.

of hysteresis upon the filter response. Variations of up to
about 10 per cent of the total inductance value have
been observed when the Increductor is subjected to the
maximum control-current variation, which is required
for the 5:1 change in inductance.

APFPLICATION TO FORMANT TRACKING

The short-time power spectrum of most speech sounds
has several broad peaks along the frequency axis; these
concentrations of sound energy are sometimes called
formants. The formant frequency indicates their ap-
proximate location on the frequency axis. When time
and frequency are represented on the horizontal and
vertical axes, respectively, while the presence of rela-
tively large amounts of sound energy is represented by
dark areas, the so-czlled “visible speech” pattern is ob-
tained. An example of such a record is shown in Fig. 20,
where the formants are represented by the dark bars.

Since the formants are significantly different for dif-
ferent sounds, it is often desirable to obtain automati-
cally an approximate continuous indication of the vary-
ing values of the formant frequencies. The block dia-
gram of Fig. 19 represents a scheme for the separation
of the formants.®-1 An 850 cps LD filter eliminates that
part of the power spectrum which, as a rule, does not
contain the first formant. The density of zero-crossings
of the remaining signal is converted into a voltage signal
which controls the cutoff frequencies of a low-pass and a
high-pass filter. The output of the low-pass filter should
contain essentially only the f.rst formant and a voltage
proportioral to the first formant frequency should ap-
pear at Fy. Similarly, the output of the high-pass filter
should cortain the second and possibly higher formants.

As an example of the performance of the electroni-
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Fig. 20

Spectrograms for -e-a-0-u. (a) wide band, no fitter; (b) wide
band, variable LP filter. Note: the sonagraph was set on HS
(high shaping).

cally-controllable low-pass filter, sound spectrograms of
the sound scquence i-e-a-0-u are shown in Fig. 20.

In these spectrograms, the formants are represented
as dark bars whose vertical position, corresponding to
frequency, varies with time. Dig. 20(a) represents the
sound before filtering, while Fig. 20(b) shows the spec-
trogram after the sound sequence has been filtered
through the electronically-controllable low-pass filter.
It is scen that the separation of the first formant is ac-
complished reasonably well even if the second formant
is very close to the first formant, as, for example, for o
and u.

In Fig. 21, the behavior of the electronically-control-
lable high-pass filter is indicated by means of the oscillo-
grams of the filtered and unfiltered sound 4. It is seen
that the lower frequency components have been at-
tenuated considerably, although for the given purpose
more attenuation would be desirable.

('ONCLUSIONS AND LLIMITATIONS

In view of the investigations which have been re-
ported in this paper, the following conclusions can be
made:

1. The performance of the constructed electronically-
controllable low-puss and high-pass filters have been
found to be close to the expected behavior in the pass-
band and in the cutoft region.

2. A suitable voltage source is needed for the control
of the cutoff frequency of the low-pass filter.

3. A current source is needed for the control of the
cutoff frequency of the high-pass filter.

4. The 5:1 range of the cutoff frequency is close to
the maximum value which can be achieved with the
present low-pass filter.

5. In the case of the high-pass filter, the range of the
cutoff frequency is presently limited by the maximum
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Fig. 21-—Filtered (a) and unfltered (b) samples of the sound 1.
current of the controlling pentode. However, if a larger
current source were used, a deterioration of the slope in
the cutoff region is to be expected because of the lower
Q of the Increductors under such conditions.

6. In the stop-band the response is at least 35 db be-
low the maximum response for the low-pass filter, and
about 45 db for the high-pass filter. A larger attenuation
would be desirable, particularly in the low-pass case.
The residual signal seems to be predominantly high-
frequency noise, with a smaller hum component.

7. At present, the transistor-negative-impedance con-
verter is the limiting factor for maximum signal size
without distortion. However, the limitations imposed
by the variable reactance elements are only slightly
above the limitations of the transistor circuit.

8. Hysteresis causes the apparent inductance of the
saturable inductors to vary by about 10 per cent, for
the same value of the control current.
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Magnetic Fields in Small Ferrite Bodies with
Applications to Microwave Cavities
Containing Such Bodies”®

A. D. BERK} anp B. A. LENGYELTY, SENIOR MEMBER, IRE

Summary—The microwave magnetic field in a small ferrite
sphere and thin circular cylinder is found in first approximation. In a
circularly polarized exciting field the internal field is again circularly
polarized. The ratio of the internal field to the exciting field is
3(u+a+2)" for the sphere and 2(u ++1)~* for the cylinder. When
the exciting field is linearly polarized the internal field is elliptically
polarized. The expressions derived are applied to the calculation of
the detuning and change of Q of microwave resonators containing
ferrite spheres, cylinders and discs. Conversely they provide a
means for the calculation of the elements of the permeability tensor
from the experimentally observable change in cavity characteristics.
The ferromagnetic resonant frequencies calculated from the present
formulas are in agreement with those obtained by Kittel by the use
of demagnetizing factors.

INTRODUCTION

ICROWAVE propagation in ferrites placed in
M an orienting steady magnetic field has been the
subject of many recent investigations. The dis-
tinctive macroscopic property of ferrites is the tensor
character of their permeability. When orienting field is

in z direction, and of suff.cient magnitude for saturation,
intrinsic permeability is described by tensor:
p —je O
w=po|ja u O} (1)
o 0 1

where po is the permeability of free space, p and a are
functions of the frequency and of the orienting field.!
Quantities p and a are complex, but for frequencies suf-
ficiently far removed from ferromagnetic resonance, their
imaginary parts are small. Dielectric constant of a ferrite
is a scalar, e = €ok. Values of x of about 10 are common.

Experimental work aimed at the determination of the
magnetic properties of ferrites usually consist of the
observation of changes in the characteristics of a reso-
nant cavity induced by a small test piece of ferrite placed
in the cavity. The object of most investigations utilizing
this technique has been the study of ferromagnetic
resonance.2~4 In this paper, however, the emphasis is on

* Original manuscript received by the IRE, March 1§, 1955; re-
vised manuscript received, July 14, 1955,

1 Research Labs., Hughes Aircraft Co., Culver City, Calif.

1 D. Polder, “On the theory of ferromagnetic resonance,” Phil.
Mag., vol. 40, pp. 99-115; January, 1949,

T H. G. Beljers, “Measurements on gyromagnetic resonance of a
ferrite,” Physica, vol. 14, pp. 629-641; February, 1949.

3\W. A. Yager and others, “Ferromagnetic resonance in nicke!
ferrite,” Phys. Rev., vol. 80, pp. 741-748; November, 1950.

4 H. G. Beljers and 1. L. Snoek, “Gyromagnetic phenomena oc-
curring within ferrites,” Philips Tech. Rev., vol. 11, pp. 313-322;
Mav, 1950,

the actual computation of the material constants p and
a from observational data.

This problem has interested a number of investiga-
tors. Lax and Berk® presented formulas for both the real
and the imaginary parts of the permeability tensor in
terms of the shift in frequency and change in Q of a
degenerate cylindrical cavity containing a small sphere
of ferrite. An experimental procedure was described by
Artman and Tannenwald® for the application of these
formulas. However, the permeability tensor utilized in
both references®® is an “cflective” quantity different
from the intrinsic permeability tensor of (1). Van
Trier” developed a method for the measurement of the
intrinsic permeability tensor. It utilizes a coaxial cavity
with a long thin ferrite cylinder. In order to vield ac-
curate results, this method requires the use of very thin
uniform cylinders which are not easy to come by.

Rowen and von Aulock® proposed, recently, using
thin disks rather than small spheres for samples in a
cavity. While their initial results are encouraging, they
have overestimated some of the difficulties associated
with spherical samples and underestimated some of the
difficulties associated with thin disks of large diameter.

In order to explore the relative merits of different
configurations and to provide a source of reference for
the evaluation of experimental data, we have calculated
the shift in resonant frequency and the change of Q of
cavities containing ferrites ol spherical, cylindrical and
disk shapes, in terms of the intrinsic permeability tensor.

An essential step in deriving such expressions, consists
of the determination of the r{ field within each sample.
We shall obtain these internal fields by direct use of
field theory—solving a quasi-static equation subject to
boundary conditions. Our results agree with those im-
plied in Polder's equations! formulated on the basis
of demagnetizing factors.

FFIELD IN A SPHERE

The simplest problem of the type to be considered is
the calculation of the electric and magnetic polarization
of a sphere in a uniform static field. When a sphere of

8 B, Lax and A. D. Berk, “Cavities with complex media,” 1953
IRE CoNVENTION RECORD, Part 10, “Microwaves,” pp. 65-73.

¢ J. 0. Artman and P. E. Tannenwald, “Measurement of permea-
ll)(i)lét;y tensor in ferrites,” Phys. Rev., vol. 91, pp. 1014-1015; \ugust,

7A. A, Th. M. Van Trier, “Guided electromagnetic waves in
anistropic media,” A ppl. Sci. Res., B 3, pp. 305-371; 1953,

8 J. H. Rowen and W. von Aulock, “Measurement of the com-
plex tensor permeability of ferrites,” Phys. Rer., vol. 96, pp. 1151
1153; November, 1954,
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permeability pokm is placed in a uniform magnetic field
H,, it is well-known that the field within the sphere will
be uniform and equal to 3H,/ (k. +2), while outside there
will be a dipole field added to Hy, with the dipole located
at the center of the sphere.

This result will be approximately valid for a sphere in
a nonuniform, or even time-varying field, provided that
the sphere is so small that in its immediate neighbor-
hood the applied field may be regarded as uniform and
in the same phase.

Once this quasi-static approach is adopted, the elec-
tric and magnetic field problems are separated and we
may confine ourselves to the latter. It is thus required
to determine the diffraction of a uniform, quasi-static
field by a ferrite sphere. It is clear from the form of u
that the response of the ferrite body to an incident
field directed along the z axis is the same as that of an
isotropic sphere of permeability ug, therefore, only the
effect of an incident field in the xy plane is of interest.
The x axis will then be chosen parallel to the incident
field which will be denoted by He,, where H, is the
magnitude of the magnetic field and e; is the unit vector
in the x direction. The field H to be determined must
thus reduce to He, for large distances 7, its tangential
component must be continuous for r =g, the radius of
the sphere; moreover, B=u-H must be solenoidal and
n- B, the normal component of B on the surface, must
be continuous.

The quasi-static nature of the problem allows us to let
H=grad y. The potential  must be continuous every-
where, it must have first and second derivatives except
for r =a, and for large 7 it should reduce to Hex. In view
of the solenoidal character of B

V=0, forr>a, 2)
%y

div (u-grad ¢)=uVy+(1—pu) 6_2-=0’ forr<a. (3)
2

The continuity of n- B on the sphere requires that
n-(po grad ¥)4 = n-(y-grad y)_, (4)

where the subscripts + and — indicate external and
internal limits at the surface. Since the permeability
tensor in spherical coordinates is

14(u—1) sin? @ (u—1)sinfcosfd —jasinb
v=po| (u—1) sinfcos§ 14+ (u—1) cos?d —jacosd )
Ja sin 8 Ja cos 8 n

(4) takes the form:

sin@ cos@ /oy La [y
om0 == () -0 () ©

All the preceding conditions can be satisfied by the solu-
tion (suggested by the isotropic static problem):
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lon+ Dl——'+ Dz—) for r >a
¥ = rs 7 ) (6)
Alx + Azy, for r <a
provided
D1 = (A1 — Ilo)ds; Dz = A2l13,
Ay = 3Ho(w + ) [(x + 2)* = 2]
A2 = — 3jadli[(n + 2)? — a2V (7
The internal magnetic field is thus
H_ = Aie; + Age,. (8)

Because of the appearance of j in A,, the x and y
components of the field will be in time quadrature.
Within the sphere the field will be uniform and ellipti-
cally polarized; outside the sphere there will be two per-
pendicular dipole fields in time-quadrature added to the
original field e.H,. Note that the II field turned out to be
solenoidal in the ferrite. This is a consequence of the
simplicity of the field, for, in general,

uw—1 0H,
n 9z

divH =7 a (curl H), + 9
m
While a linearly-polarized external field was shown to
excite an elliptically-polarized one in the ferrite, it is
easy to show by superposition that a circularly-polarized
external field Ilo(e:+j e,) excites a circularly-polarized
field within the ferrite, which is given by

_ 3Hy(e: £ j &)
st adt2

The fields in a cavity are, of course, neither static nor
uniform so that (8) and (10) are only approximations.
From the classical problem of the diffraction of a plane
wave by an isotropic sphere, one can show that

1. If the plane wave is traveling the static solution is
a zeroth order approximation in (ka), k being the propa-
gation constant, @, the radius of the sphere, whereas

2. If the plane wave is standing and the sphere is
located at a maximum of the field, the static solution is
a first order approximation in (ka).

It is intuitively clear the preceding statements pre-
vail for anisotropic spheres also. Hence, keeping in
mind the standing-wave character of cavity fields, one
may conclude that the terms neglected in (10) are those
in (ka)? and higher orders.

H_ (10)

FIELD IN A CYLINDER

The case of a long, thin cylinder parallel to the z axis
can be treated similarly. Considering the linearly polar-
ized case first, we have, instead of (5),

G, =+ G+ ).

and the potential on the outside becomes

(11)
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D'x D)y
Ve = Hox +

: (12)

2

r r?

while the form of the field within the cyvlinder is the
same as in the spherical case. The coefficients 4, and A4,
become

2(/.4' + 1? 11.0

— j2all,
Tt Dot :

Tt -t

4
<11

(13)

furthermore,

])1’ = (A1/ —_ Ho)a"", 1)2' = .'12’02.

When the applied field is circularly polarized, we have

2Ho(e: £ 5
H = 2Holes 7 e) (14)
ptad1

FERRITES IN CAVITIES

One may readily show that the change in the resonant
frequency of a cavity, due to the introduction of a small
sample of material, is given hy?®

f]m‘Ho*dT‘!‘ []e'EO*dv
w— wp =7 — S

uofH'Ho*d'l) + €0 fE Eo*dv

(15)

T

where J.=jw(e—e)E and J.=jw(u—uo)-H are the
electric and magnetic polarization current densities,
Eo, Hy and wg are the unperturbed fields and frequency
of the cavity, E, H and w are the similar quantities in the
presence of the material sample and ¢, u are character-
istics of the sample. The integrals are over the volume
of the cavity. While the denominator of (15) may be re-
placed, for small perturbations, by 2uof| Ho|%dv, it is
necessary to know the internal fields E and H for the
evaluation of the numerator. For cases of practical inter-
est, approximate expressions for these fields were ob-
tained in the preceding sections.

Spherical Samples

We shall first consider cylindrical cavities (not neces-
sarily circular) with spherical samples. In a practical
case, the ferrite sphere is usually placed at a point where
the electric field is zero, thus, J,=0. If, at this point,
the unperturbed magnetic field is circularly polarized in
the xy plane, we have Hy= I .(e. +j €,), and the internal
field H is to be computed by means of (10). For suffi-
ciently small samples, the numerator of (15) can be re-
placed by the product of v, the volume of the sample,
and the integrand

(pu—12+ a)

' Ho* = 27 Hai? ~
Jor He? = R | |t =

(16)

* E.g., H. B. G. Casimir, “On the theory of electromagnetic waves
in resonant cavities,” Philips Res. Rep., vol. 6, pp. 162-182; 1951,
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The relative frequency shift is thus

Aw (.| 3u—11a

C at21
i f ‘H(] 2dv g “

3u—1%a)
AT TRt

where f is a constant of the cavity geometry.

Consider now a cylindrical cavity of length & with the
axis parallel to the orienting field. If this cylinder has
sufficient symmetry, it will permit TE modes with a cir-
cularly-polarized magrnetic field at some points on the
axis. One may show then that

82 v

Tk vV S
where ko =wouoco, B=nw/k, n is an integer, V the vol-
ume of the cavity, ¢ is a factor depending on the shape of
the cross section. The situation is typified by cylinders
of square and circular cross sections.

For a TE,;, mode of a circular cylinder

ke = 2 + (%) » 9= [20¢ = DJe(0 ]~ 2.08, (19)

where a is the radius, x =1.84, the first root of J/ =0.
IFor a resonator of square cross section and with a mode
consisting of the degenerate, TEn, and TE;, modes in
time quadrature

nw\? m\?
S
h a

where a is the side of the square cross section.

When losses are present u, a and w become complex:
p=p'—ju'’s a=a'—ja"; w=w'+jw'’. Separating (17)
into real and imaginary parts and assuming small losses,
one obtains for the real frequency shift

(20)

A o — 3w -1+ 4o
=l e ( )-, (21)
w W’ W+2+ad

while the 1/Q of the cavity increases by

1 W'’
A—=2—=18
Q o’

In the case of a nondegenerate cavity with a linearly-
polarized unperturbed magnetic field Hne. at the spher-
ical sample the internal field must be calculated from
(8). Then,

#II + aII

: : 5 22
wirsapl @

3 -1 2) — at
Jn-Ho* = _]_9‘2_[9‘,__ ,)(“ -{;__)_a ],lym 2 (23)
(n+2)°—0a?
and the frequency shift is
A 3 H.l|% -1 2) —a?
8 | Ha | D+ -t (24)

(+2)% — a?

w 2
f | Hy|2dv
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Eq. (17), being a simpler expression than (24), indi-
cates the advantage of using a circularly-polarized ap-
plied magnetic field at the sample.

Disc Samples

When the sphere of the preceding example is replaced
by a thin disc whose diameter is small compared to that
of the cavity and whose axis is perpendicular to the cir-
cularly-polarized rf magnetic field, the internal magnetic
field equals the external field, (16) is replaced by

T Ho* = Zjwpo| Ho|*(u — 1 % a) (25)
and the relative frequency shift is
Aw
—==-(k-1%a) (26)
w

where the factor f has already been defined.

Cwvlindrical Samples

The case of a symmetrical rectangular cavity with a
thin circular cylindrical post of ferrite placed along the
axis of the cavity as shown in Fig. 1, is also of interest.
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Fig. 1—Degenerate rectangular cavity with a circular ferrite post.

The circularly-polarized unperturbed magnetic field
along the ferrite may be produced by superposing the
TMiz0 and TMgo modes in time quadrature so that the
electric field in the cavity is
(_21rx_ Ty 7rx_21ry>
Ey = e, | sin— sin — — j sin — sin — ) -
a a a a

If (15) is applied to this case with the internal field cal-
culated from (14), the frequency shift is

Aw 16 s p—1ta

@7

w 5a u+1+ta

where s is the circular cross-sectional area of the ferrite.
In the more general case when the cavity is nondegen-
erate and the unperturbed field is linearly polarized

do (M| = DE+1) —a

w - (u+1)'-’—a2— -8
f’Hol"’h'
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Discussion: Some remarks on the merits of spherical
and disc-shaped samples are in order. Rowen and von
Aulock?® gave the following expression for the frequency
shift caused by a spherical sample of ferrite:

w=Dk+2~-a (

D A=t

Aw a(’z
2 — (29)

e ]

PR

where C, and C; are constants of the geometry. Accord-
ing to our calculations, these constants are related, C,
= 3(}, no matter what the cross section of the cavity.
As a consequence, (29) reduces to (17). Some of the dis-
advantages attributed to spherical samples by Rowen
and von Aulock were probably overestimated, since
their conclusions were based on (29) instead of the
simpler (17). As we have already shown for moderate
losses, one can readily separate the real and imaginary
parts of the latter equation. Rowen and von Aulock
give a two constant formula for disk-shaped samples
also.!'® Here again, only one constant is necessary. We
believe that the frequency perturbation formulas are
applicable only to discs whose diameter is small com-
pared to cavity dimensions because the disk should be
restricted to a small area at the center of the cylinder
base where the field is circularly polarized. Thus, the
choice is to be made between a small sphere and a small
disc rather than between a small sphere and a disc of
arbitrarily large diameter. When p+a is small, say less
than five, reasonably accurate determination may be
made by means of a sphere. FFor larger values of p+a
the frequency variation in (21) becomes quite insensi-
tive to a change in u+a. In this case, the disc shaped
sample may be preferred in spite of the greater difficulty
involved in making a sample.

One final word about the location of the sample. Ex-
perimentally, it would seem to be most convenient to
place the sphere at the center of the bottom of the
cavity. If this were done, the condition requiring homo-
geneity of the magnetic field around the sphere would
be violated. The disturbing effect of the walls has been
known for some time and has recently been commented
on by Spencer and Le Craw.!! While the use of a hemi-
sphere in place of a sphere permits one to circumvent
this difficulty, it is usually more convenient to support
spherical samples in a nodal plane of the electric field
away from the end walls.

FERROMAGNETIC RESONANCE

[f losses are neglected, p and a of (1), as given by Pol-
der! are
viM H, wyM,

S— - ————

‘WH," = o 72”;" — o

p=1+

10 Casimir, op. cit., eq. (3).

1 E, G. Spencer and R. C. Le Craw, “Wall effects on microwave
measurements of ferrite spheres,” Jour. Appl. Phys., vol. 26, pp. 250~
251; February, 1955.
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where H,'is the internal orienting field (the steady field
actually operating on the electrons), M, is the z com-
ponent of the magnetization and ¥ is the magneto-
mechanical ratio. In view of the denominator of x and «,
ferromagnetic resonance might be expected to occur at
w=+vyH,. However, the directly measurable resonance
of such quantities as the field intensity or the magnetic
flux density does not occur at w =+, In the case of a
sphere, for example, the field intensity, obtained by sub-
stituting (30) in (10), is given by

‘YIIZ'- +w

———— 31
7111 t+ow ( )

(e: F j e,) Ho.
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Ferromagnetic resonance occurs, therefore, at w=vH,
where H, is the external value of the orienting field.
Similarly, ferromagnetic resonance of the ferrite cylinder
considered in a previous section occurs at w=vy(1,
+1M.), and not at w=vyH,'=vH, as it might be ex-
pected from (30). Thus, whether one utilizes Polder’s
permeability tensor and solves the quasi-static bound-
ary value problem, as it is done in this paper, or follows
Kittel's treatment!? involving demagnetizing factors,
one obtains the same expressions for the ferromagnetic
resonance.

12 C, Kittel, “On the theory of ferromagnetic resonance absorp-
tion,” Phys. Rev., vol. 73, pp. 155-161; January, 1948,

On the Principle and Design of a Trigger Circuit of a
Signal-Seeking Radio Using “Difference-Voltage””

CHIH CHI HSUY, ASSOCIATE, IRE

Summary—The principle and design of the trigger circuit of a
signal-seeking radio using the “difference-voltage” of an IF trans-
former is described in this paper. The “difference-voltage” is first ex-
pressed in a mathematical form, from which the “crossover points”
can < found. Constant anticipation can be obtained if this “differ-
ence-voltage” is used as a trigger pulse to stop the seeking action.
The amount of anticipation is related with the mixing index n and
parameters of the IF transformer and it can be expressed in a simple
form. The effect of the avc delay voltage in the described circuit does
not affect the amount of anticipation. It only affects the proper trigger
level. “Error-asymmetry” and the utilization of the property of de-
tuning the output IF transformer in unidirectional seeker are dis-
cussed. Besides the error due to the improper trigger level, there are
errors due to the nonlinearity of the tuner. This results in the so-
called “error spread.” Formulas for the amount of anticipation de-
sired in terms of the tuner sweep characteristics and the stopping
time are given. The design of the IF transformer with respect to
errors due to components tolerances is fully discussed. Approximate
formulas are derived for the error variations.

INTRODUCTION

IGNAL-SEEKING radios have two additional
S circuits beside other conventional radio circuits.
They are (1) the sceking circuit and (2) the trigger
circuit. The seeking circuit initiates the seeking action
when the operator desires and stops when the trigger
circuit orders so. The trigger circuit will issue such a
command when a signal is reached. The seeking circuit
usually consists of a relay with multiple contacts, a
group of mechanical gears, cams, and switches, etc.,
and a mover, in the form of either a dc or an ac motor,
* Original manuscript received by the IRE, June 6, 1955; revised
manuscript received, August 16, 1955. This paper is based upon three
reports written by the author at Bendix Radio Division, Bendix

Aviation Corp., Baltimore, Md.
t Bendix Radio Division, Bendix Aviation Corp., Baltimore, Md.

or an electromagnet, or some energy-storing devices,
such as springs, or some other transducers. In this paper,
however, we will only deal with the trigger circuit, par-
ticularly a trigger circuit using the principle of the
“difference-voltage.” The difference-voltage between
the secondary and primary voltages of the IF output
transformer as the trigger pulse has the theoretical ad-
vantage of a sharper pulse than secondary voltage alone,
and a constant anticipation regardless of the signal
strength. A qualitative description of how the difference-
voltage works has been given in the earlier literature!
but no quantitive details were given. Section 1 of this
paper will take up the quantitative details and formu-
larize the results so that they can be used as a guide for
future design. It will be assumed first that a linear tuner
is used. The effect of a nonlinear tuner will be taken up
in Section 11, along with the proper choice of the amount
of anticipation. In Section III, design considerations of
the output IF transformer in a signal-seeking radio
with respect to errors due to components tolerances will
be explored.

I. ON THE DIFFERENCE-VOLTAGE, CROSSOVER POINT,
TRIGGER [LEVEL AND THE PRELIMINARY DESIGN OF
THE TRIGGER CIRCUIT OF A SIGNAL-SEEKING
RADIO USING DIFFERENCE-VOLTAGE

A. Difference-Vollage and Crossover Points
Fig. 1 (next page) shows IF output transformer and
associated circuits. With the exception of grounding

1 J. H. Guyton, “A signal-seeking automobile receiver,” Electron
ics, vol. 26, pp. 154-158; May, 1953,
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point of the secondary detector diode, it is a very con-
ventional one. If V; and V; are the magnitude of the
rectified dc voltages due to the carriers (for simplicity
we neglect the effect of modulation) of the primary and
secondary of the output IF transformer respectively,
then the difference-voltage is defined as

V2 - nVl, (1)

where n (the mixing index) is a constant.

If the avc delay voltage E,=0, then both V, and V,
will be very close to the magnitude of their peak ac
voltages E, and F,, respectively. Hence we have

Vz - nVl = E;g - nEl.

(2)

Both E, and E, are frequency dependent. For high Q
cases, they can be expressed as follows:?

£ s VRR:

o : N )
Ji [(1 4 522 — 2(s2 — b/2)e? + v#]112

El o R1(1 -+ szz/Ql)lm (4)

Ao 2(s? — b/2)2? + 2|2

where
Ry =cquivalent total loading of the primary,
Ry =equivalent total loading of the secondary,
Ji=input current to the IIF transformer,
27I’fo =Wo= 1/\/’L1C1 = 1/\/L2C2,
k= M/~/L,L,, the coefficient of coupling,
s=k~/0,Q:, the coupling index,
p=01/Q,, the Q ratio,
b=p+1/p=01/Q:+Q:/ Q1.

?G. E. Valley, Jr., and H. Wallman, “Vacuum tube amplifiers,”
MIT Rad. Lab. Ser., No. 18, McGraw-Hill Book Co., Inc., New
York, N. Y., pp. 202-210; 1948.
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v=1/Q10:(w/wo—wo/w), the frequency variable.
E, =the primary voltage,
E, =the secondary voltage.
The expression for the Difference-Voltage will he

[(14s2)2—2(s2= b/ 2)e2 414|112 :l G

Such an expression is difficult to visualize. However, it
is useful. Fig. 2 is an actual photo of the primary,
sccondary and the Difference-voltage of a particular
circuit. It is obvious difference-voltage in Fig. 2 can be
obtained from sketches as shown in Fig. 3 (opposite).

SV RiIRy— nR\\/14+120./0
E2—71E1=Jl|: i ' Q (Vl

Fig. 2—From top to bottom; primary, secondary,
and difference voltages.

The single peaked secondary voltage as shown in
Fig. 2 may become double peaked if the coupling is too
tight. The primary response is usually double peaked
but under certain conditions it may also be a single
peaked one. But in any event, the secondary response
is more selective (narrow) than the primary response.

The Crossover points are the points at which E,=nE,,
such as the points @ and b in Fig. 3. As the input signal
strength changes, the secondary response will increase
and decrease with the primary response in the same
proportion. Hence the crossover points will move up
and down with the secondary response as signal
strength varies, but not along the frequency axis as
in Fig. 4(a) (opposite). The points at which the differ-
ence-voltage crosses over the zero axis as shown in Fig.
4(b) will therefore always be the same. If the trigger
level of the stopping circuit is set at those crossover
points, constant anticipation will be obtained independ-
ent of the signal strength. The amount of anticipation
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is the difference between the frequency of the cross-
over point and the center frequency fo.

The frequency at which the crossover point occurs
can be obtained by setting (5) equal to zero, or

Ey, — nk, = 0. (6)
Then
sV/RiIR: — nRiv1 + 2205/Q1 = 0. )
This can be reduced to
st Cy Ql
v = ‘// — = (8
n’ C2 Qz
or
C )
= f°f /5% _ G 9)

Q'
If the trigger level is set at the crossover point then
Af will be the amount of anticipation.

1'1 12C,

-1

£
! | ! ‘f'o | I ‘F
I | I
! | | | { l
! |
! | ] |
| ) | | |
(
)| ' | L
. | [
1 |
i | | | o
| |
! | a ! b | {
| |
|

to

Fig. 3

B. Anticipation, Trigger Level, and the A1V C Delay Volt-
age

So far we have assumed that the primary avc delay
voltage Eq=0. If Ey5£0, then E,;5 V. Instead, we have

when El S’Eo (10)

V[ = E1 - Eo, when E) g Eo. (11)

The difference-voltage will be

when F; £ E,

(12)

Vo — by = Ey,

ITsu: Trigger Circuit of a Signal-Seeking Radio
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Fig. 4
Ve — nVy = Ey — n(E, — Ey), when E; = E,. (13)
From (13) we have:
Vo — nVy = (Ex — nEy) + aE,, where E; = E,. (14)

Eq. (12) is easy to interpert. It merely says that
when the ave delay voltage is not exceeded, the differ-
ence-voltage is simply the secondary voltage. Eq. (14),
however, is not easy to visualize immediately. If we
compare (14) with (2), we find that the only difference
is the constant term nE,. If we set

E, — nE, = 0, (6)

then (14) becomes

Vs — nV, = nEy = constant.

(15)

Since E; and E, increase and decrease together, if equa-
tion (6) is true for one signal strength, it will be true
for all signal strength. Hence equation (15) will also be
true for all signal strength as long as E; = E,. In other
words, when the delay voltage is exceeded, there will
be crossover points. The crossover points will be at a
constant level nE,. If the trigger level of the stopping
circuit is set at nEg, then the anticipation will be in-
dependent of the signal strength when E; = E,.

Fig. 5 (next page) illustrates the above conclusion.
Fig. 5(a) shows that the effect of the avc delay is the
same as shitting the primary voltage curve downward
by an amount of nE, The difference-voltage in the
region of interest is shown in Fig. 5(b). The effect of
the avc delay voltage shifts the difference-voltage up-
ward by an amount of nE.. Fig. 5(c) shows the differ-
ence-voltage at two different signal strengths. Notice
that the difference-voltages without avc delay crossover
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{b)

©)

Fig. 5—Solid line: without avc delay.
Broken line: with avc delay.

at points a and b, while with avc delay, they cross over
at points e and g.

It is evident here that the crossover points in which
we are interested are the points at which the difference-
voltages at different signal strength cross over one
another. It is not necessarily the point at which the
difference-voltage crosses over the zero axis. In the case
of no delay voltage, however, they are the same.

The calculation of anticipation with ave delay voltage
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is therefore the same as that of the case without ave
delay. [Use (9).]

Fig. 6 and Iig. 7 are photos of the difierence-voltages
for two different values of the avc delay voltage. The
avc delay voltage of Fig. 7 is double that of Fig. 6. It
can be seen clearly that the crossover level of Fig. 7
is also double that of Fig. 6. The distances between the
two crossover points in each picture are equal. This
bears out that the anticipation is not effected by the
ave delay voltage.

More discussions on the ave delay voltage will be
given later.

Fig. 6

Fig. 7

C. Limitation of Mixing n and the Effect of Sclective
Circuits Ahead of the Output I'F Transformer

Rewriting (9), we have

_ f0 st Gy B Q! )
V= 27/ 010: 1/ nt C; Qs ©

If our output IF transformer is designed according to
the performance in the listen position, then f, s, C;, Cs,
Q1 and @, are all fixed. The only variable is the mixing
index. It is obvious that there will be no real solution for
(9) if the term under the radical sign is less than zero.
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In other words, there will be anticipation only if

s:]C )
LG, (16)
I12C2 O-z
or
C
n? < JQ? s? )
21
Since # cannot be negative, hence
Qz)
n < s, 18
/‘/ ( )(()1 s
or
R
n < // ’s (19)

Although (19) is simpler, (18) is more convenient to

use. It can be written as:

Mixing Index <+/(Step up ratio)(Q ratio) X Coupling
Index

The physical meaning will be even more clear if we
notice that

V(@G - - e
Hence (18) becomes
n < (Ea/Ex)at r-fo,
or at f=fy,
nky < E,. (21)

Hence there is an upper limit for n, above which there
will be no crossover points. Fig. 8 (right) shows the an-
ticipation vs the mixing index for the equal Q case.

What about the lower limit of #? From (9), it will be
obvious that the smaller the mixing index 7, the larger
will be the amount of anticipation. When n—0, Af-»> .
Such a result is obviously not true. The reason we have
such a result is because we have made the assumption
that the input is a constant current generator independ-
ent of frequency. In the actual case, we will have front
end selectivity and the input [F selectivity so that the
input to the output IF transformer will be a constant
current generator but dependent on frequency. It is
therefore obvious that the maximum anticipation will
be limited by the bandwidth of stages preceding the
output IF transformer. From the standpoint of obtain-
ing as much anticipation as possible, the design of the
II° transformers should be such that the input IF trans-
former should have less selectivity and the output 1F
transformer should have more selectivity if the over-
all selectivity is kept the same. This would call for a
high Q output [1* transformer. However, if the anticipa-
tion needed is less than 5 ke or so, a medium Qoutput
[ transformer will be sufficient.

Trigger Circuit of ¢ Signal-Seeking Rudio
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The effect of the selectivity of the circuits ahead of
the IF output transformer on the crossover points of
the difference-voltages should be theoretically none,
since the crossover points are independent of the signal
strength. Of course, it is true only if the frequency of
the crossover points are within the maximum anticipa-
tion obtainable.

D. The Peak of the Difference- Voltage

The peak of the difference-voltage is a very useful
quantity to know. With the peak of the difference-volt-
age and the crossover points known, we can readily
sketch the difference-voltage. The peak of the difference-
voltage for zero avc delay voltage can be obtained by
setting =011 (5). If we denote the peak by A, then

S\/Rle - n Rl

A=TJ= s (22)
or simply
= (Ex — nEy) at t-10 (23)
From (20) and (23) we then have
Y
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Eq. (24) is more convenient to use because E; at f=f,
can be measured at listen position with great ease.

When the avce delay voltage is not zero, from (14)
and (24), the peak 4 from the zero level will be

/C\ Gz .
[s ,‘/(—)(—) = n] Eyayy + nko.
C/ \O1
Since nEq is the crossover level, hence if the peak of the
difference-voltage is measured from the crossover level,

regardless of with or without ave delay voltage we will
have

A= (25)

A from the crossover level

[N -

From (24) and (26), it can also be shown that

(26)

A from the crossover level

. /0 !
= —_ = - Elat/../o- (27)
c: |V o 1/4(21@2<Af)2 [
fo? Q

For the same output IF transformer, it is obvious from
(27) that the smaller the anticipation Af, the smaller
will be the value of 4. If the trigger level is not set
correctly, this may cause skip of the station.

Cross-Over Level

frea.

Fig. 9

E. Error Caused by the Trigger Level Variation and
Error Asymmelry

The difference-voltage is used to trigger a relay.
Amplifiers may be cascaded before the control (or the
trigger) tube. The gain of the amplifier should be as
to match the trigger level of the control tube to the
crossover level of the difference-voltage. If the trigger
level does not match the crossover level, error will
result. The nature of the error variation caused by the
improper trigger level can be scen from the sketch of
Fig. 9.

If the gain of the trigger amplifier is too high or the
trigger is set at the level 4 as shown in Fig. 9, then the

PROCEEDINGS OF THE [RE
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anticipation will not be constant with respect to the
signal strength. It will show the tendency to under-
shoot. The weaker the signal, the larger the amount of
undershoot. If, however, the system is over-shooting
at point a (the crossover point) to start with, then the
operation at the level 4 will show an improvement of
seeking error. The improvement will, however, depend
on the signal strength. On the other hand, if the gain
of the trigger amplifier is too low or the trigger level is
set at the level B (Fig. 9), the anticipation will again
not be a constant with respect to the signal strength.
It will show the tendency of over-shoot. The weaker the
signal the larger the amount of over-shoot. If the svs-
tem is over-shooting at point a to start with, then the
trigger at the level B will result in more error. If, how-
ever, the system is under-shooting at point ¢ to start
with, then the trigger level B will show error improve-
ment again. But the amount of improvement will again
depend upon the signal strength. The nature of the error
variation due to improper trigger level can be utilized
to adjust the trigger amplifier gain so that the circuit
will be triggered at the crossover level.

Cross-Over
—  Level

Fig. 10-—Point ¢ and point d are not
equidistant from the fe axis.

If the front end and the input IF transformer are not
well aligned, or the front end selectivity is nonsym-
metrical with respect to the center frequency in the
interested region, then we may not have such nice
symmetrical difference-voltage such as shown in Fig.
9. Instead, we may have an asymmetrical difference-
voltage such as those shown in Fig. 10. As discussed
above, trigger at wrong level will give seeking error.
The amount of error depends upon the signal strength.
For a given signal strength, the error will be the same
whether the signal seeking action is from the high fre-
quency toward the low frequency or the other way,
as long as the difference-voltage is symmetrical as shown
in Fig. 9. But in the case of Fig. 10, even for the same
signal strength, it will produce different error depending
on whether it is secking toward the high-frequency end
or the low-frequency end. This we may refer to as error
asymmetry.

Error asymmetry also can be caused by misalignment
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Fig. 12

or detuning of the output IF transformer. Figs. 11, 12
and 13 will clarify this point. Fig. 11 shows a photo
of the difference-voltages when the output 1F trans-
former is well aligned. It shows good symmetry. Fig.
12 and Fig. 13 show the detuning effect of the out-
put IF transformer in one way and another. The two
crossover points are not at the same level. If the trigger
level is set at cither one of the two crossover points, the
error seeking in one direction may be zero but the error
seeking in the other direction will not be zero.

It would be proper to point out here that the Error
Asymmetry caused by detuning of the output IF trans-
former as shown in Fig. 12 and Fig. 13 does not arise
as a problem for unidirectional seeking radio. In fact
there are two distinct facts indicated by these two
photos that detuning the output I transfermer can be
used for advantages. The facts are

1. There are still crossover points.

2. The crossover points are shifted to one side or
another. Fact one suggests that the same principle can
be used for unidirectional signal seeking radio. Fact 2
suggests that we can take advantage of the shifting of
the crossover point to get: a) more anticipation than
the limit imposed by the front end and input IF trans-
former sclectivity as discussed before, b) less anticipa-
tion without too much sacrifice of the peak 4. (As
previously pointed out in relating with (27), 4 will

Hsu: Trigger Circuit of a Signal-Seeking Radio
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Fig. 13

decrease as anticipation is reduced.) This will give less
error due to signal level effect.

For bidirectional signal seeking radio, the shifting
of the crossover points will cause errors, unless some
other arrangements are used. This will be highly im-
practical. But that does not mean that a bidirectional
signal-seeking radio is worse than a unidirectional one.
There are error asymmetries in a bidirectional signal-
seeking radio, but they can be reduced to within 0.5
ke or less. On the other hand it does not have the jerky,
annoving sound of fly-back that a unidirectional signal
seeking radio usually has.

Error asymmetry can also be caused by other reasons
such as unequal braking action and others, but they will
not be discussed further here.

1F. 2nd. Det.
) Tl
O,
v I I
1 B8+ N .
- Pri. Det. R R 1;,,‘\’:" "
AV.C. T > ‘
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F. Example: Preliminary Design of a Trigger Circuit
of a Signal-Seeking Radio

: ?LE.

Fig. 14

It is decided to convert a certain model of conven-
tional automobile radio into a signal-seeking radio using
the principle of the difierence-voltages. There are many
possible trigger circuits but a circuit such as that above
in Fig. 14 is decided upon. The IF frequency is 265 ke.

1. If an anticipation of 2.5 ke is desired, what should

be the ratio R; to K,?

2. What will be the crossover level if the ave delay

voltage is six volts?

3. What will be the mimimum trigger sensitivity?
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4. Sketch the difference-voltages in the neighborhood
of the crossover level.

1. The design of the output IF transformer will be
discussed in Section I11. For the present let us assume
that the output IF transformer has the following

parameters:
Circuit Q’s :0i=0.=30
Capacitances :C =114, C,=134

Coupling index:s=0.85

Since the anticipation Af=2.5 kc and fy =265 kc, the
mixing index 7 can be calculated from (9). Or we may
use the curve on Fig. 8.

Y _ @960

A 0.566
fo 263
2/ 010,
From F'ig. 8 we have
n
—— = (.863
(5
sA/ —
C,
But
C, 114
SV = (.85 1/ — = 0.784.
C, 134
Hence

n = (0.865)(0.784) = 0.68.

The mixing network used in Fig. 14 is actually an
adder network. If R, and R, are relatively high value
resistors, then the loading effect of these resistors on the
IF output transformer can be neglected. With good
approximation, Fig. 15 can be used to represent the

AN\~ i —/ VWA
T R| I Ra T
e, \} €,
l | |
Fig. 15
mixing network. If
Rz/Rl =n
then
(28)
V = .
1+ n (e2 + ner)
Now
€3 = Eg
6 = — (El - EO))
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hence
1 (29)
V = — (Ez el )lEl + ﬂEo).
14+ =n
Comparing the right side of the equation (29) with that
of (14), we find that they are the same except the factor
1/(1+n). Hence

Ry/R, = n = 0.68.
If

R, = 10 megohms then R, = 6.8 megohms

2. The factor 1/(14n) can be included in the gain of
the amplifier following the mixing circuit; then the
crossover level will still be #Ey. However, if the cross-
over level is measured at the point M, then

crossover level = E,. (30)

+n
If Eq=6v., n=0.68, The crossover level = (0.68)(6)/(1
+0.68) =2.43 v.

3. To find the minimum trigger sensitivity, it is nec-
essary to know the front end gain. The front end gain
varies with the signal frequency. However, for a well-
designed receiver, the variation in gain is not much. As-
sume that the receiver has an average front end and IFF
gain as follows:

El peak — (63)(67)(9)(108)(\/5Eantenna ef(ective)
Or
I = 590,000 E,pienna 3n

Before avce tukes over, e; in (28) will be zero and (28)
becomes

V = E/(1 + n). (32)

The minimum trigger sensitivity will be the sensi-
tivity at which, 7"=(E; at f=f,)/(1+n) =crossover

level,
or
(Ez at/u/o)/(l + Il) = ﬂEo/(l + II)
or
Es at gmso = nEy 33)
Substitute (20) into (33):
T o
1/ ( )(—2> SEya oy = nEa. (34)
2] ()1
Substitute (31) into (34):
’IE()
Eqntenna = — — volts,
v ()@)xoxs
— H— ) X s X 590,000
C2/\Qy
or
Eantenna = 8.8 micro-volts The minimum  trigger

sensitivity.
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4. To sketch the difference-voltage, it is necessary to
know the selectivity. But for rough sketches, we may
assume that the two times down bandwidth is about 8
ke. The difference-voltage for Eantenna =8.8 microvolts
can then be sketched, as shown in Fig. 16. At 2.5 k¢
from the center frequency of this curve, voltage is 1.92
volts. Hence the minimum sensitivity to have crossover
point at this point should be approximately:

(2.43)(8.8)/1.92 = 11.2 micro-volts.
The corresponding Ey a1 75, Will be
(0.59)(11.2) =

From (26) and the factor 1/(1-+n), we have

6.6 volts.

nkE, -
. (35)
14 n
Hence for the present case we have
A = 0.062 Ex ut /9 + 2.43 volts. (36)

If the following ave characteristics are assumed:
Ey=6 volts

Input

(micro-volts) , 15 50 ' 100
E, at f=fo . \
(volts) 8.0 10 12 18 34
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Then the peak of the difference-voltages can be com-
puted by using {36):

[nput |
(micro-volts) | 15 50 | 100 | 1k 100k
A (the peak) I i ' ’

(volts) 2.9 3.05 ] 3.18 | 3.55 4.54

The difference-voltages can then be sketched as shown
in Fig. 16. Thev are based upon the avc characteristics
at listen condition. However, at actual seeking condi-
tion, the sweep speed may be so fast that the time con-
stant of the avc circuit is relatively large. For example,
with sweep speed of 300 kc per second, the time to cover
3 kc is only 10 milliseconds. If the time constant of the
avc citcuit is 100 ms, it is obvious that no appreciable
avc voltage is reached at time of trigger action; unless
there is a very strong signal. Hence we can say that
under the seeking condition, avc action is only partial.

There will be no change due to this partial avc action
before the avc takes over for the sketches in Fig. 16.
At small signal the effect on those sketches is also neg-
ligible. Let us assume the following ave characteristics
due to this partial avc action:

Input | '
(micro-volts) 15 ] 30 | 50 l 100 ' 1k | 100k
Ei st sty o | 18 | 30 | 40 | s0o | 60
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Then the peak of the difference-voltages will be

(

Input
(micro-volts) | 15
A (the peak)

(volts)

I 100k

' i
| 30 ‘50 | 100 tk

2.99 3.54’ 4.29‘ 4.91| 5.43‘ 6.15

The difference-voltages under such conditions are
sketched as shown in Fig. 17 (page 1599).

Comparing Fig. 16 and Fig. 17, we notice that the 15
microvolt pulse does not change much but the 50 micro-
volt pulse has been changed tremendously. Suppose the
trigger amplifier gain variation causes the trigger level
to be 2.75 volts instead of the crossover level 2.43 volts.
Then for 50 microvolts input, it will give an error of
approximately 1 ke in the case of Fig. 16, while the error
will be negligible in the case of Fig. 17. Hence the par-
tial avc action actually helps the accuracy of the secking
action. But to obtain the accuracy by purposely using
longer avc time constant may result in “skip” of weak
stations immediately alter the strong station. One thing
is definitely clear though; that is, the higher the front
end sensitivity, the better will be the seeking accuracy.

The sketches shown in Fig. 16 and Fig. 17 are only
approximate ones to show that we can roughly get such
kind of trigger pulse before we start any experimental
work. The actual pulse is more complicated. For in-
stance, due to double-pcaked nature of the primary
voltage, it is possible that the primary voltage at 11.2
microvolts does exceed the delay voltage at the 2.5 ke
off the center frequency as shown in Fig. 16 and Fig.
17, but at the center frequency it may be less than the
delay voltage. The result will be a flatter peak near
the center frequency than that shown by the sketches
at 11.2 microvolts input.

Fig. 18

Fig. 18 is a photo of the difference-voltages. Notice
that at very weak signal input, the difference-voltage is
the flatter-peak sccondary voltage. When the signal is
strong, the sharp-peak difference pulse appears. One of
the difference-voltages shows that it passes the cross-
over point but the primary voltage. is still not large
enough at the center frequency; hence it still has the
flat-peak.
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[1. ON THE “IERROR-SPREAD” AND THE AMOUNT OF
ANTICIPATION IDESIRED FOR THE DESIGN OF THE
TRIGGER CIRCUIT OF A SIGNAL SEEKING RaADIO

In Section [ of this paper, we have assumed that the
tuner is a linear one. However, in actual case, it is not.
This will introduce another kind of error which varies
over the broadcast band. We will call this “the error-
spread over the band” or simply “the error-spread.”
Section 11 will discuss this error-spread and the amount
of anticipation desired for the design of the trigger cir-
cuit of a signal-secking radio.

A. The Desired Anticipation for a Linear Tuner

The anticipation is required because of the lagging of
the stopping circuit response. The stopping circuit here
includes the circuit associated with the relay, the tuner
carriage, the motor or its equivalent, as well as the gear
trains between them. If we define that

I =the anticipation in kc

a =sweep speed (in kilocycles per second) of the tuner

1, =total effective mechanical delay time in milli-

second,
0 = the error in ke,
then the error will be

8 = al(10)=3 — J1. (37)

Hence, if
h < al.(10)73,

we have 6>0—over-shoot or if 1>at,.(10)73, we will
have: 8 <O—under-shoot, Therefore, for 8 =0, we only
have to choose

(38)

However, the tuner we have in actual case is usually
a nonlinear one. The factor @ in (38) will therefore not
be a constant over the whole broadcast band. Fig. 19
shows a typical tuner characteristic. If ¢, is the same,
then, it will be obvious that the value of % chosen to
satisfy (38) at one frequency of the band will upset the
equality at another frequency. This results in the so-
called “error-spread over the band.” Hence, what is the
desired amount of anticipation for the design of the
trigger circuit of the signal seeking radio will depend
upon not only the total effective mechanical delay time
tm, but also the characteristics of the tuner.

I = at.(10)73,

B. The Total Effective Mechanical Delay Ttime

The factor t,,—the total effective mechanical delay
time in milliseconds—is not a simple one. The stopping
system usually undergoes the following steps of action:

1. Relay contacts open—disconnects the driving

source from the motor.

2. Fly-over period—the motor is coasting on its me-

chanical inertia.

3. Relay contacts closed

motor.

Suppose we have specified that the relay vendors
should supply a relay in our circuit and that the time

braking is applied to the
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from the commanding of the trigger action to the end or
of the fly-over period be f; (say for example 5 millisec- ;
onds), then we have: tr = dpr(10)%, (41)

lm=relay opening time f+cffective motor stopping
time /o (39)

The effective motor stopping time is not the actual
motor stopping time. During the motor stopping period,
the speed of the motor changes. Before the braking is
applied, we assume that the speed change is not large.
But after the braking is applied the speed of the motor
will change at a very fast rate. Hence, although we may
use the relay opening time in (39) for approximation, we
cannot use the actual motor stopping time after braking
is applied. This actual time must be converted into the
effective motor stopping time.

If the actual motor stopping time after braking is in
terms of the number of revolutions the motor coasts be-
tween the instant when the braking is applied and the
instant when the motor is completely at standstill, the
calculation of the effective motor stopping time will be
easier. Suppose the motor stops in p revolutions which
corresponds to ¢ inches movement of the tuner carriage,
and the tuner sweep speed during the seeking is 1/r
inches per second, then the effective motor stopping time
in milliseconds will be

t, = gr(10)? (40)

where d is the conversion factor including the gear train
ratio in inches of the carriage movement per revolution
of the motor.

Substituting (41) into (39), we have

tm = 1 + dpr(10)3. (42)

As an example: if {;=5 ms and if the motor stops within
2/3 of a revolution after the braking is applied, then we
have p=2/3. If d=0.001 inch per 0.6 revolution, r=6
seconds per inch, then t,=dpr(10)3=(2/3)(0.001/0.6)
(6)(10)*=6.7 ms. Hence

n=HL-+t=5+6.7=11.7 ms. (43)
C. Error-Spread Due to Nonlinear Tuner
Substituting (42) into (37), we have
0 = a(ty + dpr(10)3)(10)=3 — . (44

Since t,, does not depend upon electrical characteristic
of tuner over band, it will be a constant once 4, p, d,
and 7 are fixed. If we rewrite (37) into the form

8= — h+ aln(10)73, (45)
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then at any particular frequency in the band where the
factor @ will be a fixed value, the plot of 0 versus & will
be a straight line. FFor the error over the band we will
have a family of straight lines with e as a parameter.
The slope of those lines is negative unity.

If the tuner has a nonlinear characteristic as shown
in Fig. 19, then the two boundary cases for the tuner
will be at 340 kc and 1,300 kc respectively. The factor a
will have the following values:

At 340 ke, @
At 1,300 ke, @

26.6 kilocycles per second

370 kilocycles per second.

lf the stopping circuit gives total effective mechanical
delay time t,,, 11.7 ms as shown by (43), then at 540 kc,

6= —h+4 (26.6)(11.7)(10)73; (46)
at 1,300 kc,

8§ = — h+ (370)(11.7)(10)=3. (47)

The plot of (46) and (47) is shown in Fig. 20 (above). It
is obvious that if amount of anticipation is 2.3 kc, error-
spread will be +2 ke (a total error-spread at 4 kc).
Hence the assumption of 2.5 kc for anticipation in the
example of Section [ is adequate.

D. Analytical Expression for the Desired Anticipation
and the Error-Spread

FFrom (37), we have
0 = — h + (I]_tm(l())_'.‘ (48)
02 —h + a’.‘.lm(lo)_si (49)
where the subscripts 1 and 2 indicate the two extreme
cases of the nonlinear tuner. et us also assume that a,
be greater than as, then for the same amount of antici-

pation, the case of (48) will be easier to over-shoot than
the case of (49). If it is desired that

8, = — bby, (50)
where & can be any constant, then, we have
— b+ atn(10)2 = — b( — h + astn(10)73).  (51)
After s:mplification, we have
h = (6T dlct) 1n(10)=3. (52)
(1+9%)
Substitute (52) into (49) and (48):
6, = b (a1 — a2t (10)73 (33)

1+5
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b = — (a1 — aa)lm(10)2. 54
1Sy (a1 )a(10) (34)
The total error-spread will be 8; —6;, hence
total error-spread = (a1 — a2){m(10)73. (53)

Notice that the total error-spread is independent of the
value of b. If b=1, that is if we wish that the over-shoot
and the under-shoot of the error-spread be equal, then
the proper anticipation should be

a1+ o
Py icy) 1m(10)73. (56)
2
The error-spread will be
ay — Qg
+ tm(10)73, (57)

[1]. DEsIGN CONSIDERATIONS OF THE OuTpuUT IIF
TRANSFORMER OF A SIGNAL-SEEKING RADIO
wiTH RESPECT TO ERRORS DUE TO COM-
PONENTS TOLERANCES

In the example of Section I of this paper, the circuit
Q’s of the IF output transformer are assumed to be 30.
This corresponds to a coil Q of 50 in a typical set. I
transformer with Q of that range is relatively cheap.
From the standpoint of seeking error variation, high Q
output IF transformer will be more advantageous. But
a high Q output ITF transformer will require a too low Q
input 1F transformer if the over-all selectivity is kept
the same. This will again cost money. However, if the
cost is of secondary interest, then the IF output
should be designed with respect to the seeking errors
due to components tolerances. If the coupling factor,
base capacitors are fixed, then the IF transformer design
will be fixed if the Q's of the transformer are known.
What kind of Q should we choose? What will be the
secking error caused by the variation of components
associated with the output IF transformer? This section
is intended to answer these questions. It will offer a way
to tell approximately what amount of error we will have
once our design is done. We will first assume that there
is no Q-variation and then, later on, we will see what will
happen when Q varies. Approximations are used wher-
ever possible.

A. Variation of Error When the Amount of Anticipation
Desired Is Fixed
Rewrite (9) into
fo G G

s — = = :8
2v/0:0: e

c

n® C, Qg

where f. is the anticipation in kc, fo is the IF frequency,
and 7 is the mixing index, and the rest are the conven-
tional symbols. If we denote

(59)
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then
fo=— ELN . (60)
24/QhQ:
Let us simplify the expression of (59) by defining
52 Cl
— — = x? (61)
n’ C2
and
gl- = m?; (62)
Q2
then
u = /2 — m? (63)

If we let m be a constant, then any percentage varia-
tion in s or 4/ C;/C, will be equivalent to the variation of
x and any percentage variation in # will be equivalent
to the variation of 1/x.

If the variation is not large, we can make the follow-
ing approximation:

df.
Af, = Az, (64)
dx
or
df. du
Af, = — 65
/ du dx (65)
From (60)
df.
ife  _fo (66)
du 2\/@102
From (63).
du x
— = = ; (67)
dx  Vx*— m?
hence
x
M=t (68)
2V/01Q: V2P — m?
But from (60),
f ¢
ok, (69)
2\/Q]Qz U
therefore
Af. fo 2, 70)
Y e :
Substituting (63) into (70), we have
Af. x
4 = ———— Ax. (7nH
f, x? — m?

If now

Ax = + M%x,
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Fig. 21—Calculated error variation with fixed anticipation. For approximation use (76) and (80).
then Substitute (75) into (60),
S x? 7
= . 72) = : v
+ M9%f. a*—m® ( 20102 ar. )
From (63) we have Substitute (62) into (77):
= 2 — m? o Nenn 0 _ afe
or T 2v00 Y 0 2v02?
=1+ m? (73)  or
Hence T } "
afe
Afe r? + m? m* () fe= ) i (78)
i _——— == — 7 =2
+ MY f. v? v? — l
If we denote SIS
= am, (75) a fo ’ _
2= | (79)
then L 2 S
Af. 1 From (76) and (79), it is clear that the larger the
—— =1 4 — 76 ag .
L + MY, ], o (70) gthe smaller the error, which corresponds to a higher
¢
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fixed anticipation. f.=2.5 kc.

- - — A — - — approximation use (76) and (80).

Eq. (79) can also have another form:

_2f. !

(80)

34

| fo

From (80) and (76), the error curve due to different
Q: can be plotted. If C;=114 mmf, C;=134 mml,
s=0.85, fo=265 kc and Q,=0Q,= 0, three sets of curves
are shown on Fig. 21 (page 1604) corresponding to f.=2
ke, fe=2.5 ke, and fo=3 kc respectively.

In order to check the accuracy of the above approxi-
mation formula, calculations by exact method are used
for the case of f;=2.5 kc and the result is shown in Fig.
22. It shows that in the region of interest, the accuracy
is very good.

IFrom the above curves, it is evident that high Q case
is better. However, the improvement above Q=80 is
not very much. Even at a=1, or =353, it is not too
far from the ideal minimum.

The result of Af. due to A(1/x) can be derived simi-
larly. The final expression is the same except the sign.
The details will not be shown here.

B. The effect of Unequal Q

Although the examples given above are for the cases
with Q; = Q= Q, the results apply as well to the unequal
Q cases as ta the equal Q cases. However, the Q's in
Fig. 21 and Fig. 22 should be Q, in the unequal Q cases.
This is because from (76), for the same amount of
Af./(+ M per cent f.), a has to be the same. From (79),
if « is the same, then Q, has to be the same. Of course,
when m# 1, the value of % is not the same as the value
of n with m=1. Table 1, showing results from the exact
calculation, should make the point clear.

TABLE 1
fe=2.5 ke, s=0.85

Error in ke

Q2 «a n l
| s, +10 s, =10 =, +10 2, —10
per cent per cent percent per cent
1 80 80 1.5 0.435 -0.34 0.38 0.34 -0.37
2 320 80 1.5 0.216 | —0.35 0.37 0.33 —0.38
20 80 1.5 0 0.38 0.34 -0.37

.867 i —0.34

It is evident here that there is no advantage for
m>1. For m <1 the primary Q can be lowered if the
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waveform is not disturbed too much due to the mis-
alignment of 1F.

C. Error Due to Q-Tolerance and Loading Variation

Both the coil-Q tolerance and the loading variation
will change the circuit Q and result in seeking errors. If a
set of center-design components are used, and if C,, G,
k, and n are all center-design values, then the informa-
tion about the error due to the deviation of circuit Q's
from the center-design values will be valuable.

When Q, deviates from the center-design value. From (78),
we know that if « and Q, are the center-design values,
the anticipation will not be changed even when Q, is de-
viated from the center-design value. The point will be
more clear if we put k, the coefficient of coupling, into
(78). Then it can be shown that

s Jo 1/ o 1
° 2 n’cz 022

Since Q, does not appear in (81), the deviation of Q; from
the center-design value will not affect the accuracy of
seeking. This result relieves the worry of the possible
seeking error by the primary loading variation with the
signal strength due to the primary avc loading, provided
the detuning effect is negligible.

When Q. deviates from the center-design value. 1f the
deviation AQ, = + M per cent Q. is relatively small, then

(81)

Afe = £ M per cent Q2(8fe/3Qs). (82)
From (81), it can be shown that
fe/3Q2 = (fo?/4/e)(1/Q2%). (83)
Hence
Afe = * M per cent (fo°/4f)(1/Q7). (84)

The error due to the deviation of Q, from the center-
design value is therefore inversely proportional to the
square of Q.. This result again favors a high Q; output
IF transformer. If volume control is the load of the
transformer secondary, then the tolerance of the vol-
ume control specification should be tightened.

The accuracy of (84) depends upon the amount of
deviation from the center-design value. For deviation
less than 5 per cent it gives very good results. Even with
a deviation of 10 per cent, it gives a fairly good approxi-
mation. The following results are computed according
to (84) for f.=2.5 kc, fo=265 kc, and £ M per cent=
+ 10 per cent.

30 40 50 60 70 80 100 120

t
Error in ke 0.78 0.44 0.28 0.2 0.15 0.11 0.07 0.05

It is evident that the improvement above Q; =060 is
not very much.
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CONCLUSIONS

1. The equation for the “difference-voltage” with no
avc delay voltage is

sVRR:—nRi v 1 + vZQz/Ql]
[(14s2)2—2(s2—b/2)u2+ i)tz |

2. The crossover points have a frequency deviation
from the center frequency

Af fo /‘/52 C: O 9)
2\/@@ )12 Cz Qz

3. The avc delay effects only the crossover level but
not the frequency of the crossover point.

4. If the trigger level of the stopping circuit is ad-
justed to the same as the crossover level of the trigger
circuit, constant frequency anticipation can be obtained
for a linear tuner. The amount of anticipation is equal
to the frequency deviation of the crossover point.

5. There is an upper limit for the mixing index =,
above which there will be no crossover points. The
limit is

Eg—nE1=]1[ (5)

C: Q2

— — .

Ce Q1

6. The maximum amount of anticipation obtainable
depends upon the selective characteristics of the circuits
ahead of the output IF transformer. Within the maxi-
mum anticipation obtainable, the effect of the front
end selectivity on the crossover points should be none.
However, it may cause error asymmetry if the trigger
level is not the crossover level.

7. If the over-all selectivity of the receiver is kept the
same, from the standpoint of obtaining as much antici-
pation as possible, the Q's of the output II' transformer
should be high. However, if the anticipation desired is
less than 5 kc or so, a medium Q output I transformer
will be sufficient.

8. The crossover level depends upon the ave delay
voltage and the mixing index. Or,

n < (19)

(15)

9. The peak of the difference-voltage from the cross-
over level is independent of the avc delay voltage once
the avc delay voltage is exceeded.

nEy, = constant

E 22- — n] E (26)
C: O 1at s—fo

A from the crossover level = |:S

10. The smaller the amount of anticipation, the
smaller will be the peak of the difference voltage from
the crossover level.

11. The variation of the trigger level will cause
“level effect”—the amount of seeking error depends
upon the signal strength. The nature of the error varia-
tion due to improper trigger level can be utilized to



1955 Hsu: Trigger Circuit of
adjust the trigger amplifier gain so that the circuit will
be triggered at the crossover level.

12. “Error Asymmetry” refers to the fact that in a bi-
directional signal seeking radio with ideal tuner, the
secking error produced with the same input signal de-
pends upon whether it is seeking toward the high fre-
quency end or the low frequency end of the broadcast-
ing band.

13. Error asymmetry can be caused by the misalign-
ment of the front end, the input IF transformer, and
the output 1 transformer. It can also be caused by the
unequal braking characteristics of the moving system
and others.

14. Detuning of the output IF transformer shifts the
crossover points. However, we can utilize this property
in a unidirectional signal seeking radio to obtain

(a) more anticipation than the limit imposed upon
by the front end and the input IF transformer
selectivity.

(b) less anticipation without too much sacrifice of
the peak of the difference-voltage from the
crossover level.

15. High front end gain during seeking is desired for
a signal seeking radio to reduce the seeking error due
to the level effect.

16. The partial avc action helps the secking accuracy.
Hence long time constant for the avc circuit is desirable.
But if it is too long, it may result in “skip” of weak sta-
tions immediately after the strong station.

17. Error-spread over the broadcast band is due to
the nonlinear characteristic of the tuner system. To re-
duce the error-spread, the tuner sweeping characteristic
should be made as lincar as possible (i.e., the sweeping
rate in kilocycles per second should be a constant
throughout the broadcast band). This can be done either
by a proper design of the tuner coil or a variable speed
drive such that the resultant tuner sweeping character-
istic is the one desired.

18. The faster the stopping circuit and the stopping
action, the less the amount of anticipation required, and
the less will be the error-spread.

19. If a; and a; (a;>a;) are the two extreme sweep
speed in kc per second of the tuner, the total error-
spread will be:

(a1 — az)tm(10)73, (55)

20. The shifting of error-spread depends upon the
amount of anticipation.
b= (a1 + bay)
+ b

where the errors at the two extreme frequencies are re-
lated by

1a(10)73, (52)

8, = — bo,. (50)

/'-\

M
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21. If Q's are constants and if the + M per cent varia-
tion of v/C,/C,, s and n are not very large, the seeking
error will be approximately

Afo/(+ M per cent f,) = 1 4 1/a?,

(76)
where

a.= 2Qafc/fo. (80)

Hence for small error, high Q, output II° transformer
will be required.

22. Aslong as @ is the same,

(a) Q. <Q:does not give less error due to the per cent

variation of Ci/C,, s and n than the case with
Q1 = Qs. (Althcugh it does give a larger difference-
voltage, but it may give more asymmetry for the
same amount of misalignment.)

(b) There is no advantage for Q, > Q..

23. If a set of center-design components are used and
if Cy, Gy, k, n are all center-design values, then the devia-
tion of Q, from the center-design vetlue does not affect
the seeking accuracy.

24. However, when Q; is deviated from the center-
design value, there will be seeking error. I{ the deviation
is not large, the error will be approximately':

Af. = + M per cent (fo¥/4f.)(1/Q:?).

25. It is evident from the results that some errors are
positive while others are negative. It is therefore possible
to use the error caused by one kind of component varia-
tion to compensate for the errors caused by other kinds
of component variations.

26. In the example given, it will be more expensive to
either:

(a) tighten the IF transformer tolerance and the

volume control tolerance specifications,

(b) have bigh-coil-Q IF transformer, or

(c) to have special variable coupling 1I' transformer.
Hence to pick different mixing resistors for compensa-
tion of the tolerances of the II and other associated
compounents will be more practical and cheaper.

27. To utilize the maximum secondary coil Q of the
IF output transformer, reflex detector may be used
provided that the distortion is tolerable.

(84)
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I. INTRODUCTION

1.1 Standardization of symbols is considered important
for the exposition of feedback control concepts. The
purpose is to establish forms for representing letter sym-
bols and graphical symbols used in block diagrams.

In the preparation of this standard, it was found that
there was no complete and self-consistent set of symbols

in use that appeared to {ulfill the requirements of the
IRE. It was also found that there is a wide variation
in the symbols used by different industries and pro-
fessional societies so that it is difficult to choose symbols
with a umversal acceptance in all ficlds. Therefore, a
compromise has been made among ecxisting symbols
used in the electrical field.

* Reprints of this Standard, 55 IRE 26.S1, may be purchased while available from The Institute of Radio Engineers, 1 East 79
Street, New York 21, N. Y., at $0.25 per copy. A 20 per cent discount will be allowed for 100 or more copies mailed to one address.
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2.1

2.2

2.3

2.4

2.5

I1I. GrarHICAL SYMBOLS FOR BLOCK DI1AGraMs

Transfer LElement

x, bl

2.1.1 A transfer clement represents the functional
relationships (gi2) between a single input signal
(x;) and a single output signal (x.), in which the
input signal, indicated by the arrow, is the inde-
pendent variable.

Mixing Point

2.2.1 The indicated relationship is a3 =f(x1, x32).

Summing Point

N, o+

XN, —

- ¥,
y, + | 2
——

X, -

2.3.1 The indicated relationships are x3=x;—a2 and
Xs=x1—x2-+x3— X A summing point is a special
case of the mixing point and indicates the algebraic
addition of two or more signals to produce one out-
put signal. An algebraic sign should be indicated at
the arrowhead for each signal to be added. If the
number of input signals to be added is large the
rectangular symbol should be used.

Multiplication Point

2.4.1 The indicated relationship is x;=xxs. A
multiplication point is a special case of the mixing
point.

Branch Point

———
I

2.5.1 A branch point, which indicates that a signal
is distributed to two or more points in a block dia-
gram is represented by a heavy dot. Example:
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[ el

o

L

2.6 Graphical symbols added to a block diagram for

3.1

4.1

mathematical purposes shall be shown dotted to
indicate that they do not represent components of
the physical system.

III. STANDARD FOR LLETTER SYMBOLS
Essential Features of the System of Symbols
3.1.1 Signals

Signals are represented by a single letter symbol
with a single subscript denoting its physical or
mathematical meaning. The letter x has been
chosen as the preferred symbol for generalized
signals. Lower case represents the time domain.
Upper case represents the complex frequency do-
main.

3.2 Transfer Functions

Transfer functions are represented by a single
letter symbol with a double subscript, the first
letter or number of which is the subscript of the
symbol for the input signal and the second of which
is the subscript of the symbol for the output signal.
The symbol g has been chosen. Lower case repre-
sents the time domain. Upper case represents the
complex frequency domain.

IV. EXAMPLES

Application of the standard graphical symbols and

the standard form for letter symbols are illustrated in
the typical block diagrams below:

oo
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I. INTRODUCTION

1.1 Definition of a Pulse (51 IRE 20. S1)

A pulse is defined as “a variation of a quantity whose
value is normally constant; this variation is character-
ized by a rise and a decay, and has a finite duration.

Note 1: The word ‘pulse’ normally refers to a variation in time;

when the variation is in some other dimension, it shall be so spccified,
such as ‘space pulse.’

Note 2: This definition is broad so that it covers almost any
transient phenomenon. Features common to all ‘pulses’ are rise,
finite duration, and decay. [t is necessary that the rise, duration, and
decay be of a quantity that is constant (not necessarily zero) for some
time before the pulse and has the same constant value for some time
afterwards. The quantity has a normally constant value and is per-
turbed during the pulse. No relative time scale can be assigned.”

* Reprints of this Standard, 55 IRE 15.S1, may be purchased while available from The Institute of Radio Engineers, 1 East 79

Street,

New York 21, N. Y., at $0.60 per copy. A 20 per cent discount will be allowed for 100 or more copies mailed to one address.



1.2 Zero Axis

It is important to realize that since a pulse is defined
as a variation of a quantity, the variation is zero at the
start and end of the pulse. Therefore, in these standards
the graphical representation of the normally constant
value will be called the “zero axis” of a pulse.

1.3 Delineation of Pulses

It should be noted that the variation considered to be
the pulse may be accompanied by other variations that
are not of interest. For example, spikes, overshoots,
and polarity reversals may be present, but may be ig-
nored if they are not pertinent to the measurement being
taken. The word “pulse” as used in these standards
refers to that portion of a waveform delineated as the
pulse, after exclusion of those portions of the waveform
determined to be nonpertinent. This determination of
the nonpertinent portions of a waveform may depend
upon the function of the pulse in a particular circuit
or systen. IFor example, a negative excursion following
a positive pulse may be ignored in the measurement of
Pulse Decay Time il it is determined that this negative
excursion has no important effect upon the operation of
the circuit or system under consideration. The portion
of a waveform delineated as pulse may also be deter-
mined by a time interval of interest outside of which
the waveform is not considered part of the pulse. These
standards have been written with as much generality
as possible and are applicable to pulses with or without
spikes, overshoots, or polarity reversals. Whether or
not these are considered part of the pulse is a decision
which is left up to the individual user. The delineation
of the pulse should be made arbitrarily only if e prior:
knowledge is not available, and in either case the results
should be clearly stated.

1.4 Definition of a Pulse Train (51 IRE 20. S1)

A pulse train is defined as “a sequence of pulses.”
I

1.5 Delineation of Pulse Trains

Measurements of pulse trains often require knowl-
edge of the component pulses making up the pulse
train. A picture of the pulse train alone may not per-
mit the component pulses to be determined.

The following trains are given as examples of the
difficulty of measuring the characteristics of a pulse
train unless delineation of the component pulses is made.

AR B U B S

Example I. Rectongulor Pulses
In example 1, the pulse train could be either a se-
quence of short positive pulses, long negative pulses,
or alternating short positive and long negative pulses
depending upon what constitutes the component pulses.
Example 2 presents the same difficulty as example 1,
with the additional complication that several types of
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CVerficol Sync. Pulse
0 |

Time Interval

Equalizing
of Interest

Pulses

Example 2. Television Signal

component pulses are present. Even if it is known that
this is a television signal, the determination of the char-
acteristics of particular component pulses, for example
the equalizing pulses, requires the additional concept of
an interval of interest, which will be used frequently in
these standards. For example, to determine the repeti-
tion rate of the equalizing pulses, one might choose a
a time interval of interest as shown in the example.
If one were required to determine the repetition rate of
the vertical sync. pulses, another time interval of inter-
est would have to be chosen. The determination of the
characteristics of a complex pulse train may require the
delineation of more than one type of component pulse
and the use of more than one time interval of interest.
The delineation of the component pulses and choice of
an interval of interest should be made arbitrarily only if
a priori knowledge is not available, and in either case
the results should be clearly stated.

2. GENERAL CONSIDERATIONS

Although the methods of measurement given below
cover a wide variety of pulse quantities, many of these
methods involve the same measuring instruments, the
same general techniques, and the same precautions. The
following preface discusses some of these general pre-
cautions and techniques in greater detail than would
have been possible under each separate method of meas-
urement.

2.1 The Oscillograph

A pulse is best described graphically. The oscillograph,
which provides pictorial representations of electrical
quantities as functions of time, is commonly and con-
stantly emploved in pulse work. The term “oscillo-
graph” as it 1s used here includes the entire family of
devices such as cathode-ray oscilloscopes, ink-writing
recorders, etc., which give either a permanent or non-
permanent record of an electrical quantity. It will be
understood that the pulse may be current, power, fre-
quency, etc. Since the oscillograph is usually voltage
operated, a conversion device (transducer) may be
required in connection with the oscillograph to convert
the quantity being measured to a voltage. The transfer
characteristics (amplitude and time scale factors, linear-
ity, response function, etc.) of the test setup, the trans-
ducer, and the oscillograph must be known to enable
measurements of the desired quantity to be made in
terms of the calibrated deflections of the oscillograph.

In many cases it will be convenient and desirable to
select a transducer having simple transfer character-
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istics (for example, linear, wide-band devices), so that
conversion from the oscillograph deflections to the
quantities being measured can be readily obtained. It
is reccommended that the instruments used and their
transfer characteristics be stated when reporting the
results of measurement.

Some other type of instrument (for example, a
vacuum-tube voltmeter, elapsed time meter, calorim-
cter, etc.) may provide a more convenient or accurate
means of measurement than an oscillograph. However,
in order to avoid possible serious errors, it is usually
necessary first to observe and measure the desired quan-
tity with an oscillograph.

Many oscillographs have features that aid in present-
ing a stable picture of the pulse and provide amplitude
and time scale calibrations. These are very helpful in
pulse work and should be used whenever accurate meas-
urements are desired.

2.2 Bandwidth and Phase Response

The accuracy of measurement of a pulse quantity
depends on the bandwidth and phase response of the
measuring instrument and any associated transducer.
Accuracy is usually improved by increasing the upper
frequency limit and decreasing the lower frequency lim-
it. In order to determine a minimum required upper
frequency limit, it is generally necessary to decide upon
a minimum time resolution. If the required minimum
time resolution is Ti, then the upper frequency limit
(3db) of the measuring instrument should be approxi-
mately 1/(27}), to give a minimum acceptable degree of
accuracy in measuring the pulse quantity. For example,
if in a certain circuit the constants are such that dis-
turbances less than 0.1 microsecond in duration will
not influence the operation, the required upper fre-
quency limit is § megacycles. In many applications the
minimum time resolution is determined by the band-
width of the circuits associated with the pulse to be
observed. The time resolution may also be determined
by the degree of detail of a pulse the observer requires.
For example, a pulse with a sharp spike requires a
measuring instrument having a shorter resolution time
(higher frequency limit) than does a pulse with no such
spike or one in which the pulse spike is to be ignored.

In order to determine the required lower frequency
limit, it is necessary to decide upon a time interval of
interest. If T is the time interval of interest, then the
lower frequency limit (3db) is K/T,, where K is the
maximum error (or fractional droop) that can be toler-
ated. For example, if a 1 per cent accuracy is required
and the time interval of interest is 1,000 microseconds,
then the lower frequency limit should be at least as low
as 10 cycles per second.

For proper response the phase characteristic of the
instrument should be such that the time of transmission
of all significant frequency components is constant (in
other words, linear phase shift with frequency).
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2.3 Precautions

In pulse measurements, the precautions generally
necessary in rf work may be required. These include
attention to such matters as (a) adequate shielding of
measuring equipment to prevent undesired coupling
to other parts of the circuit; (b) detuning or loading
effects caused by measuring equipment input admit-
tance; (c) lead length which may introduce resonance
effects; (d) proper terminations; (e) choice of com-
ponents to function properly at the frequencies en-
countered (e.g., the use of noninductive resistors); (f)
residual parameters in circuit elements (e.g., inductance
present in capacitors); (g) proper physical location of
ground leads; and (h) the nonlinear behavior of circuit
elements.

2.4 Units

The units (volts, amperes, coulombs, seconds, etc.)
should be specified in reporting the results of a measure-
ment.

2.5 Operating Conditions

The equipment or circuits on which the pulse measure-
ments are to be made should be in normal operating
condition unless otherwise specified, but in any case the
operating conditions should be stated.

3. METHODS OF MEASUREMENT

3.1 Average Absolute Pulse Amplitude
3.1.1 Definition (51 IRE 20. S1)

The average of the absolute value of the instantane-
ous amplitude taken over the pulse duration.

Note: By “absolute value” is meant the arithmetic value regard-
less of algebraic sign.

3.1.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the
pulse by excluding those portions of the waveform
determined to be nonpertinent.

2. Draw the zero axis of the pulse and mark the end
points of the pulse duration on the picture. (See 3.11)

3. Determine the areas between the end points above
and below the zero axis, taking into account any non-
linearity of scales.

4. Add the areas without regard to sign.

5. Divide the sum of the areas by the pulse duration
to obtain the average absolute pulse amplitude.

3.1.3 Pictorial Examples

Average Absolute, Areq | +Areq 2+Areg3
Pulse Amplitude Pulse Duration
Area | Area 24 Area 3
reg
Zero L N . Zero
Axis Axis
Pulse [ —BQ/
1 Durotion —«] Pulse Duration fe—
The Pulse
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3.2 Average Pulse Amplitude
3.2.1 Definition (51 IRE 20. S1)

The average of the instantaneous amplitude taken
over the pulse duration.

3.2.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the pulse
by excluding those portions of the waveform determined
to be nonpertinent.

2. Draw the zero axis of the pulse and mark the end
points of the pulse duration on the picture. (See 3.11)

3. Determine the areas between the end points above
and below the zero axis taking into account any non-
linearity of scales.

4. Add the areas with regard to sign: that is, areas on
opposite sides of the zero axis have opposite signs.

5. Divide the net area by the pulse duration to ob-
tain the average pulse amplitude.

3.2.3 Pictorial Examples

Average Pulse _ Areo | —Areo 2

Amplitude Pulse Duration

The Pulse
7 7 . Zero Zero
Axis Axis

Duration e

Average Pulse . Areo |— Area 2 + Area 3
Amplitude Pulse Duration

XK. Zero
Axis
‘ Area 3

| - Pulse Durofioncl

3.3 Crest Factor of a Pulse
3.3.1 Definition (51 IRE 20. S1)

The ratio of the peak pulse amplitude to the rms
pulse amplitude.

3.3.2 Method of Measurement

1. Mecasure the peak pulse amplitude. (See 3.7)

2. Measure the rms (effective) pulse amplitude. (See
3.15)

3. Divide the peak pulse amplitude by the rms
pulse amplitude to obtain the crest factor of the pulse.

3.4 Leading Edge Pulse Time
3.4.1 Definition (51 IRE 20. S1)

The time at which the instantaneous amplitude first
reaches a stated fraction of the peak pulse amplitude.
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3.4.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the
pulse by excluding those portions of the waveform deter-
mined to be nonpertinent.

2. Draw the zero axis of the pulse.

3. Find the peak pulse amplitude. (See 3.7)

4. Draw two lines parallel to the zero axis, spaced on
each side of the zero axis by the stated fraction of the
peak pulse amplitude. The time of the first point of
intersection of the pulse trace and either line is the
Leading Edge Pulse Time.

Note: The stated fraction may not correspond to that used in the
measurement of Trailing Edge Pulse Time.

3.4.3 Pictorial Examples

Excluded portion of the waveform

> " Zero . ] Zero

Zj ':—The Pulse
] Zero
Axis L Axis Vv =~ Axis
Leading Edge Leoding Edge Leading Edge
Pulse Time Pulse Time Pulse Time

3.5 Trailing Edge Pulse Time
3.5.1 Definition (51 IRE 20. S1)

The time at which the instantaneous amplitude last
reaches a stated fraction of the peak pulse amplitude.

3.5.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delincate the
pulse by excluding those portions of the waveform deter-
mined to be nonpertinent.

2. Draw the zero axis of the pulse.

3. Find the peak pulse amplitude. (See 3.7)

4. Draw two lines parallel to the zero axis, spaced on
each side of the zero axis by the stated fraction of the
peak pulse amplitude. The time of the last point of
intersection of the pulse trace and either line is the
Trailing Edge Pulse Time.

Note: The stated fraction may not correspond to that used in the
measurement of Leading Edge Pulse Time.

3.5.3 Pictorial Examples

Excluded portion of the waveform

T ero 7 .. Zero
Axis s Axis

Trailing Edge Trailing Edge  [Troiling Edge

Pulse Time ! Pulse Time Pulse Time

3.6 Mean Pulse Time
3.6.1 Definition (51 IRE 20. S1)

The arithmetic mean of the Leading Edge IDulse
Time and the Trailing Edge Pulse Time.
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Note: For some purposes the importance of a pulse is that it
exists (or is large enough) at a particular instant of time. For such
applications the important quantity is the Mean Pulse Time. The
Leading Edge Pulse Time and the Trailing Edge Pulse Time are sig-
nificant primarily in that they may allow a certain tolerance in
timing.

3.6.2 Method of Measurement

1. Measure the Leading Edge Pulse Time. (See 3.4)

2. Measure the Trailing Edge Pulse Time. (See 3.5)

3. Calculate the arithmetic mean of the Leading
Edge Pulse Time and the Trailing Edge Pulse Time. The
result is the Mean Pulse Time, which is midway be-
tween the leading Edge Pulse Time and the Trailing
Edge Pulse Time when the pulse is portrayed graphi-
cally.

3.7 Peak Pulse Amplitude
3.7.1 Definition (51 IRE 20. S1)

The maximum absolute peak value of the pulse, ex-
cluding those portions considered to be unwanted, such
as spikes.

Note: Where such exclusions are made, pictorial illustration of
the amplitude chosen is desirable.

3.7.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the pulse
by excluding those portions of the waveform determined
to be nonpertinent.

2. Draw the zero axis of the pulse.

3. Find the maximum departure of the pulse trace
from the zero axis (regardless of sign). This departure
is the peak pulse amplitude.

3.7.3 Pictorial Examples

Peak Pulse Excluded portion of the waveform
Amplitude :: \
v Peok Pulse Amplitude
. P
S _@J_ _ Zero 1~ Zero
¥ Axis Axis Axis

Peak Pulse Amplitude

3.8 Pulse Spectrum (Pulse frequency spectrum)
3.8.1 Definition (51 IRE 20. S1)

The frequency distribution of the sinusoidal compo-
nents of the pulse in relative amplitude and relative
phase.

Note: The definition of this term was phrased to convey the idea
that the spectrum is a complex (phasor) function of frequency and to
express this function most nearly in a manner which corresponds to
the method of measuring it (i.e., measuring amplitude and phase
separately).

3.8.2 Method of Measurement

1. Amplitude spectrum
If only the amplitude spectrum is desired, and if the
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pulse can be repeated periodically to form a pulse train,
the amplitude spectrum of the pulse train may be ob-
tained with a spectrum analyzer using the method given
under Pulse Train Spectrum. The envelope of the ampli-
tude spectrum of the pulse train is the amplitude spec-
trum of the single pulse for positive frequencies.

Note: The pulse repetition period should be long in comparison
with the pulse duration, so as to provide sufhcient density of the
spectrum lines to determine the envelope to the desired degree of
accuracy.

2. Amplitude and phase spectrum

a. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the pulse
by excluding those portions of the waveform deter-
mined to be nonpertinent.

b. Obtain the Fourier transform of the waveform
to obtain the amplitude and phase spectrum.

3.8.3 Pictorial Examples
Note: This example applies to Method 1 only.

Envelope (Pulse Spectrum)

Pulse Troin
Spectrum Lines
The Pulse

_‘v _lime

frequency

——

3.9 Pulse Bandwidth
3.9.1 Definition (51 IRE 20. S1)

The smallest continuous frequency interval outside
of which the amplitude of the spectrum does not ex-
ceed a prescribed fraction of the amplitude at a speci-
fied frequency.

Caution: This definition permits the amplitude of the spectrum
to be less than the prescribed amplitude within the interval.

Note 1: Unless otherwise stated, the specified frequency is that
at which the spectrum has its maximum amplitude.

Note 2: This term should really be “Pulse Spectrum Bandwidth,”
because it is the spectrum and not the pulse itself that has a band-
width. However, usage has caused the contraction and for that reason
the term has been accepted.

Note 3: Unless otherwise stated, only positive frequencies are to
be considered.

3.9.2 Method of Measurement

1. Obtain a calibrated picture of the amplitude spec-
trum. (See 3.8)

2. Determine the amplitude at the specified frequen-
cy.

3. Draw a line parallel to the zero axis spaced from
the zero axis by the prescribed fraction of the ampli-
tude at the specified frequency.

4. The first and last points of intersection (consider
only positive frequencies) of the spectrum trace and the
line determine the frequency limits outside of which
the amplitude of the spectrum does not exceed the pre-
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scribed fraction. The difference between these two limits
is the Pulse Bandwidth.

3.9.3 Pictorial Examples

Note - Specified frequency

not ot peck
_7VPulse Spectrum Pulse Spectrum
N\
L. =i \ A frequency | _V _»‘71,; — \|__frequency
o *Io “
Pulse Pulse
“Bondwidth|[" Bondwidth

3.10 Pulse Decay Time
3.10.1 Definition (51 IRE 20. S1)

The interval between the instants at which the in-
stantaneous amplitude last reaches specified upper and
lower limits, namely, 90 per cent and 10 per cent of
the peak pulse amplitude unless otherwise stated.

3.10.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the pulse
by excluding those portions of the waveform deter-
mined to be nonpertinent.

2. Draw the zero axis of the pulse.

3. Find the peak pulse amplitude. (See 3.7)

4. Draw two lines parallel to zero axis spaced on each
side of zero axis by 90 per cent (or stated fraction) of
peak pulse amplitude, and two parallel lines spaced on
each side of zero axis by 10 per cent (or stated fraction)
of peak pulse amplitude. Time interval between last
point of intersection of pulse trace and either 90 per
cent line and last point of intersection of pulse trace
and either 10 per cent line is Pulse Decay Time.

3.10.3 Pictorial Examples

Excluded por-

tion of the
A_The Pulse waveform
T; Zero 75 v Zero 75 ——~, Zero
Axis Axis K Axis
Pulse Decay Pulse Decoy Pulse Decay
~ e Time . 1 Time  IMT Time

3.11 Pulse Duration
3.11.1 Definition (51 IRE 20. S1)

The time interval between the first and last instants
at which the instanteous amplitude reaches a stated
fraction of the peak pulse amplitude.

3.11.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the
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pulse by excluding those portions of the waveform deter-
mined to be nonpertinent.

2. Draw the zero axis of the pulse.

3. Find the peak pulse amplitude. (See 3.7)

4. Draw two lines parallel to the zero axis, spaced on
each side of the zero axis by the stated fraction of the
peak pulse amplitude. The time interval between the
first and last points of intersection of the pulse trace
and either line is the Pulse Duration.

3.11.3 Pictorial Examples

Excluded por-

The Pulse tion of the
waveform
___Zero Zero Y Zero
Axis A\ Axis N Axis
Pulse Pulse Pulse
> Duration | %Durotion *1  I™ Durotion

3.12 Pulse Duty Factor
3.12.1 Definition (51 IRE 20. S1)

The ratio of the average pulse duration to the aver-
age pulse spacing.

Note I: This is equivalent to the product of the average pulse
duration and the pulse repetition rate.

Note 2: The terms “average pulse duration” and “average pulse
spacing” imply a time interval over which the averaging takes place.
In the method of measurement below, this time interval is called the
time interval of interest.

Note 3: The above definition defines pulse duty factor basically
as a ratio of time “on” to total time. This is not in agreement with the
use of the term “duty factor” as a ratio of average to peak power,
except in special cases, such as that of a rectangular pulse. Care
should be taken not to confuse the two meanings of “duty factor”
when dealing with unusual pulse shapes.

. Note 4: If the Pulse Duty Factor desired is that of a sub-group
within a_complex train (for example, vertical sync. pulses in a TV
signal, channel pulses in a time-division multiplex system, etc.),
the particular subgroup must be specified.

3.12.2 Method of Measurement

1. Measure the pulse duration (see 3.11) of each indi-
vidual pulse in the pulse train included in the time inter-
val of interest.

2. Divide the sum of the pulse durations by the time
interval to obtain the pulse duty factor.

3.13 Average Pulse Duration
3.13.1 Definition

The average, over the time interval of interest, of
the durations of the individual pulses of a pulse train.

3.13.2 Method of Measurement

1. Decide on the time interval of interest.

2. Measure the pulse duration (see 3.11) of each
pulse in this time interval.

3. Find the average pulse duration by dividing the
sum of the individual pulse durations by the number of
pulses in the time interval of interest.
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3.14 Pulse Rise Time
3.14.1 Definition (51 IRE 20. S1)

The interval between the instants at which the in-
stantancous amplitude first reaches specified lower and
upper limits, namely, 10 per cent and 90 per cent of the
peak pulse amplitude unless otherwise stated.

3.14.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture
of the waveform including the pulse. Delineate the
pulse by excluding those portions of the waveform deter-
mined to be nonpertinent.

2. Draw the zero axis of the pulse.

3. Find the peak pulse amplitude. (See 3.7)

4. Draw two lines parallel to the zero axis and spaced
on each side of the zero axis by 90 per cent (or stated
fraction) of the peak pulse amplitude, and two parallel
lines spaced on each side of the zero axis by 10 per
cent (or stated fraction) of the peak pulse amplitude.
The time interval between the first point of intersection
of the pulse trace and either 10 per cent line and the
first point of intersection of the pulse trace and either
90 per cent line is the Pulse Rise Time.

3.14.3 Pictorial Examples

Excluded por-

The Pulse tion of the
waveform
— — hY
NP i N A\ zero
J Axis Axis -:‘A'\— Axis
Pulse Rise Pulse Rise Pulse Rise
™ Time T Time 1 Time

3.15 RMS Pulse Amplitude
3.15.1 Definition (51 IRE 20. S1)

The square root of the average, over the pulse dura-
tion, of the square of the instantaneous amplitude.

3.15.2 Method of Measurement

1. Obtain a calibrated (time and amplitude) picture of
the waveform including the pulse. Delineate the pulse
by excluding those portions of the waveform determined
to be nonpertinent.

2. Draw the zero axis of the pulse and mark the end
points of the pulse duration on the picture. (See 3.11)

3. Plot the square of the instantaneous amplitude
between the end points and measure the enclosed area.

4. Divide the area by the pulse duration to obtain
the mean-square amplitude.

5. Take the square root to obtain the RMS Pulse
Amplitude.
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3.15.3 Pictorial Examples

Step (2) Step (3) and Step (4)

L \ Zero_,
Axis

3.16 Average Pulse Repetition Rate
3.16.1 Definition

The number of pulses in the time interval of interest
divided by that time interval.

Area of Squoare

Mean Square

Zero

— =t
Axis

Note 1: The time interval of interest must be clearly understood
or stated, since it affects the results of measurement in many cases.

Note 2: 1f the Average Pulse Repetition Rate desired is that of a
subgroup within a complex train (for example, vertical sync. pulses
in a TV signal, channel pulses in a time-division multiplex system
(etc.) the particular subgroup must be specified.

3.16.2 Method of Measurement

1. Decide upon the time interval of interest.

Note: A picture of the pulses may be needed in order to decide
upon this time interval.

2. Determine the number of pulses in the time inter-
val.

Note: There are instruments that may be used to count the num-
ber of pulses automatically, such as a gated counter. It may also be
possible to determine the number of pulses by comparison with an
oscillator generating a known number of cycles or pulses during the
time interval.

3. Divide the number of pulses by the time interval

to obtain the Average Pulse Repetition Rate.

3.17 Pulse Spacing (Pulse Interval)
3.17.1 Definition

The interval between the corresponding pulse times
of two pulses.

Vote 1: The two pulses should be clearly specified, whether con-
secutive or not. The particular pulse time used should be stated.
Note 2: The term “pulse interval” is deprecated because it may
be taken to mean the duration of the pulse. Neither term means the
space between pulses (Pulse Separation).

3.17.2 Method of Measurement

1. Measure the pulse times of the pulses.
2. The difference in time of the corresponding pulse
times is the Pulse Spacing.

3.17.3 Pictorial Examples

z i Zero
I B Axis
l«— Pulse Spacing —»{ (Leading Edge Pulse Times Stoted)

—~ Particular Pulses Staoted

i Zero
Axis

[
fe—Pulse Spacing ——| (Trailing Edge Pulse
Times Stated)
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The Cascade Backward-Wave Amplitier:
A High-Gain Voltage-Tuned Filter
for Microwaves”

M. R. CURRIE?, ASSOCIATE, IRE, AND J. R. WHINNERY?, FELLOW, IRE

Summary—The characteristics of a backward-wave circuit as a
beam modulator and as a beam demodulator are investigated
theoretically and experimentally. A basic modulator-demodulator
configuration, consisting of two periodic circuits (e.g., helices) sepa-
rated by an arbitrary transducer section, constitutes the basis for a
new class of backward-wave tubes. These ‘‘cascade backward-wave
amplifiers” behave as narrow-band amplifiers whose pass bands
can be tuned electronically over a wide range of frequencies. They
overcome most of the inherent disadvantages of the simple single-
circuit backward-wave amplifier and feature high gain well removed
from the oscillation region, high off-signal rejection, internal circuit
terminations which smooth out variations in operating character-
istics with frequency, and provision for adjusting bandwidth elec-
tronically. The characteristics of an experimental model at S-band
are presented and compared with theory. Analysis indicates that a
minimum noise figure in the same range as that of a conventional
traveling-wave tube, i.e., about 6 db, should be attainable.

INTRODUCTION
7 I YHE PRACTICAL importauce of the backward-

wave oscillator has imparted considerable impetus
to the detailed study of its characteristics. Calcu-
lations of start-oscillation conditions, measurements of
efficiency and work on various types of periodic circuits
for operation over f{requency ranges embracing the
whole microwave spectrum have progressed since the
recent announcement of this novel device.! However,
some important aspects of backward-wave interaction
have reccived little or no attention, e.g., the use of a
backward-wave tube as a narrow-band electronically
tunable amplifier. Its characteristics complement those
of the conventional traveling-wave tube and are of po-
tential importance in certain types of microwave sys-
tems. From a more fundamental point of view no effort
has been directed towards a broad examination of the
interaction mechanism when boundary conditions other
than those presented by the simple oscillator configura-
tion are imposed.
This paper presents the characteristics of a backward-
wave circuit when considered as a beam modulator or as
a beam demodulator. A new class of backward-wave

* Original manuscript received by the IRE, April 29, 1955; re-
vised manuscript received, June 15, 1955. Most of this research was
carried out at the Electronics Research laboratory, University of
California, and was submitted by M. R. Currie as part of a doctoral
dissertation. The work was sponsored by the U. S. Air Force under
Contract AF33(616)-495. The noise analysis was carried out at the
Electron Tube Laboratory, Hughes Aircraft Company.

1 Res. and Dev. Labs., Hughes Aircraft Co., Culver City, Calif.

IfElectronics Res. Lab., University of California, Berkeley,
Calif.

' Backward-Wave Oscillators were first announced by R. Kompf-
ner and B. Epzstein in papers presented at the Tenth Annual Con-
ference on Electron Tube Research, Ottawa, Canada; June, 1952,

tubes based on a simple modulator-demodulator con-
figuration is evolved from these basic considerations.
These tubes, termed cascade backward-wave amplifiers,
can be regarded roughly as extensions of the klystron
concept to nonresonant circuits. The study shows that
they overcome some inherent practical limitations of
the conventional or single-section backward-wave am-
plifier.

IFollowing a qualitative description of the basic model
and its potential advantages, some typical performance
curves obtained with an experimental tube are presented
and compared with theory. The analysis of the modu-
lator-demodulator model is presented in the final sec-
tion of the paper. Both the theoretical and experimental
studies indicate that the cascade backward-wave ampli-
fier possesses considerable flexibility as a voltage-tuned
filter or as a swept amplifier.

ELECTRON GUN COLLECTOR
INPUT SIGNAL OUTPUT SIGNAL
=\ A A * 7’2‘1
\ J A u‘v 4

DRIFT TUBE

-BACKWARD WAVE
BEAM MODULATOR

BACKWARD WAVE
BEAM DEMODULATOR

MATCHED TERM NATION MATCHED TERMINATION

Fig. 1—The basic model of a cascade backward-wave amplifier. The
first helix modulates the electron beam; the second helix acts as a
beam demodulator. ‘The extreme ends of the tube are matched
internally. Other backward-wave structures than helices could be
employed. The drift tube is not an essential part of the model but
can be used as a gain equalizer. Note the analogy between this
configuration and that of a klystron amplifier.

THE Basic MoDEL AND ITs
PoTENTIAL USEFULNESS

The model of primary concern to this discussion is
pictured in Iig. 1. An electron beam is first modulated
by a section of helix or other slow-wave structure inter-
acting with a backward wave. The input signal is in-
troduced at the collector end of the first belix and is
amplified as it travels toward the gun end of the tube.
There the amplified signal is assumed to be dissipated
in a matched helix termination which could be located
in an external transmission line or on the circuit itself.
In the general model, the modulated electron stream
then passes through a drift tube (although this is not
essential to the operation), and then into a second helix
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or other slow-wave circuit also interacting with a back-
ward wave. The output signal is thus taken from the
gun end of the second helix, with the collector end of
this circuit matched. In the succeeding discussion the
first helix will be referred to as the beam modulator; the
second helix will be referred to as the beam demodu-
lator, since it extracts energy from the beam, although
it may leave the beam more bunched and spread out in
velocity than before entering the helix.

As explained in the basic references on backward-
wave interaction,?? such a wave has group velocity and
phase velocity in opposite directions. Thus, when the
phase velocity is in the direction of the beam and in
approximate synchronism with the beam so that energy
interchange takes place much as in a conventional
traveling-wave tube, energy flows and increases “back-
ward” toward the gun end. There is also an inherent
regeneration from the energy flow loops established by
the oppositely directed movements of energy in the
circuit and the beam. Thus, regenerative amplification
is available below a certain critical or “start-oscillation”
current, and oscillation above that current. Either the
oscillation or the regenerative amplification is voltage
tunable over a wide range because of the inherent dis-
persive character of the backward waves which may be
supported by any geometrically periodic structure.*

The single-helix backward-wave amplifier, pictured
in Fig. 2, has already been analyzed.® In this, the rf in-
put is at the collector end and the rf output at the gun
end, with operation below the start-oscillation current
to yield the regenerative gain just described. A narrow-
band amplifier of relatively high gain is thus obtainable
with electrical tuning over a wide range. This character-
istic is potentially very useful but there are certain dis-
advantages in the single-helix structure which restrict
its practical usefulness. The most serious is that opera-
tion with reasonably high gain requires currents near the
start-oscillation current, so that stable operation is dif-
ficult. Fig. 2, which gives the calculated gain of a single-
helix backward-wave amplifier, shows that 20-db gain
requires a current 90 per cent of the start-oscillation
current; moreover, the slope of the curve is very steep in
this region so that the gain is critically dependent on
small changes in current. If the rf transitions to external
circuitry are imperfect, the resulting internal reflections
cause the value of starting current to fluctuate periodi-
cally aboutan ideally smooth curveas frequency changes,
thus causing sharp gain fluctuations or possible excur-
sions into the oscillation region as the amplifier is swept
over a range of frequencies.

As will be shown by the calculated and measured
~urves of this paper, the two-circuit version of the back-

?* R. Kompfner and N. T. Williams, “Backward-wave tubes,”
Proc. IRE, vol. 41, pp. 1602-1611; November, 1953.

3 H. Heffner, “Analysis of the backward-wave traveling-wave
tube,” Stanford E.R.L. Rep. No. 48; June 18, 1952.

‘L. Brillouin, “Wave Propagation on Periodic Structures,”
McGraw-Hill Book Company, Inc., ch. V; 1948,

¢ H. Heffner, “Analysis of the backward-wave traveling-wave
tube,” Proc. IRE, vol. 42, pp. 930-937; JTune, 1954.
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ward-wave amplifier as sketched in Fig. 1 gives rela-
tively high gain with operating currents only 30 to 70
per cent of start-oscillation current. The slope of the
gain-versus-current curve is also much smaller for a
given gain, so that stabler operation is possible over the
band. Another important advantage of the cascade
amplifier lies in the freedom to terminate one end of
each circuit in an internal reflectionless match. With
tapered terminations placed on the circuit, the operating
characteristics can be made to vary smoothly with fre-
quency, and design for almost constant gain over a large
frequency range is possible.

T T T ]
I |
uTPUT INPUT
so | o LN, pooueern _f
Vs
— EXACT SOLUTION :QC=d =0, %/
b FOR MAX.GAIN i /
40 I S e -4
© © OAPPROX.EXPRESSIONtGx{| -= "2 * E//
I -
Vs
= 3
s 30 1 + $ -4 ' 8
= I 2
4
3 ]
© 2z
! [}
. G-
O
20 1 1 t +> ¥ A
' : 7
| I
I/
| | !/ |
10 i 1 + -+ f i o
t
|
| 4
0 - -
o 0.2 0.4 0.6 as 10 L2

e

st

Fig. 2—Theoretical curve of gain vs current for a single-circuit back-
ward-wave amplifier. The operating current Io is normalized with
respect to the start-oscillation current I,,. The curve is for QC=0,
dh=0 and optimum b. It is fitted closely by the simple relationship
shown.

A third advantage comes from the break between
input and output circuits. Only a narrow band of fre-
quencies whose corresponding backward-wave phase
velocities are in approximate synchronism with the
beam velocity can be coupled onto the output circuit;
other signals are simply dissipated in the lossy ter-
mination on the input circuit. The off-signal rejection of
the cascade amplifier is therefore very high, whereas
the single-circuit backward-wave amplifier provides a
direct feed-through path which must be broken artifi-
cially if adequate cold loss is to be introduced.

It is often desirable in filter applications to be able to
adjust bandwidth. The cascade-circuit structure can, in
a rough sense, be considered as two high-Q circuits
coupled in series from input to output. Thus, the possi-
bility of altering bandwidth by stagger tuning the sec-
tions exists. This can be done by operating them at
slightly different potentials. The result is a filter whose
center frequency and bandwidth both can be varied
electronically.
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Fig. 3—Dhotograph of an experimental cascade backward-wave amplifier. This tube operates in the range 2-4 kmc, and employs a hollow
electron beam. External connections were made to the gun end of the input helix and to the collector end of the output helix to lend added

flexibility to the experiment.

Before leaving the general description, it is interest-
ing to note the resemblance between the cascade back-
ward-wave amplifier of Fig. 1 and a conventional two-
cavity klystron. The first helix modulates the stream;
there is a drift action in the drift tube (and in portions
of the helices); and the second helix removes rf power
from the beam. As will be noted in the later analysis, the
tube actually has a very good figure of merit if com-
pared with a klystron at a fixed frequency, but the dis-
tinct difference comes from the voltage tunability in-
herent in the backward-wave structure.

The model not only has application as a practical
device, but also has fundamental interest in studying
modulation of a beam and energy extraction from a
beam by backward-wave interaction, or in the interac-
tion of a backward wave on one helix with a forward
wave on the other. Another model analyzed and re-
cently built utilizes a third (floating) helix in place of
the drift tube between the modulator and demodulator.
Still other “space-charge wave transducers” could be
used.

PERFORMANCE CURVES OF THE AMPLIFIER

In this section it is desired to show certain calculated
and measured performance curves for the cascade back-
ward-wave amplifier following the model of Fig. 1. The
calculated curves are from formulas derived in the final
section of the paper. The measured curves were taken
on a tube pictured in Fig. 3. This tube was designed for
S-band, utilized a hollow-beam gun, tape helices for the
backward-wave interaction structure, and a drift space
between the helices as in the model of Fig. 1. Input and
output helices are each 5} inches long, 0.545-inch inside
diameter, and 0.125-inch pitch. The drift tube is 2}
inches long (nominally } plasma wavelength at the
center of the 2-4 kmc band). All four ends of the helices
were brought out to type BNC angle connectors to
give added flexibility to the experiment. The hollow
beam, used to secure strong interaction with the back-
ward-wave (—1) component of the ko helix mode,® has
a radial thickness of 0.030 inch and is separated from
the helix by approximately 0.025 inch. The measured
cold isolation between the two helix sections was greater
than 50 db.

The measured tuning curve of the experimental am-
plifier, Fig. 4, shows a tuning range from 2,000 to 4,000
mc with voltage variation from 270 to 4,000 volts.

¢ S. Sensiper, “Electromagnetic Wave Propagation on Helical
Conductors,” Sc.D). Dissertation, Mass. Inst. Tech., ch. TI; 1051.
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Fig. 4—Tuning curve showing the beam voltage at maximum gain vs
frequency for the experimental tube described in this paper.

Fig. 5—Oscilloscope traces of output power as the cascade backward-
wave amplifier is swept in voltage. The signal input is at 2,950
mc. The small gain spike was taken from the first helix and so
represents the output of a single-circuit backward-wave amplifier.
The large spike was taken from the second helix and demonstrates
the increased gain produced by the composite tube. The same
detection system was used to record each trace. The beam current
was about } the start-oscillation value. The basewidth of the
large spike is about 60 mc.

Either frequency or voltage variation could be changed
to some extent by modification of the helix design. Fig.
S shows an oscilloscope comparison of the gain from
the two-helix tube with that from one of the helices
operating as a single-helix backward-wave amplifier
at the same ratio of operating to starting current. The
two traces were recorded successively with the same de-
tection system and represent power output versus
beam voltage as the tube was swept over a frequency
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Fig. 6—Experimental curves of gain vs normalized current at several
different frequencies. Theoretical curves for the single-helix back-
ward-wave amplifier and for the idealized severed-helix amplifier
(no drift tube) are shown for comparison. The frequency depend-
ence of the experimental curves is caused by the drift tube.

range centered on 3,000 mc. The small gain spike was
taken from the gun end of the signal launcher, and so
represents the gain of the single-helix backward-wave
amplifier. The base line of this trace represents the
average power of the signal generator. The dip to the
right of the gain spike is a region of negative gain in
which the interaction has become degenerative. Other
maxima and minima of the interference pattern de-
crease in amplitude as one departs farther from syn-
chronism with the circuit wave. The large response
curve was taken from the gun end of the second helix
and shows the large and very clean response of the two-
helix tube. Since no direct feed-through path exists from
input to output, the reference line on this trace repre-
sents essentially zero power.

Fig. 6 shows measured values of gain vs current for
the experimental tube, taken at several frequencies.
Measurements were taken cw with bolometers located
both at the output of the composite tube and at the
output of the first helix. Tuning stubs were employed
but were not adjusted during measurements at a par-
ticular frequency. Considerably greater apparent gain
could be obtained by deliberate mismatching so as to
reinforce the output signal by internal reflections. One
of the theoretical curves shown for comparison is that
for a single-helix amplifier, showing the much smaller
gain for a given current. The other is the calculated
curve for a two-helix tube with no drift space between
helices (denoted severed-helix tube). Much of the varia-
tion with frequency is thus seen to come from the drift
space, and in later calculations it is shown that the ef-
fect of the drift tube is to subtract increasingly from
the over-all gain as the frequency is lowered. Note that
for a single-helix amplifier, gain would be expected to
increase with decreasing frequency because of increased
space-charge at the low voltages, and this effect was ob-
served in the output of the first section alone.

Fig. 7 shows gain vs frequency for two values of nor-
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Fig. 7—Comparison of measured and theoretical gain as a function of
frequency for the experimental cascade backward-wave amplifier.
The curves are shown for two different ratios of operating current
to the start-oscillation current. The calculated curves include the
effects of the drift tube.
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Fig. 8—Curves showing the current necessary to maintain constant
gain as the experimental cascade amplifier was tuned in frequency.
The actual curves were not smooth because of internal reflections
due to poor matching.

malized current. Here the theoretical curves do take
into account the effect of the drift region. Very close
agreement between calculated and measured curves is
shown, but as the ca<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>