
KD I TOR I AL DEPARTMENT 

Alfred N Goldsmith. 
Editor Emeritus 

John R. Pierce, Editor 

E. K Gannett, 
Managing Editor 

Marita D. Sands, 
Production Manager 

PROCEEDINGS OF THE IRE 
Published Monthly by 

The Institute of Radio Engineers, Inc. 

Volume 43 December, 1955 Number 12 

EDITORIAL BOARD 

John R. Pierce, Chairman 
D. G. Fink 

E. K. Gannett 
T. A Hunter 
W. R. Hewlett 

J. A. Stratton 
W. N. Tuttle 

George W. Bailey, 
Executive Secretary 

CONTENTS 

Solid-State Electronics. The Mitor 1701 

5573. The Electronic Energy Band Structure of Silicon and Germanium Frank Herman 1703 

5574. Nonlinear Dielectric Materials. . .E. 1. Jaynes 1733 

5575. Some Aspects of Ferroelectricity. G. Shirane, F. Jona, and R. Pepinsky 1738 

5576. History of Semiconductor Research. G. L. Pearson and IF. H. Bratta in 1794 

5577. Junction Transistor Electronics. J. L. Moll 1807 

5578. Photoconduction in Germanium and Silicon. M. I.. Schultz and G. .1. Morton 1819 

5579. Photoeffects in Intermetallic Compounds. . H. P. R. Fredcrikse and R. I'. Blunt 1828 

5580. Photoconductivity of the Sulfide, Selenide, and Telluride of Zinc or Cadmium. . . 
. R. II. Buhe 1836 

5581. Performance of Photoconductors.llbert Rose 1850 

5582. Lead Salt Photoconductors. 7. S. Moss 1869 

5583 Theory and Exiieriments on a Basic Element of a Storage Light \mplilier 
.hnny Rosenthal 1882 

5584. An Electroluminiscent Light-Ampliliying Picture Panel. B. Kazan and F. II. Nicoll 1888 

5585. Opto-Electronic Devicesand Networks. E. E. Loebncr 1897 

5586. Cathodoluminescence.G. F. J. Garlick 1907 

5587. Electroluminescence and Related Topics. G. Destriau and H. F. Ivey 1911 

5588. The Physical Chemistry of Crystal Phosphors. F. A. Kroger 1941 
5589 Some Properties of Ferrites in Connection with Their Chemistry. E. W. Gorier 1945 

Contents continued on following page 

John B. Buckley, Chief Accountant 

Laurence G. Cunnning. 
Technical Secretary 

Evelyn Davis, Assistant to the 
Executive Secretary 

Emily Sirjane, Office Manager 

Responsibility for the contents of 
papers published in the Proceedings 
of the IRE rests upon the authors. 
Statements made in papers are not bind¬ 
ing on the IRE or its members. 

The cover—The complex arrangement of atoms on this 
month's cover forms the hexagonal-type crystal structure 
of cadmium sulfide. Because its conductivity increases 
when it is exposed to light, cadmium sulfide promises to be¬ 
come an increasingly important material to electronic engi¬ 
neers, offering multiple potential uses in detection and con¬ 
trol equipment, electrophotography, light amplifiers, solar 
generators and other photoelectronic devices. 

Cadmium sulfide is just one of a number of solid-state 
materials discussed in this special issue of Proceedings 
which are rapidly finding important new uses in the field 
of Radio Engineering. The cover portrayal of the atomic 
skeleton of this substance correctly suggests that this is¬ 
sue is primarily concerned with the internal mechanisms 
which produce useful electronic properties in solids. 

Copyright. 19SS. by the Institute of Radio Engineers. Inc. 



KD I TOR I AL DEPARTMENT 

Alfred N Goldsmith. 
Editor Emeritus 

John R. Pierce, Editor 

E. K Gannett, 
Managing Editor 

Marita D. Sands, 
Production Manager 

PROCEEDINGS OF THE IRE 
Published Monthly by 

The Institute of Radio Engineers, Inc. 

Volume 43 December, 1955 Number 12 

EDITORIAL BOARD 

John R. Pierce, Chairman 
D. G. Fink 

E. K. Gannett 
T. A Hunter 
W. R. Hewlett 

J. A. Stratton 
W. N. Tuttle 

George W. Bailey, 
Executive Secretary 

CONTENTS 

Solid-State Electronics. The Mitor 1701 

5573. The Electronic Energy Band Structure of Silicon and Germanium Frank Herman 1703 

5574. Nonlinear Dielectric Materials. . .E. 1. Jaynes 1733 

5575. Some Aspects of Ferroelectricity. G. Shirane, F. Jona, and R. Pepinsky 1738 

5576. History of Semiconductor Research. G. L. Pearson and IF. H. Bratta in 1794 

5577. Junction Transistor Electronics. J. L. Moll 1807 

5578. Photoconduction in Germanium and Silicon. M. I.. Schultz and G. .1. Morton 1819 

5579. Photoeffects in Intermetallic Compounds. . H. P. R. Fredcrikse and R. I'. Blunt 1828 

5580. Photoconductivity of the Sulfide, Selenide, and Telluride of Zinc or Cadmium. . . 
. R. II. Buhe 1836 

5581. Performance of Photoconductors.llbert Rose 1850 

5582. Lead Salt Photoconductors. 7. S. Moss 1869 

5583 Theory and Exiieriments on a Basic Element of a Storage Light \mplilier 
.hnny Rosenthal 1882 

5584. An Electroluminiscent Light-Ampliliying Picture Panel. B. Kazan and F. II. Nicoll 1888 

5585. Opto-Electronic Devicesand Networks. E. E. Loebncr 1897 

5586. Cathodoluminescence.G. F. J. Garlick 1907 

5587. Electroluminescence and Related Topics. G. Destriau and H. F. Ivey 1911 

5588. The Physical Chemistry of Crystal Phosphors. F. A. Kroger 1941 
5589 Some Properties of Ferrites in Connection with Their Chemistry. E. W. Gorier 1945 

Contents continued on following page 

John B. Buckley, Chief Accountant 

Laurence G. Cunnning. 
Technical Secretary 

Evelyn Davis, Assistant to the 
Executive Secretary 

Emily Sirjane, Office Manager 

Responsibility for the contents of 
papers published in the Proceedings 
of the IRE rests upon the authors. 
Statements made in papers are not bind¬ 
ing on the IRE or its members. 

The cover—The complex arrangement of atoms on this 
month's cover forms the hexagonal-type crystal structure 
of cadmium sulfide. Because its conductivity increases 
when it is exposed to light, cadmium sulfide promises to be¬ 
come an increasingly important material to electronic engi¬ 
neers, offering multiple potential uses in detection and con¬ 
trol equipment, electrophotography, light amplifiers, solar 
generators and other photoelectronic devices. 

Cadmium sulfide is just one of a number of solid-state 
materials discussed in this special issue of Proceedings 
which are rapidly finding important new uses in the field 
of Radio Engineering. The cover portrayal of the atomic 
skeleton of this substance correctly suggests that this is¬ 
sue is primarily concerned with the internal mechanisms 
which produce useful electronic properties in solids. 

Copyright. 19SS. by the Institute of Radio Engineers. Inc. 



BOARD OF DIRECTORS. 1955 

J. D. Ryder, President 
Franz Tank. Vice-President 
W. R. G. Baker, Treasurer 

Haradan Pratt, Secretary 
Jolin R. Pierce. Editor 

J. W. McRae. Senior Past President 
W R.Hewlett,Junior Past President 

• 

1955 
S. L. Bailey 

A. N. Goldsmith 
A. V. Loughren 

C. J. Marshall ÍR5) 
L. E. Packard (RI) 

J. M. Pettit (R7) 
B. E. Shackelford 
C. H. Vollum 

H. W. Wells (R3) 

1955-1956 
E. M Boone (R4) 
J. N. Dyer (R2) 

J. T. Henderson (R8) 
A. G. Jensen 

George Rappaport 
D. J. Tucker (R6) 

• 

1955-1957 
J. F. Byrne 
Ernst Weber 

ADVERTISING DEPARTMENT 

William C. Copp, 
Advertising Manager 

Lillian Petranek 
Assistant Advertising Manager 

Change of address (with 15 days ad 
vanee notice) and letters regarding sub 
>criptions and payments should be 
mailed to the Secretary of the IRE. 
1 East 79 Street. New York 21. N. y' 

All rights of publication, including 
foreign language translations are re¬ 
served by the IRE. Abstracts of papers 
with mention of their source may be 
printed. Requests for republication 
should be addressed to The Institute 
of Radio Engineers. 

PROCEEDINGS OF THE IRE 
Published Monthly by 

I'he Institute of Radio Engineers, Inc. 

(Continued) 
Correspondence : 

5590. Noise Factor Measurement.4. C. Hudson 1974 

5591. Germanium Transistor Amplifiers Stable to 95°C. . . IE Greathatch and II'. Hertreiter 1974 

5592. Power Flow.   u Gottschalk 1974 
5593. Rebuttal.j R pierce 1975

5594. Nonuniform transmission Lines as Impedance-Matching Sections 
..J- Willis and N. K. Sinha 1975 
Contributors. I 97(|

IRE News and Radio Notes: 

Calendar of Coming Events. l980 

Operations Research Subject of December Symposium. 1980 

IRE Southwestern Conference Scheduled for February. jçgo 

Vehicular Communications Group Holds Conference. 198] 

PIB Sponsors Nonlinear Circuit Analysis Symposium in April. 1981 

M. J. Kelley and Sir Gordon Radley Receive First Columbus Communication Prize. 1982 
R. H. Ranger to Be President of Audio Engineering Society. 1981 

National Service Foundation Announces Fellowship Program. 1981 

5th Fall Symposium of PG on Broadcast I ransmission Systems. 1984 
Professional Group News. 198 ^ 

Technical Committee Notes. 1 984 

Books: 
5595. Recent Books. j 988

5596. “Électronique Industrielle." by G. Goudet. Reviewed by .1. G. Clavier 1985 
5597. Abstracts and References. ] 986

Annual Index to Proceedings of the IRE.Follows Page 2000 

Advertising Section 
Meetings with Exhibits. 6A 

News—New Products. 14A 

I RE People. 20 A 

Industrial Engineering Notes. 74A 

Section Meetings. 84A 

Professional Group Meetings. 92A 

Membership. 102A 

Positions W anted. 142A 

Positions Open. 152A 

Advertising Index. 189A 



1955 PROCEEDINGS OF THE IRE 1701 

Solid-State 

A new child in the radio engineering family has 
grown 

future 
doubt 

to astonishing stature during the last few 
Its personality is so radically new and its 
is so promising that there can be little 
that we are witnessing the early stages of a 

in the family of solid-state materials. There re¬ 
main many other species, genera, and orders to be 
further explored and utilized and many other 
devices to be developed. 

Most of our fundamental knowledge about solid-
state materials has been developed by physicists, 
chemists, and metallurgists, and much of this 
information has not yet filtered across to the 
engineer. In order for the radio engineer to use 
these materials in the creation of new devices he 
must first have some understanding of their 
fundamental properties. It is to this end that the 
IRE is devoting this special issue of its Proceed¬ 
ings to Solid-State Electronics—to bridge the gap 
between the scientist and the engineer. 

Contents of This Issue 

In this issue leading authorities in the field 
have been invited to discuss the principal classes 
of solid-state materials, their properties, and their 
applications. These discussions review prior work 
in the field, outline in tutorial fashion our present 
understanding of the subject, and indicate in 
what direction future progress lies. Emphasis is 
given to those topics about which little has hereto¬ 
fore appeared in the engineering literature, espe¬ 
cially to those materials which can generate, store, 
or are actuated by light. 

The issue starts with a tutorial introduction by 
Erank Herman to a subject which is basic to an 
understanding of solids; namely, crystals. The 
reader will find that this discussion of crystal 
geometry, energy band structure, and electrical 
and optical properties will provide him with an 
excellent vantage point from which to view with 
greater clarity all of the papers that follow. 

new era in radio-electronics, the solid-state elec¬ 
tronics era. 

“Solid-state electronics’’ may be described 
broadly as dealing with the control and utilization 
of the electric, magnetic, and photic properties of 
solids. The knowledge that special effects can be 
produced in some materials when energized by 
electric or magnetic fields or by light is not new. 
Early investigations of these properties by scien¬ 
tists date back to the last century. Nor is the 
application of solid-state materials in radio new. 
One can go back over the years and find several 
examples, notably in detectors, rectifiers, resona¬ 
tors, and transducers. 

It is only recently, however, that we have begun 
to make real headway in understanding and 
utilizing solid-state materials on a large scale. We 
now see ferromagnetic and ferroelectric substances 
employed for memory cells, ferrites for microwave 
attenuators, photoconductors for automatic head¬ 
light dimmers, and electroluminescent materials 
for experimental light amplifiers, to name but a few. 

The most startling progress to date has been in 
the field of semiconductors. The development of 
the transistor in 1948 was a major milestone in 
electronic progress and already this subject alone 
has become a major field of endeavor. And yet the 
transistor represents only one of several species 
of phenomena inherent to germanium (or silicon), 
germanium is only one genus of semiconductor 
material, and semiconductors are only one order 
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Ferroelectric materials are ol considerable inter¬ 
est toda}' because of their applications as electro¬ 
mechanical transducers and computer memory 
elements and because they exhi'. . useful dielectric 
pro]?, -ties which are quite similar to the magnetic 
properties of ferromagnetic materials. The next 
paper (Jaynes) briefly explains the physics of 
nonlinear dielectrics and is followed by a detailed 
discussion of ferroelectric crystals and their die¬ 
lectric behavior (Shirane, Joua, and Pepinsky). 
The next group of papers deals with what is 

thus far the most important class of solid-state 
materials—semiconductors. The history of semi¬ 
conductor research (Pearson and Brattain) is not 
only a vert- interesting story in itself, but provides 
some valuable object lessons on how slow we are 
to accept new ideas and give up old ones. The most 
useful semiconductor device to be developed so far 
is the junction transistor. Thanks to intensive 
research we now have an almost complete under¬ 
standing of how it works and are making steady 
progress in improving its performance (Moll). The 
widespread use of germanium and silicon for trans-
sistors and rectifiers has tended to obscure the fact 
that these materials are also excellent photocon¬ 
ductors (Schultz and Morton) and are already 
being put to good use as such. 

The subject of photoconductors leads us into the 
general area of photoelectronic phenomena, an 
area which is very new and very promising. The 
recent knowledge gained from work on silicon and 
germanium has led to a much better understanding 
of photo-effects in intermetallic semiconductors 
(Frederikse and Blunt), has greatly stimulated re¬ 
search into the use of cadmium and zinc com¬ 
pounds for photoconductors (Bube), and in general 
has provided considerable insight into the basic 
mechanism by which the conductivity of a ma¬ 
terial is increased by exposure to light (Rose). Im¬ 
portant strides have recently been made also in the 
development of lead salt photoconductors for use 
in infrared detectors (Moss). 

As a result of the above advances in photocon¬ 
ductivity, together with the very recent and rapid 
progress in the development of electroluminescent 
materials, a great deal of attention is now being 
given to light amplifiers and related devices. Sev¬ 
eral successful experimental models have been an¬ 
nounced just within the past year and predictions 
are now frequently heard of the many new won¬ 
ders which are waiting around the corner, such as 
picture-on-the-wall television. Among the devices 
currently being developed is a storage light ampli¬ 

fier (Rosenthal). Once an image is projected onto 
its screen, the projector may be turned off and the 
screen will store and continue to reradiate the 
image, but at an intensity no greater than the pro¬ 
jected image. This is not to be confused with a true 
light amplifier (Kazan and Nicoll) which reradiates 
a greatly intensified image, but only as long as the 
projector is on. Numerous other uses of photocon-
ductive and electroluminescent cells are being in¬ 
vestigated, including color converting screens, 
counting and switching devices, and logical net¬ 
works for computers (Loebner). 

It can be seen from the above that not only is 
there great practical interest in photoconductive or 
light-actuated materials, but also in luminescent or 
light-generating substances. Recent advances in 
our knowledge of cathodoluminescence, or elec¬ 
tron-excited luminescence (Garlick), are having an 
important bearing on the study of cathode-ray-
tube screen performance and efficiency. Another 
important type of luminescence can be obtained 
in some materials by application of an electric 
field. A thorough understanding of this phenome¬ 
non, called electroluminescence, will be of interest 
and importance to all engineers because of the 
host of applications it suggests (Destriau and 
Ivey). Our study of luminescence would not be 
complete without a survey of present views re¬ 
garding the constitution and preparation of phos¬ 
phors (Kroger). 

The next paper (Gorter) deals with a class of 
material which in a relatively short time has found 
widespread application throughout the radio engi¬ 
neering field, both as perhaps the most popular 
form of storage element in computers and in pro¬ 
viding for the first time practical nonreciprocal 
devices for the microwave art. This discussion of 
ferrites, their chemistry, how they are prepared, 
the history of their development, and their many 
applications closes the issue. 

Acknowledgment 
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The Electronic Energy Band Structure 
of Silicon and Germanium* 
FRANK HERMAN,f associate member, ire 

Summary—This article, which is of a tutorial character, is con¬ 
cerned with three broad subjects: (a) the theory of electronic energy 
bands in a perfect crystal; (b) the electronic energy band structure of 
silicon and germanium crystals; and (c) the relationship between 
some of the electrical and optical properties of these crystals and their 
energy band schemes. The article is essentially an introduction to the 
quantum theory of crystals, with silicon and germanium serving as 
illustrative examples. As such, the article should appeal particularly 
to electronic engineers and physicists working in the field of solid 
state electronics. A knowledge of quantum mechanics is probably 
not essential to the understanding of major portions of this paper. 

The following topics are treated: crystal symmetry and crystal 
geometry; electronic quantum states in a perfect crystal; the energy 
band scheme; occupancy of the electronic quantum states; the hole 
concept; the effective mass tensor; velocity and acceleration of elec¬ 
trons and holes; the spin-orbit interaction and its consequences; 
the energy band structures of silicon and germanium; the band 
structure of germanium-silicon alloys; theory of lattice vibrations; 
the phonon concept; collisions between electrons or holes and pho¬ 
nons; the electrical conductivity; optical absorption and emission 
processes. 

I. Introduction 

^AOLIDS CAN usually be classified as crystalline or 
noncrystalline. Both types of solids are formed 
from atoms which are held together by electrical 

forces. In a crystalline solid, or a crystal, the atoms are 
arranged in space in the form of a regular array. Thus, 
a crystal is a periodic structure. It an atomic aggregate 
does not exhibit a distinctive periodic structure, it is 
classed as a noncrystalline solid. In this paper, we will 
be interested in crystalline, rather than in noncrystal¬ 
line solids. 

Crystals may be classified as perfect crystals, nearly 
perfect crystals, and disordered crystals. In a perfect 
crystal, the atomic array is flawless. Each position in the 
spatial array is occupied by the proper type of atom, and 
there are no atoms present which do not belong to the 
array. A model of a perfect diamond-type crystal is 
shown in Fig. 1. [The diamond-type crystals include 
grey tin, germanium, silicon, and diamond itseli.] Each 
ball in the model represents an atomic position, and 
each rod a chemical bond joining two atoms together. 
1'he normal atomic positions are called substitutional 
sites, while the positions not belonging to the array 
which an atom might occupy under special conditions 
are interstitial sites, in a perfect germanium crystal, 
for example, each substitutional site is occupied by a 
germanium atom, and each interstitial site is vacant. 

In a nearly perfect crystal, the atomic array contains 
a small number of flaws or structural imperfections. If 

* Original manuscript received by the IRE, September 19, 1955. 
t RCA Labs. Princeton, N. J. 

a small fraction of the substitutional sites in a germa¬ 
nium crystal are occupied by atoms other than germa¬ 
nium, or if some of the interstitial sites are occupied, the 
crystal would be called a nearly perfect crystal. Simi¬ 
larly, if a small fraction of the substitutional sites were 
vacant, or if the atomic array were not in proper registry 
in a few localized regions, the crystal would be a nearly 
perfect crystal. 

Fig. 1—Model of the atomic arrangement in diamond-type crystals. 
(After Shockley.) 

A disordered crystal may be described in terms of an 
example. Consider a perfect crystal composed of two 
types of atoms. In such a crystal, the atoms of each type 
are arranged in the form of a regular array. Some of the 
substitutional sites are occupied by the atoms of one 
type, and the remaining sites by the atoms of the other 
type. If by some means we spoil the ordering, such that 
the atoms of both types are arranged at random among 
the substitutional sites appropriate to the perfect crys¬ 
tal, a disordered crystal results. 

It is common knowledge that the crystals which occur 
in nature and those grown in the laboratory are never 
perfect. Such crystals usually contain a variety of struc¬ 
tural imperfections. The very best natural and synthetic 
crystals are nearly perfect crystals. Some types of dis¬ 
ordered crystals can be grown in the laboratory, while 
other types can be produced from nearly perfect crystals 
by suitable processing. Many of the crystals used in 
solid state devices such as transistors are nearly perfect 
crystals. 

From a theoretical standpoint, perfect crystals are 
easier to treat than nearly perfect crystals; nearly per¬ 
fect crystals are easier to treat than disordered crystals; 
and disordered crystals are easier to treat than non¬ 
crystalline solids. The theory of noncrystalline solids 
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has not advanced very far due to mathematical and 
physical difl cullies. Some progress has been made in 
dealing with disordered crystals theoretically. The 
theory of perfect and nearly perfect crystals is fairly 
well developed. 

The usual practice is to treat a nearly perfect crystal 
as a perfect crystal in a first approximation, and then to 
take the structural imperfections into account in a sec¬ 
ond approximation. When a nearly perfect crystal is 
studied in this manner, it is found that some of the 
physical properties of the crystal are relatively insensi¬ 
tive to the structural imperfections, while others are 
highly sensitive. Many of the electrical and optical 
properties of nonmetallic crystals, i.e., semiconductors 
and insulators, are extremely sensitive to the nature and 
the concentration of the structural imperfections. It is 
for this reason that imperfections are often introduced 
intentionally into synthetic nonmetallic crystals in order 
to give these crystals desirable electrical or optical 
properties. In contrast, the thermal and elastic proper¬ 
ties of nonmetallic crystals are relatively insensitive to 
the presence of small numbers of imperfections. 

In this paper, we will confine ourselves to the theory 
of perfect nonmetallic crystals. [The only exception to 
this rule occurs in Section XI, where we consider ger-
manium-silicon alloys, which are essentially disordered 
crystals.] We have imposed this restriction in order to 
keep the length of the manuscript within reasonable 
bounds. We direct the reader’s attention to the article 
by Shockley [1] and to the references given at the end 
of this paper for information concerning the effect of 
imperfections on the physical behavior of crystals, and 
the theory of crystals in general. Extensive bibliogra¬ 
phies can be found in most of the terminal references. 

Broadly speaking, the theory of crystals is concerned 
with the relationship between the physical and chemical 
properties of a crystal and the individual and collective 
behavior of the electrons and nuclei belonging to the 
crystal. While many problems in crystal physics can be 
handled by classical methods, some problems can be 
treated only within the framework of quantum mechan¬ 
ics. It is with the latter class of problems that we are 
concerned in this paper. 

According to quantum theory, an electron in a crystal 
can exist in only a limited number of discrete states. The 
allowed states are called the electronic quantum states. 
When an electron occupies one of these quantum states, 
it has an energy which is characteristic of the state. 
Thus, the energy of an electron in a crystal is limited to 
a definite set of values, namely, the energy values cor¬ 
responding to the allowed states. In a periodic array of 
atoms, the quantum states tend to cluster into nearly 
continuous groups of allowed energy levels called energy 
bands. The existence of energy bands greatly simplifies 
the description of the distribution of the allowed states 
in crystals. 

The major subject of this paper is the energy band 
scheme, which determines in part the behavior of the 

electrons in a crystal. The energy band scheme has been 
widely treated in the literature [see the general bibliog¬ 
raphy]. Some of the accounts are rather elementary, 
while others are intended only for the specialist. Our 
version is meant to be intermediate between the more 
elementary and the more advanced treatments. 

Why is there an interest in the energy band scheme 
of a crystal? Many of the physical properties of a crystal 
depend upon the nature of the available electronic 
quantum states, upon the manner in which the electrons 
in the crystal are distributed among these quantum 
states, and upon the readiness with which electrons 
make transitions between different quantum states 
under the action of an applied force. If enough is known 
about the energy band scheme of a crystal, one can in¬ 
terpret, analyze, and predict many of its physical char¬ 
acteristics, especially those depending upon the elec¬ 
tronic behavior. In brief, one can gain a good deal of in¬ 
sight into the physical properties of a crystal from a 
knowledge of its energy band scheme. 

Much current research is devoted to the elucidation 
of the energy band schemes of crystals having scientific 
or technological significance. The information gained 
from such research can prove very valuable in many 
applications, as the literature will testify. 

In the early portions of this paper, we will consider 
the theory of electronic quantum states in perfect crys¬ 
tals from a general point of view, though we favor non¬ 
metallic crystals over metallic crystals in many discus¬ 
sions. 1'he emphasis was placed on nonmetallic crystals 
because such crystals are commonly employed in solid 
state devices such as rectifiers, transistors, photocells, 
etc., and thus are worthy of special attention. In the 
later portions, we are concerned almost exclusively with 
the energy band schemes for the silicon and germanium 
crystals. Throughout the paper, geometrical ideas are 
illustrated by the case of diamond-type crystals. The 
necessary background material is provided in those dis¬ 
cussions where it is likely that the general reader will 
benefit from the inclusion of such material. 

Since we are attempting to cover a rather broad area, 
even with the many restrictions we have imposed on the 
content of this paper, our treatment is rather superficial 
in many places. We have not given the proofs of most 
of the statements which are made in the course of the 
presentation. It may be taken for granted that the 
proofs are to be found in the references cited at the end 
of the paper. 

We have chosen the cases of silicon and germanium to 
illustrate the general theory for the following reasons: 
First, these crystals are the basic constituents of many 
solid state devices. An understanding of their properties 
is of great practical importance. Second, silicon and ger¬ 
manium have been carefully investigated, and more is 
known about the energy band schemes of these crystals 
than is known about the band schemes of other crystals. 
Third, the energy band schemes of silicon and germa¬ 
nium contain many of the features which are likely to be 
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found in the band schemes of other crystals. The better 
we understand the band schemes of these two crystals, 
and the relationship between the band schemes and the 
physical properties, the easier it will be to understand 
crystals in general. 

The organization of this paper is as follows: In Section 
II, we discuss the symmetry properties of crystals, and 
certain geometrical concepts related to these symmetry 
properties The theory of electronic quantum states in 
crystals, and the theory of energy bands are developed 
in Section III. The manner in which the electrons are 
distributed among the available quantum states under 
equilibrium conditions is described in Section IV. We 
also introduce the hole concept in Section IV. The struc¬ 
ture of an energy band near its extrema is considered in 
some detail in Section V. We show in Section VI how 
the velocity and the acceleration of an electron or a hole 
can be determined from a knowledge of the energy band 
structure. The effect of the spin-orbit interaction on the 
energy band structure of crystals is considered in Sec¬ 
tion VII. 

Having outlined the foundations of the subject, we 
turn to the band structure of silicon and germanium. 
Recent theoretical and experimental developments bear¬ 
ing on the energy band structure of these two crystals 
are reviewed in Section VI11. We summarize the cur¬ 
rent state of our knowledge concerning the valence and 
conduction band structures of silicon and germanium 
in Sections IX and X. The band structure of germanium¬ 
silicon alloys is considered in Section XI. 

The remaining sections are concerned with the phys¬ 
ical implications of what has come before, and with addi¬ 
tional background material. The theory of lattice vibra¬ 
tions and the phonon concept are treated briefly in 
Section XII. In Section XIII we discuss the collisions 
between electrons or holes and phonons. The relation¬ 
ship between some of the electrical and optical proper¬ 
ties ol silicon and germanium and the band structures 
of these crystals is considered in Sections XIV and XV. 
The significance of the recent developments in the 
theory of silicon and germanium is summarized in the 
final section. 

II. Geometrical Preliminaries 

The present section is devoted to a brief discussion ol 
crystal geometry and crystal symmetry. Crystal geom¬ 
etry provides a means for classifying crystals and the 
symmetry properties determine the coordinate systems 
in which mathematical descriptions of the properties of 
a crystal will be tractable. For the purposes ol this sec¬ 
tion, we will assume that the crystal under consideration 
is a perfect crystal of infinite extent. 

Let us begin by defining the term “symmetry” accord¬ 
ing to its technical, rather than its common usage. An 
object is said to possess (spatial) symmetry if certain 
operations, such as rotations or translations, can be per¬ 
formed on the object, with the result that each of these 
operations carries the object to a position in space which 

is indistinguishable, by any known test, from its original 
position. An object is said to be invariant to each of its 
symmetry operations. The symmetry of an object is 
uniquely defined as soon as we enumerate all the opera¬ 
tions which have the property of transforming the ob¬ 
ject into itself. 

The translational symmetry of a crystal can be speci¬ 
fied by any three independent identity periods. By 
definition, an identity period is the smallest possible 
translation in a given direction which carries the crystal 
into itself. Let us choose a convenient set of identity 
periods, and let us denote these vector quantities by the 
symbols a,, a>, and a3. Since these three vectors are re¬ 
quired to be independent, they must not all lie in the 
same plane. 

Consider the set of vectors 

d = d}at + + d3a3 (1) 

where dt, dt, d3 are any three integers. Note that each 
vector in the set d is the sum of integral multiples of 
the three identity periods. It is obvious that the crystal 
will be transformed into itself by any translation d. 

The endpoints of the vectors belonging to the set d 
form a three-dimensional lattice of points known as the 
direct lattice. The vectors d are called the vectors of the 
direct lattice, or, more simply, the direct lattice vectors. 
The primitive (smallest) direct lattice vectors are the 
identity periods ai. a2, and a3. 

Since a crystal is a periodic structure, it must possess 
a unit ceil. It is convenient to choose as the unit cell a 
parallelopiped each of whose edges is a primitive trans¬ 
lation vector. In Fig. 2 we show a network of points. 

Fig. 2—Direct lattice for diamond-type crystals. The primitive trans¬ 
lation vectors and the parallelepiped unit cell are shown 

These points form a face-centered cubic lattice. If we 
assume that the network of points corresponds to the 
direct lattice of some crystal, the parallelopiped defined 
by the dotted lines may be regarded as the unit cell of 
the crystal. 

The atomic arrangement in diamond-type crystals is 
suggested by the model shown in Fig. 1. In this model, 
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each ball represents an atomic position, and each rod a 
chemical bond joining two atoms together. A compari¬ 
son of Figs. 1 and 2 reveals that a diamond-type lattice 
is composed of two inter-penetrating face-centered cubic 
lattices. For convenience, let us call these two sub¬ 
lattices A and B. The four atoms neighboring an atom in 
A belong to B, and the four atoms neighboring an atom 
in B belong to A. It is readily established that a diamond¬ 
type lattice has the same translational periodicity as A 
or B. Therefore, A or B can be chosen as the direct lat¬ 
tice for the diamond-type crystal. Since the sub-lattices 
A and B are physically equivalent, it doesn’t really 
matter which we choose. For the sake of argument, let 
us take the sub-lattice A as the direct lattice. If we as¬ 
sume that the sub-lattice A is pictured in Fig. 2, then 
it follows that the primitive translation vectors and the 
unit cell shown in Fig. 2 apply to the model in Fig. 1 as 
well. We note in passing that the density of atoms in a 
diamond-type crystal is two per unit cell. 

In addition to its translational symmetry, a crystal 
may have other symmetry properties. For example, a 
diamond-type crystal is invariant to an inversion taken 
about the point midway between any two adjacent 
atomic positions. A diamond-type crystal is also invari¬ 
ant to certain rotations and reflections. These are indi¬ 
cated in Fig. 3, where we have shown an atom belonging 
to a diamond-type crystal together with its four nearest 
neighbors. It should be noted particularly that the four 
nearest neighbors lie at the vertices of a regular tetra¬ 
hedron, and that each of the symmetry operations indi¬ 
cated in Fig. 3 has the property of transforming a regu¬ 
lar tetrahedron into itself. 

Fig. 3—Some point symmetry operations for diamond-type crystals. 

The terminology used in Fig. 3 may be explained as 
follows: A rotation axis is said to be an n fold axis if the 
allowed angles of rotation are given by the expression 
lirp/n radians, where n is an integer, and where p = 0, 
1, 2 ■ • • n — 1. A rotation about an axis is known as a 
proper rotation. If a crystal can be transformed into 
itself by a rotation about an n fold axis, followed by a 
reflection in the plane perpendicular to this axis, the 
crystal is said to possess an n fold alternating axis. An 
alternating axis is sometimes called a rotation-reflection 

axis, and the rotation followed by the reflection a rotary¬ 
reflection or an improper rotation. An ordinary reflection 
is an improper rotation by the angle zero, while an inver¬ 
sion is an improper rotation by the angle tt radians. 
Since proper and improper rotations leave at least one 
point of the crystal fixed in space, such symmetry opera¬ 
tions are known as point symmetry operations. 

We now return to the general theory. Let us introduce 
three new vectors bi, b>, and &3, and let us require that 
these vectors satisfy the following conditions: 

f 2tt if i — j 
ai-b,= 2^= I . . i,j = 1,2,3. (2) 

I 0 if í H 7 

Note that the vector bt is perpendicular to the plane 
passing through a2 and a3, etc. Consider the set of vec¬ 
tors 

h = h ib] + hzbz T h^b^ (3) 

where h\, h-, and h3 are any three integers. The endpoints 
of the set of vectors h form a lattice known as the re¬ 
ciprocal lattice. [Each vector h has the dimensions of a 
reciprocal length.] The vectors h are known as reciprocal 
lattice vectors. The vectors bi, b*, and b3 are the prim¬ 
itive translation vectors of the reciprocal lattice. 

The concept of a lattice in reciprocal space finds an 
immediate application in the representation of periodic 
functions in the crystal (direct) space by three-dimen¬ 
sional Fourier series. Let the function F(r) have the 
same symmetry properties as the crystal. For example, 
F(r) might be the crystal potential or the crystal charge 
density. Since F^r) must be invariant to any translation 
by a direct lattice vector d. we must have: 

F(r) = F(r + d). (4) 

It is easily demonstrated that F(r) can be represented 
by a three-dimensional Fourier series of the form: 

F(r) = 22 fW exP r), (5) 
h 

where the f(h) are Fourier coefficients, and where the 
summation is carried over all reciprocal lattice vectors 
h. The proof is elementary. Suppose we apply the trans¬ 
formation r—>r + d to (5). This gives: 

F(r + d) = 22 /(A) exp [ih • (r + d) ]. (6) 
h 

Consider the factor exp (ih d). Making use of the defi¬ 
nitions (1) and (3), and the relations (2), we readily es¬ 
tablish that h d = 2ir{h\d\ +W2 +hid3) = 2ir times an 
integer. Hence, exp (ih d)=exp [2ir/(integer)] = 1, and 
it follows that (6) = (5). But this is essentially the perio¬ 
dicity condition (4). We may conclude that the periodic 
function F(r) can be represented by the Fourier series 
given by (5). 

It can be shown that the lattice reciprocal to a face¬ 
centered cubic lattice is body-centered cubic. Since the 
direct lattice for a diamond-type crystal is face-centered 
cubic, the reciprocal lattice for such a crystal must be 
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body-centered cubic. We show a body-centered cubic 
lattice in Fig. 4. It is convenient to choose for the unit 
cell of reciprocal space the truncated octahedron shown 
in Fig. 4, rather than a parallelopiped. To demonstrate 
how the truncated octahedra fill all of reciprocal space, 
we have displayed in Fig. 5 four truncated octahedra 
centered at four adjacent lattice sites of the body¬ 
centered cubic (reciprocal) lattice. 

Fig. 4—Reciprocal lattice for diamond-type crystals. The truncated 
octahedron is the unit cell, or the reduced zone. 

Fig. 5—Cluster of four truncated octahedra. 

III. Electronic Quantum States 
in a Perfect Crystal 

In this section, we will discuss the general nature of 
the quantum states which are available to electrons in a 
perfect crystal. We will also show how the available 
quantum states can be cataloged with the aid of the 
energy band scheme. 

When an electron occupies a given quantum state, it 
can be represented by a wave function which is char¬ 
acteristic of this state, and it will have an energy which 
is also characteristic of this state. The wave functions 
and the energy levels corresponding to the various 
quantum states can be determined by solving a certain 
set of wave equations. 
The wave equation (Schrôdinger equation) for an 

electron may be written in the following form : 

-rv- v2 + Sirm 
fir) = Ef(r), (7) 

where h is Planck’s constant, m the mass of an electron 
in free space, and V2 the Laplacian differential operator. 

F(r) is the potential acting on the electron represented 
by the wave function ̂ (r). E is an energy parameter. 

In the course of its motion through a crystal, an 
electron will be attracted by the nuclei, and repelled by 
the other electrons. The crystal potential P(r) is so con¬ 
structed as to take all of these attractions and repulsions 
into account in some suitable manner. For the purposes 
of the present discussion, we will assume that all the 
electrons in the crystal are acted upon by the same crys¬ 
tal potential, V(r). We make this assumption in the 
interest of simplicity. 

The most characteristic feature of the crystal poten¬ 
tial F(r) is its symmetry. The crystal potential must 
have the same symmetry properties as the crystal itself. 
In particular, F(r) must be invariant to any translation 
which carries the crystal into itself. Thus, we may write: 

P(r) = F(r + d), (8) 

where d is any direct lattice vector. It is possible to solve 
the wave equation (7) in a relatively simple and straight¬ 
forward manner because the potential V\r) is a periodic 
function. 

The crystal wave equation (7) will have nontrivial 
solutions which satisfy the imposed boundary conditions 
(see below) only if the energy parameter E is set equal 
to any one of a number of distinctive values. These 
special values of E are known as the energy eigenvalues 
of the wave equation. The solutions ^(r) corresponding 
to these choices of E are called the crystal eigenfunctions. 
Each quantum state is characterized by a particular 
energy eigenvalue and by the corresponding crystal 
eigenfunction. Thus, when an electron is in some quan¬ 
tum state, its energy will be given by the energy eigen¬ 
value appropriate to this quantum state. 

In order to avoid the complications which arise when 
we attempt to impose realistic boundary conditions on 
the crystal under consideration, it is desirable to work 
with a mathematical construct known as a cyclic crystal. 
Briefly, a cyclic crystal is a represen ta it ve sample of an 
infinite crystal. The cyclic crystal may be defined as the 
portion of an infinite crystal enclosed by a parallelopiped 
with concurrent edges Na¡, Nai, Na¡, whose center 
coincides with the origin of coordinates. The quantity N 
is an arbitrary, large integer, and a lt a2, and a3 are the 
primitive translation vectors of the direct lattice. It is 
readily established that the cyclic crystal contains 
exactly N3 unit cells, each of volume a, a2 X a3. 

The cyclic crystal concept is fully defined only after 
we introduce the so-called cyclic boundary conditions. 
The cyclic boundary conditions require that any two 
points in space are to be regarded as physically equiva¬ 
lent if they are separated by a vector of the type: 

N =;V[w1ai + n2a2 + »3a3|, (9) 

where «i, n2, and n3 are any three integers. In the follow¬ 
ing discussion, we will assume that all the functions 
with which we deal are defined only within the confines 
of the cyclic crystal, and that the cyclic boundary con¬ 
ditions apply to all these functions. 
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As first shown by Bloch, each solution of the crystal 
wave equation (7) satisfying the cyclic boundary con¬ 
ditions 

M + N) (10) 

must have the form 

^(r) = exp (ik r)u(r), (11) 

where u(r) is a modulating function having the same 
translational periodicity as the crystal, and where k is a 
quantity which we will tentatively call a wave vector. 
A wave function of the form (11) is known as a Bloch 
function. 
The wave vector k appearing in (11) is restricted to 

the following set of values: 

k = A'-1(^ibi + k2b2 + ¿363], (12) 

where N is the large integer defining the size of the cyclic 
crystal; bi. E. and 63 are the primitive translation vec¬ 
tors of the reciprocal lattice, and kt, k2, and k3 are any 
three integers. It k were chosen to be different from any 
of the values given by (12), the Bloch function (11) 
would not satisfy the cyclic boundary conditions. It is 
easy to demonstrate that the allowed values of k are 
uniformly distributed in reciprocal space, and that 
their density is N* per unit volume. 
One can show that any two Bloch functions whose 

wave vectors differ by a reciprocal lattice vector de¬ 
scribe the same type of wave behavior. Therefore, such 
wave functions are physically equivalent. The inclu¬ 
sion of physically equivalent solutions in our catalogue 
of solutions can be avoided by restricting the range of 
k in reciprocal space. This is most easily accomplished 
by requiring that k lie in the central unit cell of the 
reciprocal space, (k may also lie on the boundaries of 
this unit cell.) Wave vectors which lie in the central 
unit cell of reciprocal space, or on the boundaries of this 
unit cell, are known as reduced wave vectors. Hence¬ 
forth, the symbol k will be used to designate a reduced 
wave vector, rather than any wave vector, and the 
central unit cell will be called the reduced zone. | I he 
reduced zone for silicon and germanium is the truncated 
octahedron shown in Fig. 4.] 

To summarize: Each crystal eigenfunction of the 
wave equation (7) satisfying the cyclic boundary condi¬ 
tions (10) is a Bloch function. Each Bloch function is 
characterized by a reduced wave vector k. There are 
A'3 allowed values of k, and these are uniformly distrib¬ 
uted in the reduced zone. 

The crystal wave equation actually has a number of 
eigenfunctions and energy eigenvalues for each of the 
allowed values of k. These may be distinguished from 
each other by introducing an integral index ß. Each 
eigensolution of the wave equation is uniquely specified 
by a reduced wave vector k and by an index ß. The 
assignment of the index ß to the solutions for each choice 
of k will be discussed shortly. For the present, we 
merely note that each energy eigenvalue can be written 

as Eg(k), and that each Bloch function, or crystal 
eigenfunction, can be expressed as follows: 

^(Â, r) = exp (ik r)ua(k, r), (13) 

where Ue(k, r), for each choice of ß and k, is a modulat¬ 
ing function having the same translational periodicity 
as the crystal; that is, 

u¿(k. r) = ua(k. r + d), (14) 

for all k and ß. 
We may now write down a set of crystal wave equa¬ 

tions, one for each quantum state ß, k: 

h-

MTN 
Mk, r) = E^k^^k. r). (15) 

The available electronic quantum states are given by 
the solutions to this set of wave equations. Since each 
electron in the crystal must occupy one of the available 
states, the only allowed energy levels are those corre¬ 
sponding to the energy eigenvalues Ea(k). Any energy 
level not included among the energy eigenvalues E^k) 
may be termed a forbidden energy level. 

We will not attempt to explain here how the crystal 
potential F(r) is calculated in practice, nor will we 
attempt to describe the methods whereby the crystal 
eigenfunctions ^(k, r) and the energy eigenvalues 
Ea(k) are actually evaluated. Rather, we will proceed 
on the following three assumptions: (a) the set of wave 
equations (15) provides an adequate means for deter¬ 
mining the available quantum states; (b) the crystal 
potential F(r) is known; and (c) the solutions to the set 
of wave equations have been determined. 

The allowed energy levels E^k) form a spectrum on 
an energy scale, which may be called the electronic 
energy spectrum. The spectrum for a typical crystal is 
composed of a number of deep-lying, widely spaced 
lines, and a number of higher-lying, closely spaced 
bands. Idle deep-lying lines correspond to the energy 
levels for the core electrons. While the core electrons are 
involved in many physical processes, such as X-ray 
emission and absorption, they play no important role in 
those processes with which we will be principally con¬ 
cerned, namely, electrical conduction and optical ab¬ 
sorption and emission processes. Therefore, we will not 
consider the core energy levels further. 

Idle broad bands, which lie above the core energy 
levels, may be divided into two classes, the valence 
bands, and the conduction bands. In all crystals, the 
conduction bands lie above the valence bands, d'he dis¬ 
tinction between valence and conduction bands in non-
metallic crystals will be considered in the next section, 
ddie electrons whose energies lie in the energy intervals 
spanned by the valence bands are appropriately called 
valence electrons, and the electrons whose energy levels 
belong to the conduction bands are called conduction 
electrons or free electrons. 

We wish to emphasize that the energy levels for the 
valence and the conduction electrons are confined to 
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very definite energy ranges, and that these energy 
ranges are often separate 1 from each other by finite 
energy intervals which are called forbidden bands. 
In the case of nonmetallic crystals, with which we will 
be primarily concerned, the only forbidden band of in¬ 
terest is the one between the highest valence band and 
the lowest conduction band. Whenever we speak of a 
forbidden band in the remainder of this paper, we will 
always have this particular forbidden band in mind. 

So far, we have only treated the energy spectrum in 
terms of allowed and forbidden levels on an energy 
scale. We will now consider the energy spectrum in a 
more general sense. Consider the set of energy levels 

corresponding to a particular value of k, namely, 
Ei(kf Efk), Ei(k) • ■ . Il k lies at a general point of 
the reduced zone, each energy level will usually occur 
only once in the catalogue of energy levels. In such a 
case, we can assign the index (J to the various quantum 
states in the order oi ascending energy; that is, we label 
the states with 0 such that : 

Edki < E A k> < E^k) ■ ■ ■ . (16) 

Once this assignment is made, we can define, in an un¬ 
ambiguous manner, a set of energy functions Ea(k) sat¬ 
isfying the following relation: 

Efk) E2(k) g E3(k) • • • (17) 

for all choices of k. In (16), the symbol Ea(k) denotes 
the energy level corresponding to the quantum state 
d, k. In (17), the symbol Ea(k) denotes an energy func¬ 
tion which describes the k-dependence of the energy 
eigenvalues specified by the index d- In this article, we 
will sometimes use the symbol Ea(k) in the first sense, 
and sometimes in the second sense. The context will 
usually suggest which sense is intended. 
The quantum state d- k is said to be nondegenerate if 

the energy level Ea(k) occurs only once in the catalog of 
energy levels specified by the reduced wave vector k. 
If a given energy level is repeated n times, for some 
choice of k, the n quantum states having this energy 
level in common are said to be n fold degenerate. Thus, if 
Eg(k) = Eafk}, the states ß, kandß', kare two-fold degen¬ 
erate. Energy degeneracies occur most often for values 
of k lying at symmetry points or along symmetry axes 
of the reduced zone. It is usually possible to predict the 
occurrence of energy degeneracies by symmetry argu¬ 
ments. The equality signs in (17) allow for energy de¬ 
generacies. The states corresponding to a value of k 
lying at a general point of the reduced zone are almost 
always nondegenerate. 

We now come to the heart of the subject, the concept 
of an energy band. An energy band is defined as the set 
of N3 quantum states associated with the N3 allowed 
values of k and with a particular value of ß. An energy 
band may also be defined as the set of N3 energy levels 
Ea(k) associated with the N3 allowed values of k and 
with some value of ß. The energy function Ea(k) de¬ 
scribes the k-dependence of the energy band ß. 

The energy band functions Ea^ki have several inter¬ 
esting properties. These will be described briefly: 

The energy band function Ealk} is a continuous func¬ 
tion of k throughout the reduced zone. The function 
Ea^ki is also a differentiable function of k throughout 
the reduced zone, with the exception of those values of 
k for which the band ß comes into contact with some 
other band or bands: that is, E^k) will be differentiable 
where it is nondegenerate, and nondifferenliable where 
it is degenerate. Where Ea(k~) is differentiable, all the 
derivatives of Ea(k) with respect to the components of 
k, in all orders, can be uniquely defined. The differenti¬ 
ability of Ealk) will prove important in Section V. 

The function Ea(k) has the same rotational symmetry 
in the reduced zone as does the reduced zone in recipro¬ 
cal space. Let R be any proper or improper rotation 
which transforms the reduced zone—or the reciprocal 
lattice, for that matter—into itself. [The center of rota¬ 
tion is placed at the central point of the reduced zoned 
When R acts on k, it carries k into a new position in the 
reduced zone. We will denote the new position by the 
symbol Rik). Since Ealk} has the same rotational sym¬ 
metry as the reduced zone, Ealk) must be invariant to 
each of the rotations R. Therefore, we may write: 

Ealk] = Ea{R(k)]. (18) 

If Ea(k) attains its maximum or its minimum value at 
k = k0, it must have symmetrically equivalent maxima 
or minima at each of the points R(kf). 

It can be shown that the inversion operation is always 
included among the symmetry operations R. Thus, 
whether or not the crystal has a center of inversion, 
the function Eia(k) will be invariant to inversion about 
the central point of the reduced zone; that is, we will 
have, for all crystals, the following relation: 

EaW = Ea(-k). (19) 

Let us denote by the symbol K any point in the re¬ 
ciprocal space. [When K lies in the reduced zone, it 
becomes a reduced wave vector k.] It is not difficult to 
prove that EfK), regarded as a function of K, has the 
same symmetry properties as the reciprocal lattice. In 
particular, Ea(K) has the same translational periodicity 
in reciprocal space as the reciprocal lattice. Hence, we 
may write: 

Ea(K> = Ea(K + hf (20) 

where h is any reciprocal lattice vector. It follows from 
(20) that the energy function Ea(k) must assume equal 
values at any two points on the surfaces of the reduced 
zone which can be joined by a reciprocal lattice vector. 

What is the relationship between the nature of the 
crystal potential E(r) and the nature of the energy band 
functions Ealk)l The symmetry properties (18) and 
(20) are associated with the translational symmetry of 
the crystal potential. The occurrence of energy degener¬ 
acies, i.e., contacts between adjacent energy bands, 
is related to all the symmetry properties of the crystal 
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potential, particularly the rotational symmetry proper¬ 
ties. It is not necessary to solve the set of crystal wave 
equations (15) in order to determine the nature of the 
contacts between energy bands and the symmetry of 
the various energy bands. Such information can be ob¬ 
tained by symmetry arguments alone. On the other 
hand, the exact form of the various energy bands—by 
which we mean the width and the location of the max¬ 
ima and the minima and similar items—can be deter¬ 
mined only by solving the wave equations (15); that is, 
the form of the various energy bands depends upon the 
exact nature of the crystal potential, rather than upon 
its symmetry properties alone. Thus, there is a limit to 
what symmetry arguments can tell us about the energy 
band structure of a crystal. 

It is often necessary to have a firm picture of the k-
dependence of an energy function Ea(k). The k-depend-
ence of an energy function can be indicated in a variety 
of ways. For example, Ea(k) can be represented by a 
family of constant energy surfaces in the reduced zone. 
This type of representation requires a three-dimensional 
drawing. It is sometimes more convenient to show the 
intersection of the family of constant energy surfaces 
with some plane in the reduced zone, usually a plane 
passing through the central zone point. The intersec¬ 
tion, which may be drawn in two dimensions, consists of 
a family of equi-energy contours, one contour for each 
constant energy surface. The intersection may also be 
shown as a conventional contour map in three dimen¬ 
sions, with energy plotted vertically, and the plane 
laid out horizontally. 

The representation used most frequently in practice 
shows Ea(k) plotted against k for a particular direction 
of k. This gives a line—an energy profile—for the energy 
band ß. If Ea(k) is plotted against k for a few well-
chosen directions of k, a reasonably complete picture 
of the k-dependence of Ea(k) can be developed. We will 
have occasion to use various representations for Ea(k) 
in the course of this article. 

It is desirable to define in precise terms the expres¬ 
sion “width of the forbidden band” for the case of a 
nonmetallic crystal. Let us designate the highest valence 
band and the lowest conduction band by the symbols 
“val” and “cond.” The width of the forbidden band, or 
the energy gap Em„ is given by: 

E^> = E^k,) - EVM. (21) 

where k, is a point in the reduced zone where the lowest 
conduction band reaches its lowest energy value, and 
where k,. is a point in the reduced zone where the high¬ 
est valence band attains its highest energy value. 

Let the energy separation between the highest va¬ 
lence band and the lowest conduction band at the point 
k be denoted by the symbol Ev„t(k) [“vert” for verti¬ 
cal]. By definition, we have: 

Evc,ßk) = Ecund(k) — Evai(k). (22) 

If k„ = k,, as may be the case for some nonmetallic 

crystals, then: 

Ew  = EveM = E^k,). (23) 

On the other hand, if kv̂ kc, as is the case for silicon 
and germanium, we may expect to have: 

Ew  < EVM, (24) 

for all values of k. The distinction between the minimum 
value of Evert(k) and the minimum energy separation 
Egap is an important one for crystals in which k^k,. 
We will return to this when we discuss the optical prop¬ 
erties of nonmetallic crystals in Section XV. 

IV. Occupancy op the Electronic 
Quantum States 

In this section we will explain how the electrons are 
distributed among the available quantum states under 
equilibrium conditions. 

The occupancy of each quantum state /3, k is strictly 
limited by the Pauli Exclusion Principle. According to 
this principle, no more than two electrons can occupy a 
given quantum state ß, k. If two electrons occupy the 
same quantum state, they must have oppositely-
oriented spins. The state of an electron is really not 
fully specified if all we know about the electron is which 
quantum state ß, k it occupies. In addition to this infor¬ 
mation, we must be given its spin orientation, which 
can assume one of two possible values. For simplicity, 
we will sometimes assume that the specification of the 
electron spin orientation is included in the index ß. 
Whenever we refer to an electronic quantum state by 
the indices ß and k, we will usually have in mind the 
state associated with either spin orientation, the par¬ 
ticular orientation being given by ß. In certain contexts, 
we will use the symbols ß and k to refer to the pair oi 
quantum states having ß and k in common. On such 
occasions, we will generally speak of the quantum state 
ß, k as a double quantum state; i.e., a quantum state 
capable of double occupancy by two electrons having 
oppositely-oriented spins. It should be noted that the 
two electrons occupying the (double) quantum state 
ß, k have the same energy, Ea{k), and the same Bloch 
function r). 

The distribution of the electrons among the various 
quantum states under conditions of thermal equilibrium 
is governed by the Fermi-Dirac statistics. These statis¬ 
tics take into account the restriction on the occupancy 
of states imposed by the Pauli Exclusion Principle. Ac¬ 
cording to the Fermi-Dirac statistics, the probability 
that a quantum state with energy E is occupied by an 
electron of either spin orientation is: 

1 
fo(E, T) = -;-,-> (2 5) 

exp [(E - ^/kT] + 1 

where £ is the so-called Fermi energy, T the absolute 
temperature, and k Boltzmann’s constant. [Although 
we use the symbol k both for the Boltzmann constant 
and the magnitude of the reduced wave vector k, there 
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should be no confusion since the Boltzmann constant 
always appears together with T in the combination kT.\ 
fo(E, T) is called the Fermi distribution function. 

At the absolute zero of temperature, the Fermi dis¬ 
tribution function has the following characteristics: 

f^E, 0) = U 

10 

E < « 

E - £ 

E> i 

(26) 

There is a sharp cutoff in the distribution of the elec¬ 
trons among the available states. The states for which 
E<£ are fully occupied, and the states for which E>% 
are totally unoccupied. 

At any finite temperature, the cutoff in the state 
occupancy becomes somewhat diffuse. It is easily 
shown that the Fermi distribution function is appreci¬ 
ably different from either unity or zero only in a range 
of energy of the order of kT centered at the Fermi en¬ 
ergy level £. The Fermi function is equal to | at the 
Fermi energy level for all values of the temperature. 
The following approximations are sometimes useful: 

f^E, T) = exp [-(E - Q/kT}-, E — £ > 0; 

E - £ » kT. (27) 

1-/o(E, T) = exp[-(f - E)/¿T]; f - E > 0; 

£ - E » kT. (28) 

The fraction of the available states which will be occu¬ 
pied at temperature T in the range E, E-\-dE, where E 
lies considerably above £, is given by (27). The fraction 
of the available states which will be unoccupied at tem¬ 
perature T in the range E, E+dE, where E lies consider¬ 
ably below £, is given by (28). [The distribution of the 
occupied and unoccupied states is worked out for a spe¬ 
cial case in the appendix.] 

In a nonmetallic crystal, i.e., in a semiconductor or 
an insulator, the Fermi energy lies in the forbidden 
energy band separating the highest valence band from 
the lowest conduction band. At the absolute zero of 
temperature, all the core and valence band states will 
be fully occupied (see below), and all the conduction 
band states will be totally empty. In a fully occupied 
band, there are no higher energy states within the band 
into which an electron can jump. Since the electrons in 
a fully occupied band cannot gain energy from an ap¬ 
plied electric field, such electrons cannot contribute to 
the electrical conductivity. The nonmetallic crystal 
will behave like a perfect insulator at absolute zero tem¬ 
perature because all of its electrons belong to fully oc¬ 
cupied bands. 

At finite temperatures, some electrons will be ther¬ 
mally excited from states lying near the top of the highest 
valence band to states lying near the bottom of the 
lowest conduction band. The electrons in a partially 
filled band can gain energy from an applied electric field 
because they can jump into the unfilled states in the 
band. Consequently, the electrons in the partially oc¬ 
cupied conduction band and the electrons in the par¬ 

tially unoccupied valence band can contribute to the 
electrical conductivity, and the nonmetallic crystal will 
lose its insulating properties at finite temperatures. 

The Fermi energy will normally lie near the center of 
the forbidden band in a (perfect) nonmetallic crystal. 
In the temperature range for which E gnI)»&E, the dis¬ 
tribution of the occupied electron states in the conduc¬ 
tion band is given by (27), and the distribution of the 
unoccupied electron states in the valence band is given 
by (28). When the electronic distribution can be de¬ 
scribed by (27) and (28), the electrons are said to obey 
the Maxwell-Boltzmann or the classical statistics. The 
Fermi-Dirac statistics reduce to the classical statistics 
whenever the exponential term in the denominator of 
(25) is vastly different from unity. This condition has 
been anticipated in (27) and (28). 

In a metallic crystal, the Fermi energy lies in an al¬ 
lowed energy band, rather than in a forbidden energy 
band. This allowed band is called the (lowest) conduc¬ 
tion band. Since the (lowest) conduction band is par¬ 
tially filled, and since the electrons in a partially filled 
band can conduct electricity, the metallic crystal will 
conduct electricity at all values of the temperature, in¬ 
cluding absolute zero. In practice, nonmetallic and 
metallic crystals can be distinguished by the difference 
in the temperature dependence of their electrical con¬ 
ductivities over a wide temperature range. 

Let us now explore the nature of fully occupied bands 
in some detail. It will be recalled that an energy band 
ß is formed by the N3 (double) quantum states asso¬ 
ciated with the N3 allowed values of k and with a par¬ 
ticular band index ß. If each of the N3 quantum states 
is doublj- occupied (by two electrons having oppositely 
oriented spins), the band is said to be fully occupied. 
According to this usage, a fully occupied band accom¬ 
modates exactly 2N3 electrons. 

A necessary condition for a crystal to be nonmetallic 
is that the number of electrons per unit cell be even. 
Consider a cyclic crystal containing N3 unit cells, and 
containing Q electrons per unit cell. Such a crystal will 
have QN3 electrons in all. Since each energy band can 
accommodate no more than 2;V3 electrons, it follows 
that the QN3 electrons can occupy an integral number of 
bands only if Q is even. At the absolute zero of tempera¬ 
ture the Q/2 lowest bands will be fully occupied, and the 
remaining bands totally unoccupied, provided Q is 
even, and provided there is a finite energy separation 
between the band ß = Q/2 and the band ß = Q/2 + l. 
But this is just the condition for the crystal to be non¬ 
metallic. 

The condition that Q be even is not a sufficient condi¬ 
tion for the crystal to be nonmetallic. If Q is even, and 
if the energy band ß = Q/2 + \ touches the energy band 
ß = Q/2, there will be no finite energy separation be¬ 
tween the highest occupied state and the lowest un¬ 
occupied state at absolute zero temperature. In this 
particular case, the crystal will be metallic, rather than 
nonmetallic. 
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If Q is odd, the crystal will necessarily be metallic 
since an integral number of energy bands will not be 
fully occupied at absolute zero temperature. In fact, 
if Q is odd, one band—the (lowest) conduction band-
will be exactly half filled at the absolute zero of tem¬ 
perature. 

We now introduce the hole concept, one of the most 
important concepts in the physics of nonmetallic crys¬ 
tals. Consider a nonmetallic crystal at the absolute 
zero of temperature. At this temperature, the core and 
the valence band states will be fully occupied, and the 
conduction band states will be totally empty. Let us 
remove a single electron from the crystal. The state left 
vacant by the removal of the electron is known as a 
defect electron state or a hole state. 

The vacant state is an available state into which an 
electron in the band containing the vacant state can 
jump. The existence of an available state into which an 
electron can jump makes electrical conduction possible. 
This type of conduction is known as hole conduction 
since it involves a hole or a defect in an otherwise filled 
band. 

It can be shown that the behavior of all the remain¬ 
ing electrons in the crystal is equivalent to the behavior 
of a single positively charged particle known as the hole. 
By suitable manipulation, the properties of a hole can 
be deduced from a knowledge of the properties of the 
missing electron to which it corresponds. This theme is 
developed further in Section VI, where we show how the 
velocity and the acceleration of a hole can be calculated. 
It is interesting to note that a hole can be represented 
by the wave function of the missing electron. In writing 
down a wave equation tor a hole, care must be taken to 
give the hole a positive, rather than a negative charge. 
When the crystal is in its state of lowest energy, the 
hole will occupy a state at the top of the highest valence 
band; that is, there will be a vacant electronic state at 
the top of the highest valence band. 

Let us turn to another nonmetallic crystal at absolute 
zero temperature. This time, we will inject an electron 
into the crystal. Since all the valence and core states are 
fully occupied, the electron must assume a conduction 
band state. When the crystal is in its state of minimum 
energy, the injected electron will occupy a state at the 
bottom of the lowest conduction band. Such a state is 
called an excess electron state. More generally, the 
states occupied by the electrons in a nearly empty band 
are called excess electron states. Similarly, the unoccu¬ 
pied states in a nearly filled band are called defect 
electron states or holes states. 

A hole owes its existence, at least its conceptual exist¬ 
ence, to the fact that the electrons in a nonmetallic 
crystal can be arranged into open and closed groups, 
i.e., into partially and totally filled bands. If an open 
group contains relatively few electrons, the behavior of 
these electrons can be treated in a straightforward 
manner. The electrons are regarded as occupying excess 
electron states, and are handled accordingly. On the 

other hand, if a group is a few electrons short of being a 
closed group, the electrons in this group can be treated 
more conveniently in terms of the defect electrons or 
holes. 

The hole concept, then, is a convenient means for 
representing the electrons in a nearly closed group in 
terms of the electrons which are needed to close the 
group; that is, the behavior of the electrons in a nearly 
filled band can be treated in terms of the holes corre¬ 
sponding to the electrons, which, it present, would com¬ 
plete the filling of the band. 

As we have already mentioned, the electrons in a tilled 
band, i.e., a closed group, cannot contribute to the 
electrical conductivity. On the other hand, the elec¬ 
trons in a partially filled band, i.e., an open group, can 
contribute to the conductivity. In a nonmetallic crystal, 
the electrons in the lowest conduction bands and those 
in the highest valence bands are the only ones forming 
open groups. The electrons belonging to the lower va¬ 
lence bands and to the core bands generally iorm closed 
groups. Thus, in many problems, the only states of in¬ 
terest are those lying near the top of the highest valence 
band or bands where the holes reside—and those lying 
near the bottom of the lowest conduction band or bands 
—where the conduction or “free” electrons reside. 

Since many of the dynamical attributes of electrons 
and holes can be deduced directly from the energy band 
structure, and since electrons and holes occupy states 
near the extrema of energy bands, it is desirable to in¬ 
vestigate the extrema of energy bands in some detail. 
This is done in the next section. 

V. Structure of an Energy Band 
Near Its Extrema 

In this section we will examine the structure of an 
energy band having a number of extrema located at a 
set of symmetrically equivalent points in the reduced 
zone. We will be concerned chiefly with the structure 
close to the extrema, which may be minima or maxima. 
Eor the present, we will assume that the energy band 
under consideration is nondegenerate at its extrema; 
that is, the energy band does not touch any other band 
or bands at its extrema. We will remove this restriction 
toward the end of this section. 

Since we will be dealing with a single energy band in 
the discussion to follow, we will suppress the band index 
ß and write the band function as E(k). As we have al¬ 
ready mentioned, the function E(k) is differentiable at 
those points in the reduced zone where it is nondegen¬ 
erate. Since E(k) is assumed to have its extrema at a 
set of points where it is nondegenerate, E(k) can be ex¬ 
panded as a Taylor series at each extremum. Because 
the various extrema are symmetrically equivalent, it is 
sufficient to treat a single extremum, say the one occur¬ 
ring at k = ko. The Taylor series will not contain first 
order terms because E(kß is an extremum at k = k». We 
will retain only the constant term and the second order 
terms, and drop all higher order terms, because we are 
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Fig. 6—Two equi-energy contours in the plane A'z=0, for a band 
having six extrema located at the midpoints of the 100 axes in 
the reduced zone. The contours are shown in a portion of the 
extended reciprocal space as well as in the reduced zone 

interested only in the portion of the band lying close to 
ka. For reasons which will become apparent, we write 
the Taylor series as follows: 

E(k') = E(k — kH) 

= E(k„) + (Ä2/8tr2) E E Wk'/m,*), (29) 
« i 

where i,j = x, y, z, and where: 

= (lit/hf^E^/dk.'dk i']k..o (30) 

is the ij component of a certain tensor which is known 
as the effective mass tensor because its components 
have the dimensions of a reciprocal mass. The effective 
mass tensor measures the curvature of an energy band 
at its point of definition. The physical significance of 
the effective mass tensor will be considered in the next 
section. 

It is always possible to choose a coordinate system 
in which the nondiagonal (i^j) components ol the ef¬ 
fective mass tensor vanish. The (nonvanishing) diag¬ 
onal components in this coordinate system are known 
;is the principal components of the effective mass tensor 
Denoting the coordinates ot k' = k — Anin the new trame 
of reference by the symbols k„', ko , and k, and writing 
the principal components as m„*, m*. and m*, we may 
replace (29) by the diagonal expression: 

II2
E(k') = E(kn) 4-

Btt" 

~(ka')- (kf)2 + 

_ m„* mi,* m, 

(V) !-| 
- . (31) 

since the effective mass tensor measures the curvature 
ol the energy surface at its point ot definition, the three 
principal components are positive at an energy band 
minimum, and negative at an energy band maximum. 

Let us now consider the nature ol the constant energy 
surfaces 

E(k) = constant (32) 

in the neighborhood of the extremum at k — kn. If the 

Fig. 7—Two equi-energy contours in the plane K,=0, for a band 
having three extrema located at the midpoints of the square 
face centers o: the reduced zone. The contours are shown in a 
portion of the extended reciprocal space as well as in the reduced 
zone. 

three principal components are all equal, the constant 
energy surfaces will be spherical. When two components 
are equal, and the third different, the constant energy 
surfaces will be ellipsoids of revolution. If the three com¬ 
ponents are all different, the constant energy surfaces 
will be genera! ellipsoids. 

The constant energy surfaces near the top or bottom 
of an energy band having several equivalent extrema 
will consist of a number of symmetrically equivalent 
ellipsoids. For the purpose of illustration, consider an 
energy band for a crystal having the translational peri¬ 
odicity of a face-centered cubic lattice. For such a 
crystal, the reduced zone is the truncated octahedron 
shown in Fig. 4. If the extrema occur along the 100 axes 
or along the 111 axes with the zone, the constant energy-
surfaces will consist of six or eight ellipsoids of revolu¬ 
tion, respectively. If the extrema occur at the square 
face centers or at the hexagonal face centers, the con¬ 
stant energy surfaces will consist of three or four ellip¬ 
soids of revolution, respectively. For other locations ol 
the multiple extrema, the constant energy surfaces will 
consist of a certain number of (general) ellipsoids. 11 
the band has a single extremum, the extremum must 
lie at the central zone point, and the constant energy 
surfaces near the extremum must be spheres. 

In Figs. 6 and 7 we have shown the intersection of two 
constant energy surfaces with the plane Kz = 0 in a 
portion of the extended reciprocal space, as well as in 
the reduced zone. The heavy dots in these figures repre¬ 
sent the loci of points belonging to the reciprocal lat¬ 
tice [cf. Figs. 4 and 5], We have arbitrarily drawn the 
ellipsoids of revolution as prolate, rather than oblate. 
A portion of the extended reciprocal space has been in¬ 
cluded in these figures in order to dramatize the fact 
that E(K) has the same symmetry properties as the 
reciprocal lattice, [cf. (20) above.| Symmetry relations 
(18) and (19i are also illustrated bv these drawings. 
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Up to this point, we have assumed that the energy 
band under consideration is nondegenerate at its ex¬ 
trema. By making this assumption, we were able to 
expand the band function as a Taylor series in the neigh¬ 
borhood of each extremum. We now turn to a more 
complicated case, namely, an energy band whose ex¬ 
trema occur at points oi degeneracy. In this case, the 
band function cannot be differentiated at its extrema. 
It can be shown that the constant energy surfaces near 
each extremum must be warped surfaces, rather than 
ellipsoidal surfaces. We will give specific examples of 
such warped surfaces when we come to the valence band 
structure of silicon and germanium in a subsequent sec¬ 
tion. 

By way of summary, we have shown in Fig. 8 several 
types oi band structures. In big. 8(a), we show an 
energy band having a single extremum at the central 
point of the reduced zone. I he band is assumed to be 
nondegenerate at the central point. As we have already 
indicated, the constant energy surfaces are spherical. 

Fig. 8—Typical equi-energy contours in the plane ¿. = 0 for several 
cases. In (a), the contour is a circle, in (6), the contours are 
ellipses; tn the remaining figures, the contours are warped. 

We have drawn a circular equi-energy contour to repre¬ 
sent this situation. In Fig. 8(b), we have an energy band 
with'extrema occurring along the 24 [1, |, 0) axes. Eight 
of these lie in the plane k¡=0. I he band is again assumed 
to be nondegenerate at the extrema. The constant en¬ 
ergy surfaces near the extrema consist of 24 general 
ellipsoids. \\ e have drawn the elliptical equi-energy con¬ 
tours lying in the plane kz = 0 to represent this case. 

In bigs. 8(ci) and 8(c2), we show the warped contours 
corresponding to two energy bands which come into 
contact with each other at the central zone point. The 
equi-energy contours for the two highest valence bands 
in silicon and germanium have the forms given by these 
figures. In Figs. 8(d,), and 8(d2) we have drawn the 
warped contours corresponding to two energy bands 
which are degenerate at the square face centers of the 
reduced zone. d hese two figures should be compared 
with the elliptical contours shown in Fig. 7, which corre¬ 
spond to a nondegenerate band. 

\ 1. Velocity and Acceleration of 
Electrons and Holes 

In this section, we show how the instantaneous ve¬ 
locity and the instantaneous acceleration of an electron 
ora hole subjected toan applied force can be determined 
directly from the band structure. 

A few introductory remarks are in order. Under equilib¬ 
rium conditions, the electrons in a crystal occupy quan¬ 
tum states whose properties do not change with time. 
Such quantum states art called stationary quantum 
states. The eigensolutions of the crystal wave equation 
(15) describe stationary quantum states. Under non¬ 
equilibrium conditions, which exist whenever the crystal 
is subjected to an external force, the electrons in the 
crested occupy quantum states whose properties change 
with time. Such quantum states are called nonstation-
ary quantum states. An electron in a nonstationary 
state must be represented by a wave function appropri¬ 
ate to such a state. 

It is possible to construct a nonstationary state wave 
function from the wave functions of the equilibrium 
stationary states by superimposing a number of Bloch 
functions with adjacent values of k, such that the super¬ 
position forms a wave packet. Let us construct a wave 
packet from the Bloch functions belonging to the energy 
band ß, and let the mean reduced wave vector of the 
wave packet be denoted by k(t). We use the symbol 
k{t) to indicate that the composition of the wave packet, 
and hence the value of the mean reduced wave vector of 
the packet, changes with time. It can be shown that the 
time rate of change of k(t) is directly proportional to the 
applied force. I he actual relationship is: 

k{t) = (2»-/^ [*(/)], (33) 

where F3[*(/)] is the instantaneous value of the applied 
torce acting on the electron in the nonstationary state 

k{0, i.e., on the electron represented by the wave 
packet described above. 

I'he instantaneous average velocity of an electron in 
the nonstationary state ß, k(t) is given by: 

v4*(0] = (2ir/ h) grad* Eß[kO) ]. (34) 

I he electron velocity, which corresponds to the group 
velocity of its wave packet, is given, then, by the gradi¬ 
ent of the energy function E^k), evaluated at the posi¬ 
tion oi the mean reduced wave vector of the wave packet 



1955 Herman: Energy Band. Structure of Silicon and Germanium 1715 

1'he instantaneous average electric current produced 
by the motion of the electron is: 

= — cvs|A(/)|, (35) 

where e is the magnitude of the electron charge. 
The instantaneous value of the force exerted on an 

electron in the state 0, k(t) by an applied electric field 
€(/) and an applied magnetic field 3C(f) is: 

= - e[£(/) + X 3C(/)], (36) 

where c is the velocity of light. This expression is valid 
for steady applied fields as well as for applied fields 
which vary slowly in time. [If the periods of the applied 
fields are long compared with the mean time between 
successive collisions of the electron with the lattice, the 
fields may be regarded as slowly varying; otherwise, the 
fields are rapidly varying, and (36) does not apply.] 

The instantaneous acceleration of an electron in the 
state d, k{t~) is related to the applied force in the follow¬ 
ing manner: 

= I (27r/Ã)2grad*grad*£â[*(/)]} Fá[*(/)], (37) 

where 

(2tt/hy grad*, grad* E^kil) ] (38) 

is the effective mass tensor appropriate to the instan¬ 
taneous position of k(t) on the energy surface E$(k). 

An electron (or a hole) moving through a crystal will 
collide with the lattice from time to time. [We will dis¬ 
cuss such collisions in Section XIII.] Whenever a col¬ 
lision occurs, the electron (or the hole) will either gain or 
lose a certain amount of energy. As a result, the electron 
(or the hole) will make a transition from one quantum 
state to another. The various expressions given above 
apply to an electron during the time interval between 
successive collisions. The analogous expressions for a 
hole will be described shortly. 

In the course oi its wanderings through the crystal, a 
conduction band electron will occupy a certain number 
of quantum states in succession. These quantum states 
will all lie near the bottom of the conduction band. 
Therefore, a conduction electron will always have a 
positive effective mass tensor; that is, the electron will 
always occupy states for which the principal compon¬ 
ents of effective mass tensor are positive. [At the bottom 
of a band, the curvature of the energy band is upward; 
hence the effective mass tensor is positive in such a 
region.] 

We now turn to the case of a hole. A hole can be repre¬ 
sented by the wave packet for the missing electron to 
which it corresponds. For the purposes of the following 
discussion, we will assume that the missing electron 
state is specified by the wave packet 0, k(t). Hence, the 
hole may be denoted by 0, k(t). The instantaneous aver¬ 
age velocity of the hole 0, k^t) is given directly by (34) 
above. The current due to the motion of the hole is 
given by (35), with —e replaced by +e. The change in 
sign is required because the hole carries a positive, 

rather than a negative charge. The force exerted by 
applied electric and magnetic fields on the hole is given 
by (36), with —e replaced by +e. 

The effective mass tensor for the hole 0, k(t) is given 
by the negative of (38). Since the state 0, k(t) lies near 
the top of the valence band, the principal components 
of the effective mass tensor (38) are negative. |The 
curvature of the energy surface is downward at the top 
of a band.] Hence, the effective mass tensor for a hole is 
a positive quantity. The instantaneous average accelera¬ 
tion of the hole is given by (37), provided two changes 
of sign are made. The first change of sign occurs in the 
force term [—e replaced by -|-e], and the second change 
occurs in the effective mass term [the negative of (38) 
is taken]. The double sign change is of course equivalent 
to no sign change at all. We may summarize the case of 
a hole by saying that a hole behaves like a positively 
charged particle having a positive effective mass tensor. 

The essential idea we wish to convey here is that the 
instantaneous velocity and the instantaneous accelera¬ 
tion of an electron or a hole subjected to an applied field 
can be determined directly from the energy band struc¬ 
ture. These attributes are among the few attributes of 
electrons and holes which can be obtained in the ab¬ 
sence of any knowledge concerning the wave functions 
for these particles. Most of the properties of electrons 
and holes cannot be determined unless the wave func¬ 
tions for these particles are known. 

VII. Spin-Orbit Interaction 

hi this section we describe spin-orbit interaction and 
its effect on energy band structure of a crystal [2]. 
The interaction between the magnetic dipole field 

associated with the spin of an electron and the magnetic 
dipole field associated with the orbital motion of the 
same electron is known as the spin-orbit interaction. The 
energy associated with the spin-orbit interaction, or the 
spin-orbit energy, is usually a small fraction of the total 
energy of an electron. The gross features of the band 
structure of a crystal can be obtained even if the spin¬ 
orbit interaction is neglected since the spin-orbit energy 
is so small. However, the fine details in an energy band 
scheme cannot be derived without taking the spin-orbit 
energy into account. 

In Section 111, where we developed the theory of 
energy bands, the spin-orbit interaction was omitted in 
the interest of mathematical simplicity. Since the effect 
of the spin-orbit interaction is actually quite small, it is 
permissible to solve for the energy band structure with 
the spin-orbit interaction neglected, and then to take 
account of the spin-orbit interaction by perturbation 
methods. When such a program is carried out, the en¬ 
ergy level Eflmo<lified (Â) in the modified (improved) 
energy band scheme can be related to the corresponding 
energy level £(jorig i"Bl (Ic) in the original band scheme in 
the following manner: 

^modified - ¿^origina l(£) _p ^E^k), (39) 
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Fig. 9—Schematic diagrams of the energy band structure of silicon. 
I'he band scheme with the spin-orbit interaction neglected is 
shown at the top. and the band scheme with the spin-orbit 
interaction taken into account is shown at the bottom. I'he 
conduction band edge occurs along the 100 axes, while the valence 
band edge occurs at the central zone po ut. I'he width of the for¬ 
bidden band is 1.08 ev at room temperature. The spin-orbit 
splitting (in the lower drawing) at the valence band edge is prob¬ 
ably about 0.035 ev. In the interest of clarity, the spin-orbit 
splitting is not shown to scale. 

Fig. 10—Schematic diagrams of the energy band structure of ger¬ 
manium. T he spin-orbit splitting is omitted from the upper figure, 
but included in the lower figure. The conduction band edge occurs 
at the hexagonal face centers, while the valence band edge occurs 
at the central zone point. The width of the forbidden band is 
0.65 ev at room temperature. The spin-orbit splitting at the 
valence band edge is approximately 0.28 ev. T he lowest conduc¬ 
tion band has three types of minima: four 111 minima (at the 
band edge); one 000 minimum; and six 100 minima. The 000 
minimum lies 0.1 ev (or slightly more) above the 111 minima; 
the 100 minima lie 0.18 ev above the 111 minima. 

where AE^A) is the change in the energy level for the 
quantum state ß, k tine to the spin-orbit interaction. 
I'he various expressions given previously for the veloc¬ 
ity and acceleration of an electron, for the effective mass 
tensor, etc., remain valid for the modified energy band 
scheme. 

In crystals having a center of inversion, such as the 
diamond-type crystals silicon and germanium, the num¬ 
ber of energy bands does not change when the spin¬ 
orbit interaction is taken into consideration. In such 
crystals, each quantum state ß. k can be occupied by no 
more than two electrons, both in the original and in the 
modified energy band scheme. This follows from the 
l’auli Exclusion Principle. In the original band scheme, 
two electrons must have oppositely oriented spins if 
they occupy the same (double) quantum state ß. k. In 
the modified band scheme, the situation is more com¬ 
plicated, and we will not attempt to describe it. 

If the state ß, k in the original band scheme is a non¬ 
degenerate state, and if this state is well separated in 
energy from the neighboring states having the same 
value ol k, the spin-orbit shift AEg(k) [cf. (39)] will not 
produce any marked effect apart from the shift itself. 

On the other hand, consider two states ß. k and ß', k 
which are degenerate in the original band scheme; i.e., 
y^onginat^’j —^originnl^J In solne faSCS, the shifts 
SE$(k), NEaßk) will be equal, and again nothing re¬ 
markable happens. However, if the shifts in the two 
states due to the spin-orbit interaction are different, 
the energy degeneracy will be resolved, and the two 
states will be separated in energy in the modified band 
scheme. I'he separation in energy produced by the 
spin-orbit interaction is called the spin-orbit splitting. 

It can be shown that the detailed nature of the 
energy band structure is strongly modified by the spin¬ 
orbit interaction in a region where the spin-orbit inter¬ 
action is responsible for the resolution of an energy 
degeneracy. I'he detailed nature of the energy band 
structure is usually modified only slightly in a region 
where the spin-orbit interaction does not resolve an 
energy degeneracy, and in a region where there is no 
energy degeneracy to resolve. 

To set the stage for the remaining sections, and to 
illustrate the general nature of spin-orbit splitting, we 
show in Figs. 9 and 10, above, our best estimates of the 
energy band structures of silicon and germanium. These 
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estimates are based partly on the available experimental 
evidence [3], and partly on the theoretical calculations 
performed by the author [4] and by others [5]. The 
drawings are schematic, rather than exact. 

What we have actually shown in Figs. 9 and 10 are 
the energy profiles of the higher-lying valence bands and 
the lower-lying conduction bands along the 100 and 111 
axes of the reduced zone. The energy profiles for these 
bands along the diagonals of the square and the hexag¬ 
onal faces of the reduced zone are also shown. The 
profiles marked “double” represent the profiles of two 
energy bands which are degenerate in the particular 
directions shown. 

For the convenience of the reader, we have again 
drawn the reduced zone in Fig. 11, with certain points 
conspicuously marked. 

Fig. 11—Reduced zone for silicon and germanium, the factor 
(2ir/a) has been omitted in labeling the various points in the 
reduced zone. 

The band schemes for silicon and germanium are dis¬ 
played according to the original scheme (spin-orbit 
interaction neglected), and also according to the modi¬ 
fied scheme (spin-orbit interaction included), for the 
purposes of comparison. The modified band schemes 
correspond to reality; the original band schemes are 
merely approximations to the true state of affairs. 

The more interesting features of the band structures 
of silicon and germanium, with the spin-orbit interac¬ 
tion taken into account, will be considered in the next 
three sections. 

\ III. Band Structure oe Su.icon and Germanium: 
Recent History 

In this section, we will indicate some of the landmarks 
in the recent research which has led to our present un¬ 
derstanding of the energy band structure of silicon and 
germanium, particularly the energy band structure in 
the neighborhood of the valence and the conduction 
band edges. 

A few definitions are in order: By a band edge we 
will mean the position or positions in the reduced zone 
at which an energy band function E^k) reaches its 

minimum or its maximum value or values. Suppose a 
given energy band has an extremum at k = ka. The 
region of the energy band function associated with 
values of k lying close to ku will be called the neighbor¬ 
hood of the band edge at kt,. If an energy band is non¬ 
degenerate at its extremum or extrema, the correspond¬ 
ing band edge is defined by a single energy band, i.e, 
by the energy band in question. A band edge is defined 
by two energy bands if the two energy bands are de¬ 
generate at their common extremum or extrema. The 
terms valence and conduction band edges will always re¬ 
fer to the edges of the highest valence band and the 
lowest conduction band. 

The early work |6] on the electrical and the optical 
properties of silicon and germanium was based on the 
following model of the valence and the conduction 
bands: (a) The valence ami the conduction band edges 
were both assumed to occur at the central point of the 
reduced zone; (6) The valence and the conduction band 
edges were each defined by a single energy band; (r) 
The constant energy surfaces near the valence and the 
conduction band edges were spherical in form. 

This model -which we will call the simple model— 
was adopted for two very good reasons. First, the model 
offered decided mathematical advantages. Most of the 
theoretical calculations associated with the electrical 
and the optical properties could be carried out in a 
relatively straightforward manner in terms of this sim¬ 
ple model. Second, the intrinsic properties of silicon and 
germanium were not known with sufficient accuracy 
to warrant the use of a more refined model. Up until 
about five years ago, the simple model proved adequate 
for most purposes. 

The situation began to change as soon as careful 
measurements were performed on highly purified single 
crystals of silicon and germanium. It was found that 
the results of such measurements did not agree in certain 
respects with the theoretical predictions stemming from 
the simple model. The large and anisotropic magneto¬ 
resistance effect observed in germanium by Pearson 
and Suhl [7], and the mobility anomalies obtained by 
Pearson, Haynes, and Shockley |8] for the same crystal 
suggested that the simple model was not the correct 
one. Shockley [9] believed that the experimental data 
might be interpreted as evidence for the following mod¬ 
el: The valence and the conduction band edges were 
each defined, not by one spherical energy surface, but 
by three warped energy surfaces which came into con¬ 
tact with each other at the band edge. According to this 
picture, the valence and the conduction band edges both 
occurred at the central point of the reduced zone. Since 
this three band model had many attractive features, 
it was adopted in many circles. 
An alternate possibility for the conduction band 

structure was suggested by the work of Herman [10] 
and Herman and Callaway [11]. Their theoretical calcu¬ 
lations indicated that the conduction band edge in 
diamond-type crystals might not occur at the central 
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zone point at all, but, rather, at a number of equivalent 
points away from the zone center. The most likely possi¬ 
bility was a conduction band having six equivalent 
minima located at six symmetrically equivalent points 
lying along the 100 axes of the reduced zone. Since the 
calculation for germanium [11] was based on rather 
crude assumptions, the results were not very reliable. 
However, this work pointed the way to a new type of 
model, which, for convenience, we will call the one-
band, many-valley model. 

[The qualifying term “one-band” is used to indicate 
that each of the equivalent minima (or valleys) is de-
lined by a single energy band. In the case of a one-band 
many-valley model—which is also known as a non¬ 
degenerate, many-valley model -the constant energy 
surfaces near each of the equivalent minima are ellip¬ 
soidal in iorm. On the other hand, if two bands were to 
come into contact with each other at the various posi¬ 
tions in the reduced zone of the conduction band edge, 
the structure would be called a two-band, many-valley 
model, or a degenerate, many-valley model. Here, the 
constant energy surfaces near each minimum would 
consist of two families of warped surfaces.] 

The work of Herman [10] and Herman and Callaway 
111] indicated that the three-band model was the cor¬ 
rect one for the valence band structure of diamond, 
silicon, and germanium. 

Shortly after this work was reported, it occurred to 
Shockley [12] that the method of cyclotron resonance 
absorption might be used to determine the nature and 
form of the valence and conduction band edges in a 
semiconductor such as germanium. In a cyclotron 
resonance experiment, a microwave electric field is 
applied to a sample in a direction perpendicular to an 
external magnetic field 3C. Under the influence of the 
magnetic field, the charge carriers (electrons or holes) 
rotate in closed orbits. An absorption occurs when the 
angular frequency of the microwave field, w, corre¬ 
sponds to the rotation frequency or cyclotron frequency 
of the charge carriers. Under these conditions, the 
charge carriers pick up energy from the electric field. 
The rotation frequency at resonance is given by: 

e5C 
co = - • (40) 

m*c 

1'hree cases are to be distinguished. [For simplicity, 
we will consider the resonance associated with the charge 
carriers belonging to a single band.] (a) Spherical energy 
surfaces (the simple model): In this case, there will be 
only one absorption peak. The frequency at which this 
peak occurs is independent of the orientation of the 
crystal with respect to the applied field directions. 
Here, the quantity m* is a direct measure of the (scalar) 
effective mass of the carriers, (b) Ellipsoidal energy 
surfaces (one-band, many-valley model): Let a, b, and 
c be the direction cosines between the direction of the 
applied magnetic field and the principal axes of a par¬ 
ticular elliposid, and let m,*, nv,*, ami in,* be the prin¬ 

cipal components of the effective mass tensor for this 
ellipsoid. Resonance due to carriers rotation associated 
with this ellipsoid occurs at frequency u = eX/m*c, where: 

m* 
1/2 

-irm.* + b-mh* + 
(41) 

For a general orientation of the crystal relative to the 
applied field directions, there will be a different reson¬ 
ance peak for the carriers in each of the several ellip¬ 
soids. The principal components of the effective mass 
tensor, and the orientation of the various ellipsoids rela¬ 
tive to the axes of the reduced zone, can be determined 
by examining the behavior of the absorption spectrum 
as the orientation of the crystal relative to the applied 
field directions is changed, (c) Warped energy surfaces 
(three-band model; two-band, one- or many-valley 
model): In this case, no general relation between the 
effective mass m* appearing in (40) and the components 
of the mass tensor can be stated. However, if an 
analytical form involving certain arbitrary constants 
can be assumed for the energy surfaces on the basis of 
theoretical considerations, the values of these constants 
can be determined by examining the absorption spec¬ 
trum, particularly its dependence on the orientation of 
the crystal in the resonant cavity. 

A great deal of pertinent information bearing on the 
structure of a band near a band edge can be deduced 
by cyclotron resonance absorption measurements be¬ 
cause the absorption frequencies are directly related to 
the curvature of the energy band surface near the band 
edge. [The effective mass tensor measures the curvature 
of an energy band at its point of definition.] 

The first successful cyclotron resonance measure¬ 
ments on germanium and silicon were performed by the 
Berkeley and the Lincoln Laboratory groups [13]. The 
results of these experiments indicated that the one-
band, many-valley model was the correct one for the 
conduction bands of both germanium and silicon. In the 
case of germanium, it was found that the equivalent 
minima were located along the 111 axes of the reduced 
zone, while in the case of silicon, the equivalent minima 
were located along the 100 axes of the reduced zone. 
Further details will be given in a subsequent section. 

At about the same time that the cyclotron resonance 
work on germanium was being done. Meiboom and 
Abeles [14] succeeded in establishing by a theoretical 
analysis of the magnetoresistance data of Pearson ami 
Suhl [7] that the conduction band edge in germanium 
occurred at a number of equivalent points lying along 
the 111 axes. The Meiboom and Abeles result was in 
substantial agreement with that obtained by the cyclo¬ 
tron resonance absorption measurements, both as re¬ 
gards the orientation of the ellipsoids relative to the 
axes ol the reduced zone, and the ratio of the longi¬ 
tudinal and transverse effective mass components. 
Subsequent magnetoresistance measurements on silicon 
by Pearson and Herring [15] confirmed cyclotron reso¬ 
nance result for conduction band structure of silicon. 
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The magnetoresistance effect is the change in the 
electrical resistance clue to the presence of a magnetic 
field. The magnitude of the change is influenced by the 
relative orientation of the crystal axes, the magnetic 
field direction, and the direction of the electrical field 
which is responsible for the current flow. The aniso¬ 
tropy of the magnetoresistance effect is closely related 
to the anisotropy of the energy band containing the 
charge carriers. Under favorable conditions, it is possible 
to infer the nature of the anisotropy of the energy band 
from the nature of the anisotropy of the magnetoresist¬ 
ance effect. However, the interpretation of magneto¬ 
resistance data is not as clear-cut as is that of cyclotron 
resonance data. 

Another experiment which is capable of shedding some 
light on the structure of energy bands is the piezo¬ 
resistance effect. This is the change in the electrical 
resistance due to a shearing stress, i.e., a nonhydro¬ 
static stress. The piezoresistance effect in silicon and 
germanium was studied by Smith [16]. Smith inter¬ 
preted his data for silicon as evidence for a conduction 
band structure involving 100 ellipsoids. (He was not 
able to make unique predictions for the remaining cases. 
However, in the light of what we now know about the 
band structures of silicon and germanium, all of Smith’s 
results appear quite reasonable.) 
We will now leave the conduction band structure 

and turn to the valence band structure. 
The validity of the three-band model for the valence 

structure of germanium was first brought into serious 
question by the infrared absorption measurements 
performed by Briggs and Fletcher [17], and by Kaiser, 
Collins, and Fan [18], These investigators found three 
temperature dependent peaks in the absorption spec¬ 
trum which they attributed to inter-valence band hole 
transitions. However, this fine structure in the absorp¬ 
tion spectrum could not be reconciled with the three-
band model. The nature of the valence structure of 
germanium remained somewhat of a mystery until the 
cyclotron resonance absorption measurements by the 
Berkeley and the Lincoln Laboratory groups [13] pro¬ 
vided the essential clue. 

The cyclotron resonance absorption work [13] indi¬ 
cated that the valence band edge in germanium occurred 
at the central point of the reduced zone, and that it was 
defined by two bands which came into contact with 
each other at the central zone point. This result implied 
that the three-band model was a correct first approxi¬ 
mation, but that an essential ingredient had been left 
out of the theory of energy bands in its then current 
state, namely, the effect of the spin-orbit interaction. 

It was soon established by Dresselhaus, Kip, and Kit¬ 
tel [19], and by Elliott [20], that when the spin-orbit 
interaction is properly taken into account, the three 
top-most valence bands in germanium break up into 
two higher-lying bands, and one lower-lying band, in 
the neighborhood of the central zone point. Thus, the 
valence band edge is actually defined by two bands, 

rather than three. The two-and-one band model pro¬ 
vided a natural explanation for the anomalous results 
obtained by the infrared absorption measurements 
[17, 18]. Kahn ]211 was able to fit the experimental data 
of Briggs and Fletcher very nicely to a theory he de¬ 
veloped based on the two-and-one band model. 

Cyclotron resonance absorption measurements on 
silicon [13] indicated that the two-and-one band model 
also applied to the valence structure of this crystal. 
Although this result has not been definitely confirmed 
by other types of measurements, the validity of this 
result does not seem open to question. 

To summarize: The conduction bands of silicon and 
germanium are described by the one-band, many¬ 
valley model, while the valence structures of these 
crystals are described by the two-and-one band model. 

IX. Band Structure Near the Valence Band 
Edge in Silicon and Germanium 

As we have already noted in the previous section, the 
band structure near the valence band edge in silicon and 
germanium was determined by cyclotron resonance 
absorption measurements. The experimental evidence 
indicates that the valence band edge in both crystals 
occurs at the central point of the reduced zone, and 
further, that the valence band edge is defined by two 
bands which come into contact with each other at the 
central zone point. In the neighborhood of the band 
edge, the k-dependence of the energy surfaces for these 
two bands is given by the following expression: 

OTT2™ 

± V^4 + + kjk? + k'k»)}, (42) 

where A, B, and C are constants, and where kz, k„, 
and k, are the cartesian coordinates of the reduced wave 
vector k. The magnitude of k is denoted by k. In writ¬ 
ing down this expression, we have placed the zero 
of energy at the valence band edge. 

The negative and positive roots correspond to the 
highest and to the second highest valence bands, re¬ 
spectively. We will refer to the former as Fl, and to the 
latter as F2. The experimental values for A, B, and C 
are as follows: 

Silicon [22]: A = 4.1 B = 1.4 C = 3.7 
Germanium [22]: A = 13.0 ß = 8.7 C = 11.4. 

The form of (42) was suggested by the work of Dressel¬ 
haus, Kip, and Kittel |19], and of Elliott [20], on the 
theory of spin-orbit splitting in diamond-type crystals. 

In the region of the valence band edge, the constant 
energy surfaces for Fl and F2 are warped surfaces. 
The warped surfaces for Fl are anisotropic, i.e., non-
spherical, to an appreciable extent. The warped sur¬ 
faces for V2 are nearly spherical; that is, their aniso¬ 
tropy is quite small. These remarks apply both to silicon 
and to germanium. 
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In those applications where mathematical simplicity 
is of the utmost importance, it is desirable to neglect 
the warping and treat the surfaces as though they were 
spherical. The warped surfaces can be approximated 
by spherical surfaces having the same average curva¬ 
ture by writing: 

h2 , _, 
E(k) «- [d ± x/ß- + C2/6]k2. (43) 

8tt2w 

The plus and minus signs refer to U2 and Tl, respective¬ 
ly. Use of this spherical approximation introduces a 
negligible error in the case of V2, but a significant error 
in the case of UI. 
Since the constant energy surfaces for UI and U2 

are warped, there will be a spread in the effective masses 
lor the holes occupying these two valence bands. The 
spread in the effective mass values is appreciable for 
the holes in UI, but quite small for the holes in U2. 
I'he spherical approximation given above can be used 
to determine average values for the effective masses 
of the holes in UI and U2. The results are as follows: 

Silicon : 
<m*n ) = 0.40 m <»i*V2) = 0.16 m Ratio = 3.1 

Germanium : 
(m*n) = 0.28 m (wt*r2> = 0.044 m Ratio = 6.4 

A third valence band, U3, is separated from UI and 
U2 by the effect of the spin-orbit interaction. The maxi¬ 
mum of U3 lies slightly below the common maximum 
of UI and U2 at the central point of the reduced zone. 
Denoting the magnitude of the spin-orbit splitting at 
this point by the symbol E,„, we may describe the k-
dependence ol the energy surfaces for U3 near the band 
edge of U3 by the following expression [19, 20]: 

E(k) = — E,a — (/i2/8ir2mM¿2. (44) 

I'he constant energy surfaces for U3 are strictly spheri¬ 
cal near the band edge. I'he effective masses for the 
holes in U3 in silicon and germanium are readily deter¬ 
mined ; they are: 

Silicon: mr3* = 0.24w. Germanium: my* = 0.077 ni. 

I'he best current estimates for E,o are |211: 

Silicon: £,o = O.O35 ev: Germanium: £,n = 0.28ev. 

The most remarkable feature ol the valence band 
structure of silicon and germanium is the presence of 
three valence bands near the valence band edge. This 
means that there are three classes ol holes, correspond¬ 
ing to unoccupied states in the three valence bands 
Ul, U2, and U3. The holes in each class have different 
dynamical characteristics. Eor example, the effective 
masses for the three types of holes are different. There¬ 
fore, the holes in Ul, U2, and U3 will contribute to the 
electrical conductivity and to other electronic trans¬ 
port processes in different ways |ior a further discussion, 
see references to Section XIV], 

What are the relative hole populations in the three 
valence bands? At temperatures for which ^£«£,0 
[£,<> is the spin-orbit splittine- at the central zone point], 
the number of holes in U3 will be negligible compared 
with the number of holes in either UI or U2. There 
will be an appreciable hole population in U3 only when 
kT is of the order of or greater than E„„. At room tern 
perature, where kT = 0.025 ev, there will bean apprecia¬ 
ble number of U3 holes in silicon, but virtually no U3 
holes in germanium. In the case of silicon, all three 
types of holes will be involved in electrical conduction 
at normal temperatures. In germanium, only two types 
of holes, those in UI and U2, will contribute to the 
electrical conductivity at normal temperatures. 

X. Band Structure Xear the Conduction 
Band Edge in Silicon and Germanium 

The conduction band edge occurs along the 100 axes 
ol the reduced zone in silicon, and along the 111 axes in 
germanium. The constant energy surfaces are prolate 
ellipsoids of revolution near each conduction band mini¬ 
mum in both crystals. The longitudinal and transverse 
effective mass components, m* and m*. for the elec¬ 
trons in silicon and germanium have the following 
values at 4°K, the temperature at which cyclotron res¬ 
onance experiments are performed: 

Silicon [221 : 
m* = 0.98 m m(* = 0.19 m mi*/m* = 5.2; 

Germanium [22]: 
w/* = 1.57w m* = 0.082 m mp/m* = 19.0. 

Here, as elsewhere in this paper, the mass of an electron 
in free space is represented by the symbol m. Since the 
energy band structure varies slightly with temperature 
the effective mass components are actually temperature 
dependent quantities. The room temperature values for 
m* and m* will be somewhat different from the values 
quoted above. It is possible to obtain values for the ef¬ 
fective mass ratio m*/m* over a wide temperature 
range from magnetoresistance measurements [14, 15]. 
However, the values obtained in this manner are not as 
accurate as those obtained by cyclotron resonance ex¬ 
periments. 

Cyclotron resonance and magnetoresistance experi¬ 
ments do not provide information bearing on the exact 
location of the conduction band minima in the reduced 
zone; these experiments merely indicate along which 
axes of the reduced zone the minima must lie. In order 
to determine the exact location of the minima along the 
appropriate axes of the reduced zone, it is necessary to 
turn to other types of measurements. 

In the case of silicon, there are two lines of experi¬ 
mental evidence [23, 24] which suggest that the minima 
occur along the 100 axes within the zone, rather than 
at the square face centers, i.e.. at the intersection of the 
100 axes with the zone boundaries. [Theoretical con¬ 
siderations support this view.I Kohn’s analysis [23] indi¬ 
cates that the minima lie between 2 and ï of the way 
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from the zone center to zone boundaries; that of Mac-
farlane and Roberts [24] suggests that the conduction 
band minima lie roughly 7/9 of the way from the cen¬ 
tral zone point to the square face centers. Therefore, it 
appears that there are six equivalent minima, rather 
than three, as would be the case if the minima were to 
occur at the square face centers. 

In the case of germanium, the experimental evidence 
is conflicting. The work of Enz [25] and ( onwell [26| 
suggests that the minima are more likely to occur at the 
hexagonal face centers than within the reduced zone 
along the 111 axes. [Our own work [4] supports this 
view.] On the other hand, the analysis of Macfarlane 
and Roberts [27] indicates that the conduction band 
minima lie roughly § of the way from the central zone 
point to the hexagonal face centers. Since we favor the 
former alternative, we have placed the conduction band 
edge in germanium at the hexagonal face centers in 
Fig. 10. if this is correct, as we believe it is, the conduc¬ 
tion band edge occurs at four equivalent points, rather 
than eight. In other words, there are four minima, 
rather than eight, at the conduction band edge. 
The width of the forbidden band, can be deter¬ 

mined by several methods [28], One of the most common 
involves a measurement of the change in the electrical 
conductivity with temperature. I he conductivity is 
proportional to the number of electrons in the conduc¬ 
tion band and holes in the valence bands, and the num¬ 
ber of carriers (electrons and holes) in turn depends on 
the ratio of the width of the forbidden band to the tem¬ 
perature [cf. Appendix], lienee, the width of the for¬ 
bidden band can be obtained by studying the temper¬ 
ature dependence of the electrical conductivity. 

Another common method for determining Egap is to 
measure the spectral distribution of the optical absorp¬ 
tion. The photon energy at the onset of absorption is a 
measure of the band gap. It is generally found that the 
values for Ewv determined by electrical conductivity 
and optical absorption measurements are in substantial 
agreement. Since the band structure changes with tem¬ 
perature, the width of the forbidden band is a temper¬ 
ature-dependent quantity. [1 he change in the band 
structure with temperature is due to the thermal expan¬ 
sion of the lattice.] Typical results for Egap at room 
temperature are as follows: 

Silicon [241 : Germanium [271: 
Ega„ = 1.08 ev. Eg„p = 0.65 ev. 

According to our best estimates, and to the available 
experimental evidence [29, 30], the conduction band in 
silicon approaches the valence band closely only in the 
neighborhood of the 100 minima. In the case of ger¬ 
manium, the conduction band appears to have three 
different types of minima; all three types of minima are 
not far removed from the valence band maximum on an 
energy scale. Optical measurements [29-31] suggest 
that the conduction band has a minimum at the central 
point of the reduced zone, and that this minimum lies 

0.1 ev (or slightly more) above the 111 minima—which 
define the true conduction band edge. Our interpreta¬ 
tion [32] of the observed variation [33] of the optical 
absorption edge with composition in germanium-silicon 
alloys [cf. Section XI] leads us to postulate the existence 
of six minima lying along the 100 axes of the reduced 
zone. We estimate the energy separation between the six 
100 minima and the (four) lower-lying 111 minima to be 
about 0.18 ev. The 111 minima, the 000 minimum, and 
the 100 minima are all shown in Fig. 10. Thus, the con¬ 
duction band in germanium approaches the valence 
band closely at points in the reduced zone other than 
the points at which the conduction band edge occurs. 

The free, i.e., the conduction band electrons in silicon 
will occupy states near the six 100 conduction band 
minima over the entire temperature range from abso¬ 
lute zero to the melting point. At low and moderate 
temperatures, the vast majority of the tree electrons in 
germanium will occupy states near the four 111 con¬ 
duction band minima. At elevated temperatures, a 
small fraction of the electrons will occupy states near 
the 000 minimum, and a still smaller fraction will oc¬ 
cupy states near the six 100 minima. The electrons in 
different types of minima will have different effective 
masses and hence different dynamical characteristics. 
However, the electrons in the 111 minima will exert the 
dominating influence over such processes as the elec¬ 
trical conductivity over the entire temperature range, 
by reason of their superior numbers. 

XI. Band Structure of Germanium-
Silicon Alloys 

Since silicon and germanium are both diamond-type 
crystals, and since these two crystals are formed from 
elements occupying adjacent positions in column IV ot 
the periodic table, one should expect that the energy 
band structures of silicon and germanium are related to 
each other in some manner. Some insight into this re¬ 
lationship can be gained by examining the solid sub¬ 
stitutional alloys of germanium and silicon over a range 
of composition starting with pure germanium and ex¬ 
tending to pure silicon. In a germanium-silicon solid 
substitutional alloy, the germanium and silicon atoms 
are arranged at random at the lattice sites of a diamond¬ 
type lattice. Christian [34] has succeeded in growing 
single crystals of germanium-silicon alloys of various 
compositions in the germanium-rich and silicon-rich 
portions of the composition range. 

Because an alloy is not a perfect crystal, but rather a 
disordered crystal [cf. Section I], it does not have an 
energy band structure in the strict sense. However, one 
can speak of the energy band structure for an alloy in a 
loose sense. The electronic energy spectrum of an alloy 
[35| contains a number of energy intervals in which there 
is ¿i high density of allowed states; these intervals may 
be called allowed bands. The energy spectrum for an 
alloy also contains a number ot energy intervals in which 
there is a low density of allowed states; these are essen-
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tially forbidden bands. While the transition from an 
allowed band to an adjacent forbidden band is sharp in a 
perfect crystal, the transition is rather gradual in an 
alloy. One may visualize the electronic energy spectrum 
of an alloy as consisting of a number of allowed bands 
[regions of high state densities] having small tails 
[regions oi low state densities] which extend into the 
forbidden bands [regions of negligibly low state densi¬ 
ties]. 

Since the lattice constants of perfect silicon and ger¬ 
manium crystals differ by only a few per cent, and since 
germanium and silicon atoms have the same valency, 
it is likely that the tails in the energj' spectrum of a 
germanium-silicon alloy represent a minor rather than 
a major feature of the energy spectrum. In the following 
discussion, we will treat the germanium-silicon alloys 
as though these alloys have energy spectra (energy band 
structures) which are very similar to the energy spectra 
of perfect crystals. We will assume that the optical 
gap—the photon energy at the onset of optical absorp¬ 
tion due to the excitation of electrons across the for¬ 
bidden band—is a measure of the width of the forbidden 
band. 

The author has proposed a theory of the energy band 
structure of germanium-silicon alloys in order to explain 
the observed variation of the optical gap of such alloys 
with composition. The experimental results are as fol¬ 
lows [33]: In the region 0 to 15 mol per cent silicon, the 
optical gap is found to increase linearly with composi¬ 
tion. Between 15 and 100 mol per cent silicon, the varia¬ 
tion of the optical gap with composition is nearly linear, 
but the slope oi the optical gap vs composition curve in 
this region is roughly one half as large as the slope in the 
former region. Further, there is a sharp break in the op¬ 
tical gap vs composition curve at 15 mol per cent silicon. 

The explanation put forward by the author [32] runs 
as follows: As silicon is added to germanium in the range 
0 to 15 mol per cent silicon, the lowest conduction band 
moves away Iront the highest valence band. However, 
the 111 minima in the conduction band move away from 
the valence band at a more rapid rate than do the 100 
minima. In the range just mentioned, the 111 minima 
lie below the 100 minima, and the variation of the op¬ 
tical gap with composition is determined by the rate at 
which the 111 minima move away from the valence 
band edge. 

At 15 mol per cent silicon, the 111 and the 100 minima 
coincide on an energy scale. Between 15 and 100 mol 
per cent silicon, the 111 minima lie above the 100 
minima, and the variation of the optical gap with com¬ 
position is determined by the rate at which the 100 
minima move away from the valence band edge. Since 
the 111 minima move more rapidly than the 100 minima, 
the slope of the optical gap vs composition curve is 
larger in the former range than in the latter. 
The 000 conduction band minimum moves away from 

the valence band edge at a more rapid rate than either 
the 111 or the 100 minima. Consequently, the 000 mini¬ 

mum does not play a role in determining the optical gap 
over the entire range of composition from pure germa¬ 
nium to pure silicon. The valence band structure changes 
continuously over the composition range; the valence 
band edge remains at the central point of the reduced 
zone for all compositions. 

Magnetoresistance measurements on germanium-
silicon alloys have been performed by Glicksman [36] in 
order to test the validity of the theory described above. 
Glicksman’s results tend to support the theory. Cyclo¬ 
tron resonance absorption measurements on a few sam¬ 
ples of germanium-rich and silicon-rich alloys have been 
reported by the Berkeley group [37], The cyclotron 
resonance results are consistent with our theory. 

I'he fact that a theory of germanium-silicon alloys 
could be proposed solely on the basis of one piece of ex¬ 
perimental evidence—the variation of the optical gap 
with composition—suggests that similar theories can 
be developed to explain the generic relationships which 
must exist between the energy band structures of similar 
or related crystals. The author [38] has taken a first step 
in the direction of linking the energy band structures of 
diamond-type crystals on the one hand with those of 
certain zinc-blende-type crystals on the other. 

XII. Lattice Vibrations and Phonons 

In this section we will make a brief departure from 
the theory ot electronic energy bands, and discuss the 
theory of lattice vibrations. We will describe the gen¬ 
eral nature of lattice vibrations, and the manner in 
which the normal modes of vibration can be cataloged. 
It will be seen that the lattice vibrational spectrum has 
many features in common with the electronic energy 
band spectrum. The phonon concept will be considered 
briefly at the end of this section. The information to be 
presented below will find an immediate application in 
the next section, where we treat the collisions between 
electrons or holes and phonons. 

rhe nuclei in a crystal can be set into oscillation about 
their equilibrium positions by the application of heat, 
by optical excitation, and by other means. Since the 
motions of the various nuclei are coupled together, a 
nuclear vibration will generally involve all the nuclei in 
the crystal. Any vibration of the nuclear assembly is 
called a lattice vibration because the nuclei in a crystal 
are arranged in the form of a lattice. 

Any lattice vibration can be resolved into a certain 
number of normal modes of vibration, just as any peri¬ 
odic function can be analyzed into its harmonic com¬ 
ponents. Each normal mode describes a possible type 
of vibration. The total number of normal modes of vi¬ 
bration is equal to the total number of vibrational de¬ 
grees of freedom of the nuclei in the crystal. Consider a 
cyclic crystal containing V3 unit cells, with A nuclei per 
unit cell. Since each nucleus has 3 vibrational degrees of 
freedom, and there areAiV nuclei in the cyclic crystal, 
there must be 3AAr3 vibrational degrees of freedom in 
all; hence 3 AN3 normal modes of vibration. 
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Each normal mode of vibration is essentially an elastic 
wave. As such, it can be classified according to its fre¬ 
quency, its wavelength, and its direction of propagation. 
In special cases, it can be classified according to its di¬ 
rection of polarization as well. [If all the nuclei in the 
crystal vibrate in the same direction, this direction is 
the direction of polarization; if different nuclei oscillate 
in different directions, a polarization direction cannot be 
assigned. I 

Each normal mode can be characterized by a reduced 
wave vector q. The wavelength, X, of a normal mode is 
given by the expression: X = 27t/g, where q is the mag¬ 
nitude of q. I'he direction of q defines the direction of 
propagation of the mode. The reduced wave vector q 
has the same geometrical properties as the reduced wave 
vector k employed previously in describing the elec¬ 
tronic quantum states. Thus, the reduced wave vector q 
is restricted to a set of AT8 allowed values. The allowed 
values of q are uniformly distributed in the reduced 
zone. 

We will denote the angular frequency of a normal 
mode by the symbol w„(q), where n is an integer ranging 
from 1 to 3A. [A is the number of nuclei in the unit cell.] 
For each choice of q, the subscript labels the angular 
frequencies according to the following scheme: 

0 < u^q) < u2(q) ■ • • < cv3.i(Q>. (45) 

Since there are N3 choices of q, and 3A choices for g, the 
3/1W normal modes are fully accounted for. 

It can be shown that w„(q), regarded as a function of 
q, is a continuous function of q throughout the reduced 
zone, for each choice of p. The N3 normal modes asso¬ 
ciated with each index g are said to form a branch of the 
vibrational spectrum. 

The long wavelength modes belonging to the three 
lowest branches of the vibrational spectrum of any 
crystal correspond to sound waves. For this reason, 
these three branches are called the acoustical branches. 
It can be shown that: 

oy(q) —> 0 as q —> 0 for g = 1, 2, 3. (46) 

In the region of very small q (very long wavelength), 
wM(q) is directly proportional to q for each direction of 
propagation. Hence the phase velocity is a constant for 
the long wavelength modes of each acoustical branch, 
for a given direction of propagation. This is a well known 
characteristic of sound waves. 

Since sound waves can generally be classified as either 
longitudinal or transverse, we can further classify the 
acoustical branches as follows: The branch containing 
the longitudinal sound waves is called the longitudinal 
acoustical (LA) branch; the other two are known as the 
transverse acoustical (TA) branches. 

If a crystal has only one nucleus per unit cell, there 
will be only three branches in its vibrational spectrum, 
namely, the three acoustical branches. However, if 
there is more than one nucleus per unit cell, there will be 
additional branches. These additional branches are 

called the optical branches. [In polar crystals, which 
contain two nuclei per unit cell, the modes in the addi¬ 
tional branches can be excited optically; hence the desig¬ 
nation “optical branches.”] In a crystal having A nuclei 
per unit cell, there will be 3/1-3 optical branches. 

If we examine the function wM(q) for any optical 
branch, we find that as q approaches zero, wM(q) ap¬ 
proaches a finite value rather than zero, as was the case 
for the acoustical branches. 

For each mode belonging to the long wavelength 
region of an acoustical branch, all the nuclei in each 
unit cell vibrate in the same direction. For each mode 
belonging to the long wavelength region of an optical 
branch, the nuclei in each unit cell generally vibrate in 
different directions. This is an important distinguishing 
feature of acoustical and optical branches. 

Since diamond-type crystals have two nuclei per unit 
cell, the vibrational spectrum for such crystals contains 
three acoustical branches and three optical branches. 
The two nuclei in each unit cell vibrate in opposite di¬ 
rections for any mode belonging to the long wavelength 
region of any optical branch. If the common direction of 
vibration is parallel (perpendicular) to the direction of 
propagation, the mode is termed a longitudinal (trans¬ 
verse) mode. I'he optical branch containing the longi¬ 
tudinal modes is called the longitudinal optical (LO) 
branch; the other two are called the transverse optical 
(TO) branches. 

Fig. 12—Lattice vibrational spectrum for germanium, based on the 
calculations by Hsieh. The transterse branches are degenerate 
along the 100 and the 111 axes, and are non-degenerate along the 
110 axis. 1 he symbols TA, LA, LO, and TO refer to the transverse 
acoustical, longitudinal acoustical, longitudinal optical, and 
transverse optical branches, respectively. 

The lattice vibrational spectra for silicon and ger¬ 
manium have been calculated by Hsieh [39] on the basis 
of an approximational method developed by Born |40] 
and later elaborated by Smith [41]. The lattice vibra¬ 
tional spectrum for germanium, as given by Hsien’s work 
(cf. Table 1 of reference [39]), is shown in Fig. 12 above. 
We have plotted w^q} vs q for q lying along the 100, the 
110, and the 111 axes of the reduced zone. The six 
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branches are labeled in accordance with the notation 
described above: LA stands for the longitudinal acous¬ 
tical branch, etc. The transverse branches are degen¬ 
erate along the 100 and the 111 axes, but not along the 
110 axis. The vibrational spectra for silicon and ger¬ 
manium are very similar, at least so far as form is con¬ 
cerned. A good picture of the vibrational spectrum for 
silicon can be obtained from big. 12 by doubling the 
energy scale. Since the work of Hsieh is based on a num¬ 
ber of approximations, the results should be regarded as 
approximate, rather than exact. 

We now return to the general theory. It can be shown 
that the vibrational energy of each normal mode of vi¬ 
bration is quantized. 1'hat is, the vibrational energy of 
a mode can assume any one of a certain set of discrete 
values, and no others. The allowed values of the vibra¬ 
tional energy of a normal mode are: 

(„ + 1/2)^ (47) 

where n is a positive integer or zero, and where v is the 
frequency of the mode. The state of excitation of the 
normal mode is specified by the quantum number n. 

When a crystal is in thermal equilibrium, the total 
vibrational energy of the lattice is distributed in a cer¬ 
tain manner among the various normal modes. It can 
be shown that, under conditions of thermal equilibrium, 
the average value of w, (w), of a normal mode having 
frequency v is given by Planck’s law : 

The average vibrational energy (E) of the mode is given 
by: 

<E) = [<n> + Uäk (49) 

The total vibrational energy of the lattice can be ob¬ 
tained by summing (E) over all the normal modes. 

At the absolute zero of temperature, (w) = 0 for all the 
normal modes. At very low temperatures, the only nor¬ 
mal modes which are excited to any appreciable extent 
are those having very low frequencies. These modes are 
of course the long wavelength acoustical modes. At 
moderate temperatures, all the acoustical modes become 
excited. The optical modes do not become excited to any 
significant extent until the temperature reaches rela¬ 
tively high values. 

The vibrational amplitude associated with a normal 
mode is directly proportional to the square root of the 
vibrational energy of the mode. As the temperature is 
raised, the vibrational amplitude of each normal mode 
increases. It follows that the nuclei will oscillate more 
and more violently about their equilibrium positions as 
the temperature is raised. However, the nuclear dis¬ 
placements w'ill generally be quite small compared with 
an inter-nuclear spacing, over the entire temperature 
range from absolute zero to the melting point. 

It is convenient to describe the state of excitation of 
the various normal modes in terms of the phonon con¬ 

cept. A phonon represents a unit quantum excitation of 
a normal mode of vibration. The state of excitation of a 
given normal mode is given by the quantum number n, 
which is a measure of the number of phonons contained 
in the mode. If a normal mode is excited by a unit 
amount, a phonon is created; if a normal mode is de¬ 
excited by a unit amount, a phonon is destroyed. It 
should be noted that a phonon is not a lattice vibration 
as such, but rather a unit quantum excitation of some 
normal mode of vibration. 

To sum up: The possible vibrations of the nuclei in a 
crystal are given by the normal modes of vibration. The 
normal mode frequencies form a spectrum, the lattice 
vibrational spectrum. The energy content of each nor¬ 
mal mode is quantized, and the state oi excitation of a 
given normal mode is given by the number of phonons 
(w) contained in the mode. The distribution of phonons, 
and the distribution of vibrational energy, among the 
various normal modes, under conditions oi thermal 
equilibrium, are given by the functions (42) and (43), 
respectively. The vibrational amplitudes of the nuclei 
in a crystal increase with increasing temperature. 

XIII. Collisions Between Electrons or 
Holes and Phonons 

In the earlier sections, we were concerned with the 
nature of the available electronic quantum states, and 
with the manner in which the electrons are distributed 
among these quantum states under equilibrium condi¬ 
tions. In Section VI, we considered the behavior of elec¬ 
trons and holes under nonequilibrium conditions. We 
showed how the instantaneous velocities and accelera¬ 
tions of electrons and holes, between successive collisions 
with the lattice, can be determined from a knowledge 
of the energy band structure. In the previous section, we 
treated the vibrational quantum states of the lattice 
vibrations. In the present section, we will tie some loose 
ends together, and consider the collisions between elec¬ 
trons or holes and the lattice. We will explain how an 
electron or a hole can be forced from one quantum state 
to another by suffering a collision with the lattice. In 
order to avoid duplication, we will only treat electron¬ 
lattice collisions. The remarks we are about to make 
concerning such collisions apply to hole-lattice collisions 
as well. 

Whenever a collision between an electron and the 
lattice occurs, energy will be transferred from the elec¬ 
tron to the lattice, or vice versa. If the lattice gains 
(loses) energy, one of its normal modes may be excited 
(de-excited) by a unit amount. While other mechanisms 
of energy transfer exist, the one just mentioned is by far 
the most important. Therefore, we will ignore the others, 
and confine ourselves to the collision process involving 
the unit excitation or de-excitation of some normal 
mode. 

Consider an electron initially in the state ß, k. Let us 
assume that the electron interacts with the normal 
mode v, q, and that as a result of the collision, the elec-
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trou makes a transition to some state ¡3', k' which was 
initially unoccupied. In any collision, energy and mo¬ 
mentum must be conserved. In quantum mechanics, 
these conservation requirements limit the possible tran¬ 
sitions between states. I he rules governing possible 
transitions are called selection rules. I he momentum 
conservation rule takes the form: 

k' = k + q + h. (50) 

where h is a reciprocal lattice vector. This is a mo¬ 
mentum conservation rule because the product of any 
quantity in (50) and (h/2ir) has the dimensions of a 
momentum. I he reciprocal lattice vector h appears in 
(50) to guarantee that k', k, and q all lie in the reduced 
zone or on the boundaries of the reduced zone. Since the 
propagation (or wave) vector of the electron is changed 
as a result of the collision, the electron is deflected, or 
scattered, by its interaction with the normal mode. 

I he second selection rule is an energy conservation 
condition: The energy gained or lost by the electron 
must be equal to the energy lost or gained by the normal 
mode. That is: 

Eß’(k') = Eßdk + q + h) = E^k) + hv, (51) 

where Eß^k} and Eß'(k') are the initial and the final 
electron energies, respectively. It the normal mode is 
excited by a unit amount (the minus sign in (51 )], a 
phonon of energy hv is created; if the normal mode is de¬ 
excited by a unit amount (the plus sign in (51)], a 
phonon of energy hv is destroyed. The interaction be¬ 
tween a normal mode and an electron leading to the 
creation or to the destruction of a phonon is commonly 
called an electron-phonon collision. 

\\ e will confine our remarks in the following discus¬ 
sion to the collisions between electrons and phonons in 
non-polar crystals such as silicon and germanium, First, 
we will consider a nonpolar crystal in which the con¬ 
duction band has a single nondegenerate minimum 
located at the central point of the reduced zone. (This 
situation might obtain in the case of grey tin.] In such 
a crystal, the phonons most likely to be involved in 
electron-phonon collisions are the long wavelength 
(longitudinal) acoustical phonons. When an electron 
collides with a long wavelength acoustical phonon, it 
will gain or lose a small amount of energy, and it will be 
deflected only slightly; i.e., its reduced wave vector will 
change only slightly. [Explanation: Long wavelength 
acoustical phonons have small reduced wave vectors q 
and small energies Av.] Hence, electron will make a tran¬ 
sition from its initial state to an adjacent final state. 

Second, let us consider a nonpolar crystal in which 
the conduction band has a number of nondegenerate 
minima located at well-separated, symmetrically equiv¬ 
alent points in the reduced zone. [This is the case for 
both silicon and germanium.] In such a crystal, the elec¬ 
trons can collide with both long and short wavelength 
acoustical phonons under suitable conditions. If an 
electron collides with a long wavelength acoustical 

phonon, it will make a transition between two states 
both of which lie near the bottom of the same conduc¬ 
tion band minimum. This type of collision is quite simi¬ 
lar to the one described above, in that the electron gains 
or loses a small amount of energy, and changes its re¬ 
duced wave vector only slightly. If an electron collides 
with a short wavelength acoustical phonon, it can make 
a transition between two states which lie near the bot¬ 
toms of different conduction band minima. In this case, 
the electron will be strongly deflected: the short wave¬ 
length phonon has a large reduced wave vector q. Fur¬ 
ther, the electron will gain or lose an appreciable amount 
of energy: the short wavelength phonon has an appreci¬ 
able energy hv. 

At very low temperatures, the collisions with long 
wavelength acoustical phonons will account for nearly 
all the collisions. At moderate and high temperatures, 
both types of collisions will occur. At high temperatures, 
collisions with the long and short wavelength optical 
phonons will also occur. [In polar crystals such as sodium 
chloride, collisions with (longitudinal) optical phonons 
are the most important ones at all temperatures.] 

The probability per unit time of an electron making 
a collision is 1 r, where r is called the collision time. 
I he collision time for an electron will depend upon its 
dynamical characteristics, such as its energy, its effec¬ 
tive mass, and its direction of propagation. These in turn 
depend upon the state it occupies prior to the collision. 
The collision time will usually exhibit a marked tem¬ 
perature dependence. In general, the collision time will 
decrease as the temperature is increased. 

In the next section we will discuss briefly the theory 
of electrical conductivity and show how the electron¬ 
phonon collisions provide a dissipative mechanism 
whereby the energy gained by electrons from an ap¬ 
plied electric field is transferred, in an irreversible man¬ 
ner, to the lattice. The energy thus gained by the lattice 
appears in the form of heat energy. We will see that the 
collision time plays a central role in the theory of elec¬ 
trical conductivity. 

Xl \ . Electrical Conductivity 

In this section we will show how the electrical con¬ 
ductivity ot a crystal is related to the quantum states 
which the charge carriers occupy, and to the collision 
times of these carriers. We will also give references to 
recent work dealing with the electrical properties of sili¬ 
con and germanium. 

\\ hen a crystal is in a state of thermal equilibrium, its 
electrons are distributed among the available quantum 
states in the manner described in Section IV. In a non-
metallic crystal, there will be a certain number of elec¬ 
trons in the conduction bands, and a like number of 
holes in the valence bands. In the interest oi simplicity, 
we will confine our attention to the conduction band 
electrons, and assume all the electrons occupy states in 
the lowest conduction band. Since we will deal only 
with ¿i single band, we may suppress the band index (3-
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Under equilibrium conditions, the current density 
due to the motion of the electrons (in the lowest con¬ 
duction band) is given by the following expression: 

Jo = - (2)(l/2^)’(e) J v(k)f0(k)dk, (52) 
where dk=dk\dk*dkz [cf. (12) above]. The integral is 
carried over the entire reduced zone. The factor 2 in 
front of the integral sign takes the double occupancy of 
each quantum state k into account. v(k) is the velocity 
of an electron in the state k. We will assume that the 
electronic distribution among the available conduction 
band states is governed by the Maxwell-Boltzmann or 
the classical statistics. Thus, we have: 

folk) = exp [-{ E(k) - i|/A7’|, (53) 

where E(k) is the energy of an electron in the state k. 
and where £ is the Fermi energy. 

It is a simple matter to prove that /„ is identically 
zero. The proof involves the following considerations: 
(a) The velocity v(k) is equal to (2ir/h) grad* E(k) 
[cf. (34) above], (b) The energy function E{k} satisfies 
the symmetry property E(k) = E( — k) [cf. (19) above], 
(c) v(k) = —v( — k) since grad* £( A) = — grad*£( — A). 
(d) To each electron in a state k, there corresponds an 
electron in the state — k; i.e., f0(k) =fa( — k). It follows 
that the currents associated with the motions of the 
various electrons cancel in pairs, leaving a zero net cur¬ 
rent. What we have shown is that there is no current 
flow when the crystal is in thermal equilibrium. 

Suppose a steady electric field £ is applied to the 
crystal. In this case, the crystal will be in a state of non¬ 
equilibrium, and the electronic distribution will depart 
from fn(E), the equilibrium distribution function. We 
will label the non-equilibrium states by A[ = A(f)], and 
we will denote the non-equilibrium distribution function 
by/(A). For convenience, we will suppress the time de¬ 
pendence of k, and write k(t) simply as k. 

In the presence of the field Ê, there is a nonvanishing 
electric current density given by 

J = — (c/4tt3) J* v(k)f(k)dk (54) 
It should be noted that while fo(k) =/0( — k„), f(k) 
¿¿/( — k). As we will see below, it is possible to express J 
as follows: 

J = <r£. (55) 

This relation defines a, the conductivity tensor. In 
cubic-type crystals such as silicon and germanium, the 
nondiagonal components of cr vanish identically, and 
the electrical conductivity tensor reduces to a scalar 
quantity. In other words, the current flow will be parallel 
to the direction of the applied field in silicon and ger¬ 
manium. 

The electrical conductivity associated with the con¬ 
duction band electrons can be determined if the energy 

band structure is known, i.e., if v(E) is a known function, 
and if the nonequilibrium distribution function f(k) is 
known. For the sake of argument, we will assume that 
v(k) is given. We will now consider the manner in which 
f(k) is evaluated. 

I'he distribution of the electrons among the available 
quantum states may vary because the electrons are 
accelerated by the applied field during their motion 
through the crystal. The distribution may also vary as a 
result of the collisions between the electrons and the 
phonons. 'I'he rate of change of f(k) due to the action of 
the applied field is given by the expression: — e{2ir/h^-
grad*/(A). We will denote the rate of change of /'( A) due 
to collisions by the symbol [d/(A)/d/](.„u. Under steady 
state conditions, the following equality must be satis¬ 
fied: 

- e( Ik/ h) £ • grad *■ k) r VW| 
- e/ _ co || 

(56) 

The collision term is generally a complicated integral 
which can be explicitly evaluated only if the collision 
mechanism is known in sufficient detail. 

In many cases of physical interest, it is possible to ex¬ 
press the right-hand-side of (56) in terms of the depar¬ 
ture from equilibrium in the following manner: 

|i/(A)/a/]coI1 = - [/(A) - /0(A)]/t(A). (57) 

This relation defines the quantity r(k), which is called 
the relaxation time for an electron in the state A. In 
order to establish the physical significance of the relaxa¬ 
tion time r(k), we will assume that the distribution/(A) 
is set up by an applied force which is suddenly removed 
at time t = 0. 'I'he rate of approach to equilibrium is then 
given by: 

a[/(A) -/n(A)]/a/ = - [/(A) - ME) ]/r(A). (58) 

1 he solution of this differential equation has the form: 

(/(*) — /oWb = [/(A) — f„(k) b=o exp [ —f/r(A)]. (59) 

Thus, t(A) is the time constant of the decay of the sys¬ 
tem from its initial, nonequilibrium state to its final, 
equilibrium state. The relaxation time r(A) is essentially 
the collision time defined at the end of the previous sec¬ 
tion. The terms relaxation time and collision time can 
both be used to refer to the quantity defined by (57) 
above. 

We will assume that a relaxation time can be defined 
in the sense of (57); that is, we will assume that the col¬ 
lision term appearing in (56) can be expressed in the 
form (57). Thus, we may write: 

-(2re/h) Ê-grad* /(A) = - [/(A) -/0(A)]/r(A). (60) 

This equation, which is known as the Boltzmann trans¬ 
port equation, may be rewritten as: 

fW = foW + (27re/A)r(A)£-grad*-/(A). (61) 
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Since/(A) departs only slightly from/0(¿) for the fields 
Ê normally of interest, we may replace/(A) by /0(Ä) on 
the right-hand-side of (61). This gives: 

fW = foW + (27re/Â)r(Â)Ê-grad* fo(k) 
(62) 

= f0(k) + er(k)v(k)kHdFdkY 

Writing: 

■ri = 22 tifa i,j = X, y, z, (63) 
i 

we have for the ij component of the electrical conductiv¬ 
ity tensor: 

aH = - (e2/4ir3) J' r(k)vi(k)Vj(k)dfo(k)/dE(k)dk. (64) 

1 he electrical conductivity component depends upon 
the weighted average of the product r(k)Vi(k)Vj(k), 
the energy gradient of the function fo{k) serving as the 
weighting function. It is not difficult to show that 
the electrical conductivity is directly proportional to 
the number of electrons in the conduction band. The 
temperature dependence of the electrical conductivity 
is due to the change in the number of electrons with tem¬ 
perature, and to a lesser degree to the change in the 
relaxation time with temperature. I he electrical con¬ 
ductivity and its temperature dependence can be deter¬ 
mined if r(k) and E(k) are known. 

W e have gone through the preceding analysis not so 
much to obtain specific results, as to bring out the inti¬ 
mate relationship between the energy band structure 
and the electrical conductivity tensor. By studying the 
electrical conductivity, its temperature dependence, 
and certain related electrical properties, such as the 
magnetoconductivity and the piezoconductivity, it is 
often possible to obtain useful information bearing on 
the energy band structure. Reversing the argument, we 
may say that a knowledge of the energy band structure 

and a knowledge of the relaxation time—is essential 
to the proper understanding of the transport of elec¬ 
tricity (or heat) by the electrons, and of the change in 
this transport produced by a magnetic field, a mechan¬ 
ical force, etc. 

Since the primary emphasis of this paper is on the 
energy band structure, rather than on the electronic 
transport properties, we will not attempt to describe 
the electrical properties of silicon and germanium here. 
Instead, we will conclude this section by listing the vari¬ 
ous types of transport processes which have been inves¬ 
tigated in order to elucidate the energy band structure 
of silicon and germanium. The interested reader might 
consult the original papers for further information. The 
theory of electronic transport processes in silicon and 
germanium is treated most comprehensively in the 
papers by Herring [42], Herring and Vogt [43], and 
Brooks [44]. 

I'he transport processes of interest are the following: 

(a) Electrical conductivity and its temperature depend¬ 
ence [42-45] 

(b) Hall effect and magnetoresistance [14, 26, 42-44, 46] 
(c) Electrical conductivitv and its pressure dependence 

[44, 47] 
(d) Piezoresistance 116, 42-44, 48| 
(e) Thermoelectric power [42-44, 49] 
(/) Dielectric constant at microwave frequencies [42-

44, 50] 
(g) Magnetic susceptibility [25] 

XV. Optica i. Absorption and Emission 

In this section, we will describe some of the mecha¬ 
nisms which are responsible for the absorption and emis¬ 
sion of optical energy in perfect (nonmetallic) crystals. 
W e will be primarily interested in absorption or emission 
processes involving the destruction or the creation of a 
photon having a frequency lying in the infrared or visi¬ 
ble region of the electromagnetic spectrum. 

As is well known, a photon represents a unit quantum 
excitation of a monochromatic electromagnetic wave. 
We will denote the frequency of the photon by the 
symbol pPhoton, and the propagation vector of the photon 
by the symbol qPhotoi>: I'he energy of the photon, or 
light quantum, is simply hvphoton- The photon wave¬ 
length is given be . XPhoton — 27r/^photon, where ^photon is 
the magnitude of qPhoton. 

One of the simplest absorption acts involves the de¬ 
struction of a photon and the excitation of an electron 
from some initial state ß, k to some final state ß’, k’. 
The final state must be unoccupied before the excitation 
process occurs [Pauli Principle], Energy and momentum 
must both be conserved during the absorption act. The 
momentum conservation selection rule takes the form: 
k' = £+gPhoton. Since the wavelength of an infrared or a 
visible photon is very large compared with a lattice con¬ 
stant, the photon momentum is a negligible quantity. 
Therefore, we may drop the term qphoton, and rewrite 
the momentum conservation rule as follows: 

k’ = k. (65) 

Since the reduced wave vectors of the initial and final 
electronic states are equal, the electronic transition is 
called a vertical transition. [Visualize energy plotted 
vertically and k plotted horizontally. The line connect¬ 
ing the initial and the final states on an energy band 
diagram is a vertical line.] Energy conservation rule is: 

E's-(Â') = Eg’(k) = Eg(k) + ÄPphoton, (66) 

where E^k) and Eß\k') are the initial and final elec¬ 
tronic energies, respectively. I'he corresponding emis¬ 
sion act is governed by the same rules as govern the ab¬ 
sorption act: (a) I he final state must be unoccupied 
before the emission takes place, (b) I'he electronic tran¬ 
sition is vertical, i.e., k'= k. (c) Energy is conserved: 

Ef>'W = E^k) = E¿k) - hv^,m, (67) 
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where the various symbols have the same meaning as 
betöre. 

Consider a crystal for which the valence and the con¬ 
duction band edges occur at the same point in the re¬ 
duced zone. 'Die minimum photon energy required to 
induce an electron transition across the forbidden band 
at the absolute zero of temperature is a direct measure 
of the width of the forbidden band at this temperature. 
Suppose we excite an electron from a state at the top oi 
the valence band to a state at the bottom of the con¬ 
duction band. If the electron returns to the initial val¬ 
ence state by emitting a photon, the energy of the 
photon will be equal to the width of the forbidden band, 
rhe emission act may be described as the radiative re¬ 
combination of an electron and a hole. 

A second type of absorption or emission involves (a) 
the destruction or the creation of a photon, (b) the 
transition of an electron from some initial state to some 
final state, and (c) the creation or the destruction of a 
phonon. As before, the electron must make a transition 
into an unoccupied state. For these processes, the mo¬ 
mentum conservation condition takes the form: 

k' = k + qphonon + b. (68) 

where qpiumo» is the reduced wave vector of the phonon, 
and where h is a reciprocal lattice vector. The term 
Qphoton has again been omitted, h appears in (68) to in¬ 
sure that k. k' , and qphomm all lie in the reduced zone or 
on the boundaries of the reduced zone. An electronic 
transition involving the creation or the destruction of 
a phonon is called a nonvertical transition because the 
reduced wave vector of the electron changes as a result 
of such a transition. 

The energy conservation conditions lor the lour pos¬ 
sible types of nonvertical electronic transitions may be 
written as follows: 

Ej'ik ) Ej'^k T qphonon T b I 
= Ep(k) ± hv,ihonon i ^^photon, (66) 

where the minus signs refer to creation processes, and 
the plus signs to destruction processes. 

Consider a crystal in which the valence and the con¬ 
duction band edges occur at different points in the re¬ 
duced zone, namely, k, and kr, where k, ^kc. This 
situation obtains in both silicon and germanium. At 
absolute zero temperature, there are no phonons present, 
and the absorption or emission of a photon cannot pro¬ 
ceed with the destruction of a phonon. However, the 
absorption or the emission of a photon can proceed if a 
phonon is created. The minimum photon energy re-
quired to induce an electronic transition from the top of 
the valence band to the bottom of the conduction band 
at absolute zero temperature is: 

f^pbnton E„,n,l(kc) Ev̂\(^k T” ^tVphonon 

=  b Rl4p T ÀPphonon* (d)) 

Thus, the threshold for optical absorption due to non¬ 
vertical electronic transitions occurs at a frequency 

higher than that corresponding to the width of the for¬ 
bidden band, E^p- As the temperature is raised, the 
phonon population increases. At moderately high tem¬ 
peratures, there will be enough phonons present for 
optical absorption at the threshold to proceed by the 
destruction of a phonon. In this case, we have: 

ÄVphoton ” Evon^kf) Eva\(kO Qphonon 
“ E^np ^phonon- ( 1 ) 

In this temperature range, the optical absorption edge 
occurs at a frequency lower than that corresponding to 
the width of the forbidden band. 

It follows that the optical absorption edge will ex¬ 
hibit a temperature dependence which is related to the 
temperature dependence of the phonon population. As 
the temperature is raised, the width of the forbidden 
band will change slightly due to the thermal expansion 
of the lattice. The change in £gap with temperature also 
influences the temperature dependence of the optical 
absorption edge. 

A third mechanism for absorption of radiant energy 
involves the excitation of the normal modes of vibration. 
In this type of absorption, the electrons do not make 
transitions between states; only the phonons are in¬ 
volved. Since this mechanism is not directly related to 
the electronic energy spectrum, we will not discuss it 
any further. The interested reader might consult the 
paper by Lax and Burstein [51] for information concern¬ 
ing the lattice absorption in nonmetallic crystals. 

It is instructive to examine the relationship between 
the optical properties of silicon and germanium and 
their energy band structures [30, 44, 52]. 

The optical absorption in crystals such as silicon and 
germanium is due to four effects: (a) lattice absorption: 
(b) absorption due to the excitation of electrons or holes 
within their respective bands; (c) absorption due to the 
excitation of free holes from one valence band to an¬ 
other; and (J) absorption due to the excitation of elec¬ 
trons across the forbidden band. 

The lattice contribution to the absorption spectrum 
consists of a number of bands. These bands have not 
yet been unambiguously correlated with the lattice 
vibrational spectrum, though attempts in this direction 
have been made [51]. 

'I'he absorption due to the excitation of free electrons 
from states in the conduction band to other states in the 
conduction band is directly proportional to the number 
of free electrons present. This type of absorption is 
characterized by an inverse square dependence on the 
wavelength of the incident light, and can be observed 
at wavelengths above the wavelength corresponding to 
the threshold for fundamental absorption, i.e., absorp¬ 
tion due to the excitation of electrons across the forbid¬ 
den band. At wavelengths below the threshold lor funda¬ 
mental absorption, the free electron absorption is 
masked by the much stronger fundamental absorption. 

We have already discussed the absorption due to free 
holes in germanium [21] in Section XIII. I he most in-
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teresting feature of this absorption is the fine structure 
in the absorption spectrum due to interband hole 
transitions. The absorption due to free holes in silicon 
exhibits an inverse square dependence on wavelength 
to the highest wavelengths at which measurements have 
thus far been performed. A fine structure due to inter¬ 
band hole transitions is expected in the far infrared, a 
legion ot the spectrum which has not vet been fullv ex¬ 
plored. The fine structure in germanium appears in the 
near infrared because the spin-orbit splitting in ger-
manium is considerably larger than the spin-orbit split¬ 
ting in silicon. 

I'he width of the forbidden band. and the tem¬ 
perature dependence ol E^ can be determined by exam¬ 
ining the behavior oi the threshold lor fundamental ab¬ 
sorption at low levelsol absorption asa function of tem¬ 
perature. A theory ol the absorption near the absorption 
edge in silicon and germanium has been developed by 
Madarlane and Roberts |24. 27], This theory is essen¬ 
tially a phencr.:enologi< al extension of the work of Hall. 
Bardeen, and Blatt [53], Macfarlane and Roberts assume 
that the only phonons which participate in the absorp¬ 
tion are the phonons in the longitudinal acoustical 
branch ol the vibrational spectrum. According to the 
selection rule (68), the reduced wave vector of the pho¬ 
nons must be equal to kc, the reduced wave vector for 
electrons at the bottom of the conduction band. (In 
silicon and germanium, k. = (0, 0, 0), and h = (0, 0, ()).] 
The theory of Macfarlane and Roberts [24, 27], leads 
directly to the values lor /£gap and hvvh, and indirectly 
to the value of kc. Typical results for Egap are as follows: 

Silicon : 
E„p=1.14 ev at T = 0°K; 
Egap = 1-08 ev at T = 300°K. 

( Germanium: 
Egap = 0.73 ev at 7'=0°K; 
EgaP = 0.65 ev at T = 300°K 

The values obtained for ÄPphonon, the energy of the longi¬ 
tudinal acoustical phonon, are: 

Silicon : phonon = 0.052 ev : 
Germanium: hv,,\,ono„= 0.022 ev. 

In order to determine the values of qPh„»on I = A>], it is 
necessary to make some assumptions concerning the 
nature ol the lattice vibrational spectrum. Macfarlane 
and Roberts calculated the spectra for silicon and ger¬ 
manium by the same procedure that Hsieh [39] em¬ 
ployed, namely, the method developed by Smith [41], In 
the case of silicon, Madarlane and Roberts found that 
kc lies 7/9 ol the way from the central zone point to the 
square lace centers. A similar value for k, was obtained by 
Ixohn [23] on the basis of his interpretation of hyperfine 
splitting data. We think that the Macfarlane and Rob¬ 
erts result for kc is a reasonable one. 

In the case of germanium, they found that kc lies 
3 ol the way from the central zone point to the hexag¬ 

onal face centers. On the other hand, Enz [25] and 
( onwell [26], by density-of-states arguments, conclude 
that k, is more likely to lie at the hexagonal face centers 
—a conclusion with which we are in agreement. It is 
possible that the Madarlane and Roberts analysis of the 
optical data is oversimplified, or that the lattice vibra 
tional spectrum which they use is unreliable. 

I'he absorption spectrum for germanium exhibits a 
second rise beyond the threshold for fundamental ab¬ 
sorption [29, 30], This second rise may be attributed to 
electronic transitions from the top of the valence band 
to the 000 minimum of the lowest conduction band. 
While the electronic transitions from the valence band 
edge to the conduction band edge (the 111 minima) re¬ 
quire the assistance of phonons, the electronic transi¬ 
tions from the valence band edge (which occurs at 000) 
to the 000 minimum do not. The second rise is pro¬ 
nounced because the intensity for direct (vertical) tran¬ 
sitions is considerably greater than that for indirect 
(nonvertical) transitions. 

Further experimental evidence bearing on the energy 
separation between the 111 and the 000 minima of the 
conduction band and the valence band edge comes from 
radiative recombination measurements [31], The in¬ 
tensity of the light emitted when 000 electrons recom¬ 
bine with holes is much greater than the intensity of the 
light emitted when 111 electrons recombine with holes. 
I he relationship between corresponding absorption and 
emission processes can be studied fruitfully with the aid 
of the principle of detailed balancing. 

XVI. SlGNII ICANCK 

I he theoretical and experimental work which has 
been done on silicon and germanium during the past 
few years has taught us a great deal about the energy 
band structuresol these crystals. Many of the important 
features ol the energy band structures are now fairly 
well understood. I'he realization that the spin-orbit 
interaction can often play a profound role in determin¬ 
ing the detailed nature of the energy band structure is of 
major significance. 

1 he band structures oi silicon and germanium have 
been found to be remarkably complex. Instead of a 
single minimum at the conduction band edge, there are 
six minima in the conduction band of silicon, and four 
minima in the conduction band of germanium, at the 
band edge. I'he conduction band oi germanium has 
auxiliary minima lying above the four minima which 
define the conduction band edge. Die structure near the 
valence band edge in silicon arel germanium is compli¬ 
cated by the warping of the constant energy surfaces in 
this region. The structure is further complicated by the 
existence of three valence bands, two of which define 
the valence band edge, the third being separated from 
the first two by the spin-orbit interaction. 

'I'he results for silicon and germanium suggest that 
the band structures of other nonmetallic crystals are 
likely to be complicated; the band structures of some 
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nonrnetallic crystals may even be more complex than 
those of silicon and germanium. The experience we have 
acquired in investigating these two crystals should prove 
extremely valuable in connection with the exploration 
of the band structures of other crystals. 

The theory of the electrical and optical properties of 
silicon and germanium is greatly complicated by the 
complex nature of their energy band structures. While 
some of these properties can be correlated in a satisfying 
and convincing manner with the energy band structures, 
others cannot, at least at present. Much work remains 
to be done before the theory of silicon and germanium 
can be regarded as a completed theory. While many old 
problems have been solved during the past few years, 
we have become aware of many new problems, and 
some of these still defy solution. 

Appendix 

Calculation of the Number of Electrons and Holes in a 
Nonrnetallic Crystal Having a Particular Energy Hand 
Structure 

In this appendix we will show how the position of 
the Fermi energy level in the forbidden band of a non-
metallic crystal having a particular type of band struc¬ 
ture can be determined. We will also indicate how the 
electrons and holes are distributed in the conduction and 
valence bands, and what their total numbers are. 

We will work with a crystal having the following 
band structure: The valence band edge is defined by two 
valence bands which come into contact with each other 
at the central point of the reduced zone. The upper 
valence band will be denoted by the symbol Fl, and the 
lower, by F2. We will assume that the constant energy 
surfaces for Fl and F2 can be approximated by spheri¬ 
cal surfaces in the neighborhood of the valence band 
edge. Let us place the zero of energy at the valence band 
edge, and let us denote the scalar effective masses for the 
holes in Fl and F2 by the symbols mv* and niv*- The 
energy band functions for the two valence bands are: 

EaW = - (*78ir2)(FW); 0 = (72) 

Since Fl lies above F2, the curvature of Ev^k) must be 
less than that of Evi at the valence band edge, and we 
have: »in*>Wv2*. 

We will assume that the lowest conduction band has 
M minima which are located within the reduced zone at 
a set of M symmetrically equivalent points. We will 
assume further that this conduction band is nondegener¬ 
ate at each of its minima. The conduction band edge is 
defined, then, by the M symmetrically equivalent and 
nondegenerate minima of the lowest conduction band. 
The constant energy surfaces close to each of the M 
minima are ellipsoids. Let one of these minima occur at 
k=k0, and let us introduce the definition: k' 
= (ka', kb', kc') = k — ka, where the components of k' are 
measured along the principal axes of the ellipsoids as¬ 

sociated with the minimum at kn. The energy of an 
electron occupying a state in the neighborhood ot k0 is 
given by the following expression: 

E«»d(*') = + (ÄVSrr^KV)2/»«/ 

+ (kb'Y/mb* + (73) 

where E„v is the width of the forbidden band, and where 
m*. m*, and m* are the principal components of the 
effective mass tensor for the minimum at ku. The zero 
of energy is again at the valence band edge. 

Let the quantity D^fEfdE denote the number ol 
electrons per unit volume whose energies lie in the range 
E, E+dE. The electrons in all M minima, of both spin 
types, are counted by the density of states function 
D^IE). It can be shown by simple algebraic arguments 
that D^ufE) is given by: 

DeUE) = E^)1'2-

E è E^. (74) 

The density of states for the holes in the two valence 
bands is: 

Dbol„(E) = Dvi (E) + Dv¿E), (75) 

where: 

Da(E) = 8(2)‘/2(ir/Ä’)(W(i*)‘/2(-£)>/’; 

li = Fl, F2; E 0. (76' 

We will assume that the distribution of the occupie I 
(electron) states in the conduction band and the dis¬ 
tribution of the unoccupied (hole) states in the valence 
bands are governed by the classical statistics. 1 herefore 
the electron distribution function is 

/eieo(E) = exp [—(E — O/iT]; E^E^, (77) 

where ? is the Fermi energy, measured with respect to 
the valence band edge. The classical distribution func¬ 
tion for the holes is: 

f^E) = exp [-«- Ef/kT]; EZO. (78) 

The total number of electrons in the conduction band, 
A^eiec, is obtained as follows: 

V elec =  F DeiecfEffeleeÇEidE 
J Bw 

= 4(2)1'73'2(M//í3)(m?m6W)1'2(¿7')3'2

■ exp \-(E^, - Q/kT], (79) 

Similarly, the total number of holes in the two valence 
bands, Choice, is: 

A hole» Ç ^ho MfM .(E)dE (80) 
J -00 

= 4(2)1'̂1r3'2(l/Ä3)l(wl*)’,2 + Imv^^kTYl-

■ exp [- t/kT], 



1955 Herman: Energy Band Structure of Silicon and Germanium 1731 

Since we ¿ire dealing with ¿i perfect crystal, the number 
of occupied states in the conduction band must be equal 
to the number of unoccupied states in the valence bands. 
In other words, 2Vei«> = Mioie«. By equating (79) and 
(80), we can readily determine the value for the Fermi 
energy: 

i = (l/2)Egnp - (1/2)(¿F) log <5, (81) 

where: 

MGn^nhfm*) 11-
<t> = -- (82) 

(Wi*)3'2 + (mvi*) 312

Substituting the value for £ given by (81) back into (79) 
or (80), we obtain the desired result: 

Vele. = Ahole» = 4(2)' 

exp [-Ægap/2^r]. (83) 

l he temperature dependence of A’eiCc or Ahoies should be 
particularly noted. It should be observed that the 
energy band structure enters in two places in (83), 
namely, in </> [cf. (82) above], and in Ew 
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Nonlinear Dielectric Materials* 
E. T. JAYNES,! senior member, ire 

Summary—The following is a brief description of nonlinear di¬ 
electrics from the standpoint of the fundamental physics involved. 
Specific available materials and technical applications are considered 
only by way of illustration of general properties. It is shown that, 
although dielectric nonlinearity and ferroelectricity are quite differ¬ 
ent phenomena, the fact that ferroelectrics have high dielectric con¬ 
stants makes them the most likely materials to exhibit a high degree 
of nonlinearity at electric field strengths safely below the breakdown 
values. 

Introduction 

k^TlHE MACROSCOPIC electromagnetic properties 
of matter are commonly described by specifying 
the current density J, electric displacement D, 

and magnetic induction B as functions of the electric 
and magnetic “intensities” E and II. In the majority of 
substances these relations are found to be linear, leading 
to the definitions of the conductivity, dielectric con¬ 
stant, and permeability tensors. The meaning of the 
word “linear” must be made more precise as soon as we 
consider time-varying fields; in particular, we must be 
careful to distinguish between nonlinearity and dis¬ 
persion. The simple statement that D(t) is proportional 
to E(t) will not do; by common usage it is understood 
that linearity is concerned with such a proportionality 
in the frequency domain rather than in the time do¬ 
main. Thus, consider a Fourier integral representation 
of the fields: 

(D 

By linearity we mean that the material is characterized 
by some unique function e(w) such that 

DM = eMEM- (2) 

This corresponds in general to no simple relation be¬ 
tween D(t') and E(t). Thus, a linear dielectric material 
is characterized intuitively by the following conditions: 

1. No frequencies are present in D(t) which not are 
present in E(f). 

2. If Ei(f) produces D^t), which we write com¬ 
pactly as Ei—>Dt and E>-^Dït then (aiEi+a2Et) 
-^{aiDi+aiDi), with similar definitions for linear 
conductors and magnetic media. 

It is possible to have one but not both of these con¬ 
ditions satisfied : for example, consider the corresponding 
magnetic properties of water placed in a strong but in-
homogenous magnetic field. For applied frequencies 

* Original manuscript received by the IRE, October 14, 1955. 
t Microwave Laboratory, Stanford University, Stanford, Calif. 

within the range of the proton Larmor frequencies, con¬ 
dition 1 is satisfied but not the superposition condi¬ 
tion 2.1

Strictly speaking, all such linear laws may be regarded 
as approximations for several different reasons. In the 
first place, they would presumably fail in any material 
substance at sufficiently high field strengths; i.e., break¬ 
down or saturation effects would occur. Secondly, there 
really are no unique relations between the above vectors 
since in the work of the highest accuracy one would al¬ 
ways expect to find that, for example, the electric dis¬ 
placement does not depend only on the electric field, but 
also on every other physical condition of the material 
such as temperature, state of stress and strain, degree of 
illumination, and even the entire past history of the 
specimen. Thus, even if it should be found that D is 
exactly proportional to E at constant temperature, the 
fact that the dielectric constant so defined is a function 
of temperature gives rise to electrocaloric effects, in 
which a sudden change in electric field produces a 
change in temperature. Thus, the linearity or non¬ 
linearity of a substance could depend on its degree of 
thermal contact with its surroundings; i.e., on whether 
it is operated under isothermal or adiabatic conditions. 
Similarly, if a dielectric is linear under conditions of 
constant stress, it might not be so under conditions of 
constant strain. In practice, however, these are usually 
extremely small effects. 

Finally there are more esoteric examples provided 
by modern physical theories, according to which even 
a perfect vacuum should have nonlinear properties. 
In quantum electrodynamics one finds that the phe¬ 
nomenon of scattering of light by light (a violation of 
condition 2) should occur due to the formation and 
subsequent annihilation of electron-positron pairs; 2 

the cross-section for this process is, however, so small 
that experimental confirmation is not to be thought 
of. Another effect is predicted by General Relativity; 
an electromagnetic field contains energy and there¬ 
fore mass. This produces a gravitational field which 
can in turn deflect a light beam, again in violation 
of condition 2. Once again, we do not expect any ex¬ 
perimental confirmation in the laboratory! In order to 
be extremely cautious about the experimental situation, 
however, we note that electrical measurements of the 
highest accuracy are never performed with intense 
fields; if appreciable deviations from Maxwell’s equa¬ 
tions did occur in free space at field strengths in excess 

1 F. Bloch, Phys. Rev., vol. 70, p. 460; 1946. 
A. Bloom, Phys. Rev., vol. 98, p. 1105; 1955. 
’ O. Halpern, Phys. Rev., vol. 44, p. 855; 1934. 
H. Euler and B. Kockel, Naturwiss., vol. 23, p. 246; 1935. 
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of 105 v/cm or 105 oersted, they would almost certainly 
have escaped experimental detection thus far.3

In spite of the above considerations, the vast majority 
of substances is found to be linear to a high degree of 
accuracy at all field strengths commonly attained, hence 
we denote as “nonlinear” only those substances in which 
there are substantial and easily demonstrable effects 
arising from violation of conditions 1 or 2 above, oc¬ 
curring at easily produced field strengths. Each such 
substance is potentially capable of important technical 
applications, since by violation of condition 1 we gener¬ 
ate harmonics and beat frequencies, while violation of 
condition 2 enables one to modulate one signal by the 
presence of another. 

In the case of conductivity and permeability, sub¬ 
stances which are nonlinear in the above sense have 
long been known; thyrite and, to a certain extent, 
electrolytic cells and various solid-state devices, such 
as rectifiers, may be regarded as media with nonlinear 
conductivity (more correctly as circuit elements with 
nonlinear conductance), while the hysteresis and satura¬ 
tion effects in ferromagnetic materials respresent great 
nonlinearity. By contrast, nonlinear dielectric materi¬ 
als, although not entirely unknown in the past, have 
not until recently been available in forms of interest to 
electrical engineers. Probably the earliest known exam¬ 
ple of dielectric nonlinearity was the discovery, over 
80 years ago, of the Kerr electro-optical effect.4 Glass 
and many liquids, in particular nitrobenzene, develop 
optical birefringence in fairly strong electric fields; 
thus the dielectric constant at optical frequencies varies 
with a low-frequency electric field in violation of the 
superposition condition. An example of a nonlinear 
capacitance at microwave frequencies is provided by 
crystal rectifiers, particularly the germanium welded-
contact variety,5 in which the barrier capacitance varies 
strongly with bias voltage. By far the most important 
nonlinear dielectrics, however, are the ferroelectric 
crystals or ceramics. 

Ferroelectrics 

From a phenomenological point of view, ferroelec¬ 
tricity may be defined as the electric analog of ferro¬ 
magnetism, and the fundamental criterion of ferro¬ 
electricity is the existence, at certain temperatures, of 
hysteresis between D and E. The static electric displace¬ 
ment then depends not only on the applied electric 
field but also on the past history, in such a way that 
with sufficiently slow periodic variation of E we ob-

3 There is, of course, indirect evidence associated with atomic 
theory suggesting that the laws of electrostatics hold at field strengths 
far beyond this limit; for example, the fact that the wavelengths of 
the spectral lines of hydrogen can be calculated to great accuracy on 
the assumption that the electric field of the nucleus is a coulomb 
field. However, this could hardly be called an electrical measurement. 

4 M. Born, “Optik,” p. 365, J. Springer, Berlin; 1933. 
5 H. C. Torrey and C. A. Whitmer, “Crystal Rectifiers,” Chap. 13, 

M.I.T. Radiation Laboratorv series No. 15; McGraw-Hill Book Co., 
Inc., New York; 1948. 

tain a D-E hysteresis loop exactly like the familiar 
B-II curves of ferromagnetic materials. Above a cer¬ 
tain temperature Tc, called the Curie point, this hys¬ 
teresis disappears, but the relation between D and E 
may remain appreciably nonlinear up to temperatures 
far above Tc. Since oscillograms illustrating these 
effects have been published recently in this journal,6 

they will not be repeated here. In the neighborhood 
of the Curie point more complicated phenomena are 
sometimes found.7

Several distinct classes of ferroelectrics, with widely 
different chemical composition and crystal structure, 
are now known. The first to be discovered was Rochelle 
salt (sodium potassium tartrate tetrahydrate), widely 
used for its piezoelectric properties.8 This substance 
appears to be unique in that it possesses two Curie 
temperatures ( —18°C and + 23°C) and is ferroelectric 
between them. Other ferroelectric tartrates910 show 
only a single Curie point. Mueller 11 has shown that the 
electrical, mechanical, and thermal properties of 
Rochelle salt can be correlated very satisfactorily by a 
single thermodynamic free-energy function valid on 
both sides of the Curie points. This is important not 
only from the standpoint of economy of description, 
but it indicates that the ferroelectric-“paralectric” 
phase transition at the Curie points is probably not a 
very drastic rearrangement from a molecular point of 
view as is the case in many phase transitions, for exam¬ 
ple, that between diamond and graphite. 12 This con¬ 
clusion seems well established also for the other classes 13 

of ferroelectrics. 
Another class of ferroelectrics is represented by the 

salt potassium dihydrogen phosphate, KH2PO4 and 
other substances of similar chemical composition and 
crystal structure (f.e., the alkali and ammonium phos¬ 
phates and arsenates). 14 Although they have found 
applications based on their electro-optical properties, 
the fact that their Curie points are at liquid-air temper¬ 
atures limits their usefulness as nonlinear dielectrics in 
the purely electrical sense. KH2PO4 is at present unique 
in that the molecular mechanism of its properties (dif¬ 
ferent arrangements of hydrogen bonds) is probably 

6 W. P. Mason and R. F. Wick, “Ferroelectrics and the dielectric 
amplifier,” Proc. IRE, vol. 42, pp. 1606-1620; November, 1954. 

7 W. J. Merz, Phys. Rev., vol. 91, p. 513; 1953. 
8 W. G. Cady, “Piezoelectricity,” McGraw-Hill Book Co., Inc., 

New York, 1946. 
9 W. J. Merz, Phys. Rev., vol. 82, p. 562; 1950, vol. 83, pp. 226, 

656; 1951. 
10 B. T. Matthias and J. K. Hulm, Phys. Rev., vol 82, pp. 108; 

1951. 
11 H. Mueller, Phys. Rev., vol. 47, p. 175; 1935, vol. 57, pp. 829-

842; 1940, vol. 58, pp. 565-805; 1941, Zeit. Krist., vol. 99, p. 122, 
1938, Ann. N. Y. Acad. Sei., vol. 40, p. 321; 1940. 

12 R. Smoluchowski, et al., “Phase Transformations in Solids,” 
John Wiley & Sons, New York; 1951. 

13 H. R. Danner and R. Pepinsky, Phys. Rev., vol. 99, p. 1215; 
1955. 

14 G. Busch and P. Scherrer, Naturwiss., vol. 23, p. 737 ; 1935. 
G. Busch, Helv. Phys. Acta., vol. 11, p. 269, 1938. 
C. C. Stephenson and J. G. Hooley, Phys. Rev., vol. 56, p. 121; 

1939. 
W. Bantie and P. Scherrer, Nature, vol. 143, p. 980; 1939. 
J. and K. Mendelssohn, Nature, vol. 144, p. 595, 1939. 
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understood with greater certainty than for any other 
ferroelectric. 15,16

The third class of ferroelectrics, 17 represented by the 
cubic form of barium titanate, BaTiO3 and several 
similar substances, is at the present time the most 
interesting from a theoretical standpoint and the most 
useful in terms of applications. The Curie point of 
BaTiOs is at 120°C, and at room temperature the most 
nearly perfect crystals grown to date7 exhibit hysteresis 
loops with coercive force as low as 600 v/cm and a 
spontaneous polarization of about 26 microcoulombs 
/cm2, very much higher than in the first two classes of 
ferroelectrics. The dielectric properties of BaTiO3 single 
crystals above the Curie point have been measured by 
Drougard, Landauer, and Young, 18 with results that 
may be summarized as follows. For crystals that are 
free to distort in accordance with their electrostrictive 
properties (i.e., under conditions of zero stress), the 
behavior is given within experimental error by the free-
energy function 

F(P, T) = F0{T) + A{T)P~ + B(T)Pi, (3) 

where P is the dielectric polarization, Fo the free energy 
at zero polarization (which is irrelevant for dielectric 
properties, although it largely determines the specific 
heat of the material), and A, B are linear functions of 
temperature, given by the empirical equations 

A = 3.8 X IO“6 (T - 105) 
(4) 

B = 4.5 X 10- 15 (T - 175), 

which are in cgs units, with the temperature in degrees 
centigrade. The electric field is, from thermodynamics, 

E = dF/BP = 2.4 P + 4BP\ (5) 

Therefore, the incremental (small signal) dielectric 
constant is 

e = 1 + Air^P/dE) = 1 + 4ir/(2A + 12 BP)2

^4^.12/(243 + 3B£2), (6) 

the approximation being valid at field strengths for 
which the cubic term in (5) is small compared to the 
linear one. Since B is negative in the temperature range 
where these experiments were performed (119°C to 
150°C), we have the rather surprising result that 
application of a biasing field increases the dielectric 
constant of the crystal. This phenomenon is seen 
clearly in the oscillograms of Merz,7 and may be shown 
by thermodynamic arguments 19 to be connected with 
the fact that the crystals exhibit a first-order transition 
at the Curie point; i.e., as the temperature is lowered, 

15 J. C. Slater, Jour. Chern. Phys., vol. 9, p. 16; 1941. 
“ C. C. Stephenson and J. G. Hooley, Jour. Am. Chern. Soc., vol. 

66, p. 1937; 1944. 
17 von Hippel, Breckenridge, Chesley, and Tisza, Jour. Ind. Eng. 

Chern., vol. 38, p. 1097; 1946. 
18 M. E. Drougard, R. Landauer, and D. R. Young, Phys. Rev., 

vol. 98, p. 1010; 1955. 
19 E. T. Jaynes, “Ferroelectricity,” Princeton University Press, 

Princeton, N. J., Chap. 3; 1953. 

the spontaneous polarization jumps discontinuously 
Irom zero to a finite value (about 18 microcoulombs 
/cm2). Some of the first crystals grown, which were 
less perfect, exhibited a second-order transition and, as 
required by thermodynamics, a positive sign of B. 20 

It must be remembered, however, that this increase due 
to bias occurs only under conditions of zero stress, and 
therefore can be seen only at sufficiently low frequencies, 
below all of the mechanical vibration modes of the 
crystal. Measurements made at Stanford University 
by Mr. V. Varenhorst at frequencies of 20, 40, and 120 
mes showed in all cases a decrease in dielectric constant 
with bias voltage. The results were complicated by 
temperature hysteresis effects which persist above the 
Curie point and are not understood, but in a typical 
case at 40 mes and 130°C, application of a biasing 
field of 1700 v/cm lowered the dielectric constant from 
6,700 to 6,000. 

Growth of good single crystals of BaTiO3 is still a 
difficult and costly art, and most of its applications to 
date have involved the ceramic material, often with 
various added impurities. The ceramic also exhibits 
dielectric nonlinearity, a typical result6 being a decrease 
of dielectric constant with biasing field such that a 
field of 10 kv/cm lowers e from 1,400 to 1,100, while a 
field of 30 kv/cm lowers it to 700. Similar results have 
been found at Stanford University, with an interesting 
additional qualitative observation that the loss tangent 
of a ceramic at radio frequencies may be lowered sub¬ 
stantially by application of a biasing field of a few 
kv/cm. Further data on properties of ceramics have 
been given by von Hippel. 21

Many details concerning the physical properties of 
BaTiO3 have been omitted here; in particular the phe¬ 
nomena of domain formation and motion which are 
essential to an understanding of the properties of single 
crystals below the Curie point. These have been de¬ 
scribed by Forsbergh, 22 Merz, 23 and Little. 24 A recent 
discussion of the theory of ferroelectrics has been given 
by Devonshire. 26

Theory of Dielectrics 

It might be supposed that with modern knowledge 
of the properties of atoms and molecules, it would be 
a straightforward matter to calculate the dielectric 
constant of any material of known composition from 
first principles. Unfortunately, this turns out to be an 
extremely complicated problem on which little progress 
has been made; only in the case of gases where the di¬ 
electric constant is very close to unity and the similar 
case of dilute solutions of polar molecules in nonpolar 
liquids can one claim quantitative success. Although it 

20 W. J. Merz, Phys. Rev., vol. 76, p. 1221; 1949. 
21 A. von Hippel, “Dielectric Materials and Applications,” John 

Wiley & Sons, New York; 1954. 
22 1’. W. Forsbergh, Jr., Phys. Rev., vol. 76, p. 1187; 1949. 
23 W. J. Merz, Phys. Rev., vol. 88, p. 421,1952; vol.95, p. 690; 1954. 
24 E. A. Little, Phys. Rev., vol. 98, p. 978; 1955. 
25 A. F. Devonshire, Phil. Mag. Suppl., vol. 3, p. 85; 1954. 
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is easy to describe in words the mathematical proce¬ 
dure that would give a rigorous treatment, in practice 
one must make from the start drastic simplifications 
which make it difficult to interpret whatever agreement 
or disagreement with experiment is found. The basic 
reason for this is that the properties of a crystal are not 
merely the properties of a single molecule, multiplied 
by the number of molecules present, but the interactions 
between them are an essential part of the picture, and 
these are never taken into account in a correct way. 
From the point of view of quantum mechanics, we would 
have to say that it is not meaningful in any precise 
way to speak of the states and behavior of individual 
molecules or atoms, but the only really correct attitude 
is the global one in which we enumerate the possible 
quantum states (wave functions) of the crystal as a 
whole. Almost without exception, however, theoretical 
treatments of dielectric properties of solids have been 
based on the concepts developed by Clausius and 
Mosotti about 100 years ago. Here one regards a solid 
as composed of a large number of polarizable objects 
(in various cases the mechanism of polarization may be 
thought of as distortion of electronic distributions of 
atoms or ions, motion of ions, or rotation of molecular 
aggregates having a permanent dipole moment) each 
with polarizability a, so that each object, in an electric 
field F, develops a dipole moment 

M = aF. (7) 

The field F is not, however, the same as the macro¬ 
scopic applied field E; because of the interaction of the 
polarizable objects with each other, there is an addition¬ 
al term commonly taken as proportional to the net 
polarization, with a proportionality constant /?, known 
as the Lorentz factor. 

F = E + ßP. (8) 

Lorentz showed that if the polarizable objects are ar¬ 
ranged in a cubic or random array, and each main¬ 
tains the same constant dipole moment (no thermal 
agitation effects), ß would have the value 4tt/3. If there 
are N of these polarizable objects per unit volume, the 
polarization is 

P = NaF = Na(E + ßp^ 

so that the dielectric susceptiblity becomes 

X = P/E = A«/(l - Naß). (9) 

Introducing the dielectric constant 

e = 1 + 4tx> (10) 

and assuming the Lorentz value /3 = 4tt/3, we arrive at 
the well-known Clausius-Mosotti formula 

which is presented in some textbooks as if it were a 
rigorous relation. 

Many refinements of this treatment have been made, 
and a very complete account of them may be found in 
the recent book of Böttcher. 26 They have led to some 
improvement in agreement with experiment but not 
to any appreciably deeper understanding, because the 
basic concepts remain the local polarizability and local 
field F, which in modern theory no longer have a precise 
meaning. Nevertheless, this classical treatment con¬ 
tains enough of the truth to be very useful in giving a 
qualitative understanding of dielectrics, provided cer¬ 
tain precautions are observed. In the first place, (11) 
cannot be used when the polarizability is due to freely 
rotating permanent dipoles (i.e., polar molecules) ex¬ 
cept in the case of high dilution when it reduces to 

e — 1 = Ait Na « 1. 

From statistical mechanics, one can calculate the polar¬ 
izability of a rotating dipole of moment M, with the 
result a = M2/3kT, with k Boltzmann’s constant and T 
the temperature in degrees Kelvin. Eq. (11) predicts 
an infinite dielectric constant, i.e., ferroelectricity, when 
Naß>l, so that this should occur at sufficiently low 
temperatures for any substance with rotating dipoles. 
However, if we insert the numerical values, we find that 
many polar substances should be ferroelectric at tem¬ 
peratures far above their boiling points! This is the 
famous “4tt/3 catastrophe,” which was resolved by 
Onsager 27 with the observation that strong correlations 
between the motions of nearby dipoles reduce the effec¬ 
tive Lorentz factor; the results of his approximate 
treatment are obtained if we formally replace ß in the 
above equations by 4?r/(2e+1) ; the opposite conclusion 
is then obtained that ferroelectricity does not occur 
unless the polarizability becomes infinite. 

The fact that ferroelectricity is so easy to “explain” 
when one uses poor mathematical approximations has 
long plagued theoreticians and has delayed any reliable 
understanding of the true cause of ferroeelctricity. For 
example, Rochelle salt was for many years treated as an 
assembly of rotating dipoles exhibiting the catastrophe 
of (11). Another example of a model which predicts fer¬ 
roelectricity as a result of poor approximation is an array 
of harmonic oscillators interacting with each other. Such 
an oscillator with a particle of charge e, mass m, and 
resonant frequency w has a temperature-independent 
polarizability of e2 ¡ma2, and therefore according to the 
above equations one can always produce a ferroelectric 
array by making the resonant frequency sufficiently 
small. However, this model is so simple that it can be 
treated rigorously; an orthogonal transformation of 
coordinates enables one to find the states of the array 
as a whole, and it is found when the problem is treated 
correctly that ferroelectricity cannot occur unless the 
polarizability of a single oscillator becomes infinite. We 

88 C. J. F. Böttcher, “Theory of Electric Polarisation,” Elsevier 
Press, Amsterdam; 1952. 

” L. Onsager, Jour. Am. Chtm. Soo., vol. 58, p. 1486; 1936. 
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also note that Slater’s theory of KH2PO4, already men¬ 
tioned as probably the best available theory of a ferro¬ 
electric, does not make use of electrostatic interactions 
but rather ones of a more direct mechanical nature. In 
spite of these and other considerations, 28 many people 
believe that in barium titanate we have the realiza¬ 
tion of the classical polarization catastrophe; in the 
present writer’s opinion it is doubtful whether any 
existing theory is free of the effects of poor approxima¬ 
tions of the above type, and interactions other than 
electrostatic may well be the essential ones. 

If, disregarding these precautions, we assume that a 
classical type of theory should have at least a qualitative 
usefulness, what can be said about the expected occur¬ 
rence of dielectric nonlinearity? According to the above 
equations, this would require that either the polariza¬ 
bility or the Lorentz factor be field-dependent. We con¬ 
sider separately the three cases that the polarization 
is due to: (a) rotating permanent dipoles; (b) transla¬ 
tional motion of ions; or (c) electronic distortion of 
atoms or ions. 

(a) Rotating Dipoles. The polarizability a = M2/3kT 
given above is an approximation valid only at field 
strengths F such that MF<sZkT. The exact expression, 
first calculated by Langevin in 1905, is 

a = (M/F)L(a) = M2/5kT - MM2/45kM3 + • • • , 

where E(a)=coth a—a~l is the Langevin function and 
a = MF/kl . From this we find that at a = 1 the polariz¬ 
ability is lowered by about 6 per cent, and for a>5, 
LÇa) is essentially equal to unity, so that a varies 
inversely as the internal field F. Since molecular dipole 
moments are of the order of 10-18 esu, we find that at 
room temperature an appreciable nonlinearity could 
be expected only for F greater than about 4X104 esu, 
or 1.2 X107 v/cm. Since we must remember to use the 
Onsager field for F, the applied field E would have to 
be of the same order of magnitude; thus a measurable 
nonlinearity due to saturation of rotating dipoles could 
be expected only at very low temperatures and intense 
field strengths. 

(b) Translational Motion of Ions. Here the prospects 
are considerably brighter. In many types of crystals 
the size of the lattice is determined by the larger ions 
that have to fit into it, and if small ions are also present, 

2S J. M. Luttinger and L. Tisza, Phys. Rev., vol. 70, p. 954, 1946; 
vol. 72, p. 257; 1947. 

they may be free to move in the interstices, through 
distances of an appreciable fraction of an Angstrom, 
but cannot move further due to contact with the 
larger ions. It is seen without any calculation that this 
results in a contribution to the polarization of the crys¬ 
tal which saturates rather abruptly at a certain value. 
KH2PO4 is undoubtedly of this type, with movable 
hydrogens; other crystals of similar structure, even 
though not ferroelectric, might be expected to show 
nonlinearity. However, materials with high dielectric 
constants should provide the most favorable possibili¬ 
ties, since according to the above equations we then 
obtain an internal field F which is considerably “ampli¬ 
fied” above the applied field E. If appreciable motion 
occurs, the Lorentz factors might also vary. 

(c) Electronic Distortion. As a simple example, con¬ 
sider an atom which has a ground state with energy 
Eo, and an excited state with energy Ei, such that the 
matrix element of the dipole moment operator between 
them, 

MOi = e f *^^7 J 
does not vanish. 29 Using quantum mechanics and statis¬ 
tical mechanics,30 the following formula for polarizabil¬ 
ity may be obtained: 

I Moi 1 2 tanh a 
a = —-—-

kT a 

where 

l4(E, - E0)2 + I MOi |2F2]1/2 
a = -

kT 

It is seen that appreciable nonlinearity requires that a 
be of order unity or greater and that the term in F2 

must contribute substantially to a. Therefore, since 
Moi will typically be of the order of magnitude 10-I8 esu, 
if the two energy levels are sufficiently close together 
the situation is about the same as in the case of rotating 
dipoles. If a high dielectric constant leads to great 
internal field strengths, these conditions might be met, 
although it appears that the case of movable ions re¬ 
mains the most favorable to development of strong 
nonlinearity. 

” I.. I. Schiff, “Quantum Mechanics,” McGraw-Hill Book Co., 
Inc., New York, sec 25; 1949. 

•° See ref. 19 (pp. 58-60) for a similar calculation. 
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Some Aspects of Ferroelectricity* 
G. SHIRANEf, F. JONAJ, and R. PEPINSKY§ 

Summary—Some recent developments in the study of ferro¬ 
electricity are described. Special consideration is given to crystal and 
domain structures, and their contributions to the dielectric behavior 
of ferroelectrics and antiferroelectrics. 

I. Introduction 

ONSIDERABLE attention has been devoted to 
ferroelectric crystals in recent years, both be¬ 
cause of their practical value for electronic and 

acoustical applications, and because they pose very 
intriguing and fundamental problems in solid state 
physics. 

Rochelle Salt, KH2PO< and BaTiOa are well-known 
ferroelectrics. They exhibit certain remarkable dielectric 
properties which are in many ways analogous to the 
magnetic properties of ferromagnetics. These analogies 
are the sole basis for terminology ferroelectric (used both 
as noun and adjective) and ferroelectricity. Just as ferro¬ 
magnetic materials show a hysteresis effect in relation¬ 
ship of magnetic induction and field, ferroelectrics show 
hysteresis in dielectric displacement vs applied electric 
field relation. This behavior appears only in certain tem¬ 
perature ranges, depending on material concerned. 

In its ferroelectric phase a crystal is spontaneously 
electrically polarized. The most important property of 
a ferroelectric is that the direction of polarization can be 
altered by an applied electric field. In typical ferroelec¬ 
trics the spontaneous polarization diminishes as the 
crystal is heated, and it disappears at a temperature 
which is called the ferroelectric Curie point. The dielectric 
constant in the direction of spontaneous polarization is 
generally high and shows a very high peak at the Curie 
point; above this point, further heating results in a 
rapid decrease of the dielectric constant, according to 
the Curie-Weiss law. This law was first evolved to de¬ 
scribe the temperature dependence of magnetic per¬ 
meability in ferromagnetics. 

The spontaneous polarization is accompanied by a 
spontaneous strain, and piezoelectric and elastic anom¬ 
alies accompany the dielectric anomaly. Due to the 
polarization and strain, the symmetry of a crystal in its 
ferroelectric phase is lower than that of the nonpolar 
phase. This departure from the higher symmetry is 
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slight, and a macroscopic ferroelectric crystal generally 
consists of multiple twins. A twin individual is known 
as a domain. Within a domain the polarization is uni¬ 
formly directed; adjacent domains are twin individuals 
oriented and, hence, polarized in different directions. 
Domain orientations can be altered by application of a 
field. This domain reorientation is responsible for the 
D vs E hysteresis loop. 

These are basic properties of ferroelectric crystals. 
They are treated in detail, and for various examples in 
the following sections. The field of ferroelectricity is 
already rich in experimental, theoretical, and practical 
developments, and we cannot hope to review all of 
these. Our special aim will be to discuss crystal and 
domain structures, and to relate dielectric properties 
to these as far as seems presently feasible. 

II. Some General Considerations 

A. Crystallographic Properties 

It is well-known that crystals can be divided into 32 
classes, according to their rotational symmetries (cf. 
Cady [1], p. 17). Of these classes, 11 have a center of 
symmetry, and are called centrosymmetric; the remain¬ 
ing 21 are noncentrosymmetric. Crystals in 20 out of 
the 21 noncentrosymmetric classes show the phenome¬ 
non of piezoelectricity; i.e., upon application of an ex¬ 
ternal stress, an electrical polarization is created within 
the crystal. 10 out of the 20 piezoelectric classes are 
called pyroelectric. Crystals in these latter classes are 
already polarized, since they possess at least one axis 
which shows properties at one end different from those 
at the other. The electrical polarization is usually 
masked by surface charge, and occasionally by twinning; 
but it can usually be observed in a nonconducting crys¬ 
tal if the temperature of the crystal is altered, and a 
change in the polarization is therewith induced. Hence 
the name pyroelectricity: electricity released by heat. 

Very occasionally the direction of polarity of a pyro¬ 
electric crystal can be reversed by application of a 
sufficiently high electric field. Such reversible pyroelec¬ 
trics are ferroelectrics. The reversal, of course, must be 
possible at field strengths less than the breakdown 
strength of the crystal. 

Whereas one can deduce the presence of piezo- or 
pyro-electricity as soon as the crystal class is established 
(by optical or X-ray means, e.g.), dielectric measure¬ 
ments alone can establish the presence of ferroelectric¬ 
ity. The latter word is thus a dielectric, not a crystal¬ 
lographic, term. 
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Certain materials, generally closely related to known 
ferroelectrics, show a dielectric behavior which merits 
the term antiferroelectric (see Section III, H). It is not 
possible to define the term antiferroelectric crystallo¬ 
graphically; the definition again involves dielectric be¬ 
havior as well as structural properties. This point is 
deserving of present emphasis, since it has been con¬ 
fused in certain previous publications. 

B. Analogies between Ferroelectricity and Ferromagne¬ 
tism 
The words ferroelectric and antiferroelectric are per¬ 

haps unhappy choices, and are based solely upon analo¬ 
gies between the dielectric behavior of certain crystals 
and the magnetic behavior of ferromagnetic materials. 
Firstly, it is found that ferroelectric crystals are gener¬ 
ally comprised of multiple twins. In each twin individual 
the spontaneous polarization is directed along a specific 
crystallographic direction. But the twin individuals are 
disposed at various angles to one another crystallograph¬ 
ically; hence the polarization is in a different direction 
from one individual to the next. These individual 
regions are called ferroelectric domains, in analogy with 
magnetic domains in ferromagnetic crystals. The prop¬ 
erties and macroscopic physical effects of ferroelectric 
domains will be considered in detail in Section VII. 

Fig. 1—Ferroelectric hysteresis loop (schematic). OE=Spon-
taneous polarization P„ OF = Coercive field strength Ec. 

Secondly, the very characteristic hysteresis loop, 
which results when one plots magnetization vs alter¬ 
nating magnetic field in ferromagnetic materials, has a 
precise analogy for the electric case. A ferroelectric 
hysteresis loop is shown schematically in Fig. 1. Its 
cause is immediately understandable on the basis of the 
domain concept. Consider first a crystal consisting of an 
equal number of positive and negative domains; i.e. 
the domains are anti-parallel with respect to some given 
crystallographic direction. Upon increasing the field in 
the positive direction, the positive domains grow at 

the expense of the negative domains. The polarization 
increases very rapidly (Fig. 1, OA), and reaches a satur¬ 
ation value (BC), at which point all domains are aligned 
in the direction of the field. This means that the crystal 
now has a “single domain” structure. When the field 
is reduced to zero again, a few domains remain aligned. 
At zero applied field a finite value of the polarization 
can be measured, called the remanent polarization Pr 

(OD). Extrapolation of the linear portion BC of the 
hysteresis loop back to the polarization axis yields the 
value of the spontaneous polarization P, (OE). In order 
to annihilate the remanent polarization Pr, we must 
apply an electric field in the opposite (negative) direc¬ 
tion. The field needed for this purpose is called the coer¬ 
cive field Ec (OF). Upon further increase of the field in 
the negative direction, uniform alignment of the dipoles 
can again be achieved, this time in the direction op¬ 
posite to the previous one (GH). 

The ferroelectric hysteresis loop can be directly ob¬ 
served on a cathode ray oscilloscope by means of a 
simple circuit first described by Sawyer and Tower [2]. 
The value of the spontaneous polarization P, can be 
determined by measuring the distance OE on the ob¬ 
served loop on a calibrated screen of the cathode ray 
tube. It is also possible, of course, to determine the 
temperature dependence of the spontaneous polariza¬ 
tion P, of the ferroelectric crystal, by observing the 
change of the distance OE as a function of the tempera¬ 
ture of the crystal. 

Most ferroelectric crystals have a transition tempera¬ 
ture above which they are no longer polar, even though 
they may still be piezoelectric. This transition tempera¬ 
ture, which marks a phase change, is called the Curie 
temperature or Curie point. The dielectric constant, 
generally quite high, shows a very high peak at the 
Curie temperature; above it the dielectric constant 
decreases very rapidly according to a relation which is 
known, again in analogy to ferromagnetism, as the 
Curie-Weiss law: 

C 
e = «o d-- (1) 

T -e 

Here e represents the dielectric constant, eo the elec¬ 
tronic contribution to the dielectric constant, C the 
Curie constant, T the absolute temperature and 0 the 
characteristic temperature (also called the extrapolated 
Curie temperature). 0 is generally lower than the transi¬ 
tion temperature. 

C. The Dielectric Constant 
Both the anomaly of the dielectric constant at the 

transition point and the Curie-Weiss law are character¬ 
istic features of a ferroelectric. In fact, they are predicted 
by the thermodynamic theory of the transition. The 
definition of the dielectric constant of a ferroelectric 
crystal deserves particular attention. The dielectric 
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constant is linearly related to the slope of the P vs E 
curve. Well above the Curie temperature, in the non¬ 
polar state, the relation between polarization P and 
field E is linear, and, therefore, the dielectric constant 
is field-independent. In the ferroelectric region, however, 
the existence of a hysteresis loop clearly demonstrates 
that the value of the dielectric constant depends on the 
field strength with which it is measured. If the applied 
field is very small, no new domains are created and no 
movement of the domain boundaries takes place. In 
this case one measures the dielectric constant of the 
crystal with no interference from the domain structure. 
This quantity, which is called the 'initial dielectric 
constant, is directly proportional to the slope of the 
virgin curve OA (Fig. 1) at the zero point; and it is this 
constant to which we refer when we speak of the dielec¬ 
tric constant of a ferroelectric crystal. 

D. Other Properties of Ferroelectrics, and their Inter¬ 
relations and Interpretation 

It can be shown, on the basis of thermodynamic 
calculations, that a number of other changes are to be 
expected at the transition temperature. The spontaneous 
polarization is accompanied by the spontaneous strains, 
consequent upon the atomic shifts taking place within 
the lattice. Not oidy does the dielectric constant show 
an anomaly at the Curie temperature, but so also do 
the piezoelectric moduli and the elastic constants which 
are connected with the spontaneous strains. Moreover, 
there will generally be an anomaly of the specific heat 
at the transition temperature, and the shape of this 
anomaly will depend upon whether the transition is of 
the first or of the second kind. 
Several phenomenological theories have been de¬ 

veloped to relate the results of macroscopic measure¬ 
ments. Among these are treatments by Mueller [3] 
for Rochelle Salt and by Devonshire [4, 5] for BaTiO». 
The general procedure is to expand the free energy as 
a function of independent variables such as polarization 
and stress, and to determine the coefficients of expan¬ 
sion in such a manner as to match the experimental 
results. 

A main purpose of both theoretical and experimental 
studies is to account for physical behavior in terms of 
specific crystal-structure models. Phenomenological 
theories cannot hope to provide specific model informa¬ 
tion, but they can disclose what thermodynamic 
properties are important, and what features are to be 
sought, in a model. An excellent recent article by Devon¬ 
shire [6] discusses these matters. 

I he most fruitful approach to development of specific 
models is via X-ray and neutron crystal diffraction 
analyses. Large advances have been made with such 
studies in the past two or three years, and some of these 
are reported below. Another method which appears 
promising as a source of information at the atomic level 

is that of nuclear quadrupole resonance, as illustrated 
by the study of Cotts and Knight on KNbO3 [7], 

When crystal structural principles are established, 
some useful results may be achievable—in the matter 
of predicting new ferroelectrics, e.g.—by seeking com¬ 
mon structural features within a given family of ferro¬ 
electrics. I he best illustration of the procedure is 
Matthias consideration of conditions for ferroelectric 
activity in the oxygen-octahedra class [8], 

The above problems are concerned with single-domain 
properties. A series of very significant problems is con¬ 
cerned with domain structures and interactions: how 
and why domains are formed, and how they respond to 
external fields and stresses. I hese matters are reviewed 
to some extent in Section VIL 

In the next section we introduce some specific ferro¬ 
electric crystals and some aspects of their behavior. 

III. Some Representative Ferroelectrics 
A. Four Families of Ferroelectrics 

We may group known ferroelectrics into four families, 
on crystal-chemical bases. 

The first to be discovered was Rochelle Salt (abbrevi¬ 
ated RS), NaKC 4H40e ■ 4I12O, a double tartrate of 
sodium and potassium with four molecules of water. 
Rochelle Salt is one of several ferroelectric tartrates, 
which we shall consider to form the “tartrate family.” 
1 his family is comprised of two groups: the first con¬ 
tains RS, and isomorphous mixed crystals with the same 
water content; the second contains isomorphous double 
tartrates with lithium as one of the cations, and one 
water molecule per tartrate group. Although the groups 
differ one from the other structurally, the disposition of 
the tartrate ions is remarkably similar in both. 

The second group to be discovered was that of the 
alkali metal dihydrogen phosphates and arsenates, 
represented by KH2PO4 (abbreviated KDP). Also in 
this group are NH4H2PO4 and the corresponding arsen¬ 
ate, which are antiferroelectric. 

I he third class of ferroelectrics will be entitled the 
oxygen-octahedra family, on the basis of their crystal 
chemistry, to be discussed later. This includes the very 
important sub-group whose structures are slight dis¬ 
tortions of that of the mineral perovskite, CaTiO3; the 
sub-group is thus called the perovskite-type ferro¬ 
electrics. The best known member is barium titanate, 
BaTiO3; but the number of ferroelectrics and anti¬ 
ferroelectrics to be found among simple and mixed 
perovskite-type crystals (solid solutions) is tremendous¬ 
ly great. Other sub-groups include: the so-called rheni¬ 
um ti ¡oxide type, of which WO3 is a representative; 
and the pyrochlore type, represented by cadmium 
niobate, Cd2Nb2O7, and isomorphic mixed crystals. 
The entire family will be considered in detail in the 
present article. 
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Fig. 2—Spontaneous polarization of KH2PO4 as a function of 

temperature (after von Arx and Bantie [13]). 

The final family is the latest to be found, and is a 
quite new and unrelated type. It is represented by 
guanidine aluminum sulfate hexahydrate (abbreviated 
GASH), NHC(NH2)2A1H(SO4)2 6H2O. The structure 
of this group is unknown at the present writing, but is 
probably readily obtainable by X-ray methods. The 
crystals decompose before a Curie temperature can be 
reached. 

Large crystals of the ferroelectric tartrates and di¬ 
hydrogen phosphates can be grown easily from solution. 
The properties of these crystals are described in detail 
in the treatises of Cady [1] and Mason [9], and in review 
articles such as that by Baumgartner, Jona, and Kaen-
zig [10]. Earlier difficulties in the growth of single crys¬ 
tals of BaTiO3 have been overcome (see below), and 
studies of these are in progress in many laboratories. 
GASH and its isomorphs grow readily from solution 
in good crystals. 

B. Potassium Dihydrogen Phosphate 

KDP satisfies perfectly the general description of a 
ferroelectric crystal given above, and we discuss it 
first for this reason. Its Curie temperature lies at about 
123°K [11], The crystal has nonpolar tetragonal sym¬ 
metry above the Curie point, and is piezoelectric. The 
symmetry changes to orthorhombic below the transition 
point [12], where the crystal shows ferroelectric prop¬ 
erties (and is, of course, still piezoelectric). The direction 
of spontaneous polarization lies along the orthorhombic 
c axis, which coincides with the original tetragonal c 
axis (Fig. 2) [13]. The spontaneous strain is a shear of 
about 27' in the xy plane. The behavior of the dielectric 
constant along the c axis above the Curie point is well 
represented by the Curie-Weiss law (cf. Fig. 3) with 
«0 = 4.5, C = 3,100°K, and 0=121°. The dielectric be¬ 
havior in the neighborhood of the Curie temperature 
was extensively investigated by Baumgartner [14]. KDP 
is representative of a group of ferroelectrics, all mem¬ 
bers of which are isomorphous with it; among these are 
KH2AsO4, RbH2PO4, the deuterated salts (crystals in 

fig- 3—Dielectric constant of KH2PO4 as a function of temperature 
(after Busch [11]). Temperature scale should be shifted so that 
peak appears a: 123°K. 

which the hydrogen is replaced by deuterium), and 
various mixed crystals involving the above ions. 

The structure of KDP, first determined by West [15], 
is comparatively simple, and is discussed in some detail 
in Section VI. Slater [16] developed a theory which 
explained the transition to the ferroelectric phase on 
the assumption of an ordering of the protons involved 
in hydrogen bonding. Experimental support for this 
theory was first provided by the X-ray investigation 
of Frazer and Pepinsky [17], who determined the crys¬ 
tal structures of the two forms directly on either side 
of the transition temperature. This study showed a 
lengthening of O—H • • ■ O bonds as the Curie temper¬ 
ature was passed from above, indicative of a tendency 
toward ordering of the H atoms in the ferroelectric 
state. 1 his ordering was beautifully confirmed by neu¬ 
tron diffraction analyses of Peterson et al., [18], Levy 
et al. [19], Pease and Bacon [20], Bacon and Pease [21], 

C. Rochelle Salt 

Rochelle Salt has a Curie point at about 23°C; but 
this crystal is very unusual in that a lower transition 
occurs at a temperature of - 18°C. The latter tempera¬ 
ture is usually called the “lower Curie point.” The crystal 
is ferroelectric only in the region between the two Curie 
points. Above the upper Curie point, and below the 
lower, the symmetry is orthorhombic and the crystal 
is piezoelectric. In the ferroelectric region the symmetry 
is monoclinic, and spontaneous polarization occurs 
along crystallographic direction which corresponds to 
original orthorhombic a axis (see Fig. 4, next page). The 
spontaneous strain is a shear of approximately 3' in 
yz plane. According to crystallographic convention 
the orthorhombic a axis of the ferroelectric crystal 
should now be denoted as the monoclinic b axis; for the 
sole symmetry element of the monoclinic phase is a 
twofold screw axis, and the polarization can be only 
along this direction. However, it has become customary 
to maintain the notation “a” for the polar axis in the 
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Fig. 4—Spontaneous polarization of Rochelle Salt as a function 
of temperature (after Habluetzel [22]). 

monoclinic phase; and we follow this practice to avoid 
confusion. The dielectric constant measured along a 
follows the Curie-Weiss law above the upper Curie 
point, with C = 2,240°K and 0 = 23°C. The behavior of 
e„ at the upper and lower Curie points is shown in Fig. 
5 [22], 

The phenomenological theory of the RS behavior has 
been thoroughly developed by Mueller [3]. The domain 
structure has been studied directly by optical means 
only recently by Mitsui and Furuichi [23, 24] (see Sec¬ 
tion VII). The crystal structure is much more compli¬ 
cated than that of KDP, and was reported originally 
by Beevers and Hughes in 1941 [25], Several theories 
have been developed which make certain hydrogen 
bonds responsible for the occurrence of the phase 
transition [26]. These are based upon the Beevers-
Hughes analysis. A careful X-ray re-examination of 
the structure by Sundara-Rao, Mazzi, and Pepinsky 
[27], and a similarly careful single-crystal neutron study 
by Frazer, Danner, and Pepinsky [28], reveal significant 
departures from the 1941 structure results. Among 
these discrepancies is one involving the particular hy¬ 
drogen bond to which the polarization was chiefly at¬ 
tributed. This bond is now revealed as the least likely 
to be involved in the entire structure, and an entirely 
new mechanism is suggested on the basis of the more 
precise structure. 

The nature of the lower transition is incompletely 
understood, and a satisfactory theory of the dielectric 
behavior in the neighborhood of the lower Curie point 
is not available. 

Substitution of very small amounts of isosteric ions 
in place of potassium reduces the temperature range of 
ferroelectric activity in Rochelle Salt rapidly, substitu¬ 
tion of about two per cent eliminating the spontaneous 
polarization entirely. Substitution of deuterium for 
those hydrogens which are easily replaceable in solution 
widens the ferroelectric temperature range somewhat. 
A surprising effect, first discovered by Kurtschatov 
[29], appears upon substitution of twelve per cent or more 
of potassium ions by NH4+. These partially “ammoni-

Fig. 5—Dielectric constant ea of Rochelle Salt as a function of 
temperature (after Habluetzel [22]). 

ated” Rochelle Salt mixed crystals show single Curie 
points at low temperature, the exact position oi the 
transition depending upon the composition. The di¬ 
electric properties of NH4-substituted RS crystals have 
been re-examined recently [30], and Kurtschatov’s re-
sidts were confirmed and extended. 

D. Other Tartrate Ferroelectrics 

Ferroelectricity at low temperature has been recently 
discovered in two other double tartrates: LiNH4C4H40c■ 
II2O (LAT) and LiTlC4H4O6 H2O (LTT), by Matthias 
and Hulm [31] and by Merz [32] (LAT only). LAT is 
orthorhombic and nonpolar1 above 100°K approxi¬ 
mately; below that temperature it is ferroelectric and 
probably monoclinic. The crystal structure of the non¬ 
polar phase was first determined by Vernon and Pepin¬ 
sky [33]. The structure is remarkable in that the tar¬ 
trate ions are disposed in the lattice in a manner closely 
related to the arrangement of the tartrate groups in 
Rochelle Salt, although the spontaneous polarization 
in LAT is directed along the orthorhombic b axis, while 
in RS it is directed along the a axis. The dielectric 
behavior is notable in that the maximum of the dielectric 
constant, at the Curie point, is low (in the neighbor¬ 
hood of 100) compared to previously-known ferro¬ 
electrics. 

LTT is still more remarkable in that its Curie point 
is at 10°K, and the direction of spontaneous polarization 
is at right angles to that in LAT—although in their 
nonpolar phases the crystals are isomorphous. LAT and 
LTT are discussed in a little more detail in Section VI. 

E. Oxygen-Octahedra Ferroelectrics 

A third family of ferroelectrics, after the tartrates 
and dihydrogen phosphates, is that of the oxygen-
octahedra types. The best known and to date most 

1 The term paraelectric is often used to describe the phase in which 
a crystal is neither ferroelectric nor antiferroelectric. We may intro¬ 
duce it occasionally. 
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important sub-family is that of the perovskite-type 
ferroelectrics, of which the best known representative is 
barium titanate, BaTiOs. The common chemical for¬ 
mula for the perovskite group is ABO3, where A is 
mono- or di-valent. The structure of the nonpolar phase 
is shown in Fig. 6. 

Fig. 6—Cubic perovskite-type structure ABO3. 

The basic feature of the oxygen-octahedra family is 
evidenced in this perovskite structure. Here a small, 
highly-polarizable ion is surrounded by an octahedron 
of oxygens2; and adjacent octahedra are closely bonded 
one to another through sharing of corners. Some or all 
spaces between the linked octahedra structure may or 
may not be filled with other ions. Tungsten trioxide, 
WO3, is comprised solely of linked WO6 octahedra, and 
is representative of the so-called rhenium-trioxide struc¬ 
ture. In barium titanate, spaces remaining between 
TiOs octahedra are filled with Ba ions. In the nonpolar 
phases these structures are cubic. A large number of 
perovskite-type crystals lose the high cubic symmetry 
as their temperature is reduced below a specific tempera¬ 
ture. They may show ferroelectric or other anomalous 
dielectric behavior as accompanying phenomena. 

Another oxygen-octahedra-type ferroelectric is exem¬ 
plified by the pyrochlore structures, represented by 
cadmium niobate, Cd2Nb2O7 [34, 35], In this structure 
the linking of NbOs octahedra is more complicated than 
in the perovskites. The structure will be discussed in 
Section VI. 

Ferroelectric properties also have been discovered, 
recently, in PbNb2O6 [157], 

Finally, certain structures which were assumed to 
be ilmenites (after the mineral, FeTiOj, of this name) 
are thought to be ferroelectric [36, 37]. Unfortunately, 
more work needs to be done both on the dielectric and 
structural properties of these. 

F. Some Properties of BaTiOz 

In contrast to KDP and RS, in which only one ferro¬ 
electric phase appears, BaTiO3 exhibits three different 
ferroelectric phases. The temperature dependence of 
the dielectric constant [38] is shown in Fig. 7, and of the 

2 The six oxygens constitute the corners of an eight-faced octa¬ 
hedron (see Fig. 22). 

spontaneous polarization in Fig. 8. The Curie tempera¬ 
ture is about 120°C; above it the dielectric constant 
follows the Curie-Weiss law, with C= 170,000°K and 
0=1OO°C. The Curie constant C has a much larger 
value than in the case of KDP or RS. Above 120°C the 
structure is cubic, as in Fig. 6. Below this temperature, 
and down to 5°C, the symmetry is tetragonal, and a 
spontaneous polarization exists along a former cube 
edge, which is now the tetragonal axis. Between 5°C 
and — 80°C the symmetry is orthorhombic, and the 
direction of spontaneous polarization transfers to that 
of a face diagonal of the former cubic cell. Below — 80°C 
the direction of polarization is along a former body 
diagonal of the cube, and the symmetry is rhombo¬ 
hedral. Spontaneous strains accompany the various 
polarizations. The strain in the tetragonal phase, for 
example, is an extension in the direction of polarization 
and a contraction in directions perpendicular to this. 

Fig. 7—-Dielectric constant of BaTiO3 single crystals as a 
function of temperature (after Merz [38]). 

Fig. 8—Spontaneous polarization of BaTiOj single crystals as a 
function of temperature (after Merz [38]). 

The discovery of ferroelectricity in BaTiO3 in 1943 
was a great stimulus to development of this field of 
solid state physics. The simple structure of the non¬ 
polar phase, compared to the previously-known ferro¬ 
electrics, encouraged investigators to presume that the 
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mechanism of ferroelectric activity in the perovskite 
class could be more readily elucidated than in other 
materials. The stable chemical properties and high 
mechanical strength, coupled with advantageous di¬ 
electric properties, offered large promise for electro¬ 
mechanical transducer and other applications. 

The realization of these advantages was retarded by 
difficulties of preparation of single crystals, both for 
investigative and practical purposes; early studies were 
restricted to ceramic specimens. Successful preparation 
of single crystals by Blattner, Matthias, Merz, and 
Scherrer [39] in 1947 opened a new investigative phase. 
Recently, Remeika [40] has developed a method for 
growing large single crystals out of a potassium fluoride 
flux. The availability of large crystals, from Remeika’s 
process, has permitted several basic and practical ad¬ 
vantages. The basic studies include dielectric observa¬ 
tions near the Curie point by Merz [41], domain wall 
studies by Merz [42] and by Little [43], and a successful 
single-crystal structure analysis of the tetragonal phase 
by Frazer, Danner, and Pepinsky [44]. On the practical 
side, the feasibility of use of BaTiO3 crystals for com¬ 
puter memory elements is under study in several labora¬ 
tories. 

Because of its theoretical and practical importance, 
BaTiO3 properties will be discussed in extenso in Sec¬ 
tion IV. 

G. Other Perovskite-Type Ferroelectrics 

A number of perovskite-type crystals have been found 
to be ferroelectric. These include PbTiO3, KNbOa, and 
various solid solutions involving these and other cations. 
KNbO3 shows a behavior closest to that of BaTiOs, 
evidencing three successive transitions with decreasing 
temperature [45-47], The phase diagrams and dielectric 
behavior of perovskite-type solid solutions is one of the 
major problems in ferroelectricity and one of extreme 
practical importance. The matter will be discussed to 
some extent in Section V. 
The discovery of a number of oxygen-octahedra 

ferroelectrics was facilitated by consideration first 
advanced by Matthias |8J. He pointed out that the 
existence of small, highly polarizable ions with inert 
gas configurations, enclosed within interlinked oxygen 
octahedra, is highly favorable for the occurrence of 
ferroelectricity. In addition to new perovskite-type com¬ 
pounds, this principle led to the examination and dis¬ 
covery of ferroelectric behavior in LiTaO3, reported to 
have an ilmenite-type structure [36], 

II. Some Antiferroelectrics 

A number of crystals have transitions above which 
the dielectric constant behaves as it does above a ferro¬ 
electric Curie point. Yet, below the transition tempera¬ 
ture no spontaneous polarization occurs and hence no 
hysteresis loop is observed. Typical examples are PbZrO3 

[48-50], NaNbOs [51-52], PbHfO3 [53], and various 
mixed crystals in the perovskite class [54-56] ; NH4H2PO4

[57-59], which has a room-temperature structure iso¬ 
morphous with that of KH2PO4; (NH4)2H31O6 [60] 
and Ag2H3IO3 [61]. The structural nature of antiferro¬ 
electricity will be described in Section VI. 

I. Guanidine Aluminum Sulfate Hexahydrate 

Guanidine aluminum sulfate hexahydrate (GASH) 
has been found to be ferroelectric over a wide tempera¬ 
ture range including room temperature [161]. The sym¬ 
metry of this crystal is trigonal, which makes the tri¬ 
gonal axis the direction of spontaneous polarization. 
Dielectric measurements were done by Merz el al. [162], 
with the surprising result that, at room temperature, 
the dielectric constant along the trigonal (polar) axis 
is extremely small (about 6), while it is even smaller in 
the direction perpendicular to the polar axis (about 5). 
No Curie point can be detected because above 100°C 
the crystal starts to lose water of crystallization and 
reproducible results cannot be obtained. The spontane¬ 
ous polarization is about 0.35 microcoulomb/cm2 at 
room temperature and decreases linearly with increasing 
temperature, indicating the existence of a Curie point 
somewhere between 200 and 300°C. The coercive field 
strength is about 1,500 volt/cm, at room temperature 
and 60 cps, showing a strong frequency dependence. 

It appears that a number of crystals isomorphous 
with GASH are also ferroelectric [161], 'Diese crystals 
are obtained upon replacing the aluminum cation by 
Ga and/or Cr, and the sulfate anion by SeO4. The 
ferroelectric properties of these isomorphs are sup¬ 
posedly very similar to those of GASH. 

IV. Barium Titanate 

A. Crystal Growth 

The first single crystals of BaTiOs obtained by the 
Swiss group in 1947 were grown by using BaCl2 as a 
flux [39]. Although single crystals obtained by this 
method were very small (a few millimeters on an edge), 
some important features of the three phase transitions 
were made clear by the domain structure study of 
Forsbergh [62], X-ray and optical studies by Kay [63], 
and Kay and Vousden [64], and dielectric measurements 
by Merz [38], all utilizing this material. 

Several other methods, such as that of flame fusion 
and the Stockbarger process from a pure melt, were 
tried in attempts to obtain larger single crystals. The 
methods did give larger single crystals; but these were 
badlj' twinned, and it was almost impossible to cut 
thin plates, required for the dielectric measurements, 
which were free of large stresses. As we will see below, 
the dielectric properties of BaTiO3 single crystals are 
very sensitive to strain. 

It was a key experimental advance when Remeika [40] 
developed his method for growing large platelike single 
crystals, using KF as a flux. In this method, a mixture 
of BaTiO3 and KF, with 0.02 per cent of Fe2O3 added, is 
placed in a platinum crucible, heated to about l,200°C, 
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and then cooled slowly from l,200°C to 900°C. At this 
point still-liquid flux is poured off and the crystals are 
annealed by slow cooling to room temperature. This 
method produces thin clear plates, always paired in a 
manner which leads them to be called “butterfly wings” 
(cf. Fig. 9) [65]. The small amount of Fe2O3 supplies 
acceptor ions to compensate for donor ions produced 
by loss of oxygen during crystal growth. This compensa¬ 
tion avoids high conductivity in cooled crystals. 

Fig. 9—Single crystals of BaTiO3 grown by Remeika’s 
method (after Sinakula and Sils [65]). 

Thin plates produced in this way can be as large as a 
few centimeters on edge, and they are more nearly per¬ 
fect and “single domain” than crystals previously ob¬ 
tained. They show rectangular hysteresis loops and a 
low coercive force, both of which are important in ap¬ 
plications such as for memory storage elements. They 
have, furthermore, permitted detailed studies of dielec¬ 
tric properties, such as that of Merz [41] and other stud¬ 
ies previously noted [42, 44], 

It must be mentioned in this discussion of crystal 
growth that an extensive study of the phase diagram 
of the BaO-TiO2 system was carried out by Rase and 
Roy [66] (Fig. 10); and their results have revised, in 
several important ways, the phase diagram previously 
given by Statton [67], .Among the important results of 
Rase and Roy’s study was the observation that BaTiO3

Fig. 10—Phase equilibrium diagram of the BaO-TiOa system; s.s. 
= solid solution. Some fields have been left unlabeled owing to 
lack of space (after Rase and Roy [66]). 

transforms from the cubic to a hexagonal phase at 
l,460°C, before it melts at 1,612°C. This hexagonal phase 
can be quenched to room temperature by rapid cooling 
through l,460°C. This explains the occurrence of hexag¬ 
onal crystals under some conditions in previous crystal¬ 
growth studies. The structure of this nonferroelectric, 
hexagonal BaTiO3 was studied by Burbank and Evans 
[68], and it was shown that TiO6 octahedra exist as an 
essential framework of the lattice, but the octahedra 
are linked differently than in cubic BaTiO3. The phase 
diagrams of the BaTiO3-BaCl2 system, determined by 
Roy el al. [69], and of the BaTiO3-KF system as eluci¬ 
dated by Karan et al. [70] were of large value for the 
successful method of crystal growth. 

Fig. 11—Lattice parameters of BaTiOj as a function of 
temperature (after Kay and Vousden [64]). 

B. Dielectric Properties 

We now consider in some detail the temperature de¬ 
pendence of the dielectric constant, and its relation to 
the symmetry of the crystal (Fig. 7). Fig. 11 shows the 
temperature dependence of the spontaneous strain, as 
measured by Kay and Vousden [64]. Above the Curie 
point the crystal has cubic symmetry, and the value 



1746 PROCEEDINGS OF THE IRE December 

of the dielectric constant is independent of the direction 
along which a small ac measuring field is applied. The 
validity of the Curie-Weiss law in the cubic region was 
already mentioned. At the Curie point, about 120°€, 
the dielectric constant reaches a very high value of 
about 10,000; then it shows a sudden drop when the 
crystal becomes ferroelectric, on further cooling. 

The crystal assumes tetragonal symmetry below the 
Curie temperature, the tetragonal c axis being the direc¬ 
tion of the spontaneous polarization, and with c only 
slightly longer than a. At room temperature, the distor¬ 
tion is given by the axial ratio c/a= 1.01 [71]. The crys¬ 
tal being tetragonal now, two dielectric constants are 
needed in order to describe the dielectric behavior of the 
crystal. One, ec, is measured upon applying the ac field 
along thee axis; the other, ea, is measured upon applying 
the ac field perpendicular to the c axis. However, a 
crystal plate which is cooled below the Curie point 
normally shows a rather complicated domain structure 
(see Section VII); thus measurement with a small ac 
field applied perpendicular to the major surfaces would 
furnish an average dielectric constant, whose value 
would depend on the relative ratio between numbers of 
c domains and a domains. In order to avoid this con¬ 
fusion, Merz selected, at room temperature, a single 
domain plate with the c axis perpendicular to the major 
surfaces for the measurement of ec; and for the measure¬ 
ment of ea he selected a single domain plate with the 
c axis in the major surfaces. 

One important result revealed by this measurement 
was that ec is a few hundreds at room temperature, 
and is much smaller than ea, which is several thousands. 
The dielectric constant of ceramic BaTiO3 is approxi¬ 
mately e = J • (ec+2eo), and it was known to be about 
2,000. The physical meaning of this smaller ec is that 
the ions and electrons are easier to move in the direction 
perpendicular to the polarization under an electric field. 
A similar situation holds for the refractive index, which 
shows nc<na. In this case only electrons are concerned. 

Upon decreasing the temperature further, a second 
transition takes place in the vicinity of 0°C. The crys¬ 
tal changes symmetry to orthorhombic, while still 
remaining ferroelectric. The polar axis jumps discon¬ 
tinuously to a direction which corresponds to the origi¬ 
nal cubic [110]; this direction is usually identified with 
the orthorhombic a axis. The orthorhombic b axis is 
taken as lying in another cubic [110] direction, perpen¬ 
dicular to a, while the orthorhombic c axis lies perpen¬ 
dicular to both a and b, and parallel to the direction of 
an original cube edge [100]. A thermal hysteresis of 
about 10°C is associated with the transition, in the sense 
that, upon cooling, the transition takes place at about 
— 5°C while upon heating, it takes place at about + 5°C. 
Since the crystal is now orthorhombic, its dielectric be¬ 
havior will be described by three dielectric constants. 
<„, tb, and e,., along the orthorhombic axis a, b and <. 
respectively. 

It is sometimes convenient to use monoclinic parame¬ 

ters a' = b', c' and y to describe this orthorhombic unit 
cell. They are related to orthorhombic parameters by: 

a = 2a' sin — > b = 2a' cos — > 
2 

(See Fig. 12.) (According to crystallographic convention 
the c' axis should be the monoclinic bF) These monoclinic 
parameters are directly relater! to the cubic unit cell 
and they can easily show a distortion from the cubic cell. 
The a' and c' axes are shown in Fig. 12; and y = 90°8'. 

(b) 

Fig. 12—-Unit cells of the three different phases of BaTiOa: (a) tetra¬ 
gonal, (b) orthorhombic, referred to monoclinic axes, (c) rhombo¬ 
hedral. Arrows show direction of spontaneous polarization. [In 
(b) the monoclinic axes have been labeled according to the con¬ 
vention used in most papers, which is in contradiction to the 
crystallographic convention.] 

The portion of Fig. 7 between 0° and — 80°C is now 
understandable on the basis of the structural change, 
and with the help of Fig. 13. Plate (B) used for the 
measurement of er in the tetragonal phase now assumes 
the configuration (D), since this implies a jump of the 
polar axis of 45°, more likely than (E), which implies 
a jump of the polar axis of 90°. Since the measuring 
field is still applied along the original cube edge, one 
measures eo- in this case. The plate (C), which was 

Fig. 13—Relative positions of the polar axis in the three phases of 
BaTiOj single domain crystals with respect to the cubic axes 
(schematic). The polar axis is indicated by the heavy arrow. 

used for the measurement of e„ in the tetragonal phase, 
can take the orientations (D) or (E). In the first case 
one would measure again ea’, and in the latter one meas¬ 
ures ec. The continuation of the experimental curve for 
<„ should therefore represent some average of and 
c.. I he difference between this curve and eo- must be 
attributed to the e, component. 
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The preferred orientation at the transition can also 
be seen from the fact that c' is smaller than a' = b', 
as seen in Fig. 11. Therefore the tetragonal c axis pref¬ 
erably changes to the monoclinic b' rather than to the 
monoclinic o', while the tetragonal a can take either a' 
or c'. From this experiment alone we cannot deduce the 
individual values ea, et, and ec. It seems probable, from 
the experimental curve, that ec is the largest of these, 
however. The optical observation shows that nc>nb>na, 
which suggests a similar relation for the dielectric con¬ 
stants. If this is the case, the polarization direction again 
is the direction of strongest bondings for both electrons 
and ions. 

Upon further decrease in temperature, a third transi¬ 
tion takes place around — 80°C, with a thermal hystere¬ 
sis of approximately 15°C. The symmetry of the crys¬ 
tal changes to rhombohedral. The rhombohedral unit 
cell is equivalent to a slightly elongated cubic cell 
stretched along the [111] direction; this latter is the 
polar direction, and the structural parameters are given 
by a = b = c and a which is about 89°52'. The only possi¬ 
ble configuration now is (F), as shown in Fig. 13. In 
this case, an electric field applied along the original [100] 
direction would furnish only one value of the dielectric 
constant, which can be written in terms of ei and «2, 
where ei is the dielectric constant measured along the 
polar axis and e2 is the one which is measured per¬ 
pendicular to it. 

Even in the probable case in which the plate does not 
remain a single domain, but rather assumes a multi¬ 
domain pattern, the measured dielectric constant 
should be the same whatever the original configuration 
at room temperature. The fact that the experimental 
curve still shows two branches below — 90°C, therefore, 
is not understandable. The only possible explanation 
for this discrepancy is the existence of microscopic 
cracks, due to internal strains, in greater amount in 
some specimens than in others. In any case the dielectric 
measurements of the rhombohedral phase should be 
repeated in order to clarify this point. 
The temperature dependence of the spontaneous 

polarization, P„ was shown in Fig. 8, tor crystals 
grown using BaCl2 as a flux. The behavior of the 
polarization at the two lower transitions is character¬ 
ized by sudden jumps of Ps. It must be noticed that the 
measuring electric field is always along the cubic [100] 
direction; therefore the polarization shown in the figure 
is the component of the polarization on the cube edge. 
To obtain the absolute value of the polarization, it 
must be multiplied by \/2 in the orthorhombic phase 
and by \/3 in the rhombohedral phase. After this cor¬ 
rection the polarization becomes more or less constant 
in the three different phases, although there is no reason 
why it should be unchanged through the transitions. 

Recently, Merz [41] carried out extensive dielectric 
measurements on “good” single crystals grown by 
Remeika. It was found that the dielectric constant as 
a function of temperature agrees fairly well with the 

old measurements; the Curie constant is about 1.7 X106 

degrees, and the dielectric constant ec at room tempera¬ 
ture is about 160. It appeared, however, that the value 
of the polarization is much higher, being 26 micro¬ 
coulomb/cm2 at room temperature, compared with 
the previous value of 16 microcoulomb/cm2. Further¬ 
more, the polarization shows a very steep jump at the 
Curie temperature to 18 microcoulomb/cm2, as shown 
in Fig. 14. The Curie temperature of this crystal is lower 
than for usual crystals probably as a result of the in¬ 
clusion of the small amount of oxide added for better 
insulation. Very recently Drougard et al. [72] reported 
almost the same value for the spontaneous polarization. 

Fig. 14—Spontaneous polarization of a good BaTiOj single 
crystal as a function of temperature (after Merz [41]). 

The higher value of P, was attributed by Merz to 
the better quality of the crystal. This follows because 
an applied field can switch all or almost all parallel 
and anti-parallel domains, while the older, less perfect 
crystals have some anti-parallel domains which do not 
switch even at high field strength (see Section VII). 
It is remarkable how the reported measured value of 
the spontaneous polarization has changed, during the 
progress of these studies, starting with 5 to 6 micro-
coulombs/cm2 for the ceramics. 

The hysteresis loops obtained with new crystals are 
almost rectangular, as shown in Fig. 15 (next page). 
Coercive force Ec is much smaller than before: about 
500 volts/cm at 60 cycles/sec. Jump of polarization at 
Ec is very sharp, and it shows almost perfect saturation. 
The flat part of the loop corresponds to a dielectric 
constant of between 160 and 200, while the steep part 
corresponds to a value of about 106. 

It was shown by Kay and Vousden [64], and by Merz, 
[38], that in the tetragonal phase the spontaneous strain 
is proportional to the square of the spontaneous polar¬ 
ization : 

Sc 
z,-

c 

where Ar is estimated by extrapolating the thermal ex¬ 
pansion curve in the cubic phase back to the ferroelectric 
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phase and comparing it with the actual lattice parame¬ 
ter at the temperature concerned. The birefringence 
^=n,-nc was measured as a function of temperature, 
and it was established that 

Sn 
Sc 

c 
P,2. 

These are results to be anticipated when the deviations 
from a cubic structure are small. Similar relations hold 
also in the orthorhombic and rhombohedral phases. 

Fig. 15—Hysteresis loop of a good BaTiOs single 
crystal at 60 cps (after Merz [41]). 

C. Thermodynamics of the Transition 

Several efforts have been directed at theoretical 
treatments of the three BaTiO3 phase transitions. 
Among these, the most successful is the phenomenologi¬ 
cal theory of Devonshire [4-6], As already mentioned, 
the standard procedure is to expand the free energy 
function in terms of certain independent variables, such 
as polarization and stress, to use certain measured prop¬ 
erties of the crystal to determine coefficients, and then 
to predict other properties. The advantage of such a 
procedure is that it is independent of any atomic model. 
It is always possible to describe the experimental re¬ 
sults by adding as many terms to the expansion as 
necessary. The difficult point, however, is to explain 
the experimental facts with the smallest number of 
expansion coefficients possible, and on the basis of the 
most reasonable assumptions. 

The appropriate expansion of the free energy func¬ 
tion’ depends on external conditions. Let us consider 
the crystal to be at a fixed temperature, and under zero 

3 The free energy function used here is the Helmholtz free energy 
function, which is defined thermodynamically as A = U — TS, where 
U is the internal energy, T is the absolute temperature, and 5 is the 
entropy. 

stress, and let us expand the free energy in terms of 
increasing [towers of polarization: 

A = hx(/V + IV + /V) + + P/ + P^ 

+ ^(PJP.2 + P^P.2 + P^Py2) 

+ W^PS + p/ + P^ + • • • . (2) 

This equation and the notation used therein follow 
Devonshire [4], PIt Pv and Pz represent the components 
of the polarization in the x, y, and z directions. xA> 
£ux, ?i2X and fx are expansion coefficients, all of which, 
strictly speaking, depend upon the temperature. The 
superscript X indicates that the quantity is to be taken 
at constant stress X\ that is, the crystal is free to de¬ 
form (which corresponds to the normal experimental 
condition). The superscript X is used in order to differ¬ 
entiate quantities measured at constant stress from 
those measured at constant strain, which latter would 
be designated by a superscript x. 

In (2) the zero point of free energy is taken to be that 
of the unpolarized, unstressed crystal. As an approxi¬ 
mation, we shall assume that only the coefficient x x 
depends upon temperature, and that all the other co¬ 
efficients are temperature independent. It will be noticed 
that the expansion includes all terms of the second and 
fourth order, but only some of the sixth order. Terms 
in odd powers of the polarization components are 
omitted because we want the free energy function to 
be the same for reversal of the signs of any of the 
polarization components. Upon using the experimental 
values of the Curie temperature Tc, the extrapolated 
Curie temperature 6, the Curie constant C, and the 
spontaneous polarization P, at one temperature in the 
tetragonal phase, Devonshire was able to account for 
the characteristics of the three phase transitions— 
including the temperature dependence of the dielectric 
constant, the spontaneous polarization, and the spon¬ 
taneous strain, as shown in Figs. 16 and 17. He sub¬ 
sequently extended the theory to account for the 
piezoelectric and elastic constants [5]. 

We shall limit ourselves here to the behavior of the 
crystal in the cubic phase and the tetragonal phase. 
In the tetragonal phase, the crystal is ferroelectric, and 
the polarization vector lies along the c axis; thus Px 

= Py = 0 and if we write PZ = P, (2) takes the simple 
form: 

A = hxP2 + + KXP6, (3) 

where P represents the polarization along the c axis. 
From thermodynamic considerations, it can be shown 
readily that the applied electric field E is given by 
dA/dP = E. Thus: 

dA 
— = E = X*P + ?P* + ^XP\ (4) 
dr 

where it can be seen that xx is the reciprocal suscepti-
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bility of the free crystal. We know from experiment 
that this reciprocal susceptibility is a linear function 
of the temperature in the non ferroelectric region (Curie-
Weiss law), so that we can reasonably assume 

xx = (7’ - (5) Tc - 0 

where Tc is the Curie temperature. If we set T=TC, 
we see that x«x is the reciprocal susceptibility at the 
Curie temperature. For simplicity, the coefficients 

and are still assumed to be temperature independ¬ 
ent. Furthermore, is assumed to be positive; other¬ 
wise infinite polarization would give the lowest value 
of the free energy. 

THEORETICAL CURVE FOR THE PRINCIPAL DIELECTRIC CONSTANTS 

-- T’C 

Fig. 17—Spontaneous strain of BaTiOj calculated theoretically 
by Devonshire [4], relative to the spacing at 120°C. 

It is apparent from (4) that A has a stationary value 
for P equal to zero, and that this is a minimum when 
Xx is positive. If xx and ^x are both positive, A will 
have only one minimum at P = 0. If, as a result of its 
temperature dependence, xx becomes negative, then A 
will have a maximum at P = 0 and will have a minimum 
at a nonzero value of P; that is, the crystal will be in a 
polarized state. The ferroelectric transition takes place 
at the point where the polarization changes from zero to 

a nonzero value. The order of the transition depends on 
the sign of the coefficient ^x. When £x is positive, the 
phase change is of the second order; the polarization 
has no discontinuity at the Curie point, but its tempera¬ 
ture dependence does. Putting E = 0 in (4), we obtain, 
for xx small and negative and neglecting the small fifth 
power term in P: 

Xx
P* = - V (6) 

P has the value zero when xx is zero: that is, at the Curie 
temperature. This is the type of phase transition ob¬ 
served in Rochelle Salt and KDP. No latent heat is 
expected at the transition, but the specific heat shows 
a discontinuity. 

Fig. 18—Free energy curve of BaTiOj as a function of polarization 
according to Devonshire’s theory (after Kaenzig and Maikoff [73]). 

When £x is negative, the phase transition is of the 
first order. This situation is well illustrated in Fig. 18, 
which represents the free energy A as a function of 
polarization, with temperature as the parameter [73], 
It is possible for A to show two minima, one for zero 
polarization, the other for some nonzero value of polar¬ 
ization. When the two minima are equal the transition 
takes place and the polarization jumps discontinuously 
from zero to some finite value. The latter can easily 
be computed from the following two equations: 

Xx + lxP* + ÍXP4 = 0; (7) 
+ + = o. (8) 

The first equation is obtained from (4) by putting E = 0 
(for the polarization to be spontaneous, it must have a 
finite value even when the applied field is zero); the 
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second implies that the free energy A has the same 
value for P = 0 and for P — P^ at the transition. From 
these two equations we obtain the values at the transi¬ 
tion : 

(9) 

(10) 

These relations show that at the transition temperature 
P has a discontinuity and xx is positive. 

Eqs. (9) and (10) now permit determination of the 
coefficients and Çx, since we can write 

and 

On the right-hand side we find quantities that can be 
measured experimentally: Xox, and Po (the value of the 
spontaneous polarization at the Curie point). The 
susceptibility kx=\/xx is related to the dielectric con¬ 
stant by 

ex — 1 ex

since ex has a high value at the Curie point. ex obeys 
the Curie-Weiss law (1); and hence it follows from (5) 
that 

4tt 
xox « — {Tc - e), (14) 

where C is the Curie constant and Tc — 0=11°C. Upon 
introducing experimental values on the right side of 
(11) and (12), Merz [41] obtained: 

x̂ = — 10.8 X 10-13 cgs units; 

= 28.2 X I0~23 cgs units. 

Direct experimental determination of the coefficients, 
made via a double loop experiment described below, 
yields [41 ] 

x̂ = — 6.8 X IO“ 13 cgs units; 

$x = 22.8 X 10-23 cgs units. 

I'he agreement is fairly good, but it has even been im¬ 
proved recently by the investigation of Drougard, 
Landauer, and Young [74], Taking the derivative of 
(4), we can write for the dielectric constant 

4ir 0 E 
= Xx + ^XP-+ ^XP\ (15) 

e dP 

The latter authors measured the coefficient ^x by study¬ 
ing the polarizaton dependence of the capacitance of 
a sample. The polarization is developed by a low-
frequency (60 cps) field of variable amplitude, and a 
very small amplitude radio-frequency field is super¬ 
posed on the 60 cps field to permit measurement of 
the capacitance. Measurements are taken at different 
temperatures to show the temperature dependence of 
the coefficients under study. The experimental result, 
at 120°C, is: 

^ = — 10.0 X 10-13 cgs units. 

This is in excellent agreement with the value of —10.8 
X10~ 13 cgs units, achieved from Devonshire’s theory. 
The same authors find, contrary to our original assump¬ 
tion, that the coefficient ^x is strongly temperature¬ 
dependent. The dependence is linear from the Curie 
point to 150°C; and these investigators point out that 
if the linearity holds at higher temperatures, the co¬ 
efficient %x should change sign in the vicinity of 175°C. 

A knowledge of the coefficients of the free energy 
expansion permits the description of various properties 
of the crystal below the transition point. The spon¬ 
taneous polarization P, is obtained by solving (7); the 
dielectric constant can be computed from (15). 

Another important relation can be derived for the 
spontaneous polarization P, in terms of the Curic con¬ 
stant C. The entropy 5, related to the polarization, is 
given by the relation 

(16) 

The change in entropy at the transition is then given by 

1 Xx
AS = S-S0̂ -P-a — 

2 dT (17) 

Here So is the entropy for zero polarization. This rela¬ 
tion holds for first- and second-order transitions. In 
the case of a first-order transition, Ps = Pn, and AS 
= L/TC, where 1. is the latent heat. In the case of a 
second-order transition, AS is obtained by integration of 
the anomalous specific heat vs temperature curve be¬ 
tween the temperatures corresponding to P = P, and 
P = 0. The importance of relation (17) was first empha¬ 
sized by Jaynes [75], Since all the terms in (17) are 
experimentally known, it is possible to test its validity. 
Observed and calculated entropy changes are in fact in 
satisfactory agreement, as can be seen from Table I 
(see also Devonshire [6], p. 108). 

In yielding a negative value for ^x, the theory of 
Devonshire indicates that the 120°C transition of 
BaTiOa is of the first order. The experimental proof of 
this fact is not easy. A first-order phase change implies, 
indeed, a discontinuity in the spontaneous polarization 
and a discontinuous change in the lattice parameters, 
together with the existence of a latent heat at the transi-
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TABLE I 
Entropies of Polarization 

Substance KH2PO, BaTiOj KNbO, CdaNbîOî 

Spontaneous polarization in the vicinity of the Curie temperature (micro-
coulomb/cma) 

Curie Constant C (°C) 

AS calculated from (17) (cal/mole degree) 

AS measured (cal/mole degree) 

5(ui 

3,260 lU9) 

0.60 

i0.47< 1<9> 
(0.72<1S0> 

20«‘> 

170,000«” 

0.12 

0.12 <ls” 

26<“> 

241,000< 93> 

0.15 

fO.19W 
\0.28«7’ 

5(W 

100,000<»” 

0.02 

0.01< 152 ) 

tion temperature; but it does not place any limitation 
on the smallness of the discontinuities. In practice it is 
therefore very difficult to distinguish between really 
discontinuous changes and very sharp but continuous 
changes. This is especially true when internal strains, 
generally present in crystals, render the changes slug¬ 
gish. In early stages of the research on BaTiO3, it was 
generally believed that the transition at 120°C was of 
the second order. It was the dielectric investigation of 
Kaenzig and Maikoff [73] which first supported Devon¬ 
shire’s assertion of a first-order transition. Recently, 
with the availability of good single crystals, other dielec¬ 
tric measurements have supported the discontinuity 
of the spontaneous polarization [41] and that of the di¬ 
electric constant [72] at the transition point. 

Decisive evidence for the first-order phase change is 
given by the so-called “induced transition”: that is, 
upon inducing a transition by means of an electric field. 
This was first accomplished by Roberts [76] who ap¬ 
plied a strong de field to a ceramic specimen just above 
the Curie temperature. A sudden temperature increase 
of about 0.5°C was observed in the specimen. This is 
attributed to the latent heat released in a sudden transi¬ 
tion from a weakly polarized state to a strongly polar¬ 
ized state. We can think of this as a transition from a 
nonferroelectric phase to a ferroelectric phase induced 
by the field. From the relation L=àTCp, taking Cp = 30 
cal/mol deg, the latent heat of the transition was 
estimated to be about 15 cal/mol. More recently the 
induced transition was demonstrated directly on the 
screen of a cathode ray tube by Merz [41] on very good 
single crystals. The circuit used for this experiment is 
the Sawyer-Tower arrangement commonly used to 
detect hysteresis loops [2]. A few degrees above the 
Curie point a strong ac field is applied to the crystal. 
At zero field the crystal is not ferroelectric, since its 
temperature is above the Curie point. Upon increasing 
the field strength [see Fig. 19(a)], the polarization in¬ 
creases linearly, as one would expect in an ordinary 
dielectric material. At a critical field strength a sudden 
jump in polarization occurs. Upon reducing the field, 
the polarization does not retrace its original path in the 
neighborhood of the jump, but traces out a hysteresis 
loop suggestive of the usual type of ferroelectric hystere-

(b) 
Fig. 19—(a) Double hysteresis loop of Ba l iO3 observed just above 

the Curie point (schematic). The induced transition is shown by 
the sudden jump in polarization, (b) Oscilloscope picture of a 
double hysteresis loop of BaTiOa at 111.4°C (after Merz [41]). 

sis loop. Upon applying a 60-cycle field, the phenomenon 
occurs 120 times a second. On the screen of the cathode 
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ray tube one observes a so-called “double hysteresis 
loop” [cf. Fig. 19(b)]. The sudden jump of the polariza¬ 
tion at the critical field is clearly visible in the figure. 
Such double hysteresis loops can only be observed if the 
phase change is of the first order. This is understandable 
on the basis of the diagram represented in Fig. 18. In 
the presence of an applied field E, the induced phase 
transition occurs when A — EP (rather than A) has the 
same value for two different values of P. This can only 
happen if £x is negative, for only then does one get the 
type of curves shown in Fig. 18. Clearly, we can estimate 
the coefficients of the Devonshire expansion of the free 
energy by comparing these experimental P vs E curves 
with those obtainable from (4), which are represented 
in Fig. 20. It was in this way that Merz determined the 
values of and $x reported above, and confirmed 
Devonshire’s claim for a first-order phase change. 

Fig. 20—Polarization as a function of electric field according to 
Devonshire's theory, p, e and / are linearly related with polariza¬ 
tion, field and temperature, respectively (after Merz [41]). 

Let us now study the phenomenon of the induced 
phase transition in more detail. It is generally consid¬ 
ered (cf. Merz [41]) that the central part of the double 
loop corresponds to a paraelectric phase, while both 
ends of the loop correspond to the ferroelectric phase. 
It must be stressed, however, that the central part of 
the loop does not correspond to a cubic phase, but rather 
to a tetragonal one; because whenever we apply a field 
to the cubic phase along a [100] direction, it becomes 
tetragonal. Consequently the induced phase change 
represents a transition between two tetragonal phases; 
and in this way it is different from the normal phase 
change from cubic to tetragonal, observed at the Curie 
point upon descreasing the temperature with no field 
applied. The interesting question arising then is the fol¬ 
lowing: can we induce a ferroelectric phase at any tem¬ 
perature above the Curie point simply by applying a 

strong enough field? The answer to this question is pro¬ 
vided by a study of the P vs E plot of Fig. 20. We see 
from this figure that the transition can be field-induced 
only in a narrow temperature range (up to about 10°C 
above the Curie temperature). The parameter t of the 
curves plotted in Fig. 20 is a measure of the temperature 
according to the relation 

/ = 4* 
J* 

(18) 

and it can be seen that when the temperature I becomes 
higher than a value To which corresponds to f = 9/5. 
then no induced transition is possible. The polarization 
changes continuously with increasing field, no matter 
how large the field strength applied. 

Fig. 21—Polarization as a function of temperature with and without 
a biasing field: (a) near a second-order transition, (b) near a first 
order transition (after Devonshire [6]). 

We can also consider the problem from another view¬ 
point. Suppose that we apply a de field to the crystal, 
and then vary the temperature in order to see when the 
transition takes place. Fig. 21 shows how the polariza¬ 
tion changes as a function of temperature, with and 
without a biasing field. In the case of a first-order transi¬ 
tion we see that for fields which are not too large a jump 
in the polarization can still be observed. However, we 
notice that here again the polarization is not zero at 
temperatures immediately higher than that correspond¬ 
ing to the jump. When the applied field is increased 
beyond some critical value, we no longer observe any 
discontinuity in the polarization or of its temperature 
derivative. In this case, the effect of the field is to blur 
the transition : if we measure the dielectric constant with 
a small ac field superposed upon a large de biasing field, 
as a function of temperature, we notice a maximum of 
e at some temperature. This maximum, however, does 
not correspond to a phase transition in the sense that 
we speak of the Curie temperature at 120°C. When the 
phase change is of the second order we see from Fig. 
21(a) that no definite transition point occurs when a de 
biasing field is applied. 

It is seen from Fig. 21(b) that, as the biasing field is 
increased, the transition temperature increases also. The 
shift of the transition temperature with the field was 
measured by Kaenzig and Maikoff [73], upon super-
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posing a small ac field on the biasing de field. Their 
result is expressed in the equation 

ay; 
—— = 1.2 X 10 ’degree/volt cm '. (19) 

The same quantity was estimated by Merz [41] by 
means of the double-loop experiments. Merz plotted the 
value of the critical field at which the induced transition 
occurs as a function of the temperature. This curve also 
represents a plot of the transition temperature vs the 
biasing field. The slope of this curve yields 

STC
—■—■ = 1.4 X 10 3degree/volt cm-1, (20) 

which is in good agreement with Kaenzig and Maikoff’s 
direct measurement. 

Let us now see what the theory has to say about this 
field dependence of the transition point. First of all. 
from thermodynamic considerations we can establish 
the following: 

where àP represents the discontinuous jump of the 
polarization at the Curie point upon heating, which is 
equal to —Po- Eq. (21) is similar to the well-known rela¬ 
tion of Clausius-Clapeyron. Upon using AS = 0.12 
cal/mole degree [151] and Po=18 Mcoul/cm2 [41], we 
obtain 

dTe
-= 1.4 X 10~3 degree/volt cm~', 
dE 

in excellent agreement with experimental results. On 
the other hand, we can estimate the same quantity on 
the basis of the Devonshire theory. Starting from (21), 
and using the relations (9), (10), and (17), we obtain: 

dTc 

dE 4ir 

4 j-A 1'2
(22) 

Using the value of £x measured by Merz, and the value 
of £x measured by Drougard et al. [74], we obtain 

dTe
—— = 1.6 X 10-3 degree/volt cm-1 . 

which is again in good agreement with the experimental 
results, and thus provides more support for the Devon¬ 
shire phenomenological theory. 

The behavior of the dielectric constant (measured 
with a small ac field above the Curie temperature) as a 
function of the de biasing field, can be predicted on the 
basis of Fig. 19 and Fig. 20, since e is given by the slope 
of the curve in Fig. 20. Upon increasing the biasing field 
the dielectric constant e should increase, slightly at first, 
then strongly as the polarization jumps when the critical 
field is reached: and e should finally drop rapidly to 

some constant value. In contrast with this prediction 
the study of Kaenzig and Maikoff revealed that the 
dielectric constant decreased under these conditions. 
The discrepancy is attributed by the authors to the 
minute cracks produced in the crystals by heating them 
through the transition. A re-examination of the phe¬ 
nomenon with good single crystals would be desirable. 

There is another dependence of dielectric properties 
which the theory can predict and experiment can check: 
effects of various mechanical pressures. Merz [77] 
studied the influence of hydrostatic pressure on the 
Curie temperature, and found a linear decrease of the 
latter at the rate of — 5.7 X10-9 degree/dyne cm-2. 
Theoretically the shift of Curie temperature with hydro¬ 
static pressure can be computed from the Clausius-
Clapeyron equation: 

dTe _ AF 

dp àS ’ 
(23) 

where p is the pressure and A V represents the anomaly 
of the volume at the transition upon heating. Using 
A F= — 0.06 A3, we obtain 

dTc
—- = — 6.7 X 10 9degree/dyne cm-2 , 
dp 

which, within the accuracy to be expected, is in agree¬ 
ment with Merz’ result. 

We can derive an expression for the same quantity 
from the theory of Devonshire [6]. This expression can 
be evaluated only if one knows the values of the electro¬ 
strictive constants, and also the dependence of the 
higher order terms on temperature and pressure. Neg¬ 
lecting this dependence, and using the available data for 
the electrostrictive constants, we obtain 

dTc
- = — 9 X 10 9 degree/dyne cm-2 , 
dp 

a result which is satisfactory if one considers the rela¬ 
tively low accuracy of the electrostrictive measure¬ 
ments. 

The only discrepancy between theory and experiment 
which we find is in the effect of a two-dimensional pres¬ 
sure perpendicular to the c axis. This effect was studied 
by Forsbergh [78], who found the Curie temperature 
increased with the square of the applied pressure. On the 
other hand, both the Clausius-Clapeyron relation and 
Devonshire’s theory predict a linear increase of the 
Curie temperature with pressure. The reason for this 
discrepancy has not yet been found. 

Before we conclude this section, let us emphasize once 
more that the treatment reported above considers only 
the phase change of a free crystal, according to the 
normal experimental conditions. However, when a 
theoretical model is set up, it is much more convenient 
to assume a situation in which the strains are kept con¬ 
stant within the crystal. The coefficients of the free 
energy expansion in this latter case represent parame-
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ters at constant strain x, e.g. xx, ^x, £x. The thermo¬ 
dynamic treatment of this case has been developed by 
Devonshire [5]. The most interesting result ol this theory 
applied to BaTiOs is that the coefficient ^x was found 
to be positive, although ^x was found to be negative. 
This means that the transition of the clamped crystal 
will be of the second order, although that of the free 
crystal is of the first order, an evidence that the first-
order transition of BaTiO3 must be due to the inter¬ 
action between the polarization and strain. This fact is 
very important when an atomic model is considered for 
BaTiO3. 

Concluding, we can say that the phenomenological 
treatment of Devonshire is able to explain satisfactorily 
the different properties of BaTiO3 with a comparatively 
small number of expansion coefficients. It must be kept 
in mind, however, that this type of theory by its nature 
is an approximation, not only in the sense that we are 
using a finite number of terms of the free energy, but 
also in that we assume the validity of the same free 
energy expansion for both the cubic and the tetragonal 
phase. This second assumption can be justified a priori 
by the fact that the ferroelectric phase is generally 
obtained by a small change in the parameters of the 
nonpolar phase, and a posteriori by the fact that the 
theory based on this assumption is in satisfactory agree¬ 
ment with the experimental evidence. 

Various theories have been developed on the basis of 
different atomic models. We will discuss these after re¬ 
porting on the structure of BaTiO3. 

V. Ferroelectricity and Anti ferroelectricity in 
Perovskite-Type Compounds 

A. Solid Solutions Containing BaTiOz 

One approach to an understanding of ferroelectricity 
in BaTiO3-type crystals is to study the influence of in¬ 
dividual ions on the dielectric properties. 

Fig. 22—Perovskite structure ABO3 considered as a three dimen¬ 
sional framework of BO6 octahedra (after Megaw ,156]). 

A first step in this direction is to consider the packing 
of the ions in the structure. The structure consists of a 
three-dimensional framework of TiO6 octahedra sharing 
corners, as shown in Fig. 22, with Ba ions occupying 
spaces between the octahedra. The packing can be 
characterized by a tolerance factor, t, defined as 

Ra + Ro = t^2(Rn T Ro), 

where RA, Rb, and Ro are the ionic radii of the A, B, and 

0 ions respectively. When f=l, the packing is perfect: 
that is, the ions are just in contact with one another. 
Using Goldschmidt ionic radii, t assumes the value ol 
1.02 for BaTiO3; and it lies between 1.0 and 0.8 for other 
perovskite compounds (see Table 11). A tolerance factor 
greater than one means that there is too large a space 
available for Ti; therefore this ion can “rattle” inside of 
its octahedron. It was early considered that this too-
large space for Ti, aided by Ti-O-Ti-O interaction along 
the c direction, was the main cause of ferroelectric 
polarization. The Ba ions were considered as spacers 
which aided in providing the extra room for Ti. 

TABLE II 
Values of Tolerance Factor t for Various Perovskite-

Type Compounds ABO3 (after Megaw [156]) 

B Ion—» Ti<+ Sn,+ Zr<+ Th<+

Rb(A) 
0.64 0.74 0.77 1.10 

A Ion 1 Ra(A) 
CN = 6 

RaW 
CN=\2 Tolerance Factors t 

Ca2+
Sr’+
Ba2+

1.06 
1 .27 
1.43 

1.16 
1.37 
1.52 

0.89 
0.97 
1.02 

0.85 
0.92 
0.97 

0.84 
0.91 
0.96 

(0.72) 
(0.78) 
0.83 

Pb2+ 
Cd2+

1.32 
1.03 

1.40 
1.11 

0.98 
0.88 

(0.92) 
(0.83) 

0.93 
(0.82) 

(0.79) 
(0.71) 

Ra = Ionic radius of A ion, in Angstrom Units (A). 
C7V = Coordination number. 
Parentheses indicate compound not known as a perovskite. 

One way to test this idea is to replace Ba or Ti by 
other ions. The perovskite-type structure can be realized 
by the combination of various ions with a wide range of 
ionic radii. Ba can be replaced by Sr, Ca or Pb; and Ti 
by Zr or Sn. The first solid solution system tried was 
BaTiO3-SrTiO3 [163] and it was found that the Curie 
temperature decreased linearly with increasing concen¬ 
tration of Sr. The lower two transition temperatures 
also decreased. These results seemed to support the idea 
of the “rattling Ti,” since Sr is smaller than Ba, and con¬ 
sequently it provided smaller space for Ti. Effects of 
replacement of Ti in BaTiO3 by Zr and Sn were also 
examined. Again the Curie temperature decreases with 
increasing concentration of Zr or Sn. Here the ionic 
radius of Zr or Sn is larger than that of Ti; therefore, the 
replacement decreases the effective volume for B ions. 

The simple picture suggested by these results was up¬ 
set by a study of the BaTiO3-PbTiO3 system [158]. The 
phase diagram in Fig. 23 shows that the Curie tempera¬ 
ture increases with increasing concentration of Pb— 
even though the Pb ion is also smaller than Ba, as is Sr. 
It is obvious then that the role of the A ions in the 
structure is not expressed only through their ionic radii. 
Other factors, such as polarizability and the character 
of the bonding, must be taken into account. In this re¬ 
spect, it must be noticed that Sr belongs to the alkali 
earth metals, as does Ba, but Pb is situated in a dif-
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ferent group in the periodic table, and has a different 
type of electronic configuration. Another important 
result in the (Ba, Pb)TiO3 system is that the lower two 
transition temperatures decrease, while the upper one 
increases, with increasing Pb concentration. 
The phase transition of pure PbTiO3 at 490°C was 

studied by Shirane and Hoshino [79]. It was shown that 
the transition is quite similar to that of BaTiO3 at 
120°C, but all the anomalies at the transition are much 
more drastic in PbTiO3. The axial ratio c/a is 1.02 just 
below the Curie temperature, and it reaches 1.06 at 

MOLE % OF PbTiOj 

Fig. 23—Phase diagram of the BaTiOj-PbTiO3 
system (after Shirane and Suzuki [158]). 

Crystals more than a few mm in size always crack 
when they pass through the Curie temperature on cool¬ 
ing, because of a large spontaneous strain associated 
with the transition. 

Why the ferroelectric properties of PbTiO3 are much 
more exaggerated than those of Bal iO3, and how this 
is related to the role of Pb ions in the lattice, is a very 
interesting problem. We will come back to this point 
after we discuss the crystal structure of PbTiO3 in 
Section VI. 

B. PbZrOz and Related Compounds 

The dielectric properties and phase transition in 
PbZrO3 were first studied by Roberts [81]. This com¬ 
pound was reported to have a tetragonal lattice of the 
perovskite type at room temperature, as does BaTiO3. 
The dielectric constant of ceramic PbZrO3 is about 100 
at room temperature and it shows a sharp peak at the 
transition temperature of 230°C (Fig. 24). Above 230°( 

the Curie-Weiss law is followed, with C = 1.6-106°C, 
and e= 193°C. 

However, extensive dielectric studies by Sawaguchi, 
Shirane, and Takagi [48, 49] indicated that PbZrO3 

might not be ferroelectric, notwithstanding the close 
resemblance in its dielectric constant vs temperature 
curve with that of BaTiO3. No ferroelectric hysteresis¬ 
loops were observed, even with a large electric field 
and even at a temperature just below the Curie point— 
where the coercive field, if the material is ferroelectric, 
would be expected to be small. Moreover, an application 
of a de field decreases the Curie temperature, in con¬ 
trast to the case of BaTiO3. 11 was suggested that PbZrO 3 

may be an antiferroelectric, with dipoles arranged in an 
antiparallel array so as to give no net polarization. This 
was proved by a structural study by Sawaguchi, 
Maniwa, and Hoshino [82], using single crystals. 

Fig. 24—Dielectric constant of PbZrOa ceramics as a 
function of temperature (after Roberts [81]). 

The room temperature structure of PbZrO3 was first 
reported from powder photographs to be tetragonal, 
with lattice parameters [156], 

at = 4.16A, ci/a, = 0.99. 

Attention is to be paid to this axial ratio c/a, which is 
smaller than unity, in contrast with the 1.01 value for 
BaTiO3. The powder pattern contains some extra lines, 
which can only be explained by assuming a multiple 
unit cell. Later, an X-ray and optical study [82] of small 
PbZrO3 single crystals revealed that the true symmetry 
at room temperature is orthorhombic, with 

a = 5.88.4 = \/2 at, b = 2a, c = 8.20.4 = 2ch

where at and ct are the pseudo-tetragonal parameters. 
One of the original cubic axes becomes an orthorhombic 
axis, and the other two axes lie at 45° to the cubic axis, 
as in the case of orthorhombic BaTiO» (see Fig. 12). 
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1'hen the true unit cell of PbZrO3 contains 8 “mole¬ 
cules.” It is a notable coincidence that we have exactly 
b = 2a, which could be accounted for by pseudo-tetrag¬ 
onal parameters. 

The X-ray study revealed anti-parallel shifts of Pb 
ions along the a axis, as shown in Fig. 25. This anti¬ 
ferroelectric configuration of Pb shifts seems to be a 
reasonable one from the viewpoint of dipolar interac¬ 
tion. Moreover it is now understandable why c^/at is 
smaller than unity in PbZrO3, if we recall that the spon¬ 
taneous strain perpendicular to the polarization is al¬ 
ways a contraction in BaTiO3. 

Fig. 25—Antiferroelectric structure of I’bZrO». Arrows represent the 
directions of shift of the Pb ions. The solid line shows the ortho¬ 
rhombic unit cell (after Sawaguchi el al. [82]). 

Single crystals of PbZrO3 were grown by Jona et al. 
[50], using PbF2 as a flux. Although the crystals ob¬ 
tained were too small for single-crystal dielectric meas¬ 
urements, they were adequate for an optical study. It 
was shown that the differences between the three 
principal refractive indexes are 

Hb — na = 0.039, and nc — na = 0.024. 

Thus the refractive index is smallest along the a axis, 
along which the anti-parallel shifts of Pb ions were re¬ 
ported. (We should recall that the refractive index in 
the tetragonal and orthorhombic BaTiO3 is smallest 
along the direction of the spontaneous polarization.) It 
must be noticed that the optical anisotropy is largest in 
the ab plane. Although dielectric measurements of an 
untwinned crystal are not available as yet, we may 
anticipate similar relations between the three principal 
dielectric constants. The structure of PbZrO3 shown in 
Fig. 25 could also explain the large optical anisotropy in 
the ab plane. This structure, however, does not suggest 
why the lattice parameters are exactly b = 2a. It might 
be that some other ions (such as oxygens) shift simul¬ 
taneously in the b direction so as to give a large optical 
and dielectric anisotropy within the ab plane, retaining 
b = 2a. Necessary more detailed structural study is in 
progress, with X rays and neutrons, by Jona et al. [83]. 
The properties of the PbZrO3-PbTiO3 system were 

studied, to determine the results of mixing these two 
different types of dielectrics. The phase diagram ob-

Fig. 26—Phase diagram of the PbZrO»-PbTiO3 system (after 
Shirane el al. [159], and Sawaguchi [56]). 

Fig. 27—Lattice spacing of PbZrOs-PbTiOj at room temperature as 
a function of composition (after Shirane and Suzuki [84]). 

tained [56, 84, 159] is shown in Fig. 26. The lattice 
spacings of solid solutions between PbZrO3 and PbTiO3 

[84] are shown as a function of composition, at room 
temperature, in Fig. 27. PbZrO3-BaZrO3 system was 
also investigated [54] with results shown in Fig. 28 (fac¬ 
ing page). One important revelation is that antiferro¬ 
electric PbZrO3 phase is limited to a narrow composition 
range near pure PbZrO3 side. When small amounts of 
PbTiO3 or BaZrO3 are added, a ferroelectric phase can 
be observed between the antiferroelectric and para¬ 
electric phases. An X-ray study [55] revealed that this 
ferroelectric phase has a rhombohedral structure, which 
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Fig. 29—Threshold field strength of PbZrO., as a function of 
temperature (after Sawaguchi and Kittaka [85]). 

is similar to that of the lowest phase of BaTiO3 (below 
— 80°C). Thus the antiferroelectric phase in PbZrO3 is 
very critical, in the sense that its free energy is very 
close to that of the ferroelectric phase, especially near 
the Curie temperature. 

This point was clearly demonstrated by the “induced 
transition” in PbZrO3 [49]. When a strong field was ap¬ 
plied to a PbZrO3 ceramic at temperatures just below 
the Curie point, a double hysteresis loop was observed 
[Fig. 19(a)]. The inner part of the loop is antiferro¬ 
electric and the outer part ferroelectric, this state 
having been induced by the electric field. It is quite 
natural that the free energy of the ferroelectric phase 
is lowered compared with that of the antiferroelectric 
phase. The crystal structure of this induced phase was 
studied by X rays, while a strong de field was applied 
to keep it in the ferroelectric state. It was shown that 
this induced ferroelectric phase is also a rhombohedral 
lattice with a <90°. This double loop is quite similar in 
shape to those subsequently observed by Merz [41] in 
BaTiO3 just above the Curie temperature [Fig. 19(b)], 

While the induced transition is from antiferroelectric to 
ferroelectric in PbZrO3, it is from paraelectric to ferro¬ 
electric in BaTiO3. Fig. 29 shows the temperature de¬ 
pendence of the threshold field Ec at which the ferro¬ 
electric phase is induced [85]. It was estimated that the 
anti ferroelectric phase of pure PbZrO3 has a free energy 
which is lower by about 4 cal/mole at 230°C compared 
with that of the ferroelectric phase [56]. 
The solid solution system (Pb, Sr)ZrO3 was also 

studied [54], with the result shown in Fig. 28. An inter¬ 
mediate phase was again observed; however, this phase 
is not ferroelectric, but instead is another antiferro¬ 
electric phase with a tetragonal structure. The same 
antiferroelectric phase was observed by Sawaguchi [56] 
in Pb(Zr, Ti)O3 system, when the Ti concentration is 
very small. The relative stability of these two anti¬ 
ferroelectric phases, the ferroelectric phase and the 
paraelectric phase was discussed by Sawaguchi [56] in 
detail, as a function of temperature and composition. 

The phase transitions of PbIIfO3 were studied by 
Shirane and Pepinsky [53], and similar antiferroelectric 
phases to those of (Pb, Sr)ZrO3 composition were ob¬ 
served with transition temperatures of 160° and 215°C. 

These various phases show quite different properties, 
not only dielectrically and structurally but also ther¬ 
mally. Fig. 30 shows the linear thermal expansion curves 
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for three typical compounds. If we compare the volume 
of each phase with the normal volume of the cubic 
phase, it is clear that the two antiferroelectric phases 
show a volume decrease, while the rhombohedral ferro¬ 
electric phase shows a volume increase. A similar 
volume increase was observed at the Curie points of 
Ba TiOs, PbTiO3, and KNbO3, although the phase 
changes in these crystals are from cubic to tetragonal. 

A theory of antiferroelectricity was first developed 
by Kittel [86], before any crystal was identified as an 
antiferroelectric. A model treated by Kittel is a simple 
dipole array as shown in Fig. 31 ; and it was shown that 
antiferroelectricity may be expected to occur. His 
theory gives some criteria for the identification of anti¬ 
ferroelectric crystals. Takagi [87] then developed a 
theory involving a model which has rotatable dipoles at 
the cube corners and polarizable ions at the body 
centers. The theory was then extended to a general case 
in which the rotatable dipoles were replaced by induced 
dipoles [87a]. 

Kittel has shown that the peak value of the dielectric 
constant at the antiferroelectric Curie temperature is 
generally not pronounced for both first- and second-
order phase changes. In addition to this general case, 
however, Takagi's theory emphasized that the dielectric 
constant can in some special case show a very sharp 
maximum at the Curie point. In such special cases a 
ferroelectric state instead of an antiferroelectric one can 
be realized by a small change of the polarizabilities of 
the constituent ions. This theoretical prediction is in 
good accordance with the observation of the sharp 
change of the dielectric constant in pure PbZrO3, ami 
the appearance of the ferroelectric phase in the 
Pb(Zr, Ti)O3 or in (Pb, Ba)ZrO3 systems. It was shown 
experimentally that the peak value of the dielectric 
constant at the transition in the (Pb, Sr)ZrO3 system 
decreases rapidly with increasing concentration of Sr; 

this is in contrast to the case of the Pb(Zr, Ti)O3 and 
(Pb, Ba)ZrO3 systems, in which pronounced peaks were 
always observed at the ferroelectric Curie point. We can 
consider that (Pb, Sr)ZrO3 compositions show the 
general characteristics of a small change in the dielectric 
constant at the antiferroelectric Curie temperature. 
Thus these theories for simple models could account for 
some important properties of antiferroelectrics. The 
structure of PbZrO3 is much more complicated than are 
the models, unfortunately. 

C. Niobates and Tantalates 

So far we have discussed perovskite-type compounds 
with bivalent A ions and the tetravalent B ions. How¬ 
ever, perovskite-type compounds can also be obtained 
with 

j+iß+5Q3 and A+3B+3O3. 

Several ferroelectric compounds were reported by 
Matthias [88] in the first group: KNbO3, NaNbO3, 
KTaO3 and NaTaO3. The lattice perameters of NaTaO3 

and KTaO3 were reported by Vousden [89] at room 
temperature, and the Curie temperatures were reported 
at 13°K for KTaO3 [90] and 475°C for NaTaO3 [88], 
However, no detailed investigations have been pub¬ 
lished on the ferroelectric transitions of the tantalates, 
except for the dielectric properties of KTaO3 near the 
Curie point at 13°K [90]. 

On the other hand, the dielectric properties and phase 
transitions of niobates have been studied in some detail 
by Matthias and Remeika [45], Wood [46], Pepinsky 
el al. [91], and Shirane el al. [47, 52], It was shown that 
KNbO3 undergoes three phase transitions in quite 
similar ways to those of BaTiO3, achieving three ferro¬ 
electric phases of tetragonal, orthorhombic, and rhom¬ 
bohedral symmetry at the transition temperatures of 
435°, 225°, ami — 10°C respectively.4 If we reduce the 
three transition temperatures by dividing by the Curie 
temperature, they become respectively: 

BaTiO3: 1 0.69 0.49 
KNbO3: 1 0.71 0.38 

It must be stressed that KNbO3 is the only perovskite¬ 
type ferroelectric which has been found to show three 
transitions similar to those of BaTiO3. 

Small single crystals of KNbO3 can be grown by using 
K2CO3 as a flux. A technique is not known, at present, 
for growing good KNbO3 single crystals with plate-like 
habit. Dielectric constant vs temperature curve, in Fig. 
32 (opposite), was obtained with a presumably multi¬ 
domain crystal. It is obvious that this curve is essentially 
the same as the upper branch of Merz’s curve for 
BaTiO3, indicating that the domain configuration of the 

* I hese transition temperatures are obtained from measurements 
ot the dielectric constant for increasing temperature. On cooling, the 
three transitions occur at 410°, 200°, and — 55°C. The temperature 
hysteresis at the lowest phase change is therefore about 45°C [47|. 
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TABLE III 
Transition Energy AE (cal/mole) and Entropy Change aS(cal/mole degree) at the Three Transitions in BaTiOj and 

KNbOj (after Shirane et al. [47]) 
-—-

Cubic 
to 

Tetragonal 

T etragonal 
to 

Orthorhombic 

Orthorhombic 
to 

Rhombohedral 

BaTiO, AE 
AS 

47-50 [151, 153, 154] 
0.12-0.13 

16-26 [151, 153-155] 
0.06-0.09 

8-14 [153-155] 
0.04-0.07 

KNbOj AE 
aS 

190± 15 
0.28 

85+10 
0.17 

32 + 5 
0.12 

tetragonal phase probably consists mainly oí a domains. 
For further comparison with Bal iO3, the dielectric 
properties near the Curie point should be known. A 
reliable value of the spontaneous polarization near the 
Curie temperature is difficult to obtain because of rela¬ 
tively high conductivity at these elevated tempera¬ 
tures. Recently, however, Triebwasser and Halpern 
[92, 93] overcame this difficulty by the use of a high 
frequency (5,000 cps) ac field for the hysteresis loop 
measurement, with the result that P, = 26 micro-
coulomb/cm2 in the vicinity of the Curie temperature. 
TheCurieconstant is given as about 2.4X105°( [93]. It 
should be mentioned that a very extensive study of the 
phase diagram of the K2O-Nb2O6 system was carried 
out by Reisman and Holtzberg [94], The results are not 
only essential for crystal growth, but also explain the 
difficulties encountered in preparing ceramic speci¬ 
mens of KNbO3. 

Fig. 32—Dielectric constant of a KNbOj multi-domain crystal as a 
function of temperature (after Shirane el al. [47]). 

I'he temperature dependence of the lattice parameters 
of KNbO3 was first studied by Wood [46] and then in 
detail by Shirane, Newnham, and Pepinsky [52]. The 
essential feature of the curve is quite similar to that of 
BaTiO3. but the spontaneous strain is larger in KNbO3

than in BaTiO3. For example, the maximum tetragonal-
ity in KNbO3 is c/a= 1.017, compared with 1.009 in 
BaTiO3. The volume decrease at the Curie temperature 
is 0.15 A3. A study was also made of the specific heat 
anomaly at the transitions. The results are shown in 
Table 111 above, together with data on BaTiO3. The 
larger transition energies in KNbOj could be explained 
in terms of the larger lattice distortion. It may be inter¬ 
esting to point out that the relative entropy change of 
the three transitions is nearly the same in these two 
crystals; and moreover, the entropy changes at the 
Curie points are approximately proportional to their 
(c/a) —1 values in the tetragonal phase. 

Thus the dielectric properties and the phase transi¬ 
tions of KNbO3 are quite similar to those of BaTiO3 from 
various viewpoints. This implies that the coefficients of 
the free energy expansion of the Devonshire type have 
similar relative magnitudes. This fact is quite interesting 
if we consider that these two substances have different 
A and B ions. It may be of considerable theoretical 
interest to explain this similarity from an atomic view¬ 
point. Some more information on KNbO3, such as the 
atomic positions in the tetragonal phase, may be helpful 
for this purpose. 

A recent study of nuclear quadrupole resonance of 
Nb 93 in KNbO3, carried out by Cotts and Knight [7], 
has special importance because of the unique and valua¬ 
ble information obtained concerning the crystalline 
field. What can be achieved from such experiments is 
the gradient of the electric field at the position of the 
Nb nucleus, and the asymmetric parameter 77, which 
describes the dependence of the field gradient on the 
crystallographic direction. An adequate model for the 
ferroelectric properties of this crystal should be able to 
explain the observed values of the field gradient eq and 
77. Experiments gave eg = 3.10 16 esu/cm3, and tj = 0.806. 
The field gradient at the Nb position was calculated for 
two different models: one assumed a point charge at the 
six nearest neighbor oxygens, and the second assumed 
a Megaw’s model of a covalent bond [110, 114], It was 
shown that the second model gives better agreement; 
but it is far from satisfactory. Unfortunately, the details 
of the models for the calculations are not shown; but it 
appears that the result may be very sensitive to the 
actual atomic positions in the orthorhombic phase 
which are not yet known. It may be mentioned that this 
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Fig. 33—Partial magnetic absorption spectrum of KNbOa at four 
different temperatures, showing the effects of crystal structure on 
the quadrupole splitting (after Cotts and Knight [7]). 

resonance experiment serves as a quite sensitive detec¬ 
tor of the phase transition, as illustrated in Fig. 33. 

The situation with respect to NaNbO3 is quite 
complex, in contrast to the clear results for KNb03. 
NaNbO3 was reported as ferroelectric by Matthias [45], 
Then Vousden reported the structure to be nonpolar 
[51], which necessarily rejects ferroelectricity [95], A 
further dielectric study indicated that the crystal may 
be antiferroelectric [52], However, the phase diagram 
of the KNbO3-NaNbO3 system has revealed that the 
ferroelectric phase does persist for compositions close to 
pure NaNbO3 (Fig. 34). It is therefore possible that a 
strong electric field could induce a ferroelectric phase, 
thus giving an observed anomalous P vs E relation on 
the oscilloscope. Three phase transitions were observed 
in NaNbO, at 350°, 480° and 640°C. [52, 45], but they 
are certainly of different nature than those observed in 
BaTi03 and KNb03. A very recent investigation by 
Cross and Nicholson [96] on single crystals of NaNb03 

confirmed that the room temperature structure is non¬ 
polar. Double hysteresis loops can be induced at room 
temperature, by very large fields (about 90 KV/cm) in 
the direction perpendicular to the orthorhombic c axis. 
At low temperatures, ferroelectric loops can be obtained 
for fields parallel to the c axis. In the most perfect 
crystals the ferroelectric Curie point seems to be below 
— 209°C; but the ferroelectric phase may be induced by 
a high electric field above this temperature, and, once 
induced, it persists up to — 55°C. The structure above 
350°C is pseudotetragonal, truly orthorhombic, also 
antiferroelectric. The nature of the upper phase is not 
as yet well established. 

D. Some Questions and Conclusions Concerning Perov¬ 
skite Types 

Among the numerous perovskite-type solid solutions 
so far studied, the PbTiO3-PnSnO3 system is of special 
interest in the light of Matthias’s assumption that the 
B ion must have a noble gas configuration. The ferro-

500 
PARAELECTRIC CÚBIC 

400 

I 

100 

0 Ld 

-100 
FERROELECTRIC RHOMBOHEDRAL 

Fig. 34—-Phase diagram 

FERROELECTRIC 
TETRAGONAL c/a>l 

FERROELECTRIC 
- ORTHORHOMBIC I 

ORTHORHOMBIC I ~T* 

° 300 
Ld 
cr 
P200 

-200 1-

KNbO3 80

MOLE 

60 40 20 NoNbO, 

PERCENT OF KNbO3

of the KNbOs-NaNbOs system. The two 
upper transition points of pure NaNbO, are not shown (after 
Shirane et al. [52]). 

electric properties of the system were confirmed by 
Nomura [97] up to 80 per cent Sn concentration. It ap¬ 
pears, however, that the compounds do not crystallize 
in the perovskite-type structure when the Sn content 
exceeds 80 per cent. Extensive studies were made by 
Graenicher and Jakits [98] of the CaTiO3-SrTiO3, 
(K, La) I iO3-Ba I iO3 and (K, Nd)TiO3-BaTiO3 systems. 
Several different phases were observed in the first sys¬ 
tem. An unsuccessful attempt was made to interpret the 
results by the use of Roberts' theory [99, 100], 

Now let us return to the question with which we 
opened this chapter. What is the determining factor for 
the Curie temperature of BaTiO3? Detailed studies of 
several solid solution systems have not given an answer 
to this question; on the contrary, they have so far made 
the entire problem much more complicated. The ques¬ 
tion now is not only what will decide the Curie tempera¬ 
ture of a perovskite-type compound, but also what type 
of phases will appear, and in what sequence. We have 
already seen that cubic perovskite compounds can 
transform into three different types of ferroelectric and 
several antiferroelectric phases. At present, there seems 
to be no simple explanation for these complicated 
phenomena. The situation is particularly difficult when 
one tries to deal with the compounds in which ferro¬ 
electric and antiferroelectric phases exist with small 
differences of energy. Although this delicate balance 
between two phases was nicely demonstrated by Takagi 
for a simple model, an explanation based on the real 
structure is an important matter which remains to be 
provided. 

One other point needs emphasis. The phase diagrams 
we have discussed have shown that there are wide ranges 
of composition in which the cubic phase transforms 
directly into a rhombohedral phase, instead of taking 
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the tetragonal-orthorhombic-rhombohedral pathway 
realized in BaTiO3 and KNbO3. The symmetry of the 
rhombohedral phase is as high as a tetragonal one, and 
there is no obvious reason why the tetragonal phase 
should be preferred. It is also an interesting fact that 
there is no composition in which the cubic phase trans¬ 
forms directly into a ferroelectric orthorhombic phase. 

VI. Some Crystal Structural Studies of Ferro¬ 
electrics and Antiferroelectrics 

A. On the Need for Structural Information 

The establishment of a phenomenological theory is 
the first step in the development of an understanding of 
the behavior of a particular ferroelectric crystal. As dis¬ 
cussed earlier, this has been excellently accomplished 
for Rochelle Salt by Mueller [3], and for BaTiO3 by 
Devonshire [4—6]. The next step is the examine the crys¬ 
tal structure of the material, preferably both in its non¬ 
polar and polarized states, and to deduce as much as 
possible about the atomic mechanism of the transition. 

Structural mechanisms have been proposed for the 
ferroelectric transitions in KDP, Rochelle Salt and 
BaTiO3, and for the antiferroelectric transition in 
NH4II2PO4, on the basis of the paraelectric structures 
only. Of these, Slater’s explanation of the polarization 
mechanism in KDP was the first extensive effort at a 
model theory [16]. It was based upon West’s excellent 
analysis of the structure of the nonpolar phase [15], 
Subsequent X-ray [17] and neutron analyses [111, 18-21] 
of the crystal above and below its Curie point partly 
supported Slater’s theory, and greatly extended knowl¬ 
edge of the mechanism. Nagamiya [57] was the first of 
a number of investigators [58, 59] who have proposed 
mechanisms for the antiferroelectric transition in 
NH4H2PO4; and his scheme has been substantiated by 
an X-ray analysis of the crystal in both phases [58]. 

Several earlier attempts at structural explanations 
of the Rochelle Salt transition at the upper Curie point 
(cf.; e.g., [26], and [9], pp. 235 et seq.) foundered on in¬ 
adequate structural knowledge of the material in any of 
its phases. X-ray and neutron diffraction analyses in 
progress at Penn State [27] and Brookhaven [28] have 
clarified some aspects of the structure of the ferro¬ 
electric phase. In particular, they demonstrate that the 
mechanism formerly proposed for the polarization is 
quite incorrect; and the neutron study indicates one 
formerly unsuspected hydrogen shift of particular im¬ 
portance. 

The structure of lithium ammonium tartrate (LAT) 
has been elucidated by Vernon and Pepinsky, in its non¬ 
polar state [33]; and neutron observations confirm the 
change to a lower symmetry below the Curie point [101], 
The mechanism of the transformation is quite uncertain, 
however, as is that of lithium thallium tartrate, since 
the actual structural differences between high and low 
temperature phases are still unknown. The mechanism 
of the ferroelectric transition in ammoniated Rochelle 

Salt, which was first discovered by Kurtschatov [29], is 
also unknown. Some X-ray work has been accomplished 
on the nonpolar phase of [(NH4)0.2K0.g]NaC4l I4O6 4! I2O 
[102], This suggested that NH4+ ions go preferentially 
into one of two nonequivalent potassium positions. 

The structures of the nonpolar phases of the oxygen-
octahedra ferroelectrics, and in particular the per¬ 
ovskite and rhenium trioxide types, are certainly the 
simplest of all these anomalous crystals. The paraelectric 
materials are all cubic. This very high symmetry is in a 
large sense the source of the complexities of the ferro¬ 
electric and antiferroelectric structures, because the 
symmetry can be reduced in so very many ways. This 
is illustrated by the large number of phases which ap¬ 
pear in pure and mixed perovskites, as briefly discussed 
in the preceding section. Until very recently no depend¬ 
able positive results had been achieved in structure 
analyses of perovskite-type ferroelectrics; and model 
theories were consequent!}' on unfirm ground. Now 
structures of tetragonal ferroelectric BaTiO3 and 
PbTiOs have been deduced, the former by a single¬ 
crystal neutron study by Frazer et al. [44], and the latter 
by a combined X-ray and neutron analysis by Shirane 
el al. [103], A single-crystal X-ray study of orthorhombic 
KNbO3 is in progress, as is a neutron study of rhombo¬ 
hedral Pb(Zr, Ti)O3. A refinement of Sawaguchi’s X-ray 
analysis of antiferroelectric PbZrO3 is also in progress, 
by combined X-ray and neutron methods [83], 

A single-crystal analysis by Jona et al. [35] has refined 
Bystroem’s [105] structure for cubic Cd2Nb2O7; but the 
structure of the ferroelectric phase has not as yet 
yielded to an X-ray study. 

I eda and Kobayashi [106] have deduced a structure 
for the room-temperature, antiferroelectric phase of 
WO3, following earlier studies by Bräkken [107] and 
Ueda and Ichenokawa [108], The latter workers also 
examined the tetragonal high temperature modification, 
and their conclusions concerning the symmetry agree 
with those of Kehl et al. [109], More structural work is 
certainly needed on the phases of this interesting ma¬ 
terial. 

The condition of the model theory for the so-called 
ilmenite ferroelectrics, such as LiNbO3 and LiTaO3, is 
curious, in that Schweinler [37] has proposed a theory 
based on this structure, but there seems to be some 
doubt as to whether these lithium salts are ilmenite-type 
structures [110], 

Structures are not available for the antiferroelectrics 
(NIK^HsIOe [60] and Ag2H3IO3 [61], The analyses of 
these will be difficult, and will probably require neutron 
methods. The structure of the newest ferroelectric, 
guanidine aluminum sulfate hexahydrate (GASH), is 
not yet available, but its analysis should be straight¬ 
forward. 

Successfid analysis of the tetragonal ferroelectrics 
Ba riO3, Pb I iO3 and KH2PO4, and of antiferroelectric 
NH4H2PO4, are described in the following paragraphs. 
Some results on the Rochelle Salt and LAT structures 
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are also discussed, and the nonpolar structure of 
Cd2Nb2O? is reviewed. The completed analyses of ferro¬ 
electrics provide a sounder basis for model theories; and 
the incompleted work at least emphasizes the dangers of 
theorizing before reliable structural information is 
available. 

One of the intriguing aspects of the structural studies 
is the contribution of neutron diffraction methods to the 
analyses. The techniques have been reviewed in several 
recent publications [111-113], 

B. The Structure of Tetragonal BaTiOs 

We begin our discussion of ferroelectric and anti¬ 
ferroelectric structures with a study of room-tempera¬ 
ture tetragonal ferroelectric BaTiOs. The coordinates of 
the atoms in this structure can be expressed in terms of 
three parameters Szoi, bzou, and ôzn, as follows: 

Ba at (0, 0, 0); Ti at (1/2, 12, 1/2 + ôzTi ); 

01 at (1/2, 1/2, Szoi); Oil at (1/2,0, 1/2 + izOn) and 

(0, 1/2, 1/2 + Ózou). 

Ba 
a axis 

Fig. 35—The (010) projection of BaTiO3 (schematic). The 
oxygen Oil superposed upon Ti is omitted. 

These coordinates are presented as fractions of the 
tetragonal cell edges: a = 3.98 A, c = 4.026 A. For the 
cubic structure, above the Curie point at 120°C, all of 
the bz values are zero. The parameters are indicated in 
the (0, 1, 0) projection, shown in Fig. 35, which is to be 
compared to the ideal perovskite lattice of Fig. 6. In 
addition to the three coordinate parameters, nine aniso¬ 
tropic temperature parameters are needed to describe 
the thermal vibrations of the atoms (two each for Ba, 
Ti and 01, and three for Oil). 

The first single-crystal structural study of BaTiO3 

was carried out by Kaenzig [114]. Kaenzig assumed that 
ôzoii = 0; t.e., the oxygens on the faces parallel to the 

tetragonal axes have not shifted from their centered 
position, and hence the shortest distances in the cubic 
phase between Ba and OI I ions remain equivalent in the 
tetragonal phase (the distances increase slightly and 
equally over those in the cubic phase, due only to the 
slight elongation along the c axis as the tetragonal sym¬ 
metry develops below the Curie point). The subsequent 
analysis led to values 5zT¡= +0.014 and 5zoi = —0.032. 
The assumption concerning ÔZoii arose from the model 
accepted at the time of the analysis, in which Ti and Ol 
play an essential role in the ferroelectric behavior. 

The structural problem was then taken up by Evans 
[115]. Evans avoided the assumption that ôzOn = 0. 
After an extensive and very careful study he was forced 
to conclude that the structure could not be solved 
uniquely by X-ray methods because of interactions be¬ 
tween coordinate and temperature parameters along the 
tetragonal axis. This is equivalent to saying that agree¬ 
ment between observed and calculated X-ray intensities 
can be obtained with a rather wide range of different sets 
of parameters. Among the various possibilities, Evans 
found that reasonable assumptions concerning tempera¬ 
ture oscillations led to the following coordinate parame¬ 
ters, which gave good agreement between observed and 
calculated intensities: 

óztí = + 0.012, bzm = - 0.026, «zou = 0. 

The following parameters gave even a slightly better 
agreement in intensities, but required quite unreasona¬ 
ble temperature parameters: 

Sztí = + 0.015, Szoi = — 0.024, äzou = — 0.020. 

These two structures will be referred to as Evans’ 
first and second structures, respectively. Because of the 
unreasonable temperature parameters, Evans disre¬ 
garded the second model. Uis results thus tended to 
substantiate Kaenzig’s assumption that ôzOii = 0; how¬ 
ever, his over-all conclusion—as already stated—was 
that X-ray diffraction could not provide a definite 
answer to the problem. 

It is worthwhile to examine the conditions which pre¬ 
vent a unique solution of the BaTiO3 structure by X-ray 
diffraction. The chief sources of difficulty are: the mas¬ 
sive scattering power of barium atoms for X rays; and 
the fact that we must deal with a noncentrosym metric 
atomic arrangement, in which it is particularly difficult 
to separate the effects of small coordinate shifts and 
temperature oscillations of the lighter atoms because of 
the presence of a general phase angle in the crystal 
structure factors. 
What we observe, in an X-ray diffraction study, are 

the intensities of reflected X rays, IObt(h, k, I), where h, 
k, I are indices which identify the set of reflecting crys¬ 
tallographic planes. The magnitudes of observed structure 
factors are given by the relation 

I Fob»(h, k, I) I = K yflob^h, k, I) ■ Lp. (24) 

Here Lp is the Lorentz-polarization factor, which depends 
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only on the scattering angle, and the values ot which are 
known ; and K is a scale factor. 

Structure factor can be calculated from the relation 
.V 

F^h, k, I) = E f^^ + + “d, (25.) 
i 

and 
= y.o. e-ß.(.ino’), (26) 

Here ff is the tabulated value of the atomic structure 
factor, j referring to a specific atom in the unit cell; Xj, 
y¡ and z¡ are the coordinates of this jth atom in the cell, 
and N is the total number of atoms in the cell; Bj is that 
atom’s temperature parameter, if the temperature oscil¬ 
lation is isotropic, and fj is the scattering power for a 
temperature-oscillated atom; 0 is the Bragg angle of 
scattering, and X is the X-ray wavelength. If the tem¬ 
perature oscillations of the atoms are not isotropic, the 
expression for Fcai0 (/i, k, I) is somewhat more complex. 

In an X-ray analysis one must establish the coordi¬ 
nates Xj, y¡, Zj in some way, such that observed and 
calculated structure factors agree in amplitudes. We do 
not discuss this generally most difficult step in the anal¬ 
ysis. In the special case of perovskite-type crystals, the 
approximate coordinates are very easily found. 
FcaIe (h, k, I) can be rewritten as 

N 
Fnufh, k, I) = ^f, cos l^hxj + ky, + Izf) 

i 

+ i sin 2t(Iixí + ky, + lz¡) 
j 

= A(h, k, I) + iB(h, k, I). (27) 

In the case of BaTiO3 the structure factor can be written 
(for any given set of indices h, k, /) : 

F = (Aßa + -4t¡ + -‘lo) + i^B^ + Bu + Bo). (28) 

If we substitute the coordinates for the various atoms, 
as given at the beginning of this subsection, we find 
that the real parts Aj contain linear combinations of 
cos 2ir l bz¡, and the imaginary parts B, contain linear 
combinations involving sin 2~ l 8zj. Since the Ba atom 
is at the origin, B Da = 0. When all Sz/s = 0, all B¡ terms 
disappear. 

Let us examine the contributions of these terms to the 
X-ray intensities. Recall, from (24), that 

F2=K2LP I. (29) 

We write 
F2 = (.4 + iß)(Ä -iß) 

= A2 + B2

= ^Ba2 + 2.1bu(4tí + do) + (d Ti + do)" 
+ (^Ti + Bo)2- ($0) 

Table IV in column two shows the X-ray atomic scatter¬ 
ing factor for Ba, /b», is much larger than /t¡ and fo. 
A B» is always much larger than the other A’s and B's. 

TABLE IV 
Comparisons of Atomic Scattering Factors of Several 

Atoms for X Rays and Neutrons 

Element Atomic 
Number 

X-R ay Scattering 
Amplitudes 
4, It)-12 cm 

Neutron t obèrent 
Scattering 
Amplitudes 

9=0° (sin 9)/X = 0.5A"' feoli, 10-“ cm 

Ba 
1’b 
Ti 
O 
H 
D 
K 
P 

56 
82 
22 
~8 

1 

19 
15 

15.8 
23.1 
6.2 
2.25 
0.28 
0.28 
5.3 
4.23 

8.3 
12.9 
2.7 
0.62 
0.02 
0.02 
2.2 
1.83 

0.53 
0.96 

-0.38 
0.58 

-0.38 
0.65 
0.35 
0.50 

Xow let us consider some simple model structures, 
such as those in Fig. 36. We arbitrarily set 3zoii = 0, but 
move Ti and OI atoms in the z directions. In (a), 8zti is 
+ , and ôzgi = 0. In (b), ôzn is +, and 5oi is —. In (c), 
both ôztí and Szoi are +. All of these three models have 
identical A tí and B-h, and differ only in r4o and Bo. 
Models (b) and (c) have identical -4o values; but the 
signs of Bo for these cases are opposite. 

Fig. 36—Schematic representation of possible configurations result¬ 
ing from the shift of the OI oxygen atom in BaTiO3. 

Changes in Ao produce significant changes in F2, 
because ?lo appears in a term 2A Ba ?lo. Thus we can 
distinguish model (a) from models (b) or (c). But it is 
difficult to distinguish between (b) and (c), because the 
difference is only in Bq in (30), and Bo is small compared 
with the A terms. 

This difficulty is expressible in terms of the funda¬ 
mental difficulty of diffraction: we can observe the ab¬ 
solute magnitude of F from an experiment, but not its 
real and imaginary components, A and B, separately. 
When B is much smaller than A, the absolute magni¬ 
tude of Fis not sensitive to the B term. 

Let us now consider a fictitious model, such as that of 
(d) in Fig. 36, in which half of 01 is shifted to +8z, and 
the other half to — 8z. In this case Bo is zero, but Ao is 
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the same as for models (b) and (c). F2 thus has nearly 
the same value for models (b), (c) and (d). When ôzoï is 
small in (d), this model cannot easily be distinguished 
from a model in which 01 has a large anisotropic thermal 
vibration along the z direction. This is a qualitative 
argument only; but it does suggest the physical effects of 
the coordinate and temperature parameters on the cal¬ 
culated X-ray intensities, and thus illustrates the dif¬ 
ficulties encountered by Evans. 

The results of the X-ray analysis of BaTiO3 were thus 
doubly negative. Firstly, an uncertainty exists in the 
coordinate and temperature parameters; and, secondly, 
the sign of the oxygen shift relative to Ti cannot be de¬ 
termined. Evans' assumption of motions of both 01 and 
OU in directions opposite to the Ti shift, in his second 
model, was proved to be correct by a later neutron 
analysis. We will observe, below, that the same assump¬ 
tion would fail in the case of PbTiO3. 

When neutron diffraction is employed instead of 
X-ray scattering, the ratios of barium, titanium and 
oxygen scattering factors are entirely favorable for a 
structure determination. A comparison between X-ray 
and neutron scattering factors for several atoms is 
shown in Table IV. The neutron method does require 
a single crystal of considerable size, however. The analy¬ 
sis cannot be accomplished with a powder specimen, 
because the c/a ratio for the tetragonal cell is so close to 
1 that various sets of reflections with different indices 
cannot be resolved in the diffraction pattern. 

The crystal growth method of Remeika [40] has 
rendered single crystals of adequate size available for a 
neutron study; and a successful analysis has recently 
been accomplished by Frazer, Danner, and Pepinsky 
[44] at the Brookhaven reactor. Crystals of dimensions 
0.3 mm by 2.5 mm by 15 mm were cut from larger c 
plates by Pepinsky’s method [116], with the long dimen¬ 
sion parallel to [1, 0, 0] or [1, 1, 0] directions. A strong de 
field was applied in the c direction during the neutron 
exposures, to insure single-domain crystals. Some fifty 
(ÄOZ) reflections were measured by standard neutron 
proportional-counter methods, and with high accuracy. 
No assumptions were made concerning 5zOi or ôzoii 
values. The following parameters were found, at 18°C: 

5zTi = + 0.0139; Sz0l = - 0.0230; Sz0Ii = - 0.0143. 

Temperature factors found are (in 1016 cm-2): 

Bn = 0.153; Boi = 0.334; Bon = 0.266; BBa = 0.274. 

These are all isotropic. The displacements, in Angstrom 
units, are: 

ôzn = 0.06A; 5z0I = - 0.09A; «Zon = - 0.06A 

The disagreement factor, 

? . I I obs “ Foalo I A = -- , 
22 Fobg I 

is less than 0.03, for neutrons. 
This structure, which may be subject to slight altera 

lion, is close to Evans’ second model, but shows no 
anomalies in temperature oscillations. 

Before discussing the physical significance of this 
structure, we will discuss the results of another recent 
analysis: that of tetragonal PbTiO3 by Shirane, Pepin¬ 
sky, and Frazer [103, 104]. 

^Pb OO © Ti 
Fig. 37—Four possible models for PbTiO3 structure. 

C. The Structure of Tetragonal PbTiO3

The conditions which rendered difficult the X-ray 
analysis of tetragonal BaTiO3 also exist for tetragonal 
PbTiO3. The X-ray scattering power of Pb is considera¬ 
bly larger than that of Ba (cf. Table IV). However, the 
ion shifts in the crystal may be much larger than those 
of BaTiO3, as can be anticipated from the larger lattice 
distortion of PbTiO3. Thus the ambiguity due to the 
interaction between coordinate and temperature param¬ 
eters may be greatly reduced, but the ambiguity be¬ 
tween models (b) and (c) of Fig. 36 may be more trouble¬ 
some. In this case, as in BaTiO3, the structure should be 
solved without ambiguity by a neutron diffraction study 
of single crystals. 

At present a sufficiently large crystal of PbTiO3 for a 
single-crystal neutron study is not available. Conse¬ 
quently, the analysis was carried out by the combination 
of an X-ray single crystal study and a powder diffrac¬ 
tion study by neutrons. The {IM) projection, based on 
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the intensity data collected by MoKa radiation, gave: 

5zTi = + 0.04, ázoi = ±0.11, Szoii = ± 0.11. 

Here we can take the sign of Ti shift as positive. There 
are four possible models corresponding to the combina¬ 
tions of signs of the oxygen shifts, as shown in Fig. 37. 
The R factors for all of the four models lie between 0.057 
and 0.053, and the difference is certainly too small to be 
significant. It is thus not possible to decide between the 
four models on the basis of the X-ray intensities. An in-
spection of Fig. 37 reveals that models (c) and (d) are 
more improbable because they require drastic changes 
in O—O distances. Nothing could be concluded from geo¬ 
metrical considerations, however, as to a choice between 
models (a) and (b), even though model (a) has been as¬ 
sumed for BaTiOs. 

The neutron powder diffraction data permits an un¬ 
ambiguous decision between the structures, and proves 
that model (b) is correct. As shown in Fig. 38, the large 
tetragonality (c/fl = 1.06) even allows resolution of the 
(100) and (001) reflections of the powder pattern. The 
agreement with model (b) is excellent, and the other 
three models are quite unsatisfactory. It is definitely 
not possible to account for the observed data with the 
assumption of 3z on = 0. The final coordinate parameters 
are: 

ôztí ” T 0.040, ôzoi “ d- 0.112, and ôzon = -F 0.112. 

This is a rather unexpected result, due to its departure 
from the case of BaTiO3. Moreover it seems strange, 
at first sight, that the oxygens are shifted in the same 
direction as is Ti. It is misleading, however, to describe 
the structure in terms of shifts referring to the A atom 
at the origin. The z value of the origin is taken quite 
arbitrarily at the A atom; it could actually be at any 
point along the z axis. By fixing the origin at some point, 
for example at the A atom, we are implicitly fixing our 
viewpoint of the structure. The model with the origin at 
the A atom may be convenient for representing Kaen-

zig’s and Evans’ first structures for BaTiO3, because 
only Ti and OI are shifted in these . But it is not at all 
suitable for describing the PbTiO3 structure. 

In speaking of atomic “shifts,” one recalls the struc¬ 
ture of the cubic phase. It is certainly preferable to de¬ 
scribe the new structure in terms of alterations in bond 
lengths and angles. In the case of PbTiO3, however, the 
equivalence of Szoi and ôzon leaves the oxygen octa-
hedra undistorted except for an extension along the z 
axis. Since the close-packing of oxygens is an anticipated 
feature of both these titanates, and the above analyses 
reveal that this packing is not much disturbed as the 
transitions occur, it is both convenient and reasonable 
to place the origin at the z level of OI I. Fig. 39 shows the 

(a) BaTiOs (b) PbTiOj 

Fig. 39—Models for tetragonal BaTiO3 and PbTiO3 (schematic: 
the size of the ions shown was chosen arbitrarily). 

tetragonal structures of both titanates considered in this 
way. (The reader should note that the figure for PbTiO3 

is inverted compared to the model with 3zoi and Szon 
both + in Fig. 37.) 

From this point of view, the Ti in PbTiO3 is shifted 
by 0.30 A with respect to the oxygen octahedron, and 
the Pb moves in the same direction by the larger 
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TABLE V 
Comparisons of Sz Values and Bond Lengths, in A, for 
BaTiO3 and PbTiO3, at Room Temperature. Oxygen Oil 

is Placed at c/2 (after Shirane el al. [103, 104]. 

BaTiOj 
(in A) 

PbTiOs 
(in A) 

S, Values 
fcoi 
3st, 
lsb» or azpb 

-0.03 
+0.12 
+0.06 

0.00 
+0.30 
+0.47 

Bond 
Distances, > 
Ti to: 

OI (upper) 
OH 
OI (lower) 

1.86 
2.00 
2.17 

1.78 
1.98 
2.38 

Bond 
Distances, > 
Ba or Pb to: J 

Oil (upper) 
OI 
Oil (lower) 

2.80 
2.82 
2.88 

2.53 
2.80 
3.20 

Axial 
Lengths 

a 3.99 3.90 

c 4.03 4.15 

distance of 0.47 A. The structure of BaTiO3 revealed by 
neutron diffraction indicates a shift of Ti by 0.12 A and 
a shift of Ba in the same direction but by a smaller 
distance of 0.06 A (see Table V, above). The oxygen 
octahedron is only slightly distorted in BaTiOj. These 
models show features common to both crystals, together 
with important differences. Moreover they clearly reveal 
the important role which Pb ion plays in PbTiOs. 

D. A Discussion of the BaTiOi and PbTiOz Structures 

Let us examine the changes of bond lengths in BaTiO3 

and PbTiO3 due to the ion shifts associated with the 
ferroelectric phase transition (Table V). We will dis¬ 
tinguish between the upper and lower OI atoms by the 
symbols OI(u) and 01(1). A remarkable change com¬ 
mon to both crystals is the Ti-OI(u) distance, which is 
1.85 A in BaTiOs and 1.78 A in PbTiOs. These should 
be compared with the sum of the Goldschmidt radii, 
1.96 A. The situation for BaTiOs is shown in Fig. 40, 

Fig. 40—Environment of Ti in tetragonal BaTiOj. 

and for PbTiO3 in Fig. 41. The Ba and Pb atoms have 
the large coordination number 12, and consequently a 
large bond distance to surrounding oxygens. Therefore, 
the small shift of Ba does not give any noticeable change 

of Ba—O bond lengths in BaTiOs. The situation is, 
however, quite different in PbTiOs; the very large shift 
of Pb along the z direction does appreciably influence 
the Pb O bond system. The Pb-OII(u) length is 2.53 
A, which is again much shorter than the sum of Gold¬ 
schmidt radii, 2.78 A. (See Fig. 42.) It appears that this 
large change of Pb—O bond length is the most pro¬ 
nounced difference between PbTiOs and BaTiOs. 

From these observed structures, we can estimate the 
polarizations due to ion shifts. Generally speaking, the 
spontaneous polarization consists of two parts: one is 
ionic, due to the ion shifts, and the second is electronic, 
due to the deformation of electron clouds. Of course this 
separation is rather formal, but it gives some idea of the 
nature of the polarization in ferroelectric crystals. The 
ionic part can be calculated from 

1 V-
— > , n^Zi, 

0, 

Fig. 41—Environment of Ti in PbTiOj 

where n, is the effective charge oi the zth ion, and v is the 
unit cell volume. Since the individual 8z's depend upon 
the choice of origin, no physical meaning can be given 
to the individual term. The sum is constant, independ¬ 
ent of the choice of origin, however. 
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The effective charges of the ions are not known, un¬ 
fortunately; but charges based on assumed completely 
ionic character for the crystals give a maximum possible 
contribution of the ionic part. Thus the assumption of a 
completely ionic crystal gives ionic polarizations of 17 
and 54 microcoulomb/cm2 for BaTiO3 and PbTiO3, re¬ 
spectively. The differences between these figures and the 
observed spontaneous polarizations are the minimum 
contributions to be attributed to the electronic part. The 
observed polarization value for BaTiO3 is 26 micro¬ 
coulomb/cm2. No reliable value of Ps is available for 
PbTiO3 at present. 

Now let us examine the existing theories of BaTiOs 
type ferroelectrics in the light of the structures de¬ 
scribed above. Model theories of ferroelectrics may be 
classified into two general types. The first is based on 
dipoles with two positions of equilibrium. This is equiv¬ 
alent to an ion moving in the type of field shown in Fig. 
43(b). The Mason-Matthias [117] theory of BaTiOs is 
typical of this type. It is related to the earlier Eucken-
Büchner [118] theory of dielectric behavior in certain 
high dielectrics. Six equivalent positions are assumed lor 
Ti in the cubic phase, and one of these six positions is 
preferentially occupied in the tetragonal phase due to a 
cooperative phenomenon of long range forces. Several 
fundamental objections to this theory have already been 
discussed [75]. It was shown by Devonshire that the 
Curie constant of this type of model cannot be as large 
as that observed in BaTiO3. Moreover, Kaenzig’s ob¬ 
servation of the structure of BaTiO3 above the Curie 
temperature did not show any evidence for such a 
model. 

Fig. 43—Different types of potentials for ions in 
ferroelectrics (after Devonshire |6]). 

The second model may be called the oscillating ion 
type. In this, ions are assumed to move in a potential 
well as shown in Fig. 43(a). The Curie constant of this 
type of model is determined by the reciprocal of the 
anharmonic coefficient of oscillation, b. The large Curie 
constant of BaTiO3 can be accounted for by this model 
without difficulty, since b may be quite small. Slater 
[160] developed a theory along this line, assuming a Ti 
displacement only and using the Lorentz field based on 
the actual atomic arrangement. It was shown that the 
Ti and ()I ions along the chain in the polarization direc¬ 
tion exert very strong fields on each other. In this theory 
the ionic polarization of the Ti ion is an essential factor. 

According to Devonshire’s estimate, the oxygen ions 
are much more loosely bound to their symmetrical posi¬ 
tions than are the Ti ions. Jaynes [119] has proposed the 
“oxygen displacement theory,” which depends upon 
this concept. Each cubic unit cell has three oxygen ions. 

Ox, O„ O2, which are free to move in the x, y and z 
directions respectively. As the crystal is cooled, the mis¬ 
match of ionic sizes successively causes the O2, then the 
OB, then the Oz ions to be squeezed out of the planes of 
Ba ions, thus causing the spontaneous polarization first 
along a cube edge, then along a face diagonal, and finally 
along a body diagonal. Thus this theory could quite 
naturally account for the three phase transitions and the 
associated strains. 

This oxygen displacement theory was supported by 
Kaenzig’s and Evans’ first structures, in which only 01 
and Ti are shifted with respect to Ba and OIL Here the 
Ti shift can be considered as being induced by the oxy¬ 
gen move. However, the BaTiO3 and PbTiO3 structures 
revealed by neutron diffraction suggest that the oxygen 
octahedra suffer little distortion in passing through the 
transition, in contradiction with the oxygen displace¬ 
ment theory. The observed structures are rather in ac¬ 
cordance with Slater’s model, in which the Ti move was 
considered with respect to the oxygen octahedron. The 
important role of Pb in PbTiO3 is not considered in this 
theory. 

I'he theoretical treatments we have just discussed are 
based on the long range forces of dipole interaction. 
Other investigators, and recently among them Megaw 
[110, 144], have approached the problem in rather an¬ 
other way. This is to consider the transition as associ¬ 
ated with a change of the type of chemical bonding 
rather than a change in the dipole structure. The im¬ 
portance of the homopolar character of the bond is em¬ 
phasized, and the bond angles at Oil with Ti were con¬ 
sidered as an essential factor for the tetragonal struc¬ 
ture. This put the emphasis on the Ti-OII-Ti line, 
rather than on the usually emphasized Ti-OI-Ti chain. 
In PbTiO3 Megaw [110] stressed the hypothesis that the 
homopolar character of the Pb—O bond may play an 
important role, and she pointed to the homopolar bond 
system in PbO crystals. In the PbO structure Pb—O 
bonds form a flat tetragonal pyramid with Pb at the 
apex, and the Pb to O distance is 2.33 A. The environ¬ 
ment of Pb in PbTiO3 may be considered as similar to 
that in PbO. This treatment is entirely based on the 
short range force due to bonding, and it is considered 
that the long range force is unnecessary to explain the 
transition. 

The crystal structures of tetragonal BaTiO3 and 
PbTiO3 certainly indicate that the compounds are not 
purely ionic. This does not require that the homopolar 
bond character is a driving force which induces the ferro¬ 
electric transition. Whether the long-range dipolar inter¬ 
action forces, or the short-range homopolar bond prop¬ 
erties, are most important for the transition, can be 
answered in part at least by calculations based on the 
tetragonal structure. Computations by Cohen [143] had 
shown that the antiferroelectric state is slightly more 
stable than the ferroelectric state for BaTiOq and this 
result had been considered a weak point in the dipole 
theory. Takagi [87a] has recently shown that a CsCl-
type crystal can become ferroelectric without invoking 
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F!g. 44—Structure of KHjPO« (after West [15]). 

Fig. 45—One PO< tetrahedron and H bonding 
in KH2PO4 (after Mason [9]). 

short-range forces. Moreover, the dipole-dipole inter¬ 
action theory does indicate that for Evans’ second 
model, the ferroelectric state is actually slightly more 
stable than the antiferroelectric one. The evidence to 
date is that dipole interactions are the main source of 
perovskite-type ferroelectricity, but that bond charac¬ 
ter must be considered as well. 

E. Structural Changes in KHiPOi at the Curie Point 
The structure of KH2PO4, as deduced by West [15], is 

shown in Figs. 44, 45 and 46. It consists of a three-
dimensional framework of PO4 groups, linked together 
by hydrogen bonds: the two upper oxygens of one PO4 
tetrahedron are linked by H’s to lower oxygens in two 
adjacent tetrahedra; the two lower oxygens of the first 
tetrahedron are linked to upper oxygens in two other 
neighboring tetraehedra. 

Slater [16] assumed that proton ordering was responsi¬ 
ble for the ferroelectric transition in this crystal. The 
spontaneous polarization is along c. He visualized the 

Fig. 46—The H2POt system looking down the tetragonal 
axis in F4d2 (after Frazer and Pepinsky [17]). 

formation of H2PO4- groups, by hydrogens associating 
more closely with the tipper oxygens of each PO4 group, 
e.g., as shown in Fig. 45. Such an association is per¬ 
mitted, if the crystal symmetry is reduced by the 
transition. Slater further assumed that the H2PO4 with 
dipole orientation along +c has a lower energy, by an 
amount A, than a group with its dipole axis perpendicu¬ 
lar to c. 

The results of Slater’s statistical-mechanical treat¬ 
ment accounted for several important properties, in¬ 
cluding the form of the temperature-dependence of the 
dielectric constant ec, and the entropy change at the 
transition. Takagi [120] later showed that the theory 
could also explain the temperature dependence of the 
dielectric constant ea, perpendicular to the c-axis. 
Yomosa and Nagamiya [121] modified the theory to in¬ 
clude deformation effects, and they were able to account 
for the anomalous piezoelectric effect and spontaneous 
strain in the ferroelectric region. 

A difficulty with Slater’s theory is that the dipole 
moment of each phosphate group, and therewith the 
moment of the entire crystal, is attributed directly to 
the positions of the positive protons relative to the 
negative phosphate groups. Yet upon reversal of polari¬ 
zation the displacements of the protons must be very 
nearly perpendicular to the c axis, as shown by crystal¬ 
lographic studies. Thus the displacements of the protons 
cannot explain the change in polarization parallel to the 
c axis. This discrepancy does not invalidate Slater’s 
statistical mechanical analysis, but implies the presence 
of additional displacements which must have apprecia¬ 
ble components parallel to the c axis. 

The present picture, first afforded by the X-ray 
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analysis of the transition by Frazer and Pepinsky [17], 
is that hydrogen bond changes perpendicular to c do 
occur, and are accompanied by alterations in disposi¬ 
tions of other atoms along the c direction. The spontane¬ 
ous polarization as well as the dielectric behavior in the 
c direction about the Curie point depend upon these 
latter alterations. 

Frazer and Pepinsky carried out an extensive X-ray 
study of KDP at 126°K and 116°K. These temperatures 
are 3° above the transition point, and 7° below it. (De 
Quervain [12] had noted anomalies in scattering at 
temperatures closer to the Curie point.) This analysis 
was followed by a preliminary neutron diffraction study 
of the structure at room temperature by Pepinsky and 
Frazer [111], and by extensive neutron studies above 
and below the Curie point by Peterson et al. [18], Levy 
et al. [19], and Pease and Bacon [20, 21]. 

One of the concerns of the structural study is the be¬ 
havior of the hydrogens through the transition. As West 
first showed, the hydrogen bond is almost perpendicular 
to the c axis, the angle with the ab plane being 2° or less. 
The H bonds are shown schematically as dotted lines 
in Figs. 44-46. Later measurements show the O—H. . .O 
directions to be approximately 0.5° out of parallelism 
with the ab plane. 

Table VI lists O—H. . . O bond lengths as reported by 
the various investigators and at various temperatures. 
It is to be noted that the temperatures at which the low-
temperature measurements were made are different foi-
lhe different investigators. It must be emphasized here, 
and certainly later when motions of other atoms are 
considered, that analytical results accomplished at dif¬ 
ferent temperatures in the neighborhood of the Curie 
point are not really comparable. This is tobe anticipated 
not merely from de Quervain’s results, but from the 
tremendous dielectric anomaly in the temperature 
range a few degrees on either side of the transition 
point. The measurements most likely to shed light on 
the mechanism itself are those closest to Curie point. 

TABLE VI 
Hydrogen Bond Lengths in KDP 

Room 
Tem¬ 

perature 

Above 
Curie 
Point 

Below 
Curie 
Point 

West [15] 
Frazer and Pepinsky [17] 

Peterson, Levy, etc. [18,19] 

Bacon and Pease, etc. [20, 
21] 

2.53 A 

2.48 A 

2.49 A 

2.44 A 
(at 126°K) 
2.48 A 

(at 140°K) 

2.48 A 
(at 132°K) 

2.51 A 
(at 116°K) 
2.50 A 

(at 113°K ) 

2.49 A 
(at 77°K) 

Frazer and Pepinsky, observing at temperatures 3° 
above the Curie point and 7° below it, found O—H. . . O 
distances of 2.44 A and 2.51 A, respectively. This sug¬ 
gested a very strong H bond above the transition, and 
a weakening of this bond below. Pepinsky and Frazer’s 

neutron study of KDP at room temperature [111] sug¬ 
gested a double minimum in the II position, with a half¬ 
hydrogen, on the average, in each minimum position. 
This tentative result was first disputed by both Peterson 
and Levy [18] and Bacon and Pease [21]; but in later 
communications both of the latter groups of workers 
tend to view the double minimum as quite possible on 
the basis of the neutron data, and undoubtedly the case 
on the grounds of thermal and infrared data. [164], 

Levy et al. [19] found the O—H. . .0 distance to in¬ 
crease only slightly between 140°K and 113°K, and 
Bacon and Pease [20, 21] found only a slight increase at 
77°K over the separation at 132°K. These results are in 
contradiction with the X-ray results of Frazer and 
Pepinsky. It is probable that the measurements of the 
latter workers, at 126°K and 116°K, actually reflect 
structural conditions in the immediate neighborhood of 
the transition which do not obtain at larger temperature 
differences from it. 

A second piece of evidence suggesting a mechanism for 
the transition was furnished by the X-ray study [17], 
Projections perpendicular to the c axis, on the (1, 1, 0) 
[ilane, are shown in Figs. 47 and 48 (next page), at 126° K 
and 116°K respectively. These figures show a pair of 
PO4 tetrahedra, the atoms of one being marked with 
primes. Two oxygens of each tetrahedron overlap in 
the projection (on the central horizontal line). Potas¬ 
sium atoms are shown above and below the respective 
tetrahedra. The reader should refer to Fig. 44, and think 
of the structure as viewed along the b direction. 

An analysis by Frazer and Pepinsky of West’s X-ray 
data, using modern analytical methods, indicated 
hydrogen peaks between oxygens in adjacent tetrahedra 
and also indicated a slight anisotropy in the thermal 
oscillations of K and P atoms along the c axis. At 126°K, 
Frazer and Pepinsky found the PO4 tetrahedra to be 
regular, but each K atom, which is surrounded by eight 
O’s, shows larger distances to the O atoms above and 
below it than to the side O’s. The K atoms oscillate 
thermally with larger excursions along the c direction. 
This is in keeping with the nature of the O-packing 
around them. A similar thermal anisotropy is found for 
the P atoms. 

This thermal anisotropy is in keeping with the dielec¬ 
tric behavior at 126°K. At this small temperature above 
the Curie point the dielectric constant along c is very 
large (nearly 104), but the constant along a is normal. 
The dielectric constant drops rapidly as the tempera¬ 
ture is increased. At 132°K, where Bacon and Pease [21] 
observed the structure, the dielectric constant is of the 
order of 102; and at 140°K, where Peterson el al. [18] 
studied it, ec has dropped still more, it is reasonable to 
associate a high anisotropic polarizability with a high 
thermal oscillation anisotropy. The fact that neither 
Bacon’s nor Peterson’s group observed evidence of 
thermal anisotropy from neutron studies at 132° and 
140°K is perhaps attributable to the fact that neither 
worked close enough to the transition temperature. 
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Fig. 47—Electron density projection of KH2PO4 on (110) in F4d2 
to (,00) in lïd2 ). at 126°K <after Frazer and Pepinsky [17]). A better reproduction of the above figure may be seen in a 

previously published piper by Frazer and Pepinsky [ 17|. 

Fig. 48—Electron density projection of KH2PO4 on (110) in Fddat 
116°K (after Frazer and Pepinsky {17]). A better reproduction of 
t ie aboi e figure may be seen in a previously published paper bv 
Frazer and Pepinsky [17], 

I lowever, it is also to be mentioned that difference maps 
based on West's original excellent X-ray data also clear¬ 
ly indicate strong thermal oscillations for K and P atoms 

or at least elongation of the K and P electron clouds— 
in the c direction. It the absence of thermal anisotropy 
very close to the Curie point can be confirmed by a 
further neutron study, then consideration must be given 
to the possibility that the electron clouds are elongated 
along c. 

1 he X-ray study at 116°K showed not only the in¬ 
creased O—H. . .0 bond distances reported above—thus 
suggesting a tendency toward ordering of the hydrogens 
—but also showed the P and K atoms to be displaced 
somewhat in the c direction. I he O tetrahedra remain 
undistorted. The projection of this ferroelectric struc¬ 
ture is shown in Fig. 48, viewed perpendicularly to the 
c axis. ( omparison ot Figs 47 and 48 shows the displace¬ 
ments oi I and K atoms in the c direction, as the crystal 
becomes polarized. I he P atom in the upper (unprimed) 
tetrahedron moves down slightly (0.03 A) from the 
central position; the K atom directly above this tetra¬ 
hedron moves upward by 0.05 A. Thus the P and K 
move away from the upper two O’s in this tetrahedron. 
It is to be assumed that these are then the O's to which 
the H’s have become more closely associated. In short, 
what apparently happens is that the K and P atoms 
build up a preferred vibration along the c axis, as the 
crystal is cooled to just above 123°K. This anisotropic 
oscillation is facilitated by a change in the packing of 
Os around the K. The polarizability along c increases 
with the anisotropic oscillations of K and P. As the 
Curie point is attained, the K and P atoms lock in to 

oft-center positions, and the h atoms order correspond¬ 
ingly: H s remain close to O's, away from which the P's 
and K’s have moved. 

A computation of the spontaneous polarization, from 
the positions of P, K and O’s as found by Frazer and 
Pepinsky at 116°C, gives 4.1 microcoulomb/cm2. The 
observed value of the spontaneous polarization is about 
4.5 microcoulomb/cm2. 

Although neither Peterson et al. nor Bacon el al. find 
preferred oscillations of P and K atoms, at their temper¬ 
atures of observation, both groups beautifully confirm 
the concept of ordering of the hydrogens below the 
( urie point, and also the displacements of K and P 
atoms. Projected views of KDP along the c axis are 
shown in bigs. 49, 50 and 51, taken from Bacon and 
Pease’s papers. Fig. 49 shows a schematic of the pro¬ 
jected structure on the ab plane, above the Curie point. 
Fig. 50 shows a contour map of density of neutron¬ 
scattering material, and represents the portion inside 
the dotted lines of big. 49, for the structure at room 
temperature. Fig. 51 represents hydrogen atoms, within 
the region outlined by dotted lines in Fig. 49, at 77°K. 

big. 50 shows hydrogen nuclei as kidney-shaped 
dotted contours, between oxygens of adjacent tetra¬ 
hedra. In extended analyses none of the neutron investi¬ 
gators were able to determine with complete assurance 
whether these maps represent a hydrogen in a single 
broad minimum, or two half-hydrogens in a double 
minimum, the two parts of which were statistically 
occupied. This is a difficult point to clear up by a struc 
ture analysis. Other evidence [164] clearly points to the 
latter type of disorder. Below the Curie point the hydro-
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Fig. 49—Projection of KH2PO4 on (001) (after Bacon and Pease [21]). 

gens are clearly ordered, as shown in Fig. 51. In this last 
figure the effects of K, P and O atoms have been sub¬ 
tracted out of the pattern. The hydrogen is observed at 
0.21 A from the center of the O—H. . ,O bond of 2.49 A: 
1.04 A from one O atom, and 1.46 A from the other O. 
This pattern was of course for a single-domain crystal, 
maintained in this state by an applied electric field 
When the field direction was reversed, the hydrogen 
changed its equilibrium position so that it was closer to 
the other oxygen. 

Summarizing these results on KDP: Slater’s brilliant 
quasi-model theory is shown to be well founded, and 
X-ray and neutron analyses have succeeded in clarifying 
most aspects of the transition mechanism. The transi¬ 
tion occurs due to remarkable cooperation between 
hydrogen bond effects and changes in thermal oscillations 
and mean positions of K and P atoms. The tremendously 
delicate balance of forces within a crystal, and the effect 
of thermal energy upon this balance, is well illustrated 
by the ferroelectric transition in KDP. 

F. The Structural Changes in NHiHtPOi at the Anti-
ferroelectric Transition 

Although ammonium dihydrogen phosphate, ADP, 
is isomorphous with KH2PO4, the dielectric behavior of 
ADP at the transition point at 148°K is quite different 
from that of KDP. In ADP it is the dielectric constant 
perpendicular to the c axis, ca, which shows the more 
pronounced anomaly at the transition. It was first sug¬ 
gested by Nagamiya [57] that this crystal may be anti¬ 
ferroelectric below the transition point, in a direction 

Fig. 50—Projection on the (001) plane of KH2PO4 at room tempera¬ 
ture. The broken lines represent negative contours, thus showing 
hydrogen. This figure corresponds to the region outlined by the 
dotted lines in Fig. 49 (after Bacon and Pease [21]). 

Fig. 51—Projection on (001) of the density of neutron scattering due 
to hydrogen atoms in KH2PO4 at — 180°C. Broken lines are nega¬ 
tive contours and the zero contour is shown dotted; no positive 
contours appear. The small circles mark positions of potassium, 
phosphorous and oxygen atoms (after Pease and Bacon [20]). 
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Fig. 52—(a) Proposed ordering of hydrogen in NH4H2PO4. (b) Di¬ 
poles resulting from hydrogen ordering in NHiHjPOi (after 
Nagamiya [57]). 

perpendicular to the c axis. An ordering of hydrogens 
was proposed, differing from that proposed by Slater for 
KDP in that the two hydrogens of H2PO4 groups be¬ 
come associated with one “upper” and one “lower” oxy¬ 
gen of the PO4 tetrahedra rather than with two “upper” 
(or two “lower”) oxygens. This ordering is shown in 
Fig. 52(a). Only the II2PO4 groups have been included 
in the figure, which is to be compared with Fig. 46 for 
KDP [the a axes in Fig. 46 are 45° from the a axis in 
Fig. 52(a); but the c axes are in the same direction for 
both]. The dipole arrangement expected from this order¬ 
ing of hydrogens is represented schematically in Fig. 
52(b) by a system of arrows, representing dipole mo¬ 
ments perpendicular to the c axis. Note dipole moments 
in Fig. 52(a) are along the b axis and not the a axis. 

Deuterated ADP, ND4D2PO4, was reported by Mat¬ 
thias [122] to have a transition similar to that in ADP, 
but the transition temperature was shifted from 148°K 
to 242°K. An X-ray and dielectric study by Frazer, 
Keeling, and Pepinsky [58] supported Nagamiya’s 
hypothesis of the antiferroelectric transition. Further 
support was provided in a subsequent X-ray and optical 
study by Wood et al. [123], and through a dielectric 
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Fig. 53—Electron density projection of NH4H2PO( on (100) in I4d2 

at 153°K (after Keeling and Pepinsky [58]). A better reproduction 
of the above figure may be seen in a previously published paper 
by Keeling and Pepinsky [58], 

study by Mason and Matthias [59]. The symmetry is 
orthorhombic below transition and tetragonal above. 

Keeling and Pepinsky [58] have carried out an exten¬ 
sive X-ray study of the ADP transition, at 153°K and 
143°K(5°on either sideof thetransition point). Results of 
this analysis are shown in Fig. 53 above and Figs. 54 and 
55 opposite. Figs. 53 and 54 are projections of electron 
densities which correspond to Figs. 47 and 48 for KDP. 
Whereas the c axis is the polar axis in KDP below its 
Curie point, a twofold screw axis exists perpendicular to 
the c axis in ADP below its transition point; and this 
twofold (screw) axis causes the projection of Fig. 54 to 
be centrosymmetric. No net polarization can appear in 
any direction, because all three crystallographic axes are 
of the same twofold screw character. 

A schematic of the dipole arrangement in this crystal, 
as viewed along the a axis, is shown in Fig. 55. 

The mechanism of this transition is not well under¬ 
stood, in contrast to the case of KDP. Surely the H 
atoms of the NH4 group are involved in production of 
the transition, which intervenes before a ferroelectric 
Curie point can be reached. Whereas N—H. . .0 bond 
distances are all 2.88 A at 153°K, at 143°K four unequal 
distances appear from an N atom of an NH4 group to 
neighboring oxygens: 

N—H. . ,0i = 3.04 A, 

N—H. . .O2 = 2.76 A, 

N— H.. .O3 = 2.99 A, 

N—H. . .O4 = 2.88 A. 
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Fig. 54—Electron density projection of NHJLPO, on (100) in P21212i 
at 143°K (after Keeling and Pepinsky [58]). A better reproduction 
of the above figure may be seen in a previously published paper 
by Keeling and Pepinsky [58]. 

Kbbbmwbbbbí^míbbbbi bbbbbbbpwbbbbbbbbi mbbiici; <» 1 
■BBBBBBBMMBBBBBBBi 
.BBBBEi.ft Br-MBHBB 
^BBBBBBaBK&naBBBibai 
«BB8BBBBBIBBBBBBBBI 
—■■■■■■■■■■■■■i 

EiaBBiBHiwa 
> 

rS)lBBBBB^BBMBBBMI^B 
imbbbbb^bbi^i:ibbbb£i 
■MBBBBBBBBBBBBBBaa ■aaaaaaaaaaaaaaaaaa 
bmbbbbbbkbbbbbbbbbi 

This suggests different degrees of ordering of the H 
atoms in these four bonds. A neutron diffraction analysis 
of the crystal is in progress by Frazer, Danner, and 
Pepinsky at Brookhaven, in order to examine the 
H-bond system. 

Macroscopic crystals of NH4H2PO4 shatter at the 
transition point, 148°K. This would render a neutron 
diffraction analysis of the antiferroelectric crystal dif¬ 
ficult if not impossible, since large crystals (1 to 2 mm in 
diameter, 1 to 2 cm in length) are required, with present 
neutron sources. An ingenious procedure which will 
permit examination of the anti-ferroelectric phase has 
been suggested by Frazer [124]. Substitution of deute¬ 
rium for hydrogens in NH4H2PO4 raises the transition 
point by 94° [122]. Substitution of As for P raises the 
transition point still further, since the transition tem¬ 
perature for NH4H2ASO4 is 216°K. The transition tem¬ 
perature for ND4D2ASO4 was found by Frazer to be 
31°C. (See also Stephenson et al. [165]) Thus it is possi¬ 
ble to grow NILIbAsO, from solution at room tempera¬ 
ture in the antiferroelectric phase. Such crystals are now 
in preparation for neutron examination. 

G. X-Ray and Neutron Diffraction Studies of Rochelle Salt 

The difficulties of structural analyses of the 
perovskite-type and alkali dihydrogen phosphate transi¬ 
tions pale in comparison with the analyses of the tar¬ 
trates. I he number of atoms whose coordinates and 
temperature parameters must be determined in the 
tartrate cells is very much greater than in the structures 
already described above. Whereas in BaTiO3 or PbTiO3

Fig. 55—Antiferroelectric dipole arrangement in NHiFLPOi. Num¬ 
bers in parentheses indicate positions along a axis (after Keeling 
and Pepinsky [58]). 

three positional parameters and at most nine anisotropic 
temperature parameters must be determined in three 
dimensions, in Rochelle Salt 112 positional parameters 
must be determined, and at least 12 atoms must have 
special temperature parameters determined for them 
(more atoms may need such special treatment, later), 
for only one two-dimensional projection! The Rochelle 
Salt structure is complex indeed in its nonpolar states, 
above the upper Curie point and below the lower one, 
but in the ferroelectric state the structural problems are 
very much greater. Furthermore, the ferroelectric 
transitions are more subtle, in the sense that thermal 
anomalies at the transitions are much less than in the 
case of perovskite-type or dihydrogen phosphate transi¬ 
tions. In lithium ammonium tartrate (LAT) the dielec¬ 
tric anomaly is also extraordinarily low. 

It is actually only within the last several years that 
the theory of structure analysis refinement and compu¬ 
tational methods have advanced to the point that a suf¬ 
ficiently accurate X-ray analysis of Rochelle Salt is 
really possible. 1 he development of neutron diffraction 
methods, to the point where they can cope with such 
complex crystals, is also of very recent date. 

As already stated, the structure of Rochelle Salt at 
20°C was first reported by Beevers and Hughes [25] in 
1941. The analysis was a tremendously difficult one at 
that time, and the achievements of these earlier analysts 
is not in any way to be deprecated. The difficulties and 
limitations of the early analysis were not entirely recog¬ 
nized by theorists desirous of a model to account for the 
dielectric behavior of this crystal, however; and thus 
great weight has been placed on features of the Beevers-
Hughes structure which are not confirmed in a re¬ 
examination of the structure. 

The structure of the tartrate ion (actually as deter¬ 
mined from the analysis of LAT, to be described later) 
is shown in Fig. 56. This figure shows no hydrogen 
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atoms, although these are essential features of the 
molecule. The ion consists of a chain of four carbon 
atoms Ci to C4. Ci and C4 are in carboxyl (COOH) 
groups; C2 and C3 each have attached one H and one 
OH group. The hydroxyl groups are marked by 06 and 
0« in the figure; and the carboxyl oxygens are Oi to 04. 
Rochelle Salt has the stoichiometric formula NaK(tar-
trate)-4H2O; so there are four water molecules, one Na 
and one K for each tartrate ion. 

Beevers and Hughes showed that there are four RS 
molecules per unit cell, the cell having dimensions 
a =11.93 A, 0 = 14.30 A, c = 6.17 A. The space group 
symmetry reported by them was P2i2i2, which is ortho¬ 
rhombic and nonpolar. Actually, such a symmetry ex¬ 
cludes the possibility of ferroelectric activity. It was 
Jaffe [125] who first emphasized that in the ferroelectric 
phase Rochelle Salt must actually be monoclinic, space 
group P21. The monoclinic angle was found by Mueller 
[3b] to be 90°3' at 11°C. 
The reason for the orthorhombic assignment of 

Beevers and Hughes lay in the fact that X-ray evidence 
for the orthorhombic symmetry is overwhelming. The 
crystal is surely orthorhombic above the upper Curie 
point; this has been confirmed by a neutron study to be 
discussed below. In the ferroelectric phase two of the 
three 2i or 2 axes must disappear, if the crystal is to be 
polar; the remaining 2i axis must be along the mono¬ 
clinic b direction. 

A confusion in notation arises here. What should 
actually be monoclinic b has been denoted as an a direc¬ 
tion by Beevers and Hughes. We will retain the Beevers-
Hughes notation, to avoid confusion with established 
procedure for Rochelle Salt, and denote the true mono¬ 
clinic b as the orthohombic a direction. For discussion of 
the confusion in axial designations, see Section VII, C. 

In the monoclinic cell, the only missing reflections 
should be (h. 0, 0) reflections with h odd. If (0, k, 0) 
reflections with k odd are also missing, it would ordi¬ 

narily be an indication of the existence of a 24 axis in the 
y direction. This would immediately require orthorhom¬ 
bic, not monoclinic, symmetry. Beevers and Hughes 
found the odd (0, k, 0) reflections were indeed missing. 
This was the basis for their space-group assignment. An 
X-ray check of the (0, k, 0) reflections at Penn State 
failed to reveal the odd-& terms, thus confirming the 
earlier observations. 

The true symmetry was only revealed in a neutron 
study by Frazer and Pepinsky at Brookhaven [28], 
Using either normal Rochelle Salt, or material in which 
all of the hydrogens except those directly attached to Ct or 
C3 were replaced by deuteriums (called deuterated RS, 
henceforth), the odd (0, k, 0) neutron reflections were 
missing for the phases above the upper Curie point and 
below the lower one. This, plus the same conditions on 
(h, 0, 0) reflections, confirmed the orthorhombic char¬ 
acter of these nonferroelectric phases. The odd (0, k, 0) 
were clearly present, however, in the ferroelectric region, 
although the odd (h, 0, 0) were still missing—showing 
that the crystal had really become monoclinic there. 

This observation was further tested by a technique 
introduced by Pepinsky [126]. Hj’drogen nuclei have a 
scattering factor of — 0.38X10~ 12 cm, and deuterium 
nuclei a scattering factor TO.65 X10-12 cm. The replace¬ 
ment of H by D nuclei permits application of a very 
important technique in crystal analysis known as the 
isomorphous replacement method (cf. Robertson [127], 
pp. 147 el seq.; Pepinsky [111]). Pepinsky suggested the 
proper partial and statistical replacement of H by D 
atoms, so that the negative and positive neutron scat¬ 
tering powers of II and D nuclei cancel, and no net 
coherent scattering power remains for the replaceable 
H’s. He applied this specific technique to Rochelle Salt, 
grown out of a proper heavy-light water solution. 
Crystals with the proper 11 to D ratio at these replacea¬ 
ble positions showed no odd (0, k, 0) neutron reflections 
in the ferroelectric phase. This clearly established the 
fact that it was motion of H (or D) atoms which was 
largely responsible for the spontaneous polarization in 
Rochelle Salt. Since the H electrons are very difficult to 
find by means of X-rays, these results explained the dif¬ 
ficulties encountered by Beevers and Hughes. 

Fhe structure which Beevers and Hughes evolved is 
shown in Fig. 57. This is a projection on the ab plane. 
Water molecules are marked with numbers (H2OT 
through (H2O)iq. Other numbering is as in Fig. 56. The 
Fourier map from which this schematic is derived is not 
shown, but appears in Beevers and Hughes’ paper. The 
direction of spontaneous polarization is along a. The 
Beevers-Hughes figures show no effects of polarization; 
they are based upon the assumption of nonpolar sym¬ 
metry. Furthermore, the R factor for this projection is 
about 0.40, indicating a rather rough agreement be¬ 
tween observed and calculated structure factors. With 
such agreement little reliance can be placed on the inter¬ 
atomic distances which the analysts derived. 



1955 Shirane, Jona, and Pepinsky: Some Aspects of Ferroelectricity 1775 

Fig. 57—-Projection on (001) plane of the structure of Rochelle Salt (after Beevers and Hughes [25]). 

1'he distance on which chief attention has been 
directed, following the Beevers-Hughes results, is that 
between Qi and (H20)io. This was stated to be 2.56 A— 
indicating a fairly strong hydrogen bond. Several in¬ 
vestigators have based theories of ferroelectric activity 
in RS on this bond. 

A refinement of the Rochelle Salt structure has been 
carried out in the Penn State X-ray laboratory [27, 128], 
The R factor has been reduced to 0.14, which is very-
good for so complex a structure. This immediately re¬ 
vealed a number of interesting features. In the first 
place, theOj—(H20)iobond is not short at all; it is one 
of the longer H bonds in the structure, and does not 
change measurably at the transitions. In the second 
place, when the orthorhombic symmetry is assumed, a 
good number of the electron density maxima appear to 
be split. This splitting is a consequence of extra, false 
symmetry. Restriction to monoclinic symmetry, and an 
extensive analysis of the resulting noncentrosymmetric 
projection, eliminates the splitting and shows the devia¬ 
tion in all but 11 atoms from the nonpolar structure. 

Of particular interest, from X-ray results, is disposi¬ 
tion of K atoms. The K’s appear not in special positions 
found previously, but slightly off of these positions. Co¬ 
ordination of oxygens around these appears to change as 
crystal passes through two Curie points. 

The X-ray study of the ferroelectric and the two non¬ 
polar phases is still in progress. Meanwhile, a neutron 
single-crystal analysis of deuterated Rochelle Salt has 
been carried on at Brookhaven [28, 128], This is the most 
ambitious neutron structural study yet attempted, and 
indeed compares in complexity with the largest struc¬ 
tures yet successfully examined with X rays. 

An intermediate stage of this neutron analysis is in 
Fig. 58, figure having been furnished through kindness 
of Dr. B. C. Frazer. Atoms can be identified by compari¬ 
son with Fig. 57. Neutron projection shows all H or D 
atoms, and nature of H-bond system. Deviations from 
nonpolar structure are not in this figure. 

The most significant polar deviations are found to be: 
displacements of K atoms from the special positions in 
Figs. 57 or 58; displacements of certain of the H2O 
groups; and a large and very significant shift in the 
H atom on (OH)6 (under C< in Fig. 57). The H atom on 
O6 has two possible orientations. One of these orienta¬ 
tions is adopted in one part of the structure, on one of 
the O5 atoms on a pseudo-symmetrically-related mate 
to O6 the H atom has another orientation. The result is 
a net hydrogen displacement of almost one Angstrom 
unit, with the principal component parallel to the ferro¬ 
electric a axis. The “short” II bond between Oi and 
(H20)io plays no part in the polarization. 



1776 PROCEEDINGS OF THE IRE December 

Fig. 58—Projection on (001) plane of the structure of Rochelle Salt 
obtained from neutron diffraction data. To facilitate comparison 
with Fig. 59, the oxygens belonging to OH groups, to H2O, and to 
carboxyls, arc here distinguished from each other (after Frazer 
ct al. [28]). 

II. X-Ray Analysis of LAT at Room Temperature 

The ferroelectric transition in lithium ammonium 
tartrate monohydrate, LAT, was discovered by Mat¬ 
thias and Huhn [31] and by Merz [32], following data 
and suggestions of Scholz [129], Jaffe [130], and Mason 
[131], The dielectric anomaly at the Curie point is re¬ 
markable in that the peak value of the dielectric con¬ 
stant, Cö, along the polar axis, is ~35—in contrast to 
the tremendous values of e achieved along the ferro¬ 
electric axes of the materials already discussed in this 
section. Furthermore, lithium thallium tartrate, LTT, 
is isomorphous with LAT in the nonpolar phase, but has 
a ferroelectric transition at 10°K, with the a axis as the 
ferroelectric direction; and lithium rubidium tartrate, 
LRT, is also isomorphous with paraelectric LAT and 
LTT, but does not become ferroelectric at all. 

LAT is of further interest in that the temperature¬ 
dependence of ej does not appear to follow a Curie-
Weiss law. 

The structures of LAT and LRT at room temperature 
have been determined by Vernon and Pepinsky [33], 
using X-ray diffraction. The space group for these is the 
same as for Rochelle Salt, P2i2i2, and the cell dimen¬ 
sions for all three crystals are, in A: 

a 
b 
c 

LAT LRT RS 
7.86 7.87 11.93 
14.60 14.68 14.30 
6.47 6.35 6.17 

The similarities in b and c axes are striking. 
The structures were solved by standard methods, and 

projections were obtained on the ab and be planes. The 
projection of LAT on the ab plane is shown in Fig. 59. 
This is drawn to the same scale as the ab projection of 
Rochelle Salt shown in Fig. 58. The purpose of this is to 
facilitate comparison of the two structures—which, it is 
then clear, are remarkably similar. The steric arrange¬ 
ment of the tartrate molecules in the RS and LAT cells 
are essentially identical. The chief difference between 

Fig. 59—Projection on (001) plane of the structure of lithium am¬ 
monium tartrate monohydrate obtained from X-ray diffraction 
data (after Vernon and Pepinsky [33]). 

the structures is the absence of the water molecules 
(H2O)7, (H2O)9and (H20)io in LAT, and the consequent 
reduction in the separation of neighboring tartrate 
groups along the a direction. The similarity in b and c 
axial lengths to those in RS is understandable. The 
lithium atom appears to be in the neighborhood of Oi. 
It is to be noted that the X-ray analysis has not in¬ 
dicated H positions. It has shown, however, the proba¬ 
ble existence of H bonding. 

In discussing the structure, the numbering of Fig. 57 
for Rochelle Salt is followed; and NH4 ions at the pro¬ 
jection corners and center are denoted as (NH4)i, while 
those on the centers of the edges of the cell projection 
are called (NH4)2. The coordination number for oxygens 
and hydroxyls around (NH4)2 ions is six: there are two 
Oi and two O4 carboxyl oxygens at 2.99 A, and two O 6 

hydroxyl oxygens at 2.90 A. These distances suggest hy¬ 
drogen bonding between the (NH4)2 nitrogen and the in¬ 
dicated oxygens. The coordination of oxygens around 
the (NH4)i ions is four at H-bonded distances, and four 
at Van der Waals distances: two O5 hydroxyls at 2.84 A 
(this is indicative of a strong H-bond); two Oi carboxyl 
oxygens at 3.02 A, and two O3 at 3.34 A; and two H2O 
oxygens at 3.35A. The remarkable feature of the distri¬ 
bution of O’s around (NH4)4 ions is the nearness of ap¬ 
proach to one another of the O3 carboxyl oxygens, which 
are related by the two-fold axis through an (NH4)j ion. 
The O3-O3 separation is 2.62 A. Is a hydrogen present 
between the two O3 oxygens? If so, it must be on the 2-
fold axis, or statistically distributed about that axis; and 
which H is involved? Is this bond, and the oxygen co¬ 
ordination around (NH4)b involved directly in the po¬ 
larization? Or is the hydroxyl hydrogen at O6 involved, 
as it certainly is in the case of Rochelle Salt? 

A series of neutron diffraction observations by Pepin¬ 
sky and Rock [101] at Brookhaven has clearly shown 
that the 2-fold screw axis along a, and hence also the 2-
fold axis along c, are destroyed as the crystal passes from 
the paraelectric to ferroelectric states; and these axes 
reappear as the Curie point is passed from below. Neu¬ 
tron observations are being extended by the Penn State-
Brookhaven group, using both normal and deuterated 
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Fig. 60—NbO« octahedron configuration in Cd2Nb2O7 projected 
on (110) plane (after Jona el al. [35]). 

crystals, as well as crystals containing isotopically pure 
Li6 or pure Li7. Further speculations concerning the na¬ 
ture of the transitions in both LAT and LTT will best 
await completion of these studies. 

I. Some Miscellaneous X-ray Studies 
One other ferroelectric which is under examination is 

Cd2Nb2O7. The crystal is cubic, with a Curie point at 
185°K; and a further transition occurs just below 90°K. 
The paraelectric structure was first examined by By-
stroem [105], using X-ray powder diffraction. A single¬ 
crystal room-temperature X-ray analysis by Jona, 
Shirane and Pepinsky [35] refined the Bystroem struc¬ 
ture somewhat. The structure is shown projected on 
(110) in Fig. 60, reproduced from the paper by Jona 
et al., and in the photograph of Fig. 61. 

The nonpolar phase is cubic, with eight Cd2Nb2O7 

groups per cell, a = 10.372 A, and space group Fd3m. 
The structure is a three-dimensional framework of 
corner-sharing NbO4 octahedra. Cd ions and the extra 
O occupy otherwise open spaces in the framework. If 
the NbO6 tetrahedra are regular, an oxygen parameter x 
should be 0.312. The value of this parameter was found 
to be 0.305 ±0.003. 

The symmetry change at the Curie point is not yet 
certain. Thus no proper basis for a model theory of the 
dielectric behavior is available. 

A new structure type, represented by lead metanio-
bate, PbNb2O6, has been reported as ferroelectric by 
Goodman [157], The Curie temperature is given as 
57O°C, with the Curie constant C=2.95X106OC. The 
room-temperature symmetry is orthorhombic, with cell 
dimensions a—25 A, Z>~25 A, c=7.0 A, and 40 molecu¬ 
lar weight units of PbNb2O6 per cell. A structure analy¬ 
sis is likely to prove quite difficult. 

A preliminary X-ray examination has been conducted 
on (NH 4o.,, Ko 8)NaC4H4O6 4H2O, in the nonpolar phase 
[102], The results suggest preferential replacement by 
NH4 idus of the K ions at the corners and center of the 

Fig. 61—Model of Cd2Nb2O7. The paper octahedra represent NbOe 
groups: Nb is at the center of each octahedron and oxygens are at 
the six corners. The large white balls represent the seventh oxygen 
atoms, the small dark balls represent cadmium atoms. 

cell of Fig. 57. This problem is much more amenable to 
neutron diffraction than to X-ray study. The structural 
nature of the ferroelectric transition is not at all under¬ 
stood. 

VI I. Domain Structure of Ferroelectric Crystals 

A. Origins of Domain Structure 
It is well known that Weiss introduced the concept of 

domains in ferromagnetic materials to account for the 
fact that such materials may show no macroscopic mag¬ 
netization in the absence of an applied external field, 
and yet may be magnetized to a very high degree by 
application of a relatively very small external field. 
Within each domain there is a large spontaneous mag¬ 
netization, but the direction of this magnetization may 
vary from domain to domain in such a way that the spec¬ 
imen as a whole may show no net macroscopic magnet¬ 
ization. 

The fact that domains should be expected in ferro¬ 
magnetic crystals, even in single crystals, was shown by 
Landau and Lifshitz [132] on energetic grounds. When 
spontaneously magnetized regions are all aligned, a 
demagnetizing field is produced. The interaction be¬ 
tween the demagnetizing field and the magnetization of 
the crystal involves a large magnetostatic energy. The 
formation of domains causes the surface of the crystal 
to be checkered with north pole regions and south pole 
regions, and, in some instances, with regions of no 
polarity. Asa result, demagnetizing field will be reduced, 
and with it magnetostatic interaction energy. 
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The strong analogies between ferromagnetic ami fer¬ 
roelectric behaviors extend somewhat to domain be¬ 
havior; but there are qualitative as well as quantitative 
differences in the effects. The lattice distortions accom¬ 
panying ferroelectric transitions are very much greater 
than those consequent upon the development of spon¬ 
taneous magnetization. Therefore strain effects may 
play a larger part in ferroelectric domain behavior than 
in the magnetic case. Furthermore, the existence oi tree 
charges in the electric case, in contrast to the non¬ 
existence of free poles in the magnetic case, playsan im¬ 
portant role in ferroelectricity in neutralizing surface 
polarity and thereby decreasing the depolarizing field. 

The energetic arguments first advanced by Landau 
and Lifshitz for ferromagnetism have been applied to 
ferroelectrics. We will follow here a treatment by Kaen-
zig and co-workers [133]. Consider an isolated, noncon¬ 
ducting ferroelectric crystal, polarized uniformly. The 
crystal is subjected to a depolarizing electric field, 
arising from charges produced on the surfaces perpen¬ 
dicular to the polarization direction. The energy of this 
depolarizing field can be written : 

U. = |rP2F, (31) 

where P is the polarization, 1' the crystal volume, and 
I’ a depolarization factor. (In the simple case oi a spheri¬ 
cal single-domain crystal in a vacuum, r = 47r/3.) The 
depolarizing field renders the assumed uniformly-
polarized state unstable, unless a large external field is 
applied. Introduction of domains, with adjacent do¬ 
mains having anti-parallel directions of spontaneous 
polarization, greatly reduces the depolarizing field. The 
number of domains per unit volume is limited by the 
fact that energy is stored in the boundary layers or 
“walls” between the domains. The increase of this wall 
energy must eventually balance the decrease of energy 
of the depolarizing field, as the number of domains (and 
hence the total wall surface) is increased. For a given 
temperature, then, there is an equilibrium distribution 
of domains within a macroscopically unstrained, iso¬ 
lated, nonconducting ferroelectric crystal. 

The domain structures of ferroelectric crystals can 
readily be studied in polarized light under a microscope. 
This is possible because the materials are transparent 
and the refractive indices for polarized light vary with 
crystallographic direction. Thus, in a ferroelectric crys¬ 
tal, it is possible to relate the direction of spontaneous 
polarization, which always has a specific orientation 
with respect to crystallographic axes, to the appearance 
of the crystal in polarized light. 

The optical properties of a crystal are generally speci¬ 
fied by describing an ellipsoidal surface, called the 
indicatrix. This surface has the following significance. 
The radius vector from the origin of the indicatrix to 
the surface of the indicatrix is directly proportional to 
the refractive index, in the crystal, of a light wave whose 
electric vector is vibrating parallel to the radius vector. 

Except for triclinic crystals, one or more of the axes ot 
the indicatrix lie along crystallographic axes. 

The orientation of the indicatrix can be found for any 
crystal under the polarizing microscope. Since the 
orientation of the indicatrix with respect to the crystal¬ 
lographic axes can be experimentally determined for any 
given material, the orientation of ferroelectric domains 
can be established in polarized light. This is a simple and 
convenient type of measurement which can be per¬ 
formed under widely-varied conditions ot temperature, 
electric field, etc. 

B. Domain Structure in KDP 

We consider the domain structure in dihydrogen 
phosphate family of ferroelectric crystals first, because 
in this group the relation between crystallographic 
directions and optical properties is easily visualized. 
The prototype of the group is the well-studied KH2PO4, 
which is ferroelectric at temperatures lower than 
123°K = — 150°C. The existence of a domain structure 
in this region had been conclusively demonstrated by 
earlier X-ray studies (De Quervain [12], Ubbelohde and 
Woodward [134]), and by the study of the change in 
double refraction in the presence of an electric field 
(Zwicker and Scherrer [135]). The domain structure was 
directly observed by De Quervain and Zwicker [136] and 
more recently by Mitsui and Furuichi [23]. Some experi¬ 
mental difficulties arise, in the case of KH2PO4, due to 
the fact that the ferroelectric phase is limited to low 
temperatures. 
Above 123°K, KH2PO4 belongs to the tetragonal 

symmetry class D2<?2 — I42d. Because of the tetrag-
onality, it is optically uniaxial, and the c axis is the 
optic axis. This means that a plate cut perpendicular to 
the c axis (a so-called c plate), if observed on the polariz¬ 
ing microscope between crossed niçois, reveals no ex¬ 
tinction position. The indicatrix is an ellipsoid with 
rotational symmetry around the crystallographic c axis 
(which coincides with the Z axis of the indicatrix). Be¬ 
low the Curie point, the crystal polarizes spontaneously 
along the c direction. The phase change is associated 
with a spontaneous shear xu°, and the crystal acquires 
orthorhombic symmetry C2, 19-Fdd. The relative orien¬ 
tation of the tetragonal axes and that of the orthorhom¬ 
bic axes is shown schematically in Fig. 62. The crystal 
becomes optically biaxial: the orthorhombic indicatrix 
no longer has rotational symmetry. Its axes lie parallel 
to the crystallographic (orthorhombic) axes. This im¬ 
plies that a c plate, which showed no birefringence above 
the Curie point, will show birefringence below. 
The expected domain structure is shown sche¬ 

matically (ami exaggerated) in Fig. 63, which presents 
the relative orientation of the orthorhombic axes of two 
adjacent domains I and IL Since the spontaneous shear 
Xy° is about 27' at 103°I< (De Quervain [12]), the extinc¬ 
tion positions of domain 1 will differ from the extinction 
positions of domain II by 27' at this temperature. This 
difference, although small, is of the order of magnitude 
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Fie 62—Orientation of the crystallographic axes of tetragonal 
KH2POt (T>123“K) relative to the crystallographic axes ot 
orthorhombic KH2PO4 (T<123°K) (schematic). 

Fig 63—Schematic domain structure of KH2PO4. The spontaneous 
shear x, is about 27' at 100’K. The angle is therefore equal 
to 90°-27'. 

of detectable angles within the experimental technique 
of the polarizing microscope. Mitsui and Furuichi were 
not able to measure this difference. This is very probably 
due to the unavoidable complications of the measure¬ 
ments at the low temperatures. These authors were able, 
however, to confirm that a c plate is biréfringent in the 
Curie region (see Fig. 64), and that the domain boun¬ 
daries are parallel to the original tetragonal a axis. The 
width of the domains appears to be a few hundredths of 
a millimeter. 

C. Domains in Rochelle Salt 
In the case of Rochelle Salt, too, the existence of do¬ 

mains has been conclusively proved by means of X-ray 
investigations (Miyake [137], Staub [138]). I he direct 
observation of the domain structure was accomplished 
by Mitsui and Furuichi [23], by means of the polarizing 
microscope. Above the upper Curie point at +24°C, 
Rochelle Salt belongs to the orthorhombic symmetry 
class D23-P2i2i2, and is, therefore optically biaxial. The 
acute bisectrix is the a axis, the plane of the optic axis is 
the (010) plane, and the crystal is optically positive. 
This fixes the position of the axes of the indicatrix with 
respect to the crystallographic axis, as shown in Fig. 65. 
Oortb = Zorth, Òorth= Forth, forth =-^orth, where Xorth, 
Forth, Zonh are the indicatrix axes. An a plate therefore 
extinguishes at 90°, and the extinction positions cor¬ 
respond to the directions of the axes Xorth and Forth of 
the indicatrix. 

Fig 64—c plate of KH2PO> observed between crossed Nicols 
below the Curie point (after Mitsui and Furuichi |23]>. 

A plate cut perpendicularly to the direction of the 
tetragonal a axis (a plate) must actually change in 
optical properties at the ( urie point; but this change is 
very small, since it involves only a very slight change in 
the axial lengths of the indicatrix. 

Fig. 65—Rochelle Salt (schematic): orientation of the crystallo¬ 
graphic axes (aorth , Z>„rth, Conh) and the axes of the orthorhombic 
indicatrix (X„rth, Forth, Zonh).(for temperatures T>24 C), relative 
to monoclinic crystallographic axes (amo», Omon, Gnon) ana tne axes 
of the monoclinic indicatrix (Tmo„, Fmon, (for temperatures 
24°C>T> — 18°C). Spontaneous shear y,° is about 3 at 11 C. 
(For contradiction with crystallographic convention, see text). 

Between +24°C and -18°C a Rochelle Salt crystal 
polarizes spontaneously in the direction of the ortho¬ 
rhombic a axis. The symmetry becomes monoclinic, 
G2-P2i, owing to the spontaneous shear y/. This means 
that in a single domain crystal one of the monoclinic 
axes deviates from the direction of the original ortho¬ 
rhombic axis by an angle equal to y,°. This deviation is 
very small. Mueller [3(b)] made a direct measurement 
of variation with temperature of the angle between the 
original b and a faces of a Rochelle Salt block, and found 
that the deviation from 90° is about 3' at 11 ( . 
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It is customary in crystallography to designate the 
unique axis of a monoclinic crystal as the b axis; thus in 
Rochelle Salt what was the orthorhombic a axis becomes 
the monoclinic b, while the monoclinic a lies perpendicu¬ 
lar to the latter and deviates from the orthorhombic b 
axis by the small angle associated with y,°. Because of 
previous usage, and in order to avoid confusion in the 
reading of earlier papers, the crystallographic axes of 
monoclinic Rochelle Salt, parallel or almost parallel to 
the orthorhombic axes a orth, öorth, forth, will simply be 
called ^moni ^moni Gnon respectively. Now, in monoclinic 
Rochelle Salt one axis of the indicatrix coincides with 
the crystallographic a axis; but the other two, perpen¬ 
dicular to each other, do not necessarily coincide with 
the crystallographic b and c axes (see Fig. 65). It is their 
direction which determines the extinction positions of a 
monoclinic a plate; their deviation from the original 
orthorhombic axes will determine the difference in the 
extinction positions of the orthorhombic and mono¬ 
clinic phases. This is obtainable from the difference in 
extinction positions of two adjacent domains, which is 
twice deviation angle from original orthorhombic axes. 

Fig. 66—Schematic domain structure of Rochelle Salt. Only the x 
axis of the monoclinic indicatrix is shown. The angle which is 
the angle between the extinction positions of the two domains I 
and II, is about 2.5° at 17°C. 

Fig. 66 shows the situation for two adjacent domains 
I and II. It appears that the angle between the X axes 
of the indicatrices of two anti-parallel domains is large 
enough to permit the observation of a difference in the 
extinction positions of the two domains. This angle is 
about 2.5° at 17°C [23], Fig. 67 shows a photograph of 
the observed domain structure. The patterns disappear 
above 24°C and below — 18°C. 

In b and c plates no domain structure is observable. 
The domains are mostly slabs perpendicular to the 

orthorhombic b axis, with widths ranging from 5X10-1 
to 1 X10 4 cm. They are called c domains, since they are 
parallel to the orthorhombic c direction. Less often 
domains are observed which are parallel to the original 
orthorhombic b axis. These are called b domains. 

Since the crystals are strongly piezoelectric, it is to be 
expected that the domain structure can be changed by 

means of an externally applied stress. In fact, when a 
shearing stress Y, is applied, it is found that one set of 
domains narrows while the other widens. Upon applying 
a sufficiently strong stress, the crystal can be changed 
into a single domain. Moreover, since both the spontane¬ 
ous deformation and polarizations are functions of tem¬ 
perature, a change in the domain structure can be 
brought about by temperature variation. 

Fig. 67—a plate of Rochelle Salt observed between crossed Nicols 
(X50). The c axis is rotated from the plane of a Nicol: (A) to the 
left, (B) to the right (after Mitsui and Furuichi 123]). 

An interesting correlation has been found between the 
thickness D and the width W of the domains: the do¬ 
main width W is almost perfectly proportional to the 
square root of the thickness D: 

IV = kVD', (32) 

where the constant k is of the order of 10"3 cm 1/2. This 
functional dependence can also be derived theoretically, 
as shown by Mitsui and Furuichi, by computing the 
domain width which makes the internal energy of the 
crystal a minimum, and taking into account the con¬ 
tribution of the electrostatic energy. The latter plays an 
important role, together with the internal stress and 
piezoelectric effect, in determining the domain structure 
—especially when the crystal polarizes more or less 
abruptly and the surface charge is not immediately 
neutralized. If the domain structure formed in this way 
persists even after the charge is neutralized, a relation¬ 
ship between the domain width and the thickness of the 
crystal might be expected. Moreover, if the domain wall 
moves after neutralization, a charge may develop on the 
surfaces across which the wall has moved, which is pro-
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portional to the spontaneous polarization. The charge is 
the source of an electric restoring force, which acts on 
the wall and can be removed only upon neutralization 
of the charge itself. In fact, it has been observed that 
displacements of the domain walls caused, for example, 
by thermal motions, occur much more freely when the 
crystal is immersed in an electrolytic solution, where the 
surface charge and thus the restoring force cannot de-
velop, than when the crystal surface is dry. 

All these experimental results are a confirmation of 
the fact, to be expected theoretically, that the domain 
configuration of a ferroelectric crystal cannot be de¬ 
termined from considerations of static equilibrium only, 
as is the case for ferromagnetic domains, but that other 
factors, such as conductivity of the crystal, and time, 
must be taken into account. In the case of ferro¬ 
magnetics, there is no possibility of neutralizing surface 
poles, because of the nonexistence of free magnetic 
poles, ami in fact the relationship (32) for the width of 
domains was first obtained for ferromagnetic domains. 

D. Domains in Barium Titinate 

Above 120°C barium titanate belongs to the cubic 
crystal class Oh’-PmSm; between 120°C and 0°C it has 
the tetragonal symmetry C<t,l-P4mm, the c axis being 
slightly longer than the a axis (c/a=1.01 at 20°C).lhe 
crystal polarizes spontaneously in the directions of any 
one of the former cube edges, and this behavior often 
produces complicated domain structures. The latter 
have been studied by a number of authors: originally by 
Blattner, Kaenzig, Merz, and Sutter [139]; later, in 
greater detail, by Forsbergh [62] and by Kay and 
Vousden [64]; and most recently by Merz [42] and by 
Little [43], Possible domain configurations of a BaTiO 3 

plate at room temperature can be visualized, schemat¬ 
ically, with the help of Fig. 68. The figure represents a 

cube of BaTiOj consisting of domains 1 and II. The 
direction of the spontaneous polarization, which coin¬ 
cides with the c axis, is indicated on each one of the three 
visible cube faces. 

Suppose that we cut a thin plate out of this cube, 
perpendicular to the direction AB and close to the edge 
AC. We then observe this plate under the polarizing 
microscope, between crossed niçois, for light traveling in 
the direction AB. Domain I is oriented in such a way as 
to have its optic (c) axis parallel to the light, and is 
called a c domain; it will always look dark upon rotation 
of the plate on the microscope stage. The optic axis of 
domain II, on the other hand, lies in the plane of the 
plate: this domain will therefore have two extinction 
positions, at 90° from each other. This domain is called 
an a domain, since one of the a axes is perpendicular to 
the plate surface. It is very easy, then, to distinguish 
between the two domains on the polarizing microscope. 
We obtain the same situation by slicing the cube per¬ 
pendicularly to the direction BD and close to D, and 
observing it between crossed niçois for light traveling 
along BD. The roles of the domains are interchanged 
(domain II remains dark, domain I is bright except at 
the two extinction positions), but the over-all picture 
remains the same. The boundary between an a and a c 
domain is called a 90° wall, because the two domains 
are polarized at 90° to each other. The 90° wall is a 
crystallographic (110) plane, as required by the condi¬ 
tion that no surface charges are to be found on the wall 
(the components of polarization perpendicular to the 
wall are of equal magnitude in the two domains and 
have a head-to-tail arrangement). Fig. 69 (next page) 
is a photo of a BaTiO3 plate containing a 90° wall. 

Suppose now that we cut a plate from the cube in 
Fig. 68, perpendicular to the direction AC and close to 
the face ABD, and observe it between crossed niçois for 
light traveling in the direction AC. In this case the wall 
between domain I and domain 11 is still a 90° wall, since 
the domains are polarized at 90° to each other. However, 
now we are looking at two a domains. Upon rotation of 
the plate on the microscope stage, both domains will 
appear bright except at the two extinction positions. 
The extinction positions of the two domains deviate 
slightly from each other according to the tetragonal 
distortion. This angular deviation is 

2 arc tangent c/a ~ 36', 

since c/a = 1.01 at room temperature. The wall between 
these domains can be seen directly because of the total 
reflection of the light on the boundary; and, moreover, 
the direction of polarization of the two domains can be 
determined by using a quarter-wave plate. Fig. 70 (next 
page) shows a photograph of a BaTiOs crystal contain¬ 
ing many 90° walls between a domains. 

In addition to the walls just described, there is another 
important type of domain wall in BaTiO3: 180° walls, 
which separate domains with anti-parallel polarization. 
Fig. 71 (next page) shows this schematically. These walls 
are not visible under the polarizing microscope unless 
special conditions are applied. To see them it is neces¬ 
sary to apply a de field in the direction perpendicular to 
the polarization of the domains. The effect of the field 
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domain and two c domains in BaTiO3 (X50) (after Merz [42]). 
Fig. 70—90° walls between a domains in BaTiO» 

(X50) (after Merz [42]). 

is to rotate the polar axes of the two domains slightly in 
opposite direction, as indicated in Fig. 71 by the dotted 
lines, in this way the internal strains are increased, and 
the extinction positions of the two domains deviate 
from each other by a small angle. With this technique 
Merz [42] was able to show that there is a fine-structure 
in the domains, in the sense that every supposedly single 
domain consists in reality of many domains with 
anti-parallel polarization. The width of these domains 
is of the order of IO-4 cm. Fig. 72 shows a photograph 
of the edge of a BaTiO3 plate strained by a field. Fig. 
73 shows both 909 and 180° walls: the oblique lines are 
90° walls, while the zigzag lines represent 180° walls. 

It is now clear that the arrangement of the domains 
and the orientation of the electric polarization in each 
domain can be easily determined by means of a polariz¬ 
ing microscope. What the usual optical methods cannot 
do is to provide information as to the positive or nega¬ 
tive directions of the polarization, without the aid of 
externally applied fields or stresses. Hooton and Merz 

Fig. 71 -180’ domain wall, between anti-parallel domains (sche¬ 
matic). An electric held E applied perpendicular to the c axis 
rotates the latter inopposite directions (dotted lines, exaggerated). 

[140] have developed a beautiful technique, by which it 
is possible to distinguish easily and rapidly between the 
positive and negative ends of the electric dipoles. They 
etch the BaTiOs crystals for a few minutes in concen-
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Fig. 72—180° walls in BaTiOs: edge of a c plate strained 
by an applied field (after Merz [42]). 

trated hydrochloric acid at room temperature. When 
the washed crystals are observed by reflected light under 
the microscope, it is seen that the etch rate is different 
for the positive (head) ends and the negative (tail) ends 
of the dipoles. A dipole head etches rapidly, while the 
tail etches very slowly if at all. Fig. 74 shows a photo¬ 
graph of the two surfaces of a poorly poled BaTiO3 crys¬ 
tal plate, as it appears after the etching treatment. The 
dark areas correspond to regions where the positive ends 
of the dipoles are at the surface, the bright areas to 
negative ends of the dipoles. The islands, which are anti¬ 
parallel regions, go right through the crystal, as shown 
by the fact that the photograph of the lower surface is 
a perfect mirror image of the upper surface. Moreover 
a domains can easily be distinguished from anti-parallel 
c domains, since the etch rate perpendicular to the 
dipole direction is intermediate between the rapid rate 
for the dipole head and the slow rate for the dipole tail; 
the a domains appear greyish. 

By means of these etch patterns, Hooton and Merz 
were able to prove that strong coupling of the dipoles 
takes place in the forward direction. The head to tail 
arrangement at a 90° wall required by the absence of 
space charges on such a wall, is the cause for the “reflec¬ 
tion” of an anti-parallel surface region through an a 

Fig. 73—180c and 90° walls in a BaTiO, crystal 
surface (after Merz [42]). 

Fig. 74—Photograph of the etched top and bottom surfaces of a 
poorly poled BaTiO3 crystal showing many anti-parallel polarized 
domains. (One print is reversed) (after Hooton and Merz [140]). 
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domain, so that a mirror image of the same region can 
occasionally be observed on the surface, on the other 
side of an a domain. In addition to this, there is also a 
coupling through c domains, which the authors attribute 
to the strong piezoelectric effect of tetragonal BaTiO3 

and electrostatic interactions. When wedge-shaped a 
domains are introduced into a c domain plate the crystal 
is strained in a complicated way; in particular, a shear 
stress acts along the 90° wall, which induces a polariza¬ 
tion through the piezoelectric effect. This induced 
polarization propagates through the crystal by electro¬ 
static coupling and can, in this way, influence the orien¬ 
tation of the polar axis in regions located further away, 
l or the details of this mechanism the reader is referred 
to the original paper. Whatever the explanation of the 
coupling through the domains might be, it should be 
emphasized that the strains introduced into the crystal 
either by a wedges, by mechanical or thermal treatment, 
or by local imperfections, play an essential part, through 
the piezoelectric coupling, in determining the domain 
configuration of other regions of the crystal. This is, of 
course, of great importance when the crystal is used as a 
memory element. 

The domain structures in the lower phases of BaTiO3 

were studied by Forsbergh [62] and Kay and Vousden 
[64] by means of microscope stages especially con¬ 
structed for the observation of crystals at low tempera¬ 
tures. Since we know the symmetry of BaTiO3 in the 
various temperature ranges, we also know what extinc¬ 
tion directions will be shown by a single domain block at 
a given temperature, and for a given orientation of the 
crystal axes with respect to the direction of the light in 
the polarizing microscope. These directions are sche¬ 
matically represented in Fig. 75. The extinction is 

mains with parallel extinction, as well as that between 
one domain with parallel and one with symmetrical ex¬ 
tinction, is an orthorhombic (111) plane. The situation 
is shown schematically in Fig. 76. This figure also shows 
the observed twinning of a BaTiOs plate in rhombo¬ 
hedral phase. It is evident that a plate with cubic habit 
consists of domains, all of which show symmetrical 
extinction. 

TWINNING 
ON A 
(101) 
PLANE 

TWINNING 
ON A 
(III) 

PLANE 

OF THE ORTHORHOMBIC LATTICE 

Fig- 76—The predominant twinning in the orthorhombic and 
rhombohedral phases of BaTiO3 (after Forsbergh 162]). 

E. Domain Walls 

TETRAGONAL RHOMBIC DEFORMATION TRIGONAL 

DEFORMATION (NEW UNIT CELL DOUBLY PRIMITIVE) DEFORMATION 

Fig. 75—The three deformations of BaTiOa and the corresponding 
extinction directions in a single domain cube (after Forsbergh [62]). 

called “parallel" when the directions lie parallel to the 
original cube axes; and it is called “symmetrical” when 
the extinction directions lie at 45° (symmetric) with the 
original axes. Detailed optical investigations have 
shown that in the orthorhombic phase the boundary be¬ 
tween two domains with symmetrical extinction is an 
orthorhombic (101) plane; and the wall between do-

From the above considerations of the geometry of 
domain walls, which can be related to the symmetry of 
the crystals concerned, we proceed to a discussion of 
wall energy. 

A first approach to the problem can be made by treat¬ 
ing the ferroelectric material as a continuum, and ap¬ 
plying thermodynamic methods. A detailed treatment 
of this sort has been developed for the first time by 
Mitsui and Furuichi [23], who used the results of their 
theory in a calculation of the wall width and energy of 
Rochelle Salt domains. These authors deal, theoretically, 
with a semi-infinite crystal which is to be polarized in 
the direction of the x axis, and assume that the polariza¬ 
tion P(y) is a continuous function of the coordinate y. 
I he wall energy Fva\t is considered as comprised of 
interaction and elastic energy; and the calculation 
yields the relation: 

Fwaii = const. Po*. (33) 

1'he constant appearing in (33) is a function of the 
elastic and the electrostrictive constants, as well as of 
the coefficients involved in the free energy expansion for 
the crystal under consideration. The introduction of the 
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numerical values of the constants for Rochelle Salt 
yields 

Fwaii = 0.057 erg/cm2 at 0°C, 

and 

/'wan = 0.010 erg/cm2 at 20°C. 

The thickness of the wall is given by an expression of the 
type 

and numerical evaluation yields 

t = 24 A at 0°C 

an, I 

t = 43 A at 20°C. 

This result is remarkable, since it tells us that, within 
the approximation of the continuum theory, the thick¬ 
ness of a domain wall in Rochelle Salt is of the order of 
a few lattice constants—in contrast with ferromagnetic 
materials, where domain boundaries are much thicker 
(e.g., about 280 lattice constants, or approximately 
1,000 A, in iron). 
This difference, however, can be anticipated on the 

basis of qualitative differences between the magnetic 
and electric cases. In the ferromagnetic case the domain 
wall consists of a transition region in which the magnet¬ 
ization vector turns over gradually from a given direc¬ 
tion to, let us say, the opposite direction. The wall 
thickness is the result of a compromise between the 
tendency of the exchange energy to make the transition 
region between anti-parallel domains as wide as 
possible and the tendency of the anisotropy energy to 
make the same region thin in order to avoid the direc¬ 
tions of “hard magnetization.” The contribution of 
magnetostriction is negligible. The exchange term is 
roughly 106 times larger than the anisotropy term; and 
as a consequence a relatively thick boundary results. In 
ferroelectrics, the exchange energy is replaced by the 
energy of interaction between the dipoles. The nature of 
the electric dipole interaction is such that it is ener¬ 
getical!}’ disadvantageous for the dipoles to undergo a 
gradual transition from their maximum value in one 
direction to their maximum value in the opposite direc¬ 
tion. In addition, the anisotropy energy in the sense 
given above is very large indeed. The elastic energy 
plays an important role in the ferroelectric case, being 
of the same order of magnitude as the interaction energy, 
and it of course also favors a thin transition region. We 
can conclude from these qualitative considerations that 
a ferroelectric domain wall will cover a region of a few 
lattice constants only. The results of the continuum 
theory then are in accord with expectation. 

It is readily possible to evaluate the results of the 
continuum theory for the case of KHjPO«, as done by 

Kaenzig and Sommerhalder [141], and for that of 
BaTiOs. The wall thickness turns out to be a few lattice 
constants, in both cases. 

The next step appears to be that of the development 
of a molecular theory of the domain wall. This has been 
done by Kaenzig and Sommerhalder for the case of 
KH2PO4 [141], The task is not easy. Firstly, a molecular 
theory can be developed only if one has a model', and a 
model for ferroelectric theory is bound to be a simplifica¬ 
tion of reality. In the second place, the calculations can 
be performed precisely only for absolute zero of tem¬ 
perature, since consideration of thermal motion would 
complicate the problem prohibitively. 

Kaenzig’s model is that of point dipoles arranged in a 
cubic body-centered lattice, with the dipoles aligned in 
the (001) direction. A wall is assumed to be parallel to 
the (100) plane, and its energy calculated from the dif¬ 
ference between the interaction energies of the state 
with the wall and the state without a wall, respectively. 
The coupling between the dipoles is taken care of by the 
introduction of an internal field. The result is, energy of 
wall per cm2 is given by an expression of the type 

/'wan = const. ■ P2, (35) 

where the constant can be evaluated numerically on the 
basis of experimental results (see this Section, paragraph 
A') on KH2PO4 crystals, yielding 

/*’wati = 47 erg/cm2, 
and 

I ~ 2 or 3 lattice constants 

at about 100°K, that is, about 20 degrees below the 
Curie point. The first conclusion to be reached from this 
result is that the wall energy of KH2PO4 domains ap¬ 
pears to be about 1,000 times larger than that of 
Rochelle Salt domains. The quantitative value of the 
ratio between these wall energies, of course, does not 
mean much, since they are both derived on the basis of 
assumptions which are oversimplified. But it is reasona¬ 
ble that the wall energy is higher in KH2PO4 than in 
Rochelle Salt, because of the differences in temperature 
and hardness of the two crystals. The wall thicknesses, 
on the other hand, appear to be of the same order of 
magnitude. One must not overestimate the reliability of 
these results; but they do suggest that, whatever the 
model assumed, these ferroelectric domains appear to 
have walls only a few lattice constants thick. 

A similar result can be obtained for the case of 180° 
domain boundaries in BaTiOa, as Merz [42] has shown 
by translating the theory for the wall energy of ferro¬ 
magnetic domains in a purely formal way. Here again 
the magnetic exchange energy is replaced by the inter¬ 
action energy, and the anisotropy energy by the elastic 
energy. The results for BaTiO3 at room temperature 
(i.e., about 100° below the Curie point) are: 

Fw.n = 7 erg/cm2
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and 

/ ~ 1 lattice constant. 

As for the 90° walls in BaTiOs, Little [43] assumes two 
contributions to the wall energy. The first is given by a 
linear and continuous variation of the angle between 
the dipoles within the wall—an assumption which is 
questionable; and the second is given by a term whose 
microscopic origins are not detailed, but which is postu¬ 
lated as being proportional to 1//. In this way, Little 
obtains the following values for the wall energy: 

Fwan = 65 erg/cm2, 

and for the wall thickness 

t = 4,000 A or about 1,000 lattice constants. 

These values are very probably too high. 

F. Dynamic Properties of the 180° Walls in BaTiO^ 

In the study of the behavior of 180° walls in BaTiO3 

under an applied field, Merz finds that there is prac¬ 
tically no sidewise motion of the boundaries. As a con¬ 
sequence, the polarization produced by a set of charged 
electrodes at one point of the crystal surface does not in¬ 
terfere with the polarization caused by another set at 
another point, even if the two sets are very close to each 
other (10~2 cm or less). This is a very valuable property 
for a memory device. The absence of sidewise motion of 
the 180° walls implies that reversal of polarization takes 
place by way of nucleation of many new domains with 
opposite polarization. This has been directly confirmed 
by Merz, who applied an ac voltage to a c domain crys¬ 
tal, and observed the formation and the growth of new 
domains by illuminating the crystal with a stroboscopic 
light source whose frequency was equal to that of the ac 
field. This technique had been utilized by several pre¬ 
vious investigators. 

Under the action of the electric field it is easier for the 
crystal to create new domains, which then grow rapidly 
in the forward direction, than to move the walls of the 
already existing domains sidewise. This fact is under¬ 
standable from the results obtained in the last section. 
The wall is only a very few lattice constants thick, but 
its energy is comparatively large (~7 erg/cm2). If the 
wall is set in motion its energy increases further, because 
of the inertia of the ions which must shift to new equi¬ 
librium positions as the dipole moments change direc¬ 
tion (cf. Kittel [142]). In order to move the wall one unit 
cell to the side, an amount of work will have to be pro¬ 
vided which is of the order of magnitude of the surface 
energy of the wall itself. The energy gained by such a 
motion is of the order of E P. With P~25 10 6 

coulombs, cm2, and, for example, £=104 volts/cm, 
then E P = 0.1 erg/cm2. The nucleation of new domains, 
on the other hand, seems to be easier. In every crystal 
there are always quite a few local imperfections, and at 
the surface of the crystal, especially, local strains are to 
be found. These, with the help of an applied electric 

field, favor the flipping over of a few dipoles. Theoret¬ 
ically, the choice between the two alternatives, domain 
wall motion or nucleation of new domains, can be made 
only upon comparison of the activation energies in¬ 
volved in either process. The energy barrier for wall 
motion can be computed exactly only with the knowl¬ 
edge of the detailed manner in which the wall moves, 
while the activation energy for nucleation is strictly 
related to the shape and size of the domain nuclei. This 
process of domain nucleation takes place for fields as low 
as about 2 kv/cm (cf. Little [43]). The nuclei, in the form 
of spikes, initially grow very fast in the forward direc¬ 
tion probably by means of a sequence of dipole flips 
which propagate along the polar axis. When the electro¬ 
static energy of the depolarizing field increases, the 
propagation velocity decreases, and the growth con¬ 
tinues as neutralizing charge accumulates on the 
domain walls. The minimum field needed for the 
further growth of nuclei is about 2.4 kv/cm (cf. Little 
[43]). The fact that the limiting fields for nucleation and 
for growth of anti-parallel domains are nearly the same 
is considered an experimental support for the hypothesis 
that both processes involve the reversal of individual 
dipole moments. 

Merz [42] has explained the fact that the nucleated 
domains grow in the forward direction only, by con¬ 
sidering that the forward coupling of the electric dipoles 
is large while the sidewise coupling is very small. 
Whether the neighboring dipoles on the side are parallel 
or anti-parallel is not too important to a given dipole. 
In BaTiOs the parallel alignment is usually preferred 
because the crystal is ferroelectric. However, Cohen 
[143] has shown that in the perovskite structure an anti¬ 
ferroelectric arrangement is energetically almost as 
likely as a ferroelectric one. The strong forward coupling 
of the dipoles, on the other hand, puts an important 
emphasis on the Oi—Ti—Or chains, rather than the 
On—Ti—On chains—in contrast to the hypothesis ad¬ 
vanced by Megaw [110, 144], 

The mechanism of reversal of the polarization in¬ 
volves two processes: nucleation of domain spikes (with 
no charge compensation), and growth of domain wedges 
(with charge compensation). This picture is in line with 
the results of electrical pulsing experiments of Merz 
[42], Merz applied square pulses to a crystal in series 
with a resistance. The electrode area was of the order of 
10~4 cm2, and the crystal thickness was d = 5X10~3 cm. 
The characteristics of the pulses were: rise time (0.02 
microsec) was small compared to the time required by 
the field to reverse the polarization within the crystal; 
length of the pulses (1 to 10 microsec) was longer than 
this time. If repeated pulses of one sign only are applied 
to the crystal, the change in polarization is small, be¬ 
cause the conditions correspond to the flat part of the 
hysteresis loop (see Fig. 1); and the current measured 
through the series resistance is small. This corresponds 
to a binary “zero” when the specimen is used as a 
memory device. I f alternate positive and negative pulses 
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are applied, the change in polarization is large, because 
the conditions are then those for the steep part of the 
hysteresis loop; therefore, the measured current is large, 
and this corresponds to a binary “one.” The plot of the 
measured peak current imxx vs the applied field E shows 
that the curve can be divided into two portions: a 
curved low-field-strength portion (from E —2 kv/cm to 
E = 6 kv/cm), and a linear high-field-strength portion 
(for £>6 kv/cm). 
The low-field-strength portion corresponds to the 

process of nucleation and growth of spikes without 
charge compensation. The dependence is exponential: 

; ~ „-am i E »max c } 

where the temperature-dependent quantity repre¬ 
sents some kind of activation field, and the \/E de¬ 
pendence in the exponent can be understood upon as¬ 
suming dagger-shaped nuclei (cf. Merz [42]). In the high 
field region the current îmax is linearly dependent on the 
applied field strength E: 

imax ~ m(T)(£ — E"), 

where the mobility is about 2.5 cm2/volt sec at room 
temperature, and E" is of the order of 2.5 kv/cm. In 
this region of high field strength the nucleation is ex¬ 
tremely fast, and the velocity of propagation of the 
domains along the polar axis is of the order of 104 cm/sec 
for fields of about 104 volts/cm. The crystal behaves like 
an ohmic resistance R, with R directly proportional to 
the square of the thickness of the specimen, and in¬ 
versely proportional to the area A of the electrodes. The 
switching time t, is proportional to the thickness of the 
sample, and, above a certain field, inversely propor¬ 
tional to the field strength E. For example: for a crystal 
0.005 cm thick, at room temperature and for a field of 
11,500 v/cm, it takes 0.2 microsecond to reverse the 
polarization. At constant field the switching time is a 
function of the temperature, being shorter for higher 
temperatures—as is to be expected from the fact that 
the rate of nucleation increases while the anisotropy of 
the crystal decreases with increasing temperatures. 
These limiting switching times, as pointed out by Mason 
and Wick [145], provide a natural limit to the speed of 
operation of storage devices, and also limit the maximum 
frequencies for dielectric amplifiers. For thin crystals 
the maximum frequencies are of the order of megacycles. 

G. Ferroelectrics as Storage Elements 

Although this field of research is not yet completely 
explored, the application of BaTiO3 crystals as devices 
for storing digital information in computers and switch¬ 
ing systems appears to hold great promise. Some possible 
types of circuits for the operation of these devices have 
been described by Anderson [146], The advantages ot 
the ferroelectric elements are that they require low 
power comsumption while storing or reading out infor¬ 
mation, they have small size per memory unit, they 
have memory access times of one microsecond or less, 

and their construction is simple and inexpensive. Ac¬ 
cording to Anderson, up to 2,500 bits of information per 
square inch can be stored in a surface only a few 
thousandths of an inch thick, using pulses less than a 
microsecond long. Operation can be provided from low 
voltage circuits (10 volts or less) such as transistors. No 
power consumption occurs during storage period, and 
storage can be provided for long periods of time without 
regeneration. 

What properties are important in a ferroelectric, for 
it to be useful as a storage element? Among the many 
points which have to be considered, an essential one 
concerns the mechanical stresses introduced upon re¬ 
versing the polarization at a point. For example, let us 
consider Rochelle Salt. Clearly, this crystal is not suita¬ 
ble because it is mechanically weak, chemically unstable, 
its ferroelectric properties disappear at temperatures 
slightly above room temperature, and its hysteresis 
loops are not sufficiently “square.” These, however, are 
not the most decisive factors. Generally, when we apply 
a field to a small area of the surface of a single domain 
crystal in order to reverse the polarization of that small 
region, what we require is that the new domain remains 
where it was created even after the removal of the field, 
without expanding (crosstalk) or disappearing (for¬ 
getting). Such a situation is schematically represented 
in Fig. 77(a) and it seems that this is the case for a 
BaTiOs plate. In Rochelle Salt, however, the situation is 
rather like that represented in Fig. 77(b). The reversal 
of the polarization at the point indicated by the + do¬ 
main implies a change in sign of the spontaneous shear 
y,. Now, if the field is removed the new domain disap¬ 
pears as a consequence of the mechanical stress caused 
by the spontaneous shear; if the field is maintained the 
domain grows by means of wall motion, thus causing 
crosstalk. The same situation is found for KDP. All 
three phases of BaTiO3 appear satisfactory, however, 
and so does GASH. 

Fig. 77—-Creation of an anti-parallel domain in a single domain crys¬ 
tal (schematic) : (a) BaTiOj type, (b) Rochelle Salt and KHiPO» type. 

In connection with the dynamic properties of the 180° 
wall in BaTiOj it must be mentioned that the recent 
investigation by Little [43] revealed that even though 
the activation energy for motion prependicular to the 
polar axis is very high, such motion was actually ob-
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served, in contrast with Merz’s electrical measurements. 
1 he reasons for this discrepancy have not been clarified. 
\\ e might speculate that a source of difference could be 
that the geometry of the experiment is different for the 
two authors. While Merz observed the edge of a crystal 
¡date strained by means of a field directed perpendicu¬ 
larly to the polar axis (Fig. 72), Little studied the be¬ 
havior of the 180° walls upon applying the electric field 
at 45° to the direction of the polar axis in an a domain 
plate (Fig. 78). The angle between the domain wall and 
the field is different for the two methods. Also there 
might be a different effect of the external surface of the 
crystal on the 180° wall. A second explanation could be 
that the crystals used by the two investigators show dif¬ 
ferent properties, and a difference in conductivity might 
be particularly important. Little’s crystals were grown 
using Ba( 12 as the flux; Merz’s crystals were grown by 
Remeika s method. I he smaller conductivity of the 
latter might have impeded the sidewise motion of the 
180° walls.6

Fig. <8—Anl¡-parallel wedges in an a plate of 
BaTiOj (after Little [43]). 

II. Dynamic Properties of the 90° Domain Walls in 
BaTiOt 

Both nucleation and growth of 90° domains have been 
studied by Little [43], on crystals which initially were 
single-domain. By means of electrodes on the opposite 
edges of an a domain plate, a de field was applied in the 
direction perpendicular to the polarization axis. Upon 
increasing the field slowly, it is observed that 90° wedges 
are nucleated at the crystal boundaries at a critical field 
strength, I hese wedges, from 2 to 10 microns wide, 
extend across a crystal of 0.05-cm width in less than 0.01 
sec. .Ecrit is a function of temperature, its behavior being 
very similar to that of the spontaneous polarization and 
strain in a single domain crystal (Fig. 8). At room tem¬ 
perature A.crit is about 2.4 kv/cm. When the field is 
removed the wedges shrink slowly at first, then disap-

5 It should be mentioned, however, that in another place Merz 
also reports movement of the domain wall (see Merz [42], p. 691). He 
makes no attempt to correlate the differing observations. 

pear suddenly. They are forced out of the crystal by 
stresses produced by the domains. Upon applying a field 
of opposite polarity, it is seen that nucleation starts from 
the other side of the crystal, indicating that the wedges 
normally start at the cathode side. 

The initial growth of 90° wedges was studied upon 
applying a square pulse to the a domain plate, and re¬ 
cording the number of wedges N in the crystal immedi¬ 
ately afterwards. N is, of course, a function of the pulse 
height E and the pulse time t. For a given field strength 
there exists a threshold pulse length t0, below which no 
wedges are formed. At low field strength, t0 depends on 
the field according to the equation 

to-(E — Ecrit)2 = constant, (36) 

while at high fields 

to = t.eBIB, (37) 

where 5 = 25 kv/cm, and /, = 0.05 microsec. From this 
formula Little was able to estimate the limiting velocity 
of a wedge at high fields, upon interpreting t0 as the 
minimum time required for wedges to grow large enough 
to be observed. This velocity is about 106 cm/sec; i.e., 
of the order of the velocity of sound. 

After the wedges have been introduced into and grown 
across a crystal, domain growth can be described in 
terms of wall motion: the two now parallel walls sepa¬ 
rate and move sideways with decreasing velocity and 
some irregularity. The main difference between these 90° 
walls and the 180° walls described in the preceding sec¬ 
tions is that the 90° walls seem to be considerably 
thicker, so that their motion is not a process of discrete 
molecular steps, but is rather to be thought of as a slip 
of one domain with respect to its neighbor. Clearly this 
process is strongly influenced by the mechanical stresses 
involved with the small deviation of the crystal axes 
from 90° across a domain wall—so that the crystal 
changes its shape during the motion of the wall, and also 
by the piezoelectric effect connected with it. In fact, the 
experiments show that it is possible to cause the domain 
wall to oscillate, upon applying a small alternating field; 
but the wall motion is damped out as the acoustic 
resonance frequency is approached, so that the wall is 
probably no longer induced to move by finite field 
strengths at frequencies much above 3 mc/sec. 

I. Interactions Between 180° and 90° Walls in BaTiO* 

The complicated interactions occurring in a BaTiO 
crystal when 90° and 180° walls are simultaneously 
active have been studied by Little [43], The remarkable 
result of this investigation is that head-to-head, or tail-
to-tail, configurations of the 90° wall can occur as a con¬ 
sequence of this interaction. The interfacial polarization 
is neutralized by free charges, and the resulting domain 
configuration is called “pseudo-saturated” because, even 
though there exist 90° domains, they cannot be removed 
by a field as long as the energy barrier for rotation is too 
high. 
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The interactions between 180° and 90° walls may play 
an important role in determining the state of strain in a 
crystal, thus contributing to the aging phenomena ob¬ 
served both in ceramics and single crystals. A more de¬ 
tailed investigation of the problem is to be awaited. 

ZERO FIELD 

+ 60 V/cm 

Fig. 79—Effect of an electric de field on the domain structure of 
Rochelle salt (after Mitsui and Furuichi, kindly furnished by 
T. Mitsui). 

J. Dynamic Properties of Rochelle Salt Domains 

The dynamic properties of Rochelle Salt domains 
have been studied by Marutake [147], and by Mitsui 
and Furuichi [24], Qualitatively, the behavior is similar 
to that of 90° walls in BaTiO3. An electric field applied 
to a Rochelle Salt crystal along the a axis causes many 
new domains to appear. When application and with¬ 
drawal of the field is repeated, it is observed that the 
new domains always appear at the same place in the 
crystal. This fact again suggests that nucleation of the 
domains takes place at crystal imperfections. The relax¬ 
ation time for appearance of new domains depends ex¬ 
ponentially on the applied field strength, according to 
the equation 

l. = l.ê IB, (38) 

where both t,0 and C are constants, in analogy to Merz’s 
results for BaTiO3. The relaxation time t, is of the order 
of 2 microseconds for a field E of about 200 v/cm at 
about 19°C; i.e., five degrees below the upper Curie 
point. Once the domains have grown across the crystal, 
the electric field causes a motion of the domain wall (see 
Fig. 79). The propagation velocity v is directly pro¬ 
portional to the electric field strength E. The magnitudes 
are smaller than in the case of BaTiOs: v is about 0.2 

cm/sec for a field E of about 200 v/cm at 18.4°C, and 
increases with temperature at constant field. 

K. The Effect of Particle Size 

We have seen that an isolated nonconducting ferro¬ 
electric crystal which is forced to form a single domain 
is subjected to a very strong depolarizing field. The 
energy of this field was denoted by Ue = P2 V, where, in 
the case of a spherical crystal, P=4ir/3. If the same 
crystal is provided with short-circuited electrodes on the 
faces perpendicular to the ferroelectric directions, and 
then undergoes a spontaneous polarization, the energy 
of the crystal will decrease. The change in energy of the 
short-circuited ferroelectric crystal is referred to as 
polarization energy : 

Up = - |/P2F, (39) 

where P and V represent polarization and volume, re¬ 
spectively, while f is a constant whose order of magni¬ 
tude lies, for known ferroelectric crystals, between 2 
and 0.03. In the particular case of a spherical crystal, 
the balance between U, and Up is clearly in favor of the 
former, thus impeding the uniformly polarized state. 
What actually happens is that the energy of the de¬ 
polarizing field is decreased by the formation of domain 
walls, and consequently an homogeneous spontaneous 
polarization can take place within every domain. 

Suppose now that the dimensions of the crystal are 
diminished. In this case, the relative contributions of 
the different energy terms to the total domain energy 
change, and surface energies become more important 
than volume energies. The energy of the domain walls 
is a surface energy; upon decreasing the crystal size, its 
relative contribution to the total energy of the crystal 
becomes larger and larger. When very small dimensions 
are reached there will be a point at which it will be 
energetically more favorable to do without the domain 
walls, so that the whole crystal particle becomes one 
single domain. Then the spontaneous polarization be¬ 
comes impossible because of the depolarizing field. The 
crystal particle is no longer ferroelectric 

This idea was developed by Kaenzig and co-workers 
[133, 141] and confirmed by them in a series of experi¬ 
ments on KH2PO4. These experiments involved X-ray 
and electron diffraction, dielectric measurements, and 
electron microscopy on colloidal particles of KH2PO4 
imbedded in an insulating medium with an effective 
dielectric constant of about 5. KH1PO4 is particularly 
suitable because the Curie temperature is so low that 
both crystal and imbedding medium can be considered 
as perfect insulators; moreover, the spontaneous polari¬ 
zation can only lie along the c axis, so that no closure of 
the electrical flux is possible. The experiments show that 
no spontaneous polarization occurs in particles with 
diameter smaller than 1,500 A, while particles larger 
than 4,000 A show the normal ferroelectric behavior. 
Clearly the critical particle size is dependent upon the 
dielectric constant of the imbedding medium, and in 
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fact it is found to decrease with the increase of the latter. 
If the imbedding medium is conducting, even the small¬ 
est particles produced (about 500 A) show normal ferro¬ 
electric behavior. From the critical particle size it is 
possible to compute the surface energy of the domain 
boundaries; the results of these computations were given 
in Section VII, E. In spite of the fact that, below the 
critical size, the ferroelectric transition is forbidden, an 
anomaly of the dielectric constant can still be detected 
about one degree below the Curie temperature of the 
macroscopic KHjPO« crystal. The nature of this transi¬ 
tion is not yet known. 

Similar experiments were performed, also by Kaenzig 
and co-workers [148], on colloidal particles of BaTiOs. 
It is clear that in this case different results will have to 
be expected, since the two conditions that made 
KH2PO4 most advantageous are no longer satisfied; the 
Curie temperature of BaTiOs is much too high for the 
crystal and the imbedding medium to be considered as 
insulators; and in BaTiOs spontaneous polarization can 
occur along three directions perpendicular to each other, 
which admits the possibility of domain structures with 
closed electrical flux. Consequently, it is not to be ex¬ 
pected that a critical particle size of BaTiO3 will exist, 
below which no spontaneous polarization can occur, but 
rather that domain configurations with closed flux will 
take place. Actually, an effect of particle size was found, 
in the sense that the ferroelectric properties change 
gradually with decreasing crystal dimensions. The 120°C 
transition between the polar tetragonal and the non¬ 
polar cubic phase, a very sharp transition in macro¬ 
scopic BaTiOs crystals, becomes smeared out over a 
temperature range which is the larger, the smaller the 
particle size. It is possible to detect the tetragonal dis¬ 
tortion even at temperatures a few hundred degrees 
above the Curie temperature of the macroscopic crystal! 
At room temperature the tetragonal distortion decreases 
with decreasing particle size. 

It was possible, by means of electron diffraction ex¬ 
periments, to prove that there is a discrepancy between 
the interior of the crystal and a surface layer of about 
100 A thickness. This is the cause for the deviations 
from the normal ferroelectric behavior. The surface 
layer shows a large spontaneous tetragonal strain and a 
very high Curie temperature, while the interior of the 
crystal particle prefers the cubic symmetry at tempera¬ 
tures above the Curie point of the macroscopic crystal. 
Between the surface layer and the interior there is a 
transition region with large atomic misfit. Kaenzig [166] 
suggested lattice vacancies and imperfections might be 
responsible for the spontaneous deformation of the sur¬ 
face. The existence of the latter seems to be confirmed, 
even in macroscopic crystals, by the fact that new do¬ 
mains are nucleated, preferentially at the surface (see 
Section VII, F). 

VIII. Some Conclusions and Acknowledgments 

In the preceding discussion we have concerned our¬ 
selves with some thermodynamic, crystal structural, 

and domain properties of most of the known ferroelec¬ 
trics. We have not considered such practical matters as 
the use of these materials in such applications as electro¬ 
mechanical transducers or dielectric amplifiers. We have 
not considered such pressing problems as aging effects in 
ceramic and single-crystal ferroelectrics. Knowledge of 
subjects which we have discussed we have found incom¬ 
plete; and we have left the problems scarcely improved 
in this respect. After our survey, it should not be neces¬ 
sary to emphasize the vast amounts of work yet to be 
accomplished. 
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Prof. Y. Takagi of the Tokyo Institute of Technology, 
Prof. Jack Tessman of The Pennsylvania State Univer¬ 
sity, and Dr. B. C. Frazer of the Brookhaven National 
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tables. 
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Development Company, and by the Brookhaven Na¬ 
tional Laboratory. We are pleased for another oppor¬ 
tunity to express our appreciation for this support. 
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History of Semiconductor Research* 

G. L. PEARSONf and W. H. BRATTAINf 

Summary—This paper presents a running story of semiconductor 
research from its earliest beginnings up to the present day, with 
special emphasis on the inception of new ideas and the resolution of 
older discrepancies. At several points in the story, short interludes 
are taken to fill in the status as of that time. Semiconductor research 
began quite inconspicuously about 120 years ago with some observa¬ 
tions on the electrical properties of silver suphide. Progress was very 
slow for the next 50 years and then, about 1885, a mild interest de¬ 
veloped with the discovery of point contact rectifiers. These devices 
were used as detectors until displaced by the vacuum tube around 
1915. Development of selenium and cuprous oxide rectifiers about 
1930 revived interest and the publication of a good theory of semi¬ 
conductors in 1931 added still more momentum. The next period of 
active interest came around World War II when the catwhisker 
diode was revived and developed into an excellent radar detector. 
The announcement of the transistor in 1948 gave this field of research 
such a boost that it has become a real giant in the last few years and 
semiconductor electronics now rates as a major field of endeavor. 

Introduction 

1HE HISTORY oí semiconductor research is a 
very interesting story, in fact it is so interesting 
that the present authors doubt that they are really 

doing it justice. One quickly realizes that a thorough 
job requires a prohibitive amount of time and energy. 
Two good review articles, one by K. Lark-Horowitz [1] 
and one by E. W. Herold [2], have recently been pub¬ 
lished. Each author takes a somewhat different view¬ 
point and the first mentioned article includes a compre¬ 
hensive list of references up to 1951. There is, of course, 
no point in reproducing such a bibliography or in simply 
rewriting the material in these publications. 

We have chosen to emphasize in the present article 
the interplay of ideas in the development of semi¬ 
conductor research which has impressed us during our 
long connection with semiconductors starting in the 
early7 1930’s, and have chosen to write from this view¬ 
point. We are likewise impressed with the length of time 
required for certain key ideas to become accepted as 
well as how long some misconceptions lasted. There 
should be an object lesson in this for future workers. 
We realize, however, that our perspective becomes 
clouded as the story approaches the present time. This 
not only makes the writing more difficult, but likewise 
makes it almost impossible to distinguish between the 
current key ideas and misconceptions of today. The les¬ 
son is, therefore, of no particular value except possibly 
to the rare individual who can see the present in its true 
perspective. 

If any' of our friends feel slighted because no mention 
is made of their work, let them remember that the ma¬ 
terial to be covered is actually too large for one short 

“Original manuscript received by the IRE, August 25, 1955. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 

article and that merely listing all the published papers 
during the last five years would fill a good sized book 
[3]. For the sake of brevity, our bibliography7 often lists 
one comprehensive article rather than the numerous 
original contributions. Finally, we freely admit that the 
latter part of the story draws heavily on the work 
carried out by our colleagues at the Bell Telephone 
Laboratories. 

Early History of Semiconductors 

Probably the first significant observation in the semi¬ 
conductor field was made by Michael Faraday [4] in 
1833 when he found that silver sulfide had a negative 
temperature coefficient of resistance. This character¬ 
istic set it apart from other conductors (metals) whose 
resistance increased with increase in temperature. The 
observation that a photovoltage could be produced by 
shining light on the surface of one electrode in an elec¬ 
trolyte by Becquerel [5] in 1839 was another early con¬ 
tribution. The next significant step was W. Smith’s dis¬ 
covery [6] in 1873 that resistance of selenium could be 
reduced by shining light on it (photo-conductivity). 

In 1874 came the discovery that contacts between 
certain materials would rectify, or more precisely, that 
the resistance did not obey7 Ohm’s law but depended on 
the magnitude and sign of the applied voltage. F. Braun 
[7] observed this for contacts between metals and vari¬ 
ous sulfides such as galena and pyrites, and A. Schuster 
[8] for contacts between untarnished and tarnished 
(probably copper oxide) copper wires. Some workers 
thought that this phenomenon was a thermal effect, and 
this idea persisted up to about 1906. The first photo¬ 
element of the modern barrier layer type was made of 
selenium by W. G. Adams and R. E. Day7 [9] in 1876. 
While continuing this work on selenium, C. E. Fritts 
[10] in 1883 produced the first large area dry rectifier. 
Thus by 1885 four of the fundamental properties of 
semiconductors—(1) negative temperature coefficient 
of resistance, (2) rectification, (3) photoconductivity, 
and (4) photoelectromotive force—had been observed, 
although not all on the same material. 

The demonstration of the existence of radio waves by 
H. Hertz in 1888 created a potential demand for a suita¬ 
ble detector, but it was not realized until 1904 that 
semiconductor rectifiers were well suited for this pur¬ 
pose. J. C. Bose [11], H. IL C. Dunwoody [12], L. W. 
Austin [13], and G. W. 1’ierce [14] found that point con¬ 
tacts (cat whiskers) on galena, silicon carbide, tellurium, 
silicon, etc. were good detectors of radio waves. Silicon 
detectors were found by experience to be most stable, 
while galena detectors had the best sensitivity. It was 
G. W. Pierce, by the way, who went to a great deal of 
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effort at this time to show that these devices did not 
operate on a thermal basis. With the advent of the 
vacuum tube at about this time, interest in the point 
contact detector lagged and little of scientific interest 
was contributed on such detectors for a number of years. 

The next period, beginning in the 1920’s, saw the de¬ 
velopment of barrier layer rectifiers and photocells as 
commercial devices. Some good science and a large 
amount of art was involved. As we shall see later, the 
real understanding had to await the help of quantum 
mechanics and its application to the understanding of 
solids. The major contributions in this period were the 
development of the copper oxide rectifier and photocell 
by L. O. Grondahl and 1’. II. Geiger [15] and the almost 
parallel developments using selenium, described by B. 
Lange [16], Commercial use of these devices as rectifiers, 
battery chargers, photographic exposure meters, and in 
the case of copper oxide as modulators and nonlinear 
circuit elements, created demand for better scientific 
understanding of underlying phenomena. 

Though not generally accepted until the 1930's, it now 
appeared that rectification and photovoltage were sur¬ 
face properties occurring at the interface between the 
semiconductor and metal contacts or between two semi¬ 
conductors. On the other hand, the mechanism of elec¬ 
trical conductivity which gave rise to the negative 
temperature coefficient of resistivity and the change of 
resistance under the influence of light (photoconduc¬ 
tivity) appeared to be a body property within the homo¬ 
geneous semiconductor. Various workers now proposed 
that electrical conduction within the body obeyed 
Ohm’s law and that photoconductivity was due to an 
increase in the number of carriers by light excitation. 
The contributions of B. Gudden and R. W. Pohl [17] 
(beginning in 1921) on photoconductivity in the alkali 
halides should be mentioned in this connection. While 
these materials were more nearly- insulators than semi¬ 
conductors, they were nevertheless much less compli¬ 
cated than copper oxide or selenium. Also they could 
be fabricated into large single crystals, thus giving a 
more ideal solid for study. Most important of all, how¬ 
ever, was the division of the problem into two parts, 
one of surface phenomena and the other of body prop¬ 
erties. In what follows we will consider developments 
first in one category and then the other, switching back 
and forth as the story unfolds. 

Developments in Tin-: Understanding of Body 
Properties up to 1942 

It was natural that semiconductor research should 
borrow from the experimental progress and understand¬ 
ing of electrical conduction in metals. The discovery by 
E. IL Hall [18] in 1879 that electrons flowing in a metal 
could be deflected by a magnetic field perpendicular to 
thé direction of current flow was, of course, a landmark.1

1 The electron itself was not clearly Identified until eighteen years 
later when J. J. Thomson measured the ratio of charge to mass of 
the cathode rays. 

The interpretation of this effect to give the density of 
charge carriers was a very important tool for investi¬ 
gating conduction processes. Likewise the interpretation 
of the ratio of Hall field to electric field to give the mo¬ 
bility of the charge carriers was of great importance. 

Workers in this field were pleased that the Hall effect 
in metals had the right sign (i.e., negative) which in¬ 
dicated that the carriers were negative charges and un¬ 
doubtedly electrons. They were greatly disturbed, how¬ 
ever, when it was found that some borderline metals 
gave positive Hall coefficients thus indicating positive 
charge carriers. Furthermore, the measured mobilities 
at room temperature were such as to rule out positive 
ions. This indicated, if you will, that there were ap¬ 
parently positive electrons long before anyone sus¬ 
pected the existence of positrons or holes. 

When 1 ¡all effect measurements were performed on 
semiconductors several conclusions were at once appar¬ 
ent [19, 20, 21], I he number of charge carriers were 
much smaller than in most metals and the mobilities 
were somewhat larger. Some semiconductors, for exam¬ 
ple copper oxide, have a positive Hall coefficient, while 
others like zinc oxide had a negative coefficient. Dis¬ 
regarding for the moment the primary difficulty of 
positive carriers with mobilities of the same order of 
magnitude as electrons, these measurements were a 
great step forward. They enabled the researchers of this 
time to separate, conceptually at least, the conduc¬ 
tivity a into its two component parts: (1) the density n 
oi carriers and (2) their mobility ju. I he familiar relation 
a=enn had been shown to hold for electronic semicon¬ 
ductors. 

It was found that the mobility was a property of the 
solid or crystal lattice and that for a given lattice it de¬ 
creased with increase in temperature. On the other hand, 
the density of carriers increased very rapidly with tem¬ 
perature for any given semiconducting specimen, such 
as copper oxide. In addition it was found that n varied 
over wide limits at a given temperature from specimen 
to specimen of the same semiconducting material. In 
other words, n was both temperature and structure 
sensitive. 

The difference between metals and semiconductors 
had now been pinned down. In metals the mobility was 
only slightly structure sensitive and it decreased with 
increase in temperature, whereas the number of carriers 
was almost constant and of the order of one per atom of 
solid. The resistivity of metals had a postitive tempera¬ 
ture coefficient because of the change of mobility with 
temperature. In semiconductors the mobility varied 
with temperature as in metals, but the carrier density 
was orders of magnitude less and increased rapidly with 
temperature. The exact value of »at any given tempera¬ 
ture was very structure sensitive; at room temperature 
it varied in the range of one charge carrier per thousand 
atoms of the solid to one per hundred million. The 
electrical resistivity of semiconductors was therefore a 
structure sensitive or extrinsic property. I he negative 
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temperature coefficient was primarily due to changes in 
n, the variation in number usually swamping out the 
dependence of mobility on temperature. 

At high temperatures it was observed that the density 
of charge carriers was no longer structure sensitive but 
equal for all samples of a given semiconductor. In this 
region the density of carriers increased even more rap¬ 
idly with temperature and in general obeyed a simple 
law. The logarithm of the density was a linear function 
of the reciprocal of the absolute temperature. It was of 
course natural to interpret this behavior in terms of an 
activation energy proportional to the slope of this 
straight line. This activation energy turned out to be 
the same for any given semiconductor, such as copper 
oxide, and therefore was an intrinsic property of the 
solid. Attempts were also made to interpret the low 
temperature characteristics in terms of a second and 
smaller activation energy. With material available at 
the time, however, the results were questionable since 
this activation energy was found to be structure sensi¬ 
tive and, in general, a function of temperature. 
Other important contributions were made in this 

period by chemically-minded workers such as Carl 
Wagner [22, 23], It was found that in compound semi¬ 
conductors the sign of the Hall coefficient could be cor¬ 
related with small deviations from the stoichiometric 
composition. If, for example, in copper oxide there is a 
deficiency of copper in the solid, say a few parts per 
million below that necessary to satisfy exactly the 
chemical formula CihO, then the sign of the Hall co¬ 
efficient at low temperatures is positive, and this was 
called a defect semiconductor. If the compound is over¬ 
oxidized, it has a positive Hall coefficient. If on the other 
hand there is usually excess metal, as in zinc oxide (ZnO), 
then the Hall effect is negative, and this was called an 
excess semiconductor. The compound is slightly reduced. 
Finally at high temperatures in the intrinsic region all 
semiconductors were found to have negative Hall co¬ 
efficients. 

In the meantime, quantum mechanics was making 
great strides in interpreting the behavior of electrons in 
atoms and molecules. The experiments of C. J. Davisson 
and L. II. Germer and those of G. P. Thomson demon¬ 
strated the wave nature of electrons. The concepts of 
energj' levels with one electron per level, electron spin, 
Pauli exclusion principle, and Fermi-Dirac statistics 
all led to a clarification of metallic conduction by A. 
Sommerfeld [24] and his co-workers. The concept of 
electrons as Bloch waves in a crystal contributed greatly 
to understanding the behavior of electrons in all types 
of solids. 

In 1931, A. II. Wilson [25] presented a quantum me¬ 
chanical model of a solid semiconductor which has since 
become fundamental for understanding the behavior of 
semiconductors. In retrospect it turns out that the 
Wilson model can be described from a number of dif¬ 
ferent viewpoints. One of these is the picture of the 
electrons as waves throughout the solid or crystal lattice. 

At certain frequencies there is interference between 
these waves and the regularity of the crystal lattice, 
just as had been found for X-rays. Electron waves of 
such frequency cannot exist in the lattice. From the 
relation between frequency and energy, certain energies 
were thus excluded. This led to the concept of energy 
bands in the solid. 

At low temperatures the electrons in the lattice fill 
the lowest energy bands, one electron of each spin per 
level, until there is just enough charge to make the en¬ 
tire lattice neutral. When the band structure is such that 
the last or valence electrons completely fill their band, 
there is a gap in energy Ea from the last filled level 
to the next possible energy site. Now the process of 
conduction involves accelerating the electrons by means 
of an electric field, thus adding to their energy. In order 
for this to happen there must be, in the quantum 
mechanical sense, empty energy levels available to re¬ 
ceive the electrons. If there are none available (energy 
gap) then the electron waves cannot be made to drift 
in the direction of the field. Under these conditions, for 
every wave traveling in one direction through the lattice 
there is another in the opposite direction, and this situa¬ 
tion cannot be altered except by a discrete jump in 
electron energy equal to the energy gap. 

At any finite temperature there is of course a certain 
amount of thermal excitation, maintaining some elec¬ 
trons above the gap and thus leaving an equal number 
of vacant energy levels below the gap. This picture was 
ideal for explaining the intrinsic conductivity in semi¬ 
conductors at the higher temperatures. The thermally 
excited electrons would be free to conduct and their 
density would depend on temperature as found experi¬ 
mentally, the energy of excitation being equal to the 
gap energy. 

The above description is of course over-simplified. 
Quantum mechanics predicted that vacant sites, or 
holes, should also be free to conduct with possibly as 
great a mobility as the excited electrons. For each elec¬ 
tron excited there would therefore be two carriers avail¬ 
able and the product of the carrier densities would in¬ 
crease with temperature according to an activation 
energy equal to the energy gap. The apparent activation 
energy derived from the experimental data as described 
above is thus actually equal to one-half the energy gap. 
With this refinement it is seen that the I lall effect should 
be zero for equal mobilities of holes and electrons. The 
fact that a negative Hall sign was always obtained in the 
intrinsic range meant that the electrons are more 
mobile than the holes. The Hall effect measured, in a 
sense, the difference in mobilities whereas the conduc¬ 
tivity measured, in a like sense, the average mobility. 

The low-temperature, structure-sensitive part of the 
conductivity data was explained by the model as fol¬ 
lows. In cases where the semiconducting lattice is not 
exactly perfect, such as a small Cu atom deficiency in 
copper oxide, the vacant copper site is an irregularity 
in the lattice resulting in one too few electrons to fill the 
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energy band. This missing electron (hole) is usually 
bound, at very low temperatures, to the vacant copper 
position but can be thermally excited so that it becomes 
a charge carrier. The energy necessary to excite the 
holes is much less than the energy gap. The hole, when 
freed, is equivalent to an electron at the defect and so 
the defect is called the acceptor state. Such a state is, of 
course, localized at the defect and is in this sense a 
higher energy level to which an electron in the filled 
band can be excited, leaving a free-to-move hole in the 
valence band. When thus activated the acceptor site 
has a localized negative charge. 

The explanation of excess conductivity is quite simi¬ 
lar. The excess Zn atom in zinc oxide has an extra 
electron. The energy band is full, but the extra electron 
can be excited to the higher band where it is free to 
conduct, leaving a localized positive charge in a donor 
state. 

The same general picture of conduction in the body 
of a semiconducting material can be obtained from 
another viewpoint (tight binding approximation). 
Chemical binding in solids is electronic in nature and is 
now quite well understood quantum mechanically. Such 
binding can be more or less arbitrarily divided into the 
following three classes: (1) ionic as in NaCl, (2) covalent 
as in H2 where energy is gained by sharing electrons and 
pairing spins, and (3) metallic where, in a sense, positive 
ions float in a cloud of electrons. Semiconductors gen¬ 
erally range from almost complete covalent binding to 
various admixtures of covalent and ionic. In any event, 
the valency is complete and there are just sufficient 
electrons in the perfect lattice to satisfy all the bonds. 
It takes considerable energy Ea to free an electron 
from a given bond. Such excitation leaves a hole as well 
as producing a free electron. Defects consist of imper¬ 
fections in the structure where there is either one too 
many or one too few electrons to satisfy the bonding. 
Small energies are necessary to free the electron or hole 
from the site of the defect. The filled band mentioned in 
our first picture is the valence band, the next band of pos¬ 
sible energy levels in the lattice is the conduction band 
and is more or less empty. 

Both pictures represent different quantum mechani¬ 
cal approximations to the actual state of affairs. If the 
calculations could be carried out with sufficient accuracy 
in each case, the final results would agree. Since this 
cannot be done in practice, one gets a better mental pic¬ 
ture by thinking in terms of both pictures instead of 
using one to the exclusion of the other. 

In the above description of Wilson’s theory of semi¬ 
conductors we have considered only the thermal mech¬ 
anism for activating free electrons and free holes. Light 
quanta are equally effective for this purpose, and the 
phenomena of photoconductivity are easily described 
from either the energy band or the chemical valence 
viewpoint. The energy of a light quantum increases with 
decrease in wavelength. Light of sufficiently short wave¬ 
length has large enough energy quanta to produce hole¬ 

electron pairs in intrinsic semiconductors. Longer wave¬ 
lengths can excite holes or electrons only in the impurity 
range, and of course there will be some free carrier ab¬ 
sorption all the way out to infinite wave length (de) but 
this can be very small when the number of free carriers 
is small. 

It should be pointed out that all that has been said 
here about the above model was not immediately ap¬ 
parent to the workers in the field after reading Wilson’s 
paper. In fact it took about fifteen years for the full light 
to dawn. One of the blind spots2 arose from the fact that 
it was much simpler to consider a semiconductor with 
one type of defect or the other, rather than both donors 
and acceptors at the same time. This was a case of plain 
lazy thinking on the part of many investigators. It is 
now perfectly obvious that, when one is concerned with 
defects of the order of one part per million, it would be 
surprising to find, in nature, defects of only one kind. 
The statistics of this more general case were discussed 
by J. LI. deBoer and Van Geel [26]. Also it was thought 
at first that the electron wave viewpoint and the valence 
bond picture were not consistent with each other. 

H. Dember [27] in 1931 found a potential difference 
between illuminated and unilluminated portions of a 
cuprous oxide wafer. J. Frenkel [28] explained this effect 
on the basis that the light created hole-electron pairs, 
pointing out that this potential difference arises from 
the unequal diffusion coefficients of the holes and the 
electrons. Frenkel also explained the photomagneto¬ 
electric effect first discovered by I. K. Kikoin and M. M. 
Naskov [29] in 1934 by a similar analysis. The explana¬ 
tion of these effects involved both the majority and the 
minority carriers. The fact that minority carriers might 
play an important role in the understanding of semi¬ 
conductor phenomena was more or less overlooked by 
other investigators. As we shall see later, this was 
another blind spot. 

Developments in the Understanding of 
Surface Properties Up to 1942 

As late as 1935 some investigators thought they had 
evidence that rectification was a body property. The 
concept of rectification at a surface may seem obvious 
now, but it was a controversial subject at that time. 

Due to their commercial uses, the best known recti¬ 
fiers at that time were Cu2O grown on copper and sele¬ 
nium melted and spread on a metal washer. In cachease 
a second contact was added to complete the electrical 
circuit. For the cuprous oxide unit this was graphite or 
aquadag plus a lead washer held under pressure. In the 
case of selenium the second contact was a low melting-
point alloy sprayed on the selenium surface with a great 
amount of “art” involved in the process. 

Another commercial product was the silicon carbide 

2 There were obviously many blind spots in the working concepts 
about semiconductors in the nineteen thirties. Since the authors were 
part of the group that was so blind, they offer no apology for being 
so blunt in this matter. 
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voltage regulator or lightning protector [30], This was a 
symmetrical device in that it did not rectify, it was non¬ 
ohmic in that it had a very high resistance at low volt¬ 
ages but would pass very large currents at higher volt¬ 
ages. It was made by compressing SiC granules in a 
ceramic flux and heat treating at elevated tempera¬ 
tures. Sprayed or evaporated metal contacts were ap¬ 
plied on either side of the fired discs. 

In the case of the large area rectifiers there was no 
geometrical asymmetry between the two electrodes as 
in the case of the point contact rectifier or catwhisker 
radio detector. Assuming rectification at contacts be¬ 
tween different materials, why did these configurations 
not leave one with two opposing rectifiers having a sym¬ 
metrical current voltage characteristic? Gradually it 
was realized that any contact between a metal and a 
semiconductor would rectify; some more and some less, 
depending on the method of fabrication. Potentiometric 
probe measurements indicated that the material com¬ 
prising the body of the semiconductor obeyed Ohm’s 
law. Silicon carbide was an especially difficult material 
to study since it was nearly impossible to make a low 
resistance potential probe contact. Single pieces of SiC, 
while generally found to be ohmic, had internal bound¬ 
aries across which large nonohmic potential drops 
were observed. 

While the above mentioned puzzles were being un¬ 
tangled, it became clear that rectification and nonohmic 
properties must be surface effects. Although rectifier 
production was an art and not a science, most contacts 
to semiconductors were found to rectify to some degree. 
The art consisted in making one contact as good a 
rectifier as possible and the other as poor (ï. e., as ohmic) 
as possible. Two such combinations in parallel opposed 
was an obvious model for the SiC device, the current 
flowing either way in the easy direction through one 
unit or the other. 

The big question in the minds of all active workers in 
the field at this time was: What is the scientific explana¬ 
tion of rectification at the surface? Very few were con¬ 
cerned with the fact that explaining the ohmic contact 
might be equally difficult. In copper oxide the rectifying 
surface was obviously at the interface between the cop¬ 
per base and the oxide surface layer. In selenium, after 
much travail, it was shown to be at the sprayed inter¬ 
face. The direction of easy flow in each case was that 
of positive charges moving from the semiconductor 
across the rectifying contact. Both copper oxide and 
selenium had positive Hall coefficients, and it was found 
that other semiconductors with negative Hall coeffi¬ 
cients tended to rectify in the opposite direction. 

It was noted that rectifying contacts, when illumi¬ 
nated by a bright light, produced a photovoltage and 
that in general good photo emf cells were good rectifiers, 
although some experts disagreed on this correlation as 
late as 1932. Where it could be shown that the photo¬ 
voltage was definitely at one surface and not at the 
other (this was often very difficult to determine), it 

was found that defect semiconductors became posi¬ 
tively charged, while excess semiconductors became 
negatively charged. Another effect under active investi¬ 
gation at this time was that of thermoelectric emf. The 
thermal voltages in semiconductors are some orders of 
magnitude larger than those in metals, so that to a good 
approximation almost any metal may be taken as the 
zero of reference. It was found that semiconductors 
having a given sign of the Hall effect all had a like sign 
of the thermal voltage with reference to metals and 
that those of opposite Hall sign had the opposite sign of 
the thermal voltage. Although it was not understood 
why there should be mobile carriers with a positive sign 
(holes) in addition to the well-established negative car¬ 
riers (electrons), nevertheless the signs of the Hall co¬ 
efficient, rectification, photovoltage, and thermal volt¬ 
age were all consistent with the concept that some semi¬ 
conductors had negative carriers while others had posi¬ 
tive ones. 

One quantum effect considered theoretically in this 
period was the ability of electron waves to penetrate 
potential barriers. This phenomenon was seized upon 
in an attempt to explain rectification. A number of 
calculations were carried out for various shaped barriers 
but the predicted sign of rectification did not agree with 
experiment. It was well known at this time that surfaces 
of metals must possess charge double layers. Because of 
the large density of free electrons these double layers 
could not be more than about one Angstrom (10~8 cm) 
in thickness. When different metals were put in contact 
these double layers interacted to give just the proper 
potential difference across the contact so that there was 
no net flow of electrons in either direction across the 
boundary, providing that the metals were at the same 
temperature (thermal equilibrium). These double layers 
of the order 10“8 cm in thickness offered no barrier 
since the electron waves could easily penetrate them. 

W. Schottky [31], N. F. Mott [32] and B. Davydov 
[33] suggested in 1939 that, due to the low density of 
carriers in a semiconductor, any such double layer must 
penetrate to depths of the order of IO“4 cm. Simple 
electrostatic reasoning (Poisson’s equation) showed that 
in such an arrangement, most of the potential difference 
would be spread out on the semiconductor side of the 
barrier. It is now easy to see that this situation can ex¬ 
plain rectification since penetration of such a broad po¬ 
tential barrier by electrons must be insignificant. Con¬ 
sider a metal contact to an excess (electron) semicon¬ 
ductor and assume that the contact potential difference 
is such that the charge on the semiconductor is positive 
and that on the metal negative. The result is a potential 
hill for electrons between metal and semiconductor. 

This situation is almost exactly analogous to two hot 
cathodes in a vacuum providing both are at the same 
temperature. In equilibrium (no applied voltage), the 
contact potential is such as to prevent any net flow in 
either direction. If a voltage is now applied with such a 
polarity as to make it more difficult for electrons to go 
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from the lower work function cathode (1) to the higher 
work function cathode (2), that is (1) is made more 
positive than (2), the net current will be electrons from 
(2) to (1) since the counter flow from (1) to (2) has been 
reduced. As the voltage is increased the current saturates 
at the total emission value of cathode (2). When the 
polarity is reversed, the current will at first increase 
exponentially with voltage since the total emission from 
cathode (1), with its lower work function, can be orders 
of magnitude larger than for (2). This is the direction 
of easy flow. This analog has the proper sign to explain 
the experimental results for excess semiconductors. 

Eor the case of a defect semiconductor where the 
charge carriers are holes, the picture is analogous with 
a reversal of the sign of rectification. The transfer of 
charge in this case is due to the flow of electrons into or 
out of the valence band and is entirely equivalent to 
turning the whole picture upside down and considering 
the vacant places in the electron distribution of the 
metal as holes. On basis of above considerations, degree 
of rectification depends on contact potential difference 
and if contact potential difference is of wrong sign, no 
rectification will occur. That is, low work function met¬ 
als in contact with excess semiconductors should not 
rectify and vice versa for defect semiconductors. 

One might be inclined to think that the theory was 
now in good order. However, while in some cases on 
cuprous oxide and selenium the low work function met¬ 
als made better rectifiers than the higher work function 
metals with the various metals falling in the more or 
less proper order, the amount of variation and degree 
of rectification obtained experimentally was far less than 
predicted by theory [45], As we shall see later there was 
a naive assumption hidden here, another blind spot. It 
should be emphasized that this was a tremendous ad¬ 
vance in the theory and was an important building block 
for future progress. 

B. Davydov [34] suggested that rectification might 
occur at the boundary between an excess and a defect 
semiconductor. He thought this might be the explana¬ 
tion in copper oxide and suggested that in a thin layer 
of the oxide near the copper the conductivity was of 
excess type instead of defect as in the remainder of the 
oxide layer. In this picture the contacts to both sides of 
the oxide layer were ohmic and the rectification occurred 
at the interface between excess and defect layers of the 
semiconductor. In working out the theory of this effect 
he recognized the importance of the minority carriers, 
i.e., holes in the excess layer and electrons in the defect 
layer. In a companion paper [35] on the photoelectro¬ 
motive force in semiconductors Davydov points out 
that it is also necessary in this case to consider the role 
of the minority carrier. With the emphasis on the suc¬ 
cess of the space charge theory of rectification these 
two theoretical papers attracted little attention from 
other investigators and this blind spot regarding the 
role of the minority carrier continued to persist. 

After having exploited the longer radio wavelengths, 

research workers began in the nineteen thirties to re¬ 
study the short wavelengths which Hertz used in his 
original experiments and to proceed to even shorter 
wavelengths. They quickly found that ordinary vacuum 
tubes were of little use in this region. Some new type of 
detector was necessary for this purpose. It was only 
natural for those who had started with crystal detectors 
to return for a second look. This thought apparently 
occurred to a number of workers at the time. G. C. 
Southworth, for one, remembers visiting the Cortlandt 
Street (New York City) radio market where he ferreted 
out some old silicon detectors, then almost obsolete, for 
this purpose. 

The next step, initiated by R. S. Ohl about 1935, was 
a very significant one. In attempting to improve these 
old detectors he turned to the chemists and metallurgists 
to obtain purer silicon. First R. O. Grisdale prepared 
some melts from the purest silicon obtainable and later 
J. H. Scaff, H. C. Theuerer and E. E. Schumacher [36] 
conducted a thorough investigation into the whole 
silicon materials problem. Improvements came rapidly. 
Not only did silicon detectors become practical devices 
(far removed from the old catwhisker type), thus making 
radar feasible in World War 11, but important scientific 
discoveries were made. To start with, the metallurgists 
learned how to make silicon of either excess or defect 
type. 

Since the easy flow direction for a point contact on 
excess silicon occurred when the silicon was made nega¬ 
tive, it was termed „-type and the oppositely poled 
defect material was termed /»-type. One dreads to think 
what would have happened if these investigators had 
taken the polarity of the metal point instead. These 
designations have now become universal terms, n for 
electrons and p for holes [37]. One of the melts made by 
Scaff and Theuerer was „-type at one end of the melt 
and /»-type at the other, with a rather sharp boundary 
where the two met. A section cut from this melt per¬ 
pendicular to ami including the interface boundary was 
found by Ohl [38] to be an excellent rectifier and to 
exhibit a phenomenal photoelectromotive force. This 
was the p-n junction which has developed into a most 
important circuit element in our present-day semicon¬ 
ductor electronics. 

Another development of great significance arose from 
the conviction of Scaff, Theuerer and Schumacher [36] 
that segregation of impurities was taking place in the 
silicon ingots and that both the „-type and /»-type im¬ 
purities tended to remain in the molten silicon as the 
ingot solidified from one end. They further deduced 
that this tendency was greater for one type than for the 
other. Thus if both were present in about equal amounts 
in the original molten silicon and the melt were allowed 
to freeze progressively from one end to the other, the 
resulting solid would be /»-type on one end and „-type 
on the other. These workers went on to isolate these 
impurities and showed that those from the third column 
of the periodic table are acceptors and that those from 
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the fifth column are donors. They recognized that im¬ 
purities from the third column could compensate those 
from the fifth column, in other words, that electron or 
hole concentrations were determined by the net differ¬ 
ence in impurity concentration as suggested by Wilson’s 
theory. 

E. Merritt [39] in 1925 found rectification between 
a metal point contact and germanium, the next element 
below silicon in the fourth column of the periodic table, 
and the Siemens and Halske Works were developing 
germanium diodes as early as 1941.3

It is appropriate at this point to discuss the high-fre¬ 
quency limitations of rectifiers and in particular to 
indicate why the point contact rectifiers should have 
much higher cutoff frequencies than the larger area 
barrier devices such as copper oxide or selenium. It was 
generally recognized that these differences were a mat¬ 
ter of geometry rather than some fundamental property 
of the devices themselves. The equivalent circuit of such 
a rectifying device consists of the rectifier in parallel 
with a capacity and this combination in series with an 
ohmic resistance. When that frequency is reached at 
which the capacitive impedance is equal to or less than 
the series ohmic resistance, the rectifier is shunted out. 
Very little is gained by making a copper oxide barrier 
rectifier smaller in area since the series resistance and 
capacitive impedance are both inversely proportional 
to the area. In a point contact device, however, the series 
resistance in the forward direction is reduced by its 
spreading character and is inversely proportional to the 
radius of the point contact, while the capacity is pro¬ 
portional to the square of this radius. It is thus seen 
that making the point contact smaller improves the 
frequency response. This advantage was pushed to the 
limit in the design of radar detectors. 

Active Semiconductor Devices Up to 1942 

The analogy between the vacuum tube diode and the 
semiconductor diode was fairly obvious to any worker 
in this field in the nineteen thirties. A vacuum tube diode 
can be operated as a negative resistance and as such is 
an active circuit element. Some semiconductor diodes 
also exhibited negative resistance at frequencies as high 
as several megacycles although they were usually 
rather unstable and difficult to reproduce. The funda¬ 
mental physics of these phenomena were not under¬ 
stood, but the most widely accepted explanation was 
based on thermal effects arising from the large negative 
temperature coefficient of resistance. Modern counter¬ 
parts of these early negative resistance diodes are now 
known as negative or positive gap diodes. 

The analogy with the vacuum tube diode also sug¬ 
gested to many workers of those days that what one 
really should do was put a grid in the semiconductor 
diode and, eureka, the result would be an active triode 
with amplifying possibilities. The insurmountable block 

to this experiment was, of course, the technique of plac¬ 
ing this grid at the proper spacing in a region only 10~4 

cm thick. R. Hilsch and R. W. Pohl [40], working with 
alkali halide crystals in which the space-charge layer 
could be made of the order of one centimeter in thick¬ 
ness, did put in a grid and made in principle an active 
solid-state triode circuit element. The frequency cutoff 
of this experimental device was of the order of one cycle 
per second or less. 

The Situation After the War 

With the advent of World War II many things hap¬ 
pened to upset research work in general and semi¬ 
conductor research work in particular. Scientists in one 
field were recruited into another and vice versa. It was 
human nature for those of us who went into new fields 
to rediscover what experts in that field had already 
known. This situation was further aggravated when se¬ 
crecy closed down. Things done in the late 1930’s which 
would normally have been published were placed under 
secrecy. For example, there were parallel developments 
on silicon point contact diodes in England [41] and prob¬ 
ably in France and Germany, although the literature on 
this subject is quite sparse. The war work was of course 
device-minded, however much was done to fill in the 
scientific picture. 

In the United States most of this war work was done 
at Massachusetts Institute of Technology, Purdue 
University, University of Pennsylvania, General Elec¬ 
tric Company, and Bell Telephone Laboratories. II. C. 
Torrey and C. A. Whitmer [111] prepared a book en¬ 
titled Crystal Rectifiers, published in 1948 as a part of the 
Radiation Laboratory Series,4 which gives an excellent 
account of this war effort. 

After the war these well-equipped semiconductor 
laboratories continued along their previous lines, except¬ 
ing that there was generally a swing from device de¬ 
velopment toward more fundamental semiconductor 
research. As a starting point it was natural to ask the 
question why there had not been more success in under¬ 
standing semiconductor phenomena considering all the 
work that had been done. This question may seem fool¬ 
ish in context because this story is being written with 
the perspective of 1955, but it was not foolish then. The 
answer was, of course, that semiconductor phenomena 
were very complicated and structure-sensitive. There 
was a ray of hope, however, in that two relatively sim¬ 
ple semiconductors, silicon and germanium, had been 
extensively investigated during the war. 

Silicon and germanium are elements, they have high 
melting points, and the binding forces which hold the 
solid together are almost purely of the simple covalent 
type. This type of bond, thanks to quantum mechanics, 
was well understood. Substitutional solid solutions of 
fifth column impurities acted as donors and likewise 
the third column impurities acted as acceptors. Com-

3 Private communication from Karl Siebertz. ‘ McGraw-Hill Book Co., Inc., New York, N. Y. 
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pared with silicon and germanium, cuprous oxide was 
a mess and selenium, though an element, had a very 
low melting point and solidified into complicated inter¬ 
locking chains. It thus appeared that the best course of 
action was to concentrate on these two simple semicon¬ 
ductor elements and try to understand them first. 
This was where the semiconductor group, organized 
at Bell Telephone Laboratories after the war, took off, 
This group was fortunate in two respects. While pre¬ 
dominantly made up of physicists, it had the close 
cooperation of both chemists and metallurgists. R. B. 
Gibney,6 a physical chemist, was a member of the group 
and contributed essentially to its progress. J. H. Scaff 
and H. C. Theuerer made available their metallurgical 
experience with silicon and germanium. In many cases 
it was possible to ask for, and receive quickly, samples 
of either silicon or germanium having specified concen¬ 
trations of given impurity elements. It can be said in 
retrospect that progress from this point on was every¬ 
where largely dependent on close cooperation between 
physicists, chemists, and metallurgists. 

Surface Properties After 1942 

As the dust began to settle after the war, it became 
more and more obvious that the theory of rectification 
did not fit all of the pertinent experimental facts. In the 
first place, theory predicted that the rectification be¬ 
tween a metal and a semiconductor should depend on 
the contact potential difference between the metal and 
the semiconductor. While a qualitative agreement had 
been found for large area metal contacts on cuprous 
oxide and on selenium, the quantitative variation of 
rectification was too small by several orders of magni¬ 
tude. For metal point contacts on silicon or germanium, 
the work function of the metal made little or no differ¬ 
ence. 

Theory also predicted a contact potential difference 
between n- and /»-type silicon, but the experiments of 
W. E. Meyerhof [42] failed to verify this point. Although 
theory indicated that contacts between similar n-type 
or between similar /»-type semiconductors should be 
ohmic, the experiments of S. Benzer [43] with medium 
doped «-type germanium wedges showed that such 
contacts acted like two opposing rectifiers. He found 
that a heavily doped germanium wedge produced good 
rectification with cither of the above wedges. He also 
showed that the two reverse-current voltage character¬ 
istics obtained in the former experiment were in the 
one direction determined by one wedge, and in the other 
direction determined by the other wedge. 

W. Shockley reasoned that if the contact potential 
field at the surface could produce a space charge layer 
in the semiconductor surface, then one should be able 
to produce such a space charge layer at will with an 
externally applied electric field. Furthermore, if the 
semiconductor was very thin, so that this space charge 

• Now at the Los Alamos Scientific Laboratory. 

was an appreciable part of the thickness, then the ap¬ 
plied field could be used to modulate the conductivity 
of the semiconductor sample and amplification would 
be possible (field effect). This experiment [44], although 
tried in many ways, always produced an effect less than 
predicted. It appeared to those working in this field 
that all of the above-described phenomena were related 
and that an explanation of one would clarify this entire 
branch of semiconductor research. 

The break came when J. Bardeen [45] saw that if he 
assumed special energy states at the surface {surface 
states') then he could explain this group of puzzling 
experiments. I. Tamm [46] and W. Shockley [47] had 
previously suggested the possibility of such states at the 
free surface of a solid, but the importance of such states 
at a semiconductor surface had not been realized. In 
other words, it was naive to assume that the free sur¬ 
face of a semiconductor, not in contact with another 
conductor, had no charge double layer. The more 
reasonable assumption was that the space charge layer 
at the surface was a property of the semiconductor ami 
its surface, so that no matter how complicated the sur¬ 
face (adsorbed atoms, etc.), the surface must be in 
equilibrium with its interior. As a result, a surface with 
no space charge layer would be very unlikely indeed. 
It was also deduced that a very low density of surface 
states, many times less than one per surface atom, would 
be sufficient to shield the interior from any reasonable 
surface field. The rectifying barrier was actually there 
at the surface before the contact was made. Only in 
special cases where the surface state density was not too 
large could the contact potential field modify the space 
charge layer a little one way or the other. This new 
understanding of rectifying contacts made the ohmic 
contact more difficult to understand, and we will dis¬ 
cuss this point in more detail a little later. 

Having postulated a space charge layer at the free 
surface of a semiconductor, the question now arose as 
to the best experiment for verifying its existence. W. 
Shockley pointed out that, according to this picture, 
the contact potential between n- and /»-type samples 
should increase with doping. This experiment was 
successfully performed [48] and out of it came an esti¬ 
mate of the surface state density under fixed experimen¬ 
tal conditions. It was likewise realized that if a space 
charge layer resided at the free surface, then one should 
be able to change the surface potential by shining a 
light on it, and this effect should be adaptable to experi¬ 
mental verification. Suitable experimental arrangements 
were set up; the effect was not only measurable, but the 
change in contact potential was of the right sign [49], 
Further experiments along these lines led to the use of 
an electrolyte to bias the surface, and it was during the 
course of this work by J. Bardeen and W. II. Brattain 
[50] that the point contact transistor was born. 

In the course of these experiments it became evident 
that the minority carrier, even in small concentrations, 
played a very important role. A large part of the re-
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verse current in point contacts to ra-type germanium 
consisted of holes flowing to the metal and in the for¬ 
ward direction the resistance was modulated by injec¬ 
tion of holes [51], It is of course not surprising that this 
blind spot persisted for so long. The minority carriers 
were, after all, present in too small concentrations in 
most semiconductors to matter very much. In cuprous 
oxide (hole conductor), for example, the electrons have 
a density of about one charge carrier per cubic centi¬ 
meter! In silicon and germanium the density was greater 
but still very small until really high purity ingots were 
obtained. 

I he point contact transistor was a three-dimensional 
device. No good physicist likes to work with such a 
complicated case if it can be reduced to one dimension. 
This simplification led to the fundamental studies of 
W. Shockley, et al. [52] on carrier injection in germanium 
rods. I his, along with the better understanding of point 
contacts [53], laid the groundwork for semiconductor 
electronics. 

Another contribution of major importance was that 
of W. Shockley [54] in working out the theory of p-n 
junctions and junction transistors. This led to the con¬ 
struction and evaluation of p-n-p and n-p-n junction 
transistors [55, 56] using the grown crystal method and, 
shortly thereafter, using metal alloy-diffusion tech¬ 
niques [57, 58]. 1 his latter method of preparing p-n 
junctions was likewise adapted to both germanium [59] 
and silicon rectifiers [60] for both low and high power 
uses. Another method for preparing p-n junctions is 
that of gaseous diffusion [61, 62] of the desired impurity 
atoms into the surfaces of semiconductors. This tech¬ 
nique has produced high power silicon rectifiers [63] 
and highly efficient photovoltaic solar energy con¬ 
verters [64], 

It is really too early to assess the impact of these 
developments on the physics of the solid state. Never¬ 
theless, several generalities should be pointed out at 
this time. The p-n junction in silicon and germanium 
is probably the simplest surface or phase boundary 
known, and our understanding of its properties is com¬ 
plete in great detail [65], Devices such as rectifiers, 
solar batteries, and transistors made from one of the 
most abundant elements, namely silicon, will un¬ 
doubtedly have an important impact on technology. 
One now sees that a general definition might be pro¬ 
posed for an active circuit element as follows: Two 
phase boundaries close enough together (within a diffu¬ 
sion length) so that deviations from equilibrium occur¬ 
ring at either will influence the other and with electrical 
connections to each of the three regions bounded by the 
two phase boundaries. Note that this definition covers 
the vacuum tube triode as well as the transistor, and 
also the active diode where the connection to the middle 
region is missing. 

Finally we should explain ohmic contacts, at least 
in principle. Either holes or electrons can flow easily 
across the surface of a semiconductor. Most of the non¬ 

ohmic phenomena occur as a result of deviations from 
equilibrium densities. If holes and electrons could re¬ 
combine fast enough or be generated fast enough at the 
surface to maintain equilibrium for all current densi¬ 
ties, then regardless of the dipole layer, the contact 
would be ohmic. This explains why mechanical damage 
of the surface is useful in making ohmic contact. An¬ 
other possibility is to start with a given type of semi¬ 
conductor and dope it more and more. Then as one 
approaches the surface the contact becomes essentially 
that between two metals since the dipole layer is so 
thin that it is penetrable. Doping in general lowers 
the lifetime so that this technique works both ways. 
It should be pointed out that an abrupt n-n+ or p-p + 
boundary has interesting properties of its own and is 
not ohmic. 

Body Properties After 1942 

In the case of silicon and gemanium it soon became 
apparent that there was a real hope of obtaining an 
exact relationship between impurity concentration and 
conductivity. Data were accumulating from measure¬ 
ments of conductivity and Hall effect on more and more 
samples of both silicon and germanium and under a 
wide variety of conditions. These samples were poly¬ 
crystalline and, as it turned out later, far from perfect. 
Nevertheless, the analysis of these data to give mobili¬ 
ties and concentrations of electrons and holes began 
to show definite consistencies. This started with work 
done at the University of Pennsylvania and at Purdue 
University. K. Lark-Horovitz and V. A. Johnson [66, 
67] did an analysis of the germanium data and G. L. 
Pearson and J. Bardeen [68] did an even more complete 
job on silicon. Some of the highlights of these studies 
are given below. 

X-ray studies by E. S. Greiner [68] on the lattice con¬ 
stant as a function of impurity concentration definitely 
established that phosphorus and boron impurity atoms 
in silicon occupy normal silicon sites in the lattice: they 
go in substitutionally rather than interstitially. The 
inference was very strong that this is also the case for 
all group 111 and group V impurities in both silicon and 
germanium. 

It was found that the statistics of electron and hole 
concentrations obeyed the Wilson model quite well. 
In particular the various interactions between elec¬ 
trons, holes, donors, acceptors, and energy levels of the 
solid could be represented by the appropriate mass ac¬ 
tion laws, and the energy differences between the various 
levels could be determined. The simplest relation to 
come out of all this was that, regardless of impurity 
content, the product of the electron and hole densities 
was always given by a universal function of tempera¬ 
ture, namely 

np = K exp [-£„/£T], 

where the chief difference between different semicon¬ 
ductors is in the value of Eg, since K changes very little. 
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For an intrinsic semiconductor, n is always equal to 
p. Equal concentrations of donors and acceptors leave 
this equality unchanged but unequal concentrations, at 
low enough temperatures, make n>p or p>n without 
changing the product. An apparently simple relation 
covering this latter situation is 

n/p = exp \2{Ef - E^/kT}, 

where Ef measures the Fermi level, or electrochemical 
potential, and Ei is its value for the intrinsic case where 
n — p. This is actually a complicated relationship since 
Ef is an involved function of the difference in donor and 
acceptor concentrations as well as of the absolute tem¬ 
perature T. 

Another result of these analyses was a better under¬ 
standing of the factors that control the mobility. The 
scattering of holes and of electrons could be separated 
into two parts. In the case of such covalent nonionic 
lattices as those of silicon and germanium, one part 
consists of the interaction or scattering of the charge 
carriers by the elastic thermal vibrations of the lattice 
{phonons'). This effect increased with temperature; i.e., 
the lattice part of the mobility decreases with increase 
in temperature. It was found in general that electron 
mobility is greater than hole mobility at any given 
temperature. For relatively pure samples at high enough 
temperatures, this was the whole story. The mobilities 
are an intrinsic property of the lattice alone and are not 
structure sensitive. At low temperatures and high im¬ 
purity concentrations, on the other hand, the second 
part, impurity scattering, is important. That this part 
is due chiefly to scattering of holes and electrons by 
ionized impurity atoms was shown by E. Conwell and 
V. F. Weisskopf [69]. The temperature coefficient of 
this effect is opposite in sign to lattice scattering and is 
therefore limiting only at low temperatures and high 
concentrations of donors or acceptors. 

Finally it was found, at first only qualitatively, that 
the added concentrations of either electrons or holes 
(whichever the case) is equal to the difference between 
donor and acceptor impurity concentrations. It was 
later shown, using radioactive antimony, that this rela¬ 
tion is quantitative [70], 

The following simple picture of an elementary semi¬ 
conductor thus emerged as a result of the work described 
above. A group V impurity atom will enter into the 
crystal lattice and replace a group IV atom. Four of the 
impurity atom’s valence electrons are used in covalent 
electron bonds with each of four tetrahedrally placed 
nearest neighbors. The fifth electron is loosely bound to 
the impurity atom by a force that is just about that 
between an electron and a singly charged ion in a dielec¬ 
tric medium. When excited, thermally or otherwise, 
this electron is free to conduct. The same reasoning 
applies to group III impurities which leave an extra 
hole in the valence band. Simultaneous addition of equal 
amounts of group V and group III impurity atoms exact¬ 
ly cancel their charge carriers. The extra electron fills 

the hole in the impurity band, thus leaving all covalent 
bonds satisfied. However, the donor atom is left posi¬ 
tively charged and the acceptor atom negatively 
charged. 

During this time various improvements were being 
made in semiconductor materials. A big step forward 
was taken when G. K. Teal and J. B. Little [71] suc¬ 
ceeded in growing single crystals of germanium. Some¬ 
time later single crystals of silicon were also obtained 
by G. K. Teal and E. Buehler [72]. In all of this work 
steps were continually being taken to produce even more 
perfect crystals both as to lattice perfection and degree 
of chemical purity. A major breakthrough in this re¬ 
gard came with the ingenious development of zone 
refining by W. G. Pfann [73]. The impurities in germani¬ 
um, and in many other chemical elements and com¬ 
pounds, tend to segregate into the molten portion of a 
solidifying ingot. By passing successive molten zones 
through a long ingot of germanium, Pfann was able 
to sweep these inherent impurities into one end of the 
ingot where they could be removed by cropping. Fol¬ 
lowing a thorough study of the segregation coefficients 
associated with the various impurities [74], it was possi¬ 
ble to prepare germanium ingots in which the harmful 
impurity content was less than 10 12 atoms per cc. This 
amounts to less than one impurity atom for each ten 
billion germanium atoms and is probably the highest 
purity attained in any commercially available chemical 
element or compound. Although silicon is more difficult 
to zone refine than germanium, it has recently been 
purified to about the same level by a combination of 
zone refining and chemical purification. The progress 
achieved in semiconductor research during the past 
few years is closely associated with these advances in 
the preparation of materials. 

The ability to produce large silicon and germanium 
single crystals having a high degree of lattice perfection 
did not essentially change the over-all picture although 
it did result in many refinements. There was a period 
of several years when the mobilities of both electrons 
and holes in germanium showed a linear increase with 
the date at which the experiment was performed, finally 
saturating at the presently accepted values about 1953. 

Another verjr significant advance came with the dis¬ 
covery of transistor action. It then became possible to 
attain nonequilibrium concentrations of holes and elec¬ 
trons and the importance of the minority carrier con¬ 
centration was finally realized. The classical experiments 
of J. R. Haynes and W. Shockley [75] made it possible 
to measure the drift mobility of holes and electrons 
directly. Small but significant differences were found 
between Hall and drift mobilities. Still another parame¬ 
ter was added by the determination of lifetimes of non¬ 
equilibrium concentrations of electrons and holes. 

The work of M. Becker and H. Y. Fan [76] and the 
contemporary but independent work of H. B. Briggs 
[77] on the optical properties in germanium and silicon 
contributed essentially to the over-all picture as did the 
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quantum efficiency work of F. S. Goucher [78] which 
showed that one hole-electron pair was produced for 
each light quantum absorbed. 

The work of P. P. Debye [79] and F. J. Morin [80, 81] 
in carrying out very careful measurements on really 
good single crystal samples of germanium and silicon 
over wide ranges of tempertaure and impurity concen¬ 
trations was another significant contribution. Table I 
lists the presently accepted physical constants of these 
two well understood semiconductors. 

TABLE I 
Properties of Germanium and Silicon 

Ge Si 

Melting point 936°C 1420°C 
Density 25°C 5.323 gm/cm3 2.330 gm/cm3
Thermal expansion 
coeff. (25°C) 6.1X10"6/°C 4.2X10-'/°C 

Thermal conductiv¬ 
ity (25°C) 0.14 cal/sec cm’C 0.20 cal/sec cm°C 

Specific heat (0-
100°C) 0.074 cal/gm°C 0.181 cal/gm°C 

Atomic weight 72.60 28.08 
Latticeconstant25°C 5.657X10-8 cm 5.429X10“8cm 
Atoms/cc 4.42X1022 4.96 XI022
Volume compressi¬ 
bility 1.3X10 12 em’/dyne 0.98cm2/dyne 

Dielectric constant 16 12 
Covalent bond ioni¬ 

zation energy 0°K 1 .2 electron volts 1.2 electron volts 
Impurity atom ioni¬ 
zation energy ~0.01 electron volts ~0.04 electron volts 

Intrinsic resistivity 
at 300°K 47 ohm cm 230,000 ohm cm 

Electron mobility at 
300°K 3800 cm2/volt sec 1300 cm’/volt sec 

Hole mobility at 
300°K 1800 cm2/volt sec 500 cm2/volt sec 

One could accordingly characterize a given sample 
of germanium at a given temperature by stating its 
electron and hole concentrations, the respective mobili¬ 
ties and the lifetime. It now became possible to formu¬ 
late the mathematical problem of semiconductor elec¬ 
tronics. This was accomplished in complete generality, 
at least for germanium at room temperature, by W. van 
Roosbroeck [82], Significant contributions in this field 
were also made by J. Bardeen [83], W. Shockley [113], 
C. Herring [84], R. C. Prim [85] and II. Brooks [86]. 
Theory of recombination by traps was developed by 
R. N. Hall [87] and by W. Shockley ami W. T. Read [88], 

We are now getting so close to the forefront that the 
perspective is insufficient to give a good general picture. 
It can certainly be said, however, that the availability 
of such pure and perfect single crystals as we have in 
present-day silicon and germanium amounts to a major 
revolution in the physics of solids. New phenomena are 
turning up all around us. On the one hand the results 
from experiments on magneto-resistance [89, 90], 
piezoresistance [91] and cyclotron resonance [92, 93] 
have shown that the energy band structure in silicon 
and germanium cannot be characterized by a single 
isotropic effective mass for the charge carriers. It turns 
out that the situation is quite complicated [94, 95]. In 

some cases there are groups of carriers each with aniso¬ 
tropic effective masses. In other cases the effective mass 
is velocity dependent. The electron spin resonance 
results [96] in silicon and their analysis [97] lead to a 
better understanding of impurity energy levels. The 
new thermal emf results [98] contribute to the knowl¬ 
edge of interaction between phonons and charge car¬ 
riers. The experiments on radiation damage [99, 100] 
and dislocations [101-104] lead to an improved under¬ 
standing of solid structure in general. 

The thorough understanding of germanium and sili¬ 
con is contributing essentially to the understanding of 
other semiconductors such as lead sulfide [105] and cad¬ 
mium sulfide [106], An entirety new series of semicon¬ 
ductors, the group III-group V compounds, first inves¬ 
tigated by H. Welker [107], is currently attracting a 
great deal of attention and some of these may very well 
rival silicon and germanium in the not too distant future. 
Table II lists the currently available constants of this 
series of semiconducting materials. Space as well as 
perspective just does not permit a complete story of 
the latest developments. We suggest that the reader 
consult the current literature. 

TABLE II 
Properties of Group III-Group V Intermetallic Compounds 

Melting E„ n or p n„ (Hall) p.p (Hall) 
Point (Optical) cm*' cm2/vsec cm2/v sec 
°C eV 300’K 300°K 300°K 

InSb 523 (a) .18(6) 10 15 (&) 77,000 (6) ~l,250 (6) 
InAs 936 (a) .35(6) 5X1O'8(6) >15,000 (6) 
GaSb 720 (a) .77(6) 10” (6) 2,500 (6) 700 (6) 
InP 1070 (a) 1.25(a) 3.400(a) 650 (a) 
GaAs 1240(a) 1.35 (c) 2.7X10” (c) 4,040 (c) 
AlSb 1080 (a) 1.7 (6) 10” (6) ~100 (6) 

(a) H. Welker, “Semiconducting Intermetallic Compounds,” 
Physica, vol. 20, p. 893; (November) 1954. 

(6) H. J. Hrostowski and M. Tannenbaum, “Recent Work on 
Group III Antimonides and Arsenides,” Physica, vol. 20, 
p. 1065; (November) 1954. 

(c) R. Barrie, F. A. Cunnell, J. T. Edmond, and I. M. Ross, 
“Some Properties of Gallium Arsenide,” Physica, vol. 20, 
p. 1087; (November) 1954. 
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function Transistor Electronics* 
J. L. MOLLf, ASSOCIATE MEMBER, IRE 

Summary—The density and kind of charge carriers in semicon¬ 
ductors are controlled by the density and nature of added impurities. 
The charge carriers (electrons and holes) move about in the crystal 
simultaneously by diffusion and drift. Rectification occurs at p-n 
boundaries because of the difference in the carrier types on either 
side. Junction transistors, capable of amplification, consist of two 
junctions placed close to each other with a thin middle region or 
base layer. As a switch, the junction transistor is capable of switching 
“on” to voltage of the order of 10 millivolts and slope resistances of a 
few ohms. In transmission applications experimental junction 
transistors have been built to give useful power output at 250 me 
and with maximum frequency of oscillation in the range from 500 to 
1,000 me. Reliability experience to date has been encouraging; 
some systems are operating with replacement rate as low as one per 
150,000 transistor hours. 

Introduction 

HE DISCOVERY of the point contact transistor 1 

provided a powerful stimulus to the search for 
semiconductor amplifiers. The point contact 

transistor is able to operate on very low power and to 
perform useful transmission and switching circuit 
functions to moderately high frequencies. The potential 
use for such a small, rugged, reliable, efficient amplifier 
or switch spurred expanded research into the nature of 
the semiconductor materials as well as the electronics 
of semiconductor amplifiers. 

The resulting extended knowledge of the nature of 
current carriers in semiconductors, the transport of car¬ 
riers, and the nature of surfaces between opposite types 
of semiconductors facilitated development of com¬ 
mercially feasible junction transistor triodes.2 At the 
present time the junction transistor appears to be the 
most useful of the family of semiconductor amplifiers. 

There is too great a variety of semiconductor ampli¬ 
fiers to discuss them all thoroughly in one article so only 
the junction triode will be considered here. The litera¬ 
ture is so extensive that complete references are clearly 
impossible, but an attempt will be made to give a repre¬ 
sentative sample. First an account will be given of some 
of the electrical properties of semiconductors as well as 
of boundary conditions that prevail at junctions. The 
properties of junction diodes, including the breakdown 
mechanism, will then be described. Finally, some of the 
more important junction transistor parameters will be 
obtained, together with examples of the range of values 
presently attained. 

* Original manuscript received by the IRE, October 10, 1955. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
1 J. Bardeen and \V. H. Brattain, “The transistor, a semicon¬ 

ductor triode,” Phys. Rev., vol. 74, pp. 230-231; July, 1948; “Physi¬ 
cal principles involved in transistor action,” Phys. Rev., vol. 75, pp. 
1208-1225; April, 1949. 
2 W. Shockley, “The theory of p-n junctions in semiconductors 

and p-n junction transistors,” Bell Sys. Tech. Jour., vol. 28, pp 435-
489; July, 1949. 

Charge Carriers—Electrons and Holes 
in Semiconductors3

In a perfect single crystal of pure germanium or sili¬ 
con, the atoms are arranged as in the diamond crystal 
lattice. There are four valence bonds per atom to be 
filled and four electrons per atom available for valence 
bonds. The bonded electrons are not free to move under 
the influence of an electric field because in the quantum 
mechanical sense there are no empty energy levels ad¬ 
jacent to the levels occupied by electrons. To remove an 
electron from the valence band to an energy state where 
it is free to move in an electric field requires 0.75 electron 
volts for germanium and 1.1 electron volts for silicon. 4 

At any finite temperature there is a probability that any 
electron will be freed from the valence bond by the 
thermal vibrations. A freed electron results in an empty 
valence bond, or hole. At each temperature there is a 
statistical rate of thermal generation of electron-hole 
pairs. Thermal generation together with the finite 
probability of a free electron combining with an empty 
valence bond results in a thermal equilibrium number 
of electron-hole pairs. The electrons of course are free 
to move about the lattice and contribute to conductiv¬ 
ity. The holes or empty valence bonds can be treated in 
a way similar to the free electrons; i.e., the holes act like 
positively charged particles with a positive effective 
mass. 

In free space, charged particles move with a velocity 
determined by the integral of the applied force so that 
in a sense an electron remembers the field that has been 
previously applied. In distinction to an electron in free 
space, electrons and holes in semiconductors move about 
in the crystal with thermal velocity of about 107 cm/sec 
and experience collisions with the crystal lattice about 
every 10-5 cm. The collisions result in a uniform random 
scattering, so that any motion imparted to the electron 
or hole before a collision occurs is lost. If an electric field 
is applied to the crystal, the free charged particles move 
under the influence of the field; but the frequent col¬ 
lisions with the crystal lattice result in proportionality 
between electric field and velocity [see (2)] rather than 
the proportionality between electric field and accelera¬ 
tion as is obtained in the case of a particle in free space. 

In addition to the carrier motion induced by applied 
fields, carrier transport can occur by diffusion, again as 
a result of the thermal energy of the electrons and holes 

3 For a more complete discussion of the properties of electrons 
and holes in semiconductors see W. Shockley, “Electrons and Holes 
in Semiconductors,” D. Van Nostrand Co., Inc., New York, N. Y.; 
1950. Also W. Shockley, “Transistor electronics: imperfections, uni¬ 
polar transistors,” Proc. IRE, vol. 40, pp. 1289-1313; Nov., 1952. 

1 E. M. Conwell, “Properties of silicon and germanium,” Proc. 
IRE, vol. 40, pp. 1327 -1337; November. 1952. 
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and the random collisions with the lattice. If, for exam¬ 
ple, a bunch of electron-hole pairs was introduced into 
a crystal of germanium near one crystal surface (say by 
shining a light on the surface and thus supplying the 
necessary energy for the electrons to break their valence 
bonds) the resulting electrons and holes would move 
deeper into the crystal through their diffusive motion. 
The electrons and holes tend, through diffusion, to even 
out their distribution whenever there is a difference in 
density in different parts of a crystal. The strength of 
the resulting diffusion current is porportional to the 
carrier gradient [see (3)]. Diffusion in a density gradient 
and drift in an electric field can, and often does, take 
place simultaneously in the semiconductor. The cur¬ 
rents resulting from drift and diffusion may flow in the 
same or in opposite directions. The total transport cur¬ 
rent is the sum of the drift and diffusion currents [see 
(4), (5)]. 

The rate of diffusion is characterized by the diffusion 
constant D, which is defined as the ratio of diffusion 
current (expressed as number of carriers per second) to 
density gradient. The larger is D the faster the carriers 
diffuse. Drift is characterized by the mobility /x, which 
is defined as the ratio of velocity to electric field. For a 
given carrier and semiconductor the diffusion constant 
D and mobility ju are proportional to each other, with 
the proportionality given by the Einstein relation of (6). 
The mobilities and diffusion constants for both types of 
carriers are very important to transistor operation since 
the attainable frequency response increases with in¬ 
creasing mobility. Table I lists diffusion constants and 
mobilities for electrons and holes in high purity silicon 5 

and germanium. 

TABLE I 

Mobility 
cm« V-1 sec“1

Diffusion 
constant 
cm2 sec“1

Germanium 
Electrons 
Holes 

3600 
1800 

90 
45 

Silicon 
Electrons 
Holes 

1500 
500 

38 
13 

The electrical conductivity of the semiconductor is 
proportional to the numbers of charge carriers and their 
mobility [see (7)]. For pure germanium in equilibrium 
at 300°K the number of electron hole pairs6 (called in¬ 
trinsic carrier density) is 2.5X10 l3/cm3, and the in¬ 
trinsic conductivity is approximately .02 mho/cm. For 
silicon, the intrinsic carrier density at 300°K is 
6.8X 10 10/cm3 and the intrinsic conductivity is approxi¬ 
mately .O2X1O-3 mho/cm. The difference in intrinsic 

5 M. B. Prince, “Drift mobilities in semiconductors. I. Ger¬ 
manium, II. Silicon,” Phys. Rev., vol. 92, pp. 681-687; November, 
1953, Phys. Rev., vol. 93, pp. 1204-1206; March, 1954. 

6 Conwell, op. cit 

conductivity is essentially due to the difference in the 
number of intrinsic electrons and holes which in turn 
depends primarily on the previously mentioned energy 
gap between the conduction and valence bands. 

Addition of the order of as much as a part per million 
of Group III or Group V chemical impurity to the 
germanium or silicon crystal results in drastic changes 
in the electrical properties. Group III elements result in 
a built-in vacant valence bond per impurity atom. This 
vacant bond can be made to leave the impurity atom 
with an energy of .01 to .05 electron volts, and results in 
a negatively charged immobile atom and a positively 
charged mobile hole. Similarly, Group V elements result 
in an extra electron per atom which can be moved away 
from the impurity atom with .01 to .05 electron volts, 
resulting in a positively charged immobile atom and a 
negatively charged mobile electron. The binding energy 
of the carrier to the impurity atom is so small that at 
room temperature, nearly all of the carriers are ionized 
and free to move. 

Germanium or silicon doped with Group III chemical 
impurities conducts electrical current essentially by 
means of the resulting holes and is called /»-type. When 
doped with Group V elements the conduction is essen¬ 
tially by means of electrons and the semiconductor is 
n-type. In any actual crystal both Group III and Group 
V impurities are simultaneously present and the effect 
is of cancellation so that only the net difference of im¬ 
purities is significant. Thus, in an «-type crystal, the 
number of Group V (donors) minus the number of 
Group III (acceptor) atoms determines the number of 
conduction electrons. 

The carrier which is most numerous is called the ma¬ 
jority carrier. Thus electrons (holes) are the majority 
carriers in n-type (/»-type) semiconductors. The oppo¬ 
site type of carrier (i.e., holes in n-type and electrons in 
/»-type) is called the minority carrier and exists at ther 
mal equilibrium in relatively very small quantities for 
doping in the range of 10 16/cm3 or more net impurities. 
The increased carrier density resulting from the addi¬ 
tion of chemical impurities increases the probability of 
recombination of the thermally generated carriers. In 
n-type semiconductor, for example, the increased elec¬ 
tron density results in an equilibrium hole density which 
is less than the density in the pure semiconductor. In 
either n or /»-type germanium or silicon, the carrier 
densities obey the law that the product of carrier densi¬ 
ties (at equilibrium) is a constant independent of the 
amount of impurity but dependent on temperature [see 
(8)]. For no added impurities, the electron and hole 
densities are equal to the intrinsic carrier density which 
has been previously discussed. If, for example, 
2.5X10 ,6/cm3 excess donors (or acceptors) are added to 
germanium, the minority carrier density will be only 
2.5X10 10/cm3 at 300°K, resulting in a ratio of majority 
to minority carrier density of a million to one. Even in 
this small ratio the minority carriers play an important 
role in determining junction properties. 
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p-n Boundaries, Junction Diodes 
Probably the most clearly defined and best under¬ 

stood surface known to modern physics is the p-n 
boundary within a single crystal of semiconductor. For 
the sake of simplicity assume a planar boundary with 
uniform density of impurities on either side as in Fig. 1. 

i 
N0-Na

p-StDE n-SIDE 

DISTANCE 

I 
F!g. 1—Impurity concentration near a step junction. 

Holes tend to diffuse to the right and electrons to diffuse 
to the left across the boundary. Since at equilibrium the 
current must be zero, an electrostatic contact potential 
is built up which opposes the diffusion of majority car¬ 
riers across the boundary. This contact potential of 
course accelerates minority carriers from either side 
across the junction. In the equilibrium condition, the 
tendency of majority carriers from one side to diffuse 
across the junction is exactly balanced by the tendency 
of minority carriers from the other side to diffuse to the 
junction and drift across. Thus, the total hole current 
arising from the diffusion of holes from the p side is op¬ 
posed by the current arising from minority holes on the 
n side which diffuse to the junction and drift across. 
Similarly, for electrons within the junction, a diffusion 
current from the majority side is opposed by a drift cur¬ 
rent from the minority side. 

If electrical contact is made to the p- and n-type 
regions on either side of the boundary and if an external 
potential is applied (neglecting series resistance), the 
electrostatic voltage across the boundary is the sum of 
the built-in voltage and the applied voltage if the posi¬ 
tive sense of the applied voltage is from n to p type. 
Inside the n- or p-type region, the electric field and the 
net space charge density are nearly zero. Near the p-n 
boundary an electric field exists, and there is a finite 
space charge density. A fairly accurate assumption is 
that near the p-n boundary almost all of the carriers 
have been swept out by the electrostatic fields, and the 
space charge density is equal to the density of ionized 

immobile impurity centers. Fig. 2 illustrates this as¬ 
sumption together with the fields as calculated from 
classical electrostatic field theory. The space charge 
layer width Xm is related to the voltage V by means of 
electrostatic theory; for a step junction, as illustrated in 
Fig. 1, the width varies with P/2, while for a graded 
junction (impurity density proportional to distance 
from junction), it varies as Fl/3 [see (9), (10)]. Since the 
space-charge layer width varies with voltage, when the 
voltage changes, the edges of the layer must be charged 
or discharged. Consequently, the junction has a “barrier 
capacitance” Ct- It so happens that Ct is given in terms 
of the junction width and dielectric constant by the 
ordinary condenser formula [see (11)]. 

Fig. 2— Space charge density near a step p-n boundary; resulting 
electric field; resulting electrical potential. 

Since the fields outside the junction are small, the 
net charge in the space charge region is negligible. The 
negative charge on the p side is balanced by an equal 
positive charge on the n side. A type of junction en¬ 
countered very often has very low resistivity on one side 
compared to the other (say NpJ>Nn). In this case the 
space-charge layer must extend almost entirely into the 
high resistivity (low net impurity density) side in order 
to preserve the over-all neutrality, so that the junction 
width Xm is independent of the low resistivity side, and 
varies inversely as the square root of the smaller net 
impurity density. 

The charging current for the transition region capaci¬ 
tance consists of majority carriers. However, the junc¬ 
tion current of most interest consists of minority carriers 
which have been either collected by the junction or in¬ 
jected through it, as explained below. 

When voltage is applied across the junction, it has 
very little effect on the flow of minority carriers into the 
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junction since these carriers are aided by the field of the 
junction and limited in numbers by the rate of genera¬ 
tion and diffusion of minority carriers to the junction. 
In marked contrast, the effect on the diffusion current 
(majority carriers) which is trying to surmount the 
potential barrier at the junction, is drastic. In mathe¬ 
matical terms, the minority carrier densities in either 
side of the junction (just outside the space charge re¬ 
gion) are related exponentially to the applied voltage— 
thus applied voltage disturbs the thermal equilibrium 
conditions [see (12), (13)]. The current that flows with 
an applied voltage can be calculated from the boundary 
conditions, the equations for current density [see (4), 
(5)] and the equations of continuity [see (14), (15)]. 
Eq. (16), (17), and (18) give the resulting electron, hole, 
and total currents. 

If the applied voltage is in the forward direction 
(/>-type positive), the potential barrier to diffusion of 
majority carriers across the junction is reduced and 
copious current flows. In a good junction, recombination 
within the space-charge layer is negligible, and the cur¬ 
rent which consists of majority carriers as it enters the 
junction must of necessity be minority carrier current 
when it leaves the junction. For forward bias the 
minority carrier densities on either side of the junction 
are increased above the thermal equilibrium value. The 
added minority carriers tend to diffuse into the body of 
the semiconductor and to combine with majority car¬ 
riers to restore thermal equilibrium. The recombination 
of minority carriers with majority carriers is a random 
process, with the excess carriers living on the average a 
time T (lifetime) before recombining. (Values of r from 
10-7 to 10-3 seconds have been observed.) In the life¬ 
time r the carriers diffuse an average distance L (dif¬ 
fusion length) into the body of the crystal. (L = \/Dt, 
values of L in the range from 10-3 cm to 10-1 cm have 
been observed.) The effect of lifetime and diffusion 
constant on the junction current is expressible in terms 
of the diffusion length. For a given applied voltage, the 
current is inversely proportional to the diffusion length, 
or average distance the carriers must diffuse before re¬ 
combining. For applied voltage in the reverse direction 
(«-side positive), the potential barrier to diffusion is 
increased and the minority carrier densities are de¬ 
creased from the thermal value. The current consists 
essentially of minority carriers which diffuse out of the 
body of the semiconductor and drift across the junction. 
The reverse current density is substantially independent 
of reverse voltage for voltages not too large, and for re¬ 
sistivities commonly used is of the order of 10 ma/cm2 

for germanium junctions and lga/cm2 for silicon junc¬ 
tions at 300°K. This difference in reverse current, or 
saturation current [see (19])] is due mainly to the dif¬ 
ference in density of intrinsic carriers between the two 
materials. Fig. 3 shows the minority carrier densities 
near a junction for the conditions of both forward and 
reverse applied voltage. 

Eq. (18) for the rectifier characteristic applies under 

conditions of both forward and reverse bias, and re¬ 
sults in a degree of rectification which could not be 
verified experimentally until the advent of high-quality 
p-n junctions contained inside single crystals of ger¬ 
manium or silicon. Under proper conditions of minimum 
surface leakage and good crystal perfection the V-I 
characteristic of a p-n boundary conforms very closely 
to (18) at moderate voltages. There are still, however, 
some unexplained departures from the ideal rectifier 
equations. 7-9

Fig. 3—Minority carrier densities near a p-n junction under the con¬ 
dition (a) forward bias, and (b) reverse bias. The transition region 
is not shown. 

As the reverse voltage (i.e., voltage in the low con¬ 
ducting direction) is increased, the barrier layer or 
space-charge layer increases in width and the maximum 
fields increase. Finally, at a critical voltage, the junction 
begins to draw copious current in the reverse direction 
and the phenomenon of breakdown takes place. Defini¬ 
tive proof of the nature of breakdown awaited the at¬ 
tainment of near-perfect p-n junctions in single crystals. 
Experiments of McKay and McAfee have shown that 
in the high fields encountered in a junction near break¬ 
down the carriers attain enough energy to ionize valence 
electrons by collison. 10 For each valence electron ionized 
there has been created a new pair of carriers, viz., the 
valence electron has become a conduction electron and 
it has left behind a free hole in the valence structure. 
When the field is high enough so that on the average 
each carrier pair so created can produce one more pair, 

7 M. B. Prince, “Silicon Conductivity Modulated Diffused p-n 
Junction Rectifiers,” Talk given at American Phys. Soc. Meeting, 
Washington, D. C.; April 28-30, 1955. 

8 R. N. Hall, “Power rectifiers and transistors,” Proc. IRE, vol. 
40, pp. 1512 -1518; November, 1952. 

9 H. Kleinknecht and K. Seiler, “Einkristalle and p-n Schicht¬ 
kristalle aus Silizium,” Zeit. Phys., vol. 139, pp. 599-618; December, 
1954. 

10 K. G. McKay and K. B. McAfee, “Electron multiplication in 
silicon and germanium,” Phys. Rev., vol. 91, p. 1079, September, 
1953. 
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the discharge is self-maintaining. Since the current can 
then be quite large, and voltage substantially independ¬ 
ent of current, the junction is said to be “broken down.” 
The mathematical model proposed by Townsend for the 
avalanche breakdown in gases fits the semiconductor 
case almost perfectly. 11

At voltages less than the breakdown voltage, there 
is a finite chance that any minority carrier moving 
across the junction will cause a secondary ionization. 
The secondary ionization can conveniently be charac¬ 
terized by a current avalanche multiplication factor M. 
The total junction current is M times the incident pri¬ 
mary minority carrier current. Typical plots of M vs 
V/Vn are shown in Fig. 4. The shape of this plot is de¬ 

Fig. 4—Avalanche multiplication M vs V/Vu. (a) Electrons ami 
holes in silicon, 11 (b) Holes in germanium 15 < Vb <150, 12 (c) 
Electrons in germanium 15 < Vb < 150.'2

pendent on the value of Vb as well as the type of carrier 
in germanium, 12 but the measurements in silicon are not 
yet precise enough to show any such dependence. Eqs. 
(20), (21), and (22) give empirical analytical approxi¬ 
mations to the variation of M with V¡Vb- The theory 
of the avalanche process makes the breakdown voltage 
Vb roughly inversely proportional to the donor or ac¬ 
ceptor density adjacent to the junction. Fig. 5 is a plot 
of Vb vs Nd —Na on the high-resistivity side of a step 

11 K. G. McKay, “Avalanche breakdown in silicon,” Phys. Rev., 
vol. 94, pp. 877-884; May, 1954. 

12 S. Miller, “Avalanche breakdown in germanium,” Phys. Rev., 
vol. 99, pp. 1234-1241 ; August, 1955. 

junction for silicon and germanium. It is assumed here 
that the low-resistivity side has such a high concentra¬ 
tion of impurities that it does not affect the field dis¬ 
tribution. There are significant departures from the in¬ 
verse relationship: both plots have approximately a 
— 0.7 slope on the log-log scale, rather than the — 1 slope 
of a true inverse relation. 

Fig. 5— Vb vs I Nd — jVa| for step junction, (a) Silicon data obtained 
from r>. K. Wilson), (b) Germanium. 12

Fig. 6 shows a complete V-I characteristic for a p-n 
junction or diode. At low voltages and currents, the 
theoretical diode characteristic of (18) is followed. At 
high voltages, avalanche multiplication causes depar¬ 
tures from this characteristic; and at high currents, the 
series resistance of the semiconductor regions may result 
in an appreciable voltage drop. 

Fig. 6—p-n junction V—I characteristic. 

p-n-p and n-p-n Transistors 
A junction transistor consists of two junctions placed 

in close proximity to each other, as illustrated for the 
p-n-p transistor of Fig. 7 (next page). Discussion will be 
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centered on p-n-p structure but applies equally well to 
the n-p-n with the proper exchange of polarities. 

In Fig. 7 the collector junction to the right is “reverse” 
biased so that normally very little current would flow'—■ 
this due to thermally generated minority carriers in 
the body of the semiconductor. For typical germanium 
transistors this current—called Ico or collector current 
with zero emitter current—is a few microamperes at 
room temperature and is millimicroamperes for silicon. 

Fig. 7—p-n-p junction transistor with applied bias. 

The emitter junction on the left is forward biased. This 
results in electrons entering the p region on the left, or 
emitter region, and in holes flowing from the emitter 
into the base layer. The holes that enter the base layer 
are “minority” carriers and, after diffusing across the 
base layer, are accelerated across the collector junction, 
thus contributing to the collector current. The fraction 
of emitter current that flows across the collector junc¬ 
tion is called the a of the transistor, and may be as high 
as 0.99 even at low collector voltages. This type of opera¬ 
tion results in amplification in a manner somewhat 
analogous to vacuum-tube amplification. The emitter, 
base, and collector of the transistor are roughly analo¬ 
gous to the cathode, grid, and plate of a vacuum tube. A 
small amount of control power applied to the emitter¬ 
base diode of a transistor controls a large amount of 
power in the collector circuit; just as a small amount of 
power applied to the grid circuit of a vacuum tube con¬ 
trols a large amount of power in the plate circuit. The 
control of large amounts of power by small amounts of 
power is, of course, the essence of amplification. 

The current gain, or a, is defined as the incremental 
ratio of collector current to emitter current. The use of 
the current density, continuity equations [(4), (5), (14), 
(15)] and the junction boundary conditions [(12), (13)] 
makes possible the straightforward calculation of a for 
small minority carrier densities. 13 The problem of calcu¬ 
lation of a is most easily solved by dividing it into three 
parts: (1) The calculation of emission efficiency, y, or 
ratio of hole current at the emitter to total emitter cur-

u W. Shockley, M. Sparks, and G. K. Teal, “The p-n junction 
transistors” Phys. Rev., vol. 83, pp. 151-162; July, 1951. 

rent (for p-n-p). The hole current at the emitter is 
minority current in the base layer and hence can con¬ 
tribute to collector current. (2) The calculation of trans¬ 
port efficiency, ß, or ratio of minority hole current at the 
collector to minority hole current at the emitter. Since 
the collector is assumed reverse biased, the hole density 
in the base near the collector is maintained near zero, 
resulting in a diffusion gradient across the base. The 
carriers require a finite time to diffuse across the base 
and so have a finite chance of recombining during the 
transit. (3) The calculation of the collection efficiency 
a*, or ratio of total collector current to minority current 
reaching the collector. The current gain a is the product 
of emission, transport, and collection efficiency. 

The electrons that are injected from the base layer 
into the emitter region must diffuse one electron dif¬ 
fusion length into the emitter before recombination. The 
holes that are injected into the base layer are collected 
after diffusing across the base layer. At a given forward 
bias on the emitter, the electron current is proportional 
to the ratio of the thermal equilibrium density in the 
emitter to the diffusion length for electrons. [Eq. (17) 
applies.] The hole current, however, is dependent on the 
ratio of thermal equilibrium hole density in the base 
layer to base layer width W. (Eq. (16) applies with L„ 
replaced by IF.] If the emitter resistivity is much lower 
than base layer resistivity (np<£pn), and base-layer 
width of the same order of magnitude as the electron dif¬ 
fusion length in the emitter, the emission efficiency ap¬ 
proaches unity [see (23)]. 

The transport efficiency also approaches unity if the 
base width W is much less than the diffusion length for 
holes in the base layer [see (24)]. Since, on the average, 
the holes will diffuse one diffusion length into the semi¬ 
conductor before recombining, they have a very high 
probability of diffusing a much shorter distance without 
recombining. Emission efficiency y and transport effi¬ 
ciency ß are always less than unity. 

The collection efficiency can be greater than unity if 
the collector region resistivity is sufficiently high that 
minority carriers contribute significantly to the con¬ 
ductivity. In this case, the holes entering the collector 
p region require appreciable field to move them away 
from the junction. This field accelerates minority elec¬ 
trons in the collector region towards the junction and 
causes an extra current to flow in addition to the hole 
current [see (25)]. If the collector resistivity is suf¬ 
ficiently low that the collector conductivity is almost 
entirely due to the majority hole density, this effect is 
negligible. An additional effect which can make the col¬ 
lection efficiency greater than unity is M, the avalanche 
multiplication factor. If the collector voltage is much 
less than the breakdown voltage, the avalanche multi¬ 
plication factor is unity; but for high alpha transistors 
may be significant at voltages as low as J the breakdown 
value. In its usual application the junction transistor 
has alpha less than unity. Many transistor circuits that 
are stable with alpha less than unity become unstable 
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if alpha becomes greater than unity. For this reason, the 
effects which make collection efficiency greater than 
unity (and hence can make alpha greater than unity) 
place some design restrictions on transistors. 

Since the transport of carriers occurs by diffusion, 
there is a finite delay between emitter current and col¬ 
lector current as well as a dispersion of carriers. The 
effect of the delay and dispersion can most easily be 
expressed as the frequency cutoff of /3, or fg, which is 
defined as the frequency where the dispersion is so great 
that the current transport factor has fallen to l/x/2 of 
its low frequency value. The ß frequency cutoff (26) is 
very nearly proportional to the inverse of the transit 
time for carriers across the base layer. Transit time is 
proportional to the square of the base layer width and 
inversely proportional to the diffiusion constant. If the 
emitter transition region capacitance is very high, the 
emitter current may be shunted through this capaci¬ 
tance at high frequencies, resulting in a decrease in 7 
with frequency. The frequency cutoff of alpha, or fre¬ 
quency at which a has fallen to l/x/2 of its low-
frequency value, is approximately the smallest of the 
transport and emission cutoff frequencies. 

c B 

Fig. 8—Transistor equivalent circuit. 

The circuit behavior of the transistor can be approxi¬ 
mately represented by the equivalent circuit of Fig. 8. 
This circuit cannot, of course, give a perfect representa¬ 
tion of a transistor. It can give a reasonably good ap¬ 
proximation to the behavior over limited ranges of cur¬ 
rent, voltage and frequency. In Fig. 8 rs is the slope re¬ 
sistance of the forward biased emitter-base diode and is 
about 25 ohms at 1 ma Ie^b is the effective spreading 
resistance from the center of the base layer to the base 
contact, and in many transistor designs is in the range 
of 50 to 200 ohms. Cc is the collector junction transition 
region capacitance and may be as low as 1 /z/zf for very 
small areas or as high as several hundred /z/zf for large 
transistors designed for handling high power. Re. and 
Re. are the series resistances introduced by the semi¬ 
conductor material in the collector and emitter regions 
and are a few milliohms for transistors prepared by al¬ 
loying or plating the emitter and collector. For grown-
junction transistors the range is up to a few tens of ohms 
for Re. and a few hundreds of ohms for Rc.-rc is the 
collector leakage resistance and arises because a in¬ 

creases with collector voltage 14 16 due to collector space 
charge layer widening and collector current multipli¬ 
cation. Typical values of rc at a few milliamperes col¬ 
lector current are of the order of a megohm. The a 
current generator is of course frequency dependent, de¬ 
creasing in magnitude with increasing frequency. 

Application as a Switch 

The significance of many of the transistor parameters 
can be seen in terms of the behavior of the transistor as 
a switch. In its simplest form, switching means opening 
or closing an electrical circuit, or the changing of the 
state of an electrical circuit from high conduction to 
low conduction or vice versa. In more complicated rela¬ 
tionships, all computing and control functions are forms 
of switching. Switching devices are naturally divided 
into two classes, regenerative and nonregenerative. A 
regenerative switch holds itself on or off while a non-
regenerative switch must be held on or off. Our discus¬ 
sion is limited to the nonregenerative type. 

The general requirements of a good switching device 
are: 

1. The device shall have two states of conduction, 
namely, low conductance or “off” and high con¬ 
ductance or “on.” 

2. The “off” state should approximate an open cir¬ 
cuit. 

3. The “on” state should approximate a short circuit. 
4. The amount of drive to hold the switch open or 

closed should be small (for nonregenerative 
switches). 

5. The switch should open or close very rapidly. 

Any amplifier can operate as a switch. The transistor 
as a switch is small, rugged and efficient; it can be de¬ 
signed to give a range of switching parameters unattain¬ 
able by any other known device. 

For switching applications, we must know the elec¬ 
trical properties of the transistor over all possible oper¬ 
ating ranges. These properties are most easily explained 
in terms of a graphical representation of the variables. 
Actually, there are four variables to be considered; 
namely, collector current and voltage, and emitter cur¬ 
rent and voltage. The emitter-base voltage is so small 
that we will neglect it for the present and consider col¬ 
lector current and voltage as a function of emitter cur¬ 
rent, as in Fig. 9, next page. When Ie = 0, the collector 
acts like a reverse biased diode and only Ico flows; i.e., a 
few microamperes for a typical germanium transistor, 
and a few millimicroamperes for silicon at room temper¬ 
ature. When the voltage approaches V b, avalanche 

14 J. M. Early, “Effects of space charge layer widening in junction 
transistors,” Proc. IRE, vol. 40, pp. 1401-1406; November, 1952. 

15 S. L. Miller and J. J. Ebers, “Alloyed junction avalanche tran¬ 
sistors,” Bell Sys. Tech. Jour., vol. 34, pp. 883-902; September, 1955. 

16 M. C. Kidd, W. Hassenberg, and W. M. Webster, “Delayed 
collector conduction, a new effect in junction transistors,” RCA Rev., 
vol. 16, pp. 16-33; March, 1955. 
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multiplication sets in and the collector current increases 
rapidly. At Ie greater than zero and constant, the col¬ 
lector current is essentially a constant fraction of the 
emitter current from zero collector voltage up to voltage 
close to I’o where the multiplication phenomenon be¬ 
comes significant. In Fig. 9, Fo is taken as that voltage 
where the multiplication is sufficient to make a reach 
one. When the collector voltage becomes positive, the 
collector junction becomes forward biased and begins 
to emit holes back into the base. The collector current 
decreases to zero at a forward collector voltage approxi¬ 
mately ecpial to the emitter voltage. The collector char¬ 
acteristic for Ie = 0 is the nonconducting or “off” state 
of the transistor. The essentially horizontal character¬ 
istics which occur when the collector voltage becomes 
positive correspond to the conducting or “on” state of 
the transistor switch. 

Fig. 10 shows some of the simplest possible switching 
circuits. These circuits are all nonregenerative; i.e., the 
switch must be held “on” or “off” by means of the con¬ 
trol signal. In each case the transistor is turned off by 
applying a reverse bias to the emitter-base diode, and 
turned on by making the control current so large that 

(1) 
I 

aKi. i 

Table II summarizes the drive conditions required to 
hold each of these simple circuits on or off. Table III 
lists the maximum available current and voltage gain 

TABU-: it 
Control Requirements for Nonregenerative 

Transistor Switches 

Current to 
hold 
ON 

Approximate 
voltage to hold 

ON 

Voltage to 
hold 
OFF 

Common base 
V« 

aRi 
1/4 volt for Ge 
3/4 volt for Si 

0 volts 

Common emitter 
Vcc 

(1 —a) —— 
aRb 

—1/4 volt for Ge 
— 3/4 volt for Si 

from 0 to 
1/10 volt 

Common collector 
(1-a) Ke 

Rl 
— 1/4 volt for Ge 
— 3/4 volt for Si 

à Vcc 

TABLE III 
Maximum Available Transistor Switch Gain 

Current gain Voltage gain 

Common base at 
Fa 

Ve-b 

Common emitter 

ï
 1

 °
 v„ 

Ve-b 

Common collector 
1 

1-a 
SI 

through the switch. By switch gain we mean the ratio 
of controlled current, voltage or power to current, volt¬ 
age or power required in the control circuit. 

Fig. 9—Collector characteristics for a p-n-p transistor. 

For each of the three circuits the power gain is greater 
than unity, but only the common emitter switch has 
both current and voltage gain. The maximum voltage 
gain is dependent on the maximum allowable voltage Ko 
as well as the emitter-base voltage when the transistor 
is turned on. For germanium, the emitter-base voltage 
is of the order of | to J volt, and for silicon transistors it 
is I to 1 volt. 

The common emitter or common collector switch has 
the lowest on-resistance, since in this connection the 
base resistance is not in the load circuit, and the “on” 
junction voltages tend to cancel out. The collector¬ 
emitter voltage drop has been calculated for the common 
emitter and common collector circuits 17 and is given in 
(27) and (28) respectively. The series resistance intro¬ 
duced by the resistances of the emitter and collector 
regions, Re> and Rc, adds directly to the impedance be¬ 
tween emitter and collector so that fabrication tech¬ 
niques that result in large series resistances seriously 
limit the applicability of the transistor as a switch. For 
transistors prepared by the method of alloying or by 
plating surface barrier contacts, the series resistances 
Re, and Re, are very nearly zero. In this case the Vce, 
Ic curve intersects the Ic = Q line at a voltage which is 
of the order of tens of millivolts and has a slope resist¬ 
ance of the order of ohms. The very good closed circuit 
thus attained has been used to advantage in low level 
sampling and logic circuits. 18’19

17 J. L. Moll and J. J. Ebers, "Large signal behavior of junction 
transistors,” Proc. IRE, vol. 42, pp. 1761 1772; December, 1954. 

18 R. L. Bright, “Junction transistors used as switches,” AIEE 
Transactions, vol. 74, pt. I, pp. 111-121; March, 1955. 

19 R. H. Beter, W. E. Bradley, R. B. Brown, M. Rubinoff, “Sur¬ 
face Barrier Transistor Switching Circuits,” Abstract IRK Conven¬ 
tion Record, 1955 National Convention Part 4, p. 139. 
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Fig. 10—Nonregenerative switches: (a) Common base, 
(b) Common emitter, (c) Common collector. 

The off impedance of the switch is essentially the 
parallel combination of collector leakage and collector 
junction capacitance. In the common emitter and com¬ 
mon collector circuits this leakage and capacitance may 
actually be multiplied by the gain of the transistor un¬ 
less the base-emitter diode is slightly reversed biased— 
hence the requirement of about 1/10 volt to hold the 
switch off. If the emitter-base diode is reverse biased, 
the Ico current divides between the collector and emitter, 
so that the collector conducts less than Ic0- The static 
off current can be as low as a few microamperes in ger¬ 
manium, and a few millimicroamperes in silicon at room 
temperature. The collector capacitance depends on col¬ 
lector voltage as well as base material resistivity and 
collector area, but may be as low as a few /a/if for very 
small areas and up to hundreds of f‘ ,r transistors 
designed to switch many watts of power. 

The speed of switching is proportional to the amount 
of drive and frequency response of a or /«- 20 High-
frequency response requires thin base layers, resulting 
in a fundamental conflict between large power handling 

” I I Moll “Large signal transient response of junction tran¬ 
sistors,” PROC. IRE, vol. 42, pp. 1773-1784; December, 1954. 

capability and fast response in the alloy type transis¬ 
tor. 21 The power handling capability of a transistor 
switch is proportional to the product of the maximum 
voltage it can withstand when in the off state and the 
maximum current it can safely conduct when in the on 
state. If the base layer is made very thin, the collector 
space charge region may extend across the entire base 
layer at a low voltage, and “punch-through” results. At 
punch-through, the transistor behaves as though the 
collector were connected internally to the emitter 
through a battery. A transistor is not capable of switch¬ 
ing off a voltage greater than the punch-through volt¬ 
age. The punch-through voltage for a given base layer 
thickness can be increased by lowering the resistivity of 
the base region, but this lowers the voltage at which 
avalanche multiplication occurs. Many transistor cir¬ 
cuits become unstable if a becomes greater than unity 
so that collector multiplication places a further restraint 
on the maximum voltage. Designs capable of with¬ 
standing 10-20 volts and with/« of the order of 50-100 
me are possible in germanium alloy type transistors. If 
silicon is used, the attainable frequency response is de¬ 
creased by a factor of from 2 to 3 because of the lower 
mobility of the charge carriers. Transistors with fre¬ 
quency response to 50 or 100 me will switch on or off in 
times of the order of 10 to 30 millimicroseconds. 

Transmission Applications 

Transmission, as its name implies, is the sending of 
an electrical signal from one point to another. Amplifiers 
are required to make transmission practical in the com¬ 
munications sense. Some of the attributes of a good 
transmission amplifier include: 

1. Large power gain. 
2. High-frequency response 
3. High power handling capability. 
4. Linearity and stability. 
5. Low noise. 

It is true that all of the desirable properties of the 
transistor are never maximized in the same design. In 
particular, a design for high power handling capability 
will in general sacrifice frequency response. We will 
limit the discussion to design for high frequency. A 
figure of merit which is a measure of the applicability of 
the transistor at any given frequency is the maximum 
frequency of oscillation 22 (29). The maximum frequency 
of operation is proportional to the geometric mean of 
the frequency cutoff of a and the reciprocal of the rbCc 

time constant. A good high-frequency design must 
therefore maximize fa and at the same time minimize 
the product rbCc. There have been several distinct ap¬ 
proaches to transistor design to maximize the frequency 
response. A few of them are described on the following 
pages. 

21 J- J- Ebers and S. L. Miller, “Design of alloyed junction ger¬ 
manium transistors for high speed switching,” Bell Sys. Tech. Jour., 
vol. 34, pp. 761-781 ; July, 1955. ... 

22 R L Pritchard, “High-frequency power gain of junction tran¬ 
sistors,” Proc. IRE, vol. 43, pp. 1075-1085; September, 1955. 
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The tetrode transistor23 is an n-p-n transistor grown 
within a single crystal of germanium and has two base 
contacts on opposite sides of the p layer, as shown in 
Fig. 11 (a). A bias voltage is applied between the two base 
leads, and all of the transistor action is squeezed 
toward the positively biased lead. This results in a very 
low value of base resistance Tb. To attain high fa, the 
base layer in the grown crystal must be thin. For low 
Cc, the cross section of the bar becomes small. Experi¬ 
mental tetrodes have oscillated at frequencies greater 
than 1,000 me. The tetrode design tends to sacrifice 
power handling capability to attain frequency response. 

PLATEO COLLECTOR (p-TYPE) 

p-TYPE EMITTER n-TYPE BASE 

p-TYPE COLLECTOR HIGH RESTIVITY-
LAYER 

Fig. 11—High frequency transistor designs, (a) Tetrode, 
(b) Surface barrier, (c) p-n-i-p. 

The surface barrier24 transistor is made by jet etching 
of a germanium wafer to the order of 0.0001 inch 
thick and jet plating emitter and collector contacts on 
opposite faces, as in Fig. 11(b). This transistor uses a thin 
base layer to attain high/«, small area to attain low Cc, 
and low resistivity base layers to attain low The sur¬ 
face barrier design attains frequency response at the 
expense of power handling capability, but retains the 
feature of being able to switch to very low emitter to 
collector voltage, making this design useful as a low 
level high-speed switch, or low level high-frequency 
amplifier. 25

23 R. I.. Wallace, Jr., L. G. Schimpf, and E. Dickten, “A junction 
transistor tetrode for high-frequency use,” Proc. IRE, vol. 40, pp. 
1395-1400; November, 1952. 

24 W. E. Bradley, J. W. Tiley, R. A. Williams, J. B. Angell, F. P. 
Keiper, R. Kansas, R. F. Schwarz, and J. F. Walsh, “The surface¬ 
barrier transistor,” Proc. IRE, vol. 41, pp. 1702-1720; December, 
1953. 

25 R. J. Turner, “Surface barrier transistor measurements and 
applications, TeleTech., vol. 12, pp. 78-80, August, 1954. 

The p-n-i-p26 transistor again uses a thin base layer 
to attain high frequency but adds an extra layer of high 
resistivity material between the base layer and collector 
region as in Fig. 11(c) to increase the collector-base tran¬ 
sition layer thickness and hence decrease collector 
capacitance per unit area. The base layer is again made 
of low resistivity material to reduce rb. By reducing 
capacitance per unit area and at the same time increas¬ 
ing the avalanche breakdown voltage of the collector 
junction, the p-n-i-p design attains high-frequency re¬ 
sponse with a greater power handling ability than in the 
case of the tetrode or surface barrier transistor. Experi¬ 
mental results with p-n-i-p structures include power 
output of 20 milliwatts at 250 me with 160 milliwatts 
de input power. 27

The addition of a resistivity gradient in the base 
layer28’29 with resistivity increasing from emitter to col¬ 
lector, results in “built-in” fields that cause minority car¬ 
riers to drift from emitter to collector. In practical de¬ 
signs, the built-in field allows the base layer to be about 
twice as thick as for a transistor with uniform base 
layer resistivity and equal frequency cutoff. By using 
diffusion techniques it is possible to construct transistors 
with very thin, low resistivity base layers. Transistors 
fabricated in this way have a resistivity gradient in the 
base layer, with resistivity increasing from emitter to 
collector. The collector region resistivity can be much 
higher than the base layer resistivity, so that the col¬ 
lector space charge layer extends into the collector body, 
thus avoiding punch-through. Transistors have been 
fabricated with the diffusion techniques which have/„ of 
over 600 me. These transistors have been operated in 
video amplifiers giving 20-db power gain per stage and 
flat to 20 me within | db.’° 

The transistor noise figure, as well as stability, are 
less easily designable figures than frequency response or 
power capability. The transistor stability is intimately 
related to the chemistry and physics of the free-space 
surfaces of the germanium or silicon. The experience 
with transistors in systems has been very encouraging 
as to stability. A transistor carrier repeater system has 
a replacement rate corresponding to 150,000 transistor 
hours per failure, 31 with comparable figures for other 
systems. This reliability compares quite favorably with 
present-day vacuum tubes, but the increasing complex¬ 
ity of systems will certainly place increasing reliability 
standards on electronic devices. 

The noise figure of the transistor is also undoubtedly 

23 J. M. Early, “PNIP and NPIN junction transistors triodes,” 
Bell Sys. Tech. Jour., vol. 33, pp. 517-533; May, 1954. 

27 j. M. Early, “Very High Frequency Junction Transistors,” 
Talk at AIEE Meeting, Columbus, Ohio; May 4-6, 1955. 

28 H. Krömer. “Der Drifttransistor,” Die Naturwissenschaften, 
vol. 40, pp. 578-579; November. 1953. 

29 H. Krömer, “Zur Theorie des. Diffusions- und des Drifttran¬ 
sistors," I, II, and III. Arch. Elect. Übertragung, vol. 8, pp. 223-228-
363-369, 499-504; May, August, November, 1954. 

30 C. A. Lee and D. E. Thomas, “A new high frequency p-n-p 
transistor,” Talk at IRE Transistor Research Conference, Philadel¬ 
phia, Pa.; June 20-22, 1955. 

31 Personal communication from R. M. Ryder. 
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related to the surface chemistry as well as to the in¬ 
ternal structure of the device. However, in spite of the 
absence of a definitive understanding of the sources of 
noise, junction transistors are currently available which 
have noise figures comparable to present day vacuum 
tubes. 

Conclusions 

Increased knowledge of the nature of semiconductors 
and surfaces bounded by semiconductors of different 
type, as well as quantitative control of minute quanti¬ 
ties of impurities in single crystal germanium and silicon 
has made the transistor possible. The fundamental un¬ 
derstanding of semiconductors has resulted in almost 
complete understanding of the electronic behavior of 
junction transistors. The greatest gaps in our present¬ 
day knowledge relate to the physics and chemistry of 
the free surfaces. 

Transistors with switching parameters in a range un¬ 
attainable by any other known device are currently 
available. In addition, experimental transistors have 
been built which perform as well or better than vacuum 
tubes in video and IF applications, but the transistors 
are relatively much smaller and consume much less 
power. The reliability and noise figure of transistors 
compare quite well with the vacuum tube counterpart 
and both parameters should improve rapidly with the 
increasing understanding of surfaces. 

Appendix 

Formulas Relating to Semi¬ 
conductor Electronics 
Definitions of Symbols 

Drift velocity 

V = ßE. (2) 

Electron and hole drift current: 

Jn = qunuE; J„ = quppE. (2a) 

Electron and hole diffusion current: 

Jn = qDn^n: Jp = — qnpVp. (3) 

Total transport current of holes (4) and electrons (5): 

Jp = qappE - qDpVp (4) 
Jn = + qunnE + qDJ7n. (5) 

Einstein relation: 

¿7g kT „ 
D = —-—• - = .026 volts at 300 K. (6) 

q ? 

Conductivity: 

J 
a = — - qu„n + quPP- (7) 

E 

Thermal equilibrium condition: nJ is given by (8a) and 
(8b) for Ge and Si, 

nape = nJ (8) 
nJ = 9.3 X 1031 7'3e~8700/r (Ge) (8a) 

nJ = 7.8 X 108îT3e-12’900/T (Si). (8b) 

Formulas for space charge layer widths: 

(2« /Il \) 1/2
Xm = <— ( V + V,) (— + —)> (step) (9) 

t q \NP NnJ) 
lie ) 1/3

Xm = <—(7 + 7,)> (graded) (10) 
\qa J 

V, = 0.3 volts for germanium junctions at 300°K 
Vt = 0.8 volts for silicon junctions at 300°K. 

Junction capacitance: 

e 

Ct = A-- (11) 
m 

Boundary conditions at junctions: 

np = nP3e'1*,kT (12) 
pn = pn^kT ■ (13) 

Continuity equations for electrons (14) and holes (15) 

dn n — ne 1 
— = - —+ —VJ, 
dt Tn q 
dp 0 — pa 1 
dt Tp q 

(14) 

(15) 

Hole, electron, and total transport currents at a planar 
p-n junction (rectifier): 

qDppnb 
lp = A MM— (16) 

Tp 
qDnnPa 

In = -4 ■ - ■ - (e^'kT - 1) (17) 
Ln

I = Ip + In = I. - 1). (18) 

Saturation current for planar p-n junction 

qUppno j 
Tp Ln J 
qDp qDn \ —— 4- I«. H. 

. Lp i\ n LnS pj 

(19) 

Multiplication factors for electrons and holes at step 
junctions; electrons or holes in silicon (20), electrons in 
germanium (21), holes in germanium (22): 
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Emission efficiency (p-n-p) : 

1 
7 = - ñ ’ a* It 

1 + — 
E LnE 

Transport factor (p-n-p): 

1 
ß = —-—— . (24) 

Wz
cosh —■ 

Lv

Collection efficiency (p-n-p): 

I O pc \ 
«* = .«,!+— ). (25) 

X &nc J 

Frequency cutoff (p-n-p): 

1.2DP 

./« — ■ 
MF2 (26) 

“On” state voltage drop, common emitter (27), com¬ 
mon collector (28): 

E-r 1 + ~ (1 + «/) 
k 1 lb 

Vce = - In —-
‘I / 7c 1 — ow \ 

«/Il--1 
X In «.V / 

- I Ie I (Re. + Re.) - I In | Re. (27) 

+ I Ie I (Rc. + Re.) ~ \ Iu \ Rc, • (28) 

Maximum frequency of oscillation: 

(29) 

A = junction area, cm2
a = gradient of impurity density, cm -4 

Cc = collector capacitance, farads 
Ct — transition region capacitance, farads 
D = diffusion constant, cm2 sec-1
Dp = diffusion constant for holes 
Dn = diffusion constant for electrons 
E = electric field, volt cm-1
/a = cutoff frequency of ß 
/„= cutoff frequency of a 

Amax — maximum frequency of oscillation 
1 = current, amperes 

Ip = hole current 
In = electron current 
A, = saturation current 
Ic = collector current 
Ie = emitter current 
Ib = base current 
J = current density, amperes cm -2
Jp = hole current density 
Jn = electron current density 
£ = Boltzman constant 
Lp = diffusion length for holes, Lp = y/DpT~ 
A„ = diffusion length for electrons, Ln = x/D^, 
LnE = diffusion length for electrons in emitter region 
M = avalanche multiplication factor 
Mv = avalanche multiplication factor for holes 
Mn= avalanche multiplication factor for electrons 
„= electron density, cm-3
«o = thermal equilibrium electron density 
„, = thermal equilibrium electron density in pure 

(intrinsic) germanium or silicon (n0 = po = n{ in 
the intrinsic semiconductor) 

wpo = thermal equilibrium electron density in p-type 
semiconductor 

Nd = donor density, cm -3

Na= acceptor density 
Ap = net impurity density in /»-type semiconductor 
WB = net impurity density in „-type semiconductor 
p = hole density 
po = thermal equilibrium hole density 
/>„o = thermal equilibrium hole density in „-type 

semiconductor 
ÿ = electronic charge = 1.6X10-1» coulombs 
rB = differential resistance of emitter junction: 

.026 
rE =- ohms at T = 300°K 

Ie 
r^ = base layer spreading resistance, ohms 
rc = collector junction leakage resistance 

Rc. — series ohmic bodjr and contact resistance in the 
collector body 

Ee. = series ohmic body and contact resistance in the 
emitter body 

T = temperature, °K 
V = velocity, cm sec-1
V= applied voltage, volts 
K = contact potential 
Fa = avalanche breakdown voltage 

Vce = collector-emitter voltage 
I ec ~ emitter-collector voltage 

J4/=base layer width, cm 
Nm — width of transition region, cm 
a = differential ratio of collector current to emitter 

current 
a* = collection efficiency 
a„ = ratio of collector current to emitter current at 

zero collector volts, emitter forward biased 
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a,-= ratio of emitter current to collector current at 
zero emitter volts, collector forward biased 

d = transport factor across base layer 
y = emitter emission efficiency 
e = dielectric permitivity, farads/cm 
to = dielectric permitivity of free space 
eo = 8.85 X10-11 farads/cm 
e = Keo K(Ge) = 16; k(Sí) = 12 
g = mobility of carriers cm2 volt-1 sec 1
MP = mobility of holes 
g„ = mobility of electrons 
a = conductivity 
ob = conductivity of base layer 
a e = conductivity of emitter region 

apc = conductivity due to hole density in collector 
region 

<r„c = conductivity due to electron density in collector 
region 

r„ = lifetime ol excess electrons 
Tp = lifetime of excess holes 
<!’ = applied potential across p-n boundary, with the 

positive sense taken as /»-type positive with 
respect to n-type 
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Photoconduction in Germanium and Silicon* 
M. L. SCHULTZf and G. A. MORTONf, fellow ire 

Summary—Germanium and silicon are probably the two best 
known of all of the semiconductors. Their electronic properties have 
been studied in great detail both theoretically and experimentally. 
The reason for this is that these two materials are of such great 
practical importance for transistors and rectifiers. Perhaps less gen¬ 
erally appreciated is the fact that both of these materials are excel¬ 
lent photoconductors. Their intrinsic response extends through the 
entire visible spectrum into the near infrared. When doped with 
appropriate foreign atoms and operated at low temperattires, these 
materials are very effective impurity photoconductors with response 
extending into the far infrared portions of the spectrum. 

Introduction 

Ä ADEQUATE understanding of the behavior of 
any semiconductor which exhibits a photocon-
ductive response when subjected to a radiation 

stimulus is most readily obtained by considering sepa¬ 
rately the several processes which together constitute 
the photoconductive process. These include (a) produc¬ 
tion, when the material is exposed to radiation, of 
current carriers in excess of those present in thermal 
equilibrium in the dark; (b) motion of carriers under the 
influence of an electric field; and (c) temporary or 
permanent removal of excess carriers by trapping and 
recombination. 

The excitation of current carriers, either electrons or 
holes or both, occurs from states to which the carriers 
are normally bound into states in which they are free 
to move in an electric field. Possible excitation processes 
are represented in the schematic energy level diagram 
of Fig. 1. An ideal semiconductor crystal may be de¬ 
scribed by an energy level diagram that includes a 

* Original manuscript received by the IRE, August 29, 1955. 
f RCA Laboratories, Princeton, N. J. 
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Eig. 1—Schematic energy level diagram illustrating the excitation 
processes which lead to the production of free charge carriers. 

lower band of allowed energy states, the valence band, 
which is completely filled with electrons at absolute 
zero; a band of energies whose occupancy is forbidden; 
and a higher band of allowed states, the conduction 
band, which is empty of electrons at absolute zero. 
Actual semiconductor crystals always contain foreign 
atom impurities (either residual or deliberately added), 
and lattice imperfections. These introduce localized 
energy levels which may lie within the forbidden band 
gap of the material. Such levels are donors, if they pos¬ 
sess an ionizable electron, or acceptors, if they can ac¬ 
cept an electron; i.e., if they possess an ionizable hole. 

Intrinsic excitation involves the transition of an elec¬ 
tron from a state in the valence band to one in the con¬ 
duction band. Each such excitation produces one free 
electron and one free hole. An excitation of an electron 
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from a donor level into the conduction band produces 
one free electron and one bound hole, while excitation 
of a hole from an acceptor level into the valence band 
(i.e., excitation of an electron from the valence band 
into the acceptor level) produces one free hole and one 
bound electron. These excitations may be produced 
either by absorption of thermal energy from the crystal 
lattice or by absorption of photons of radiation of appro¬ 
priate energy. If the excitation is produced by absorp¬ 
tion of photons, photoconductivity, either intrinsic or 
impurity, is possible. 

The energy associated with a photon of wavelength 
X is given by 

where h is Planck’s constant and c is the velocity of light. 
The visible spectrum includes photon energy range from 
about 1.6 ev in the red to about 3.2 ev in the blue. The 
long wave-length threshold of photoconductivity asso¬ 
ciated with a given excitation process is given by 

1.2395 
\Th =-microns (2) 

AE 

where AE is the energy difference in electron volts be¬ 
tween the edges of the conduction and valence bands, 
or the energy difference between an impurity state and 
the edge of either the conduction or valence band, 
whichever is appropriate to the particular excitation 
process in question. 

If optical excitation of carriers from impurity levels 
is to be possible, the semiconductor sample must be at 
a temperature low enough so that, in the absence of 
radiation, carriers are bound to the impurity levels 
involved. Since the impurity ionization energies Ed and 
F.a may be very small compared with the forbidden 
band gap Eg, cooling to very low temperatures; e.g., 
in liquid hydrogen or liquid helium, may be required 
to satisfy this condition. However, photoconductive 
response at very long wavelengths can then be observed. 

The carrier concentration in the case of thermal 
excitation, for a given semiconductor and for a given 
set of impurity levels, is determined by the temperature 
of the crystal. The conductivity determined by this 
carrier concentration, or more precisely, the noise 
associated with random fluctuations in the conductiv¬ 
ity, imposes a limitation upon the sensitivity of the 
material when used as a photoconductor. 

The time rate of increase of the concentration of car¬ 
riers excited by monochromatic radiation of wavelength 
X in a layer of photoconductor of thickness dx at a depth 
X below the irradiated surface is given by 

(
dn\ 
— I = ^X) /(X)a(X) exp (-a(X)x) (3) 
at / 

where n is the concentration of carriers of a given type, 

t?(X) is the quantum efficiency, /(X) is the number of 
photons per sq. cm. per second entering the sample, and 
o(X) is the absorption contant. At wavelengths for 
which the absorption constant is high, as in the intrinsic 
region, the excess carrier density is nonuniform in the 
X direction through the sample. If the absorption con¬ 
stant is sufficiently small, the above expression reduces 
to 

I dn\ 
(4) 

\dt / 

and a uniform density of carriers throughout the sample 
results. This condition usually applies for absorption in 
the impurity range. The impurity absorption constant 
may be written as 

a(X) = <t(X)m, (5) 

where a(X) is the absorption cross section and rii is the 
concentration of un-ionized impurities. 

The next consideration is the motion of current car¬ 
riers under the influence of a field. In practice the veloc¬ 
ity imparted to a carrier by the field is very small com¬ 
pared with the thermal motion of the carrier. Therefore, 
the photoconductive current is a small drift in the direc¬ 
tion of the field superimposed upon a large random mo¬ 
tion. The drift velocity can be shown to be proportional 
to the electric field, the constant of proportionality be¬ 
ing known as the mobility /z. In general, the mobility /z„ 
for electrons will be different from mobility for holes. 

The magnitude of the mobility in a given semicon¬ 
ductor is determined by the scattering of charge carriers 
by lattice vibrations, ionized impurity centers, neutral 
impurity centers, and lattice imperfections. These scat¬ 
tering processes are temperature dependent and differ¬ 
ent processes are dominant over different temperature 
ranges. At temperatures in the neighborhood of room 
temperature, the principal scattering is due to thermal 
vibrations of the lattice. If the band structure of the 
semiconductor could be represented by simple spherical 
surfaces in momentum space, it can be shown [1] that 
the mobility will vary with the inverse three-halves 
power of the absolute temperature. However, for silicon 
and germanium, the band structure in momentum space 
is more complicated so that the temperature variation 
for holes and electrons is somewhat greater. At low 
temperatures, the scattering is primarily due to im¬ 
purities and imperfections in the lattice. In this tem¬ 
perature range, mobility decreases with decreasing 
temperature. Observed mobilities for germanium and 
silicon will be discussed in greater detail in a later sec¬ 
tion of this paper. 

The excitation of carriers to the conduction and val¬ 
ence bands has been described above. In addition, there 
is a draining away of charge carriers by recombination 
processes. These include direct recombination, re¬ 
combination at the surface of the specimen, and volume 
recombination at centers distributed throughout the 
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bulk of the material. The direct recombination of holes 
and electrons is a relatively rare occurrence. The time 
constant for this process in germanium has been cal¬ 
culated [2] to be of the order of one second. Since ob¬ 
served lifetimes of excess carriers are rarely greater than 
of the order of 10~* second, the other recombination 
processes must be much more important. That direct 
recombination does occur in germanium and silicon, 
however, has been demonstrated [3, 4] by the observa¬ 
tion of the emission of recombination radiation in wave¬ 
length ranges corresponding to the intrinsic gap widths. 

The contribution due to surface recombination de¬ 
pends greatly upon the physical and chemical state of 
the surface. Where excitation occurs throughout the 
volume of the crystal, surface recombination will be 
small compared with volume recombination. For in¬ 
trinsic photoconductivity, however, where excitation 
occurs close to the surface, surface recombination may 
be important. 

Volume recombination involves the capture of a 
charge carrier of one sign by a deep-lying vacant level 
followed by the capture of a charge carrier of the op¬ 
posite sign by the same level. 1 his process is illustrated 
in Fig. 2. It is evident that two capture cross sections 
are involved here. First, the capture cross section of the 
level for the first type of charge carrier; second, the 
cross section of the occupied level for the capture of a 
charge carrier of the opposite sign. 'I hese cross sections 

Fig. 2—Schematic energy level diagram illustrating the process 
of electron-hole recombination at centers. 

may be very different in size. This recombination 
mechanism has been treated theoretically [5, 6]. Ex¬ 
perimental verification of the theory has been obtained 
[7] by measurement of minority carrier lifetime as 
function of the concentration of recombination centers. 
Copper and nickel impurities have been shown to act 
as recombination centers of this type in germanium. It 
has also been shown [8] that at least a fraction of the 
recombinations occur with emission of radiation of 
wavelengths which may correspond to the location of 
the recombination centers in the forbidden band gap. 

For steady state intrinsic photoconductivity, the 
rate of capture of holes and electrons must be equal to 
one another and to the rate of generation. Therefore, 

/ dn\ / dp\ 
na ecve{nc — »/) = papcvpnc' = I — ) = I — ) (6) 

\dl / e \u/ / e 

where n and p are the concentrations of free electrons 
and holes; and vp are the average thermal velocities 
of electrons and holes; aec and <r pc are the capture cross 
sections of the recombination centers for electrons and 
holes; nc is the total concentration of recombination 
centers; and nc' is the concentration of centers occupied 
by electrons. Expressions for the response time, and for 
the steady state photocurrent-intensity characteristics 
for intrinsic photoconductivity based upon equations 
for the rates of excitation and recombination similar to 
those given above, have been published by many auth¬ 
ors; (see [9, 10]). 

Where impurity photoconductivity is involved, re¬ 
combination occurs when the center from which a 
charge carrier was excited captures a replacement 
charge. If the only source of carriers is these centers, 
the condition to be satisfied for equilibrium is 

o 

(7) 

<7 pcVppI' 

A detailed discussion of the magnitude of response of 
an impurity photoconductor, including the effects of 
temperature, background radiation, compensating im¬ 
purities, and nonphotoionizing absorption processes, 
has been given [11], Sufficient experimental data is not 
yet available to provide an adequate test of the validity 
of such a treatment. 

Centers or states in the forbidden energy band may 
also act as trapping centers. This occurs when the ac¬ 
tivation energy of the level is small enough so that the 
probability of thermal re-excitation of the captured 
carrier is greater than the probability of recombination 
by the capture of a carrier of the opposite sign. A general 
treatment of recombination and trapping processes 
applicable to any photoconductor has been given [10], 
Some experimental evidence for the existence of trap¬ 
ping in german him and silicon, usually obtained by 
study of the time rate of decay of photoconductivity 
or of quenching of photoconductivity, is now available 
[12-17], 

The photocurrent produced in a photoconductor can 
be expressed by the formal relationship 

i = e - F (8) 
T 

where F is the number of photons absorbed per second, 
T is the time required for a carrier to cross the specimen, 
and To is the effective carrier lifetime. If the specimen 
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length is L, the applied voltage V and the mobility ju, 
the factor T is given by 

The factor To depends upon the recombination cross 
section and the carrier density. In the absence of traps, 
this lifetime is given by 

1 
to = - (8b) 

Wtn 

where v is the thermal velocity of carriers, ac the re¬ 
combination cross section, and n the carrier density. 

Photoconductivity of Intrinsic Germanium 
and Silicon 

If a determination is made of the concentration of 
holes or electrons as a function of temperature by meas¬ 
urement of the Hall coefficient and conductivity, it is 
found that the activation energy of germanium in the 
neighborhood of room temperature is 0.68 ev [18], This 
means that as far as thermal excitation is concerned, 
the energy required to raise an electron from the valence 
band to the conduction band is 0.68 ev. This is the 
quantity which has been called the forbidden band gap 
in Fig. 1. A more detailed knowledge of the structure of 
both the valence and conduction bands is required, 
however, in order to discuss optical transitions between 
them. A complete description of the energy band struc¬ 
ture would require representation in a four dimensional 
manifold which includes the three crystal momentum 
coordinates and energy. If, however, appropriate crys¬ 
tallographic directions are chosen, two dimensional 
plots of energy vs crystal momentum k for such directions 
contain the essential information. Fig. 3(a) gives such 
plots for germanium [19] for the (100) and (111) crystal¬ 
lographic directions and depicts the dependence of 
electron energy upon k for the top-most valence bands 
and for the bottom-most conduction bands. 

The thermal activation energy is the smallest distance 
between curves of the conduction band and the valence 
band indicated by the dotted lines on the figure. It will 
be observed that to make this transition an electron 
must change its momentum. The energy required to 
excite an electron from the valence band to the con¬ 
duction band without change of momentum at k = Q is 
approximately 0.8 ev [4, 20], When optical excitation 
involves an electron and a photon only, the principle of 
conservation of momentum requires that the excitation 
be vertical. Under these cirsumstances, the longest 
wavelength which can cause a transition is approxi¬ 
mately 1.5 microns. However, if a phonon is either 
generated or absorbed in the course of excitation, there 
can be a change of momentum and the transition need 
not be vertical on the diagram. 

1 he intrinsic absorption in germanium is illustrated 
in big. 4 [9]. The portion of the spectrum corresponding 

Fig- 3—Schematic diagrams of energy band contours in germanium 
and silicon crystals along (111) and (100) axes in the reduced zone. 

Fig. 4—Intrinsic optical absorption in germanium. 
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to photon energies greater than about 0.8 ev is due 
principally to vertical transitions, and is characterized 
by absorption constants in the range from about 103 

cm -1 to about 106 cm -1 . The portion of the spectrum at 
lower energies is due to nonvertical transitions tor which 
the transition probabilities are smaller (a<103 cm '). 
Recent detailed measurements [20, 211 of optical ab¬ 
sorption have clearly demonstrated the existence of 
nonvertical transitions. Carehd measurements [22] at 
the extreme tail of the absorption band permit the sep¬ 
arate identification of transitions in which a phonon is 
absorbed, and of those in which a phonon is emitted. A 
theoretical treatment of vertical and nonvertical transi¬ 
tions has recently been given [23, 24). 

I'he photoconductivity of germanium in the intrinsic 
range has not yet been studied in the same detail as has 
the optical absorption. A typical photoconductive re¬ 
sponse curve for germanium at room temperature, in 
which the response is expressed in arbitrar}’ units for 
equal numbers of incident photons at all wavelengths, 
is given in Fig. 5 [9], Proceeding from short to long wave¬ 
lengths, the response increases somewhat until a maxi¬ 
mum is reached at about 1.5 microns. Beyond about 1.6 
microns, the response falls rapidly to a long wavelength 
threshold in the neighborhood of 1.8 microns which 

PHOTON ENERGY-EV 

WAVELENGTH- MICRONS 

Fig. 5—Intrinsic photoconductivity of germanium. 

corresponds approximately to the 0.68 ev of the mini¬ 
mum band separation. It may be noted that the maxi¬ 
mum of photoconductivity occurs at approximately the 
wavelength at which the absorption constant begins to 
decrease rapidly. At short wavelengths where the ab¬ 
sorption coefficient is very high, all of the photo con¬ 
ductive effect is confined to a very sh dlow hiver on the 
side of the specimen upon which the radiation is in¬ 
cident. The high concentration of electrons and holes 
near the surface and the presence of additional recom¬ 
bination centers at the surface combine to produce rapid 
recombination and a smaller photoconductive current. 
When the wavelength gets longer than the minimum 
vertical transition so that the excitation is nonvertical 

involving the production or absorption of a phonon, the 
absorption coefficient decreases, and the radiation 
penetrates further into the material. As a result, surface 
recombination becomes less and less important. There¬ 
fore, although the rate of excitation of carriers remains 
constant as long as all of the radiation is absorbed in 
the material, the lifetime of the carriers becomes longer, 
and the photoconductive current becomes larger. This 
effect mat account for the rise which has been noted in 
the photoconductive response curve.1 I'he height of the 
maximum above the short wavelength portion of the 
curve varies considerably from sample to sample. These 
differences are probably due to the state of the surface 
and, therefore, to the magnitude of the surface recom¬ 
bination coefficient. The quantum eft ciency, expressed 
as the number of electrons or holes produced per quan¬ 
tum absorbed, has been demonstrated to be unity over 
the wavelength range from 1.0 microns to the threshold 
within the experimental uncertainty of about 10 per 
cent [25], 

The photoconductive threshold shifts to shorter 
wavelengths as the temperature is lowered below room 
temperature. This occurs because the width ol the band¬ 
gap changes with temperature. The temperature co-
eftcient of Ee as determined from thermal measure¬ 
ments at high temperatures [18] is given by: 

Eq(T) = 0.785 — 3.5 X 10 'T electrons volts. (9) 

Optical absorption measurements [22] give a quadratic 
dependence of Eg upon temperature at low tempera¬ 
tures. 

In the long wavelength portion of the intrinsic re¬ 
sponse where the excitation involves phonon interac¬ 
tions to converse momentum, it has been pointed out 
that the excitation may involve either the absorption 
or emission of a phonon. At higher temperatures the 
obsorption of a phonon occurs frequently and, of course, 
the phonon contributes energy to the excitation. This 
energy amounts to about 0.02 or 0.03 ev. Therefore, the 
long wavelength threshold at these higher temperatures 
occurs at photon energies smaller than that correspond¬ 
ing to the minimum gap width by this amount. At low 
temperatures, phonon absorption is less probable. 
Therefore, the optical transition usually occurs with the 
emission of a phonon. Since the phonon energy must 
come from the photon, the long wavelength photo¬ 
conductive limit will occur at photon energies slightly 
greater than that corresponding to the gap width. 

Like germanium, the energy band structure of silicon 
in momentum space (k space) is complex. Fig. 3(b) is a 
diagram of energy plotted against the momentum vec¬ 
tor k for two crystallographic directions in silicon [19]. 
Again, the minimum activation energy involves a 
change of momentum. At room temperature, the mini-

1 II. B. DeVore has made a thorough analysis of this problem 
to be published. 
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mum band gap is 1.10 ev [26], The minimum gap for 
vertical transitions is not less than about 1.5 ev [20], 
As in the case of germanium, a detailed study of the 
long wavelength tail of the intrinsic absorption yields 
evidence [27] for the existence of transitions in which 
phonons are absorbed or are emitted. The temperature 
dependence of Eg as determined from thermal meas¬ 
urements [26] is given by: 

Eg^T) = 1.21 — 3.6 X 10-T electronvolts. (10) 

The photoconductive response of silicon resembles in 
its broader aspects that of germanium. Fig. 6 shows an 
early experimentally-measured spectral response curve 

F!g. 6—Intrinsic photoconductivity of silicon. 

of polycrystalline silicon [9]. The thermal activation 
energy, absorption edge, and position of intrinsic photo-
conductive response are consistent with one another. 
The photoconductivity of silicon is, in general, lower 
than that of germanium partly because the hole and 
electron mobility is lower, and partly because it has not 
been possible to produce silicon with as low a concen¬ 
tration of recombination centers as it has been for 
germanium. Therefore, the carrier lifetimes for silicon 
are smaller. 

The Impurity Photoconductivity of Germanium 
and Silicon 

A great many different kinds of impurity atoms can be 
introduced into silicon and germanium to produce 
energy levels lying in the forbidden gap. These levels 
may be acceptor or donor centers depending upon the 
particular atoms introduced. As such, they can give 
rise to impurity photoconductivity. Information con¬ 
cerning the location of such levels within the forbidden 
gap may be obtained experimentally by determination 
of carrier concentration as a function of temperature, 
which yields thermal ionization energies, or from meas-
surements of optical absorption or photoconductivity 
as a function of wavelength to give optical ionization 
energies. For those impurities which have been in¬ 

vestigated, there is usually good agreement between 
the thermal and optical ionization energies. 

The first impurity atoms to be considered are those in 
Column V of the Periodic Table. These atoms have one 
more valence electron than is required for the bonding 
when the atom is introduced substitutionally. The 
additional electron is very loosely bound to its parent 
atom and has a small ionization energy. It is convenient 
although not strictly correct to consider this electron 
as being attracted to the impurity center by a coulomb 
potential. This so-called hydrogenic model leads to the 
expectation that the ionization energy of the impurity 
be smaller than that of a free hydrogen atom by the 
factor \/K2 m*/m where K is the dielectric constant 
of the crystal and m* is an effective electron mass. It 
is possible to choose values of m* such that approximate 
agreement is obtained with experimentally-observed 
values of ionization energies of these impurities. The 
values thus obtained are 0.01 and 0.04 ev for germanium 
and silicon respectively. The experimental values for 
impurity ionization energies are given in Tables I and 
Il (next page). Detailed theoretical treatments [28 30] 
of impurities in germanium and silicon, which take into 
account the complicated band structures, have been car¬ 
ried to the point where reasonably good agreement with 
experiment has been obtained. 

Impurities from Column III have one too few elec¬ 
trons to satisfy the bonding when they are present sub¬ 
stitutionally in germanium or silicon. Therefore, there 
will be one hole bound to such a center. The ionization 
energies of the hole for impurities of this type in ger¬ 
manium are given approximately by the hydrogenic 
model. T his model, however, fails for these impurities 
in silicon. There is a marked upward trend in the ioniza¬ 
tion energy from 0.045 ev for boron to 0.16 ev for in¬ 
dium. 

The ionization energies are so small for these two 
classes of impurities either in germanium or in silicon 
that, at room temperature or even at liquid nitrogen 
temperature (excepting for indium in silicon), the con¬ 
ductivity is too high to permit impurity photoconduc¬ 
tivity. When these materials are cooled to sufficiently 
low temperatures, that is, in the liquid hydrogen or 
liquid helium range, thermal excitation of carriers is 
sufficiently improbable so that the concentration of un¬ 
ionized centers is essentially equal to the total concen¬ 
tration. Under these circumstances the photoconduc¬ 
tive response is large. The long wavelength limit for an 
impurity with an ionization energy of 0.01 ev should be 
about 120 microns. 

Several elements from columns of the Periodic Table 
other than III and V have been investigated as im¬ 
purities in germanium and silicon. Reasoning similar 
to that which leads to the hj^drogenic model for Column 
III and V impurities suggests that for other impurities 
there will be more than one ionization energy corre¬ 
sponding to successive states of ionization and that 
multiple ionization might be expected to involve deeper 
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TABLE I 

Impurity Ionization Energies in Germanium 

Periodic 
Table 
Column 

Ele¬ 
ment 

Donor 
or Ac¬ 
ceptor 

Ec-Ei 
ev 

Ei-Ev 
cv 

Photoconductive 
Threshold 
Microns 

1 Li D 0.01 (43) 

Cu A 0.040(44) 
0.31 (45) 

29 (31,34) 

Au A; (D) 

0.2(32,46) 

0.053 (32,33) 
0.15 (32,46) 

>15(32) 
9(16,32,34) 
5.5(16,32) 

II Zn A 0.029 (47) >38 (31) 

III B A 0.0104(48) 

Al A 0.0102 (48) 

Ga A 0.0108(48) 

In A 0.0112 (48) >38 (31) 

T1 A 0.014 (49) 

V P D 0.0120 (48) 

As D 0.0127(48) 

Sb D 0.0097 (48) 

Bi D 0.012 (49) 

VII Mn A 
0.35 (50) 

0.16(50) 

VIII Fe A 0.27 (51) 
0.34(51) 

4.6(17) 
4.1 (17) 

Co A 0.31(52) 
0.25 (52) 

4.6(52) 
5.5(52) 

Ni A 0.30(53) 
0.22(7,53,54) 

4.6(53) 
5.6(53) 

Pt A 1 0.2(47) 
: 0.04(47) 

TABLE II 

Impurity Ionization Energies in Silicon 

Periodic 
Table 
Column 

Ele¬ 
ment 

Donor 
or Ac¬ 
ceptor 

Ec-Ei 
ev 

Ei-Ev 
ev 

Photoconductive 
Threshold 
Microns 

I Li D 0.033 (55) 

Au D 

0.30 (58) 

fO.33 (56)) 
¡0.39 (55)/ 

3.8(57) 

II Zn A 0.092 (58) 
0.30 (58) 

III B A 0.045 (55) 30(11) 

Al A 0.057 (55) 

Ga A 0.065(55) 

In A 0.16 (55) 9(11) 

V P D 0.039 (55) 

As D 0.049(55) 

Sb D 0.039 (55) 

lying levels. These expectations are, in general, realized 
experimentally. The impurities which have been in¬ 
vestigated are listed in Tables I and II along with 
ionization energies for the levels which have been ob¬ 
served and with photoconductive thresholds in those 
cases for which they have been determined. The photo-
conductive response curves for indium, zinc and copper 
doped germanium measured at liquid helium tempera¬ 
ture shown in Fig. 7 [31] are typical of the behavior of 
low ionization energy impurity photoconductors. 

PHOTON ENERGY-EV 

WAVELENGTH- MICRONS 

Fig. 7—Impurity photoconductivity of copper, zinc and indium 
doped germanium at liquid helium temperature. 

For those impurities which exhibit multiple level 
behavior, the location of the shallowest level only can be 
determined if no compensating impurity is present. In 
order to determine the ionization energy of a second, 
deeper-lying level, an impurity of opposite conductivity 
type must be added in an amount sufficient to remove 
all of the charge carriers from the shallowest level of the 
multivalent impurity. A third, still deeper-lying level, 
if it exists, can be detected by compensating both 
shallower levels. 

Gold, as a substitutional impurity in germanium, is 
the only example known to date of an impurity which 
exhibits three energy levels [32, 33]. The shallowest of 
these levels has an activation energy pf about 0.05ev 
and when pure gold is introduced into germanium, the 
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material is p type.2 If an appropriate amount of an n 
type impurity is introduced into gold doped germanium, 
the electrons from these donor centers fill the lowest 
gold levels. The material thereupon exhibits an ioniza¬ 
tion energy- corresponding to the second impurity level, 
which is located at approximately’ 0.15 ev above the 
valence band. \\ ith this large an activation energy, the 
material is only slightly conducting at liquid air tem¬ 
perature and makes a very effective photoconductor. 
1'he spectral response ol this type of photoconductor is 
shown in Tig. 8 [16, 32, 34]. 

Fig. 8—Photoconductivity of partially compensated p type 
gold doped germanium at 77°K. 

The second gold level can likewise be compensated by 
the addition of more n type impurity. With the addition 
of sufficient n-type impurity, the material becomes n 
ty pe and exhibits a thermal ionization energy of about 
0.2 ev. This behavior is due to the deepest-lying accep¬ 
tor level which is located at approximately 0.5 ev above 
the valence band. It is interesting to note that gold 
atoms can be introduced into the material in either of 
two yvays. One is by adding the foreign atom to the 
molten germanium from which a crystal is to be grown. 
The second is to grow an intrinsic crystal and then in¬ 
troduce gold by diffusion. Identical results are obtained 
yvith samples prepared in either of these yvays. 

Irrespective of yvhether the current carriers are due to 
excitation from impurity levels or excitation across the 
forbidden gap, their transport depends upon their mobil¬ 
ity in the semiconductor. For high purity germanium 
at room temperature, the mobility for electrons is 
3,900 cm/sec/volt/cm yvhile that for holes is about 
1,900 cm/sec/volt/cm [35]. The mobility for silicon is 
someyvhat loyver being in the neighborhood of 1,200 
cm/sec/volt/cm for electrons and 500 cm/sec/volt/cm 
for holes [36], The mobility in both these materials is a 
function of temperature. Fig. 9 is the measured mobility 
for a series of typical n type germanium samples con-

2 Dunlap, W. C., Jr., “Gold, an Amphoteric Impurity Element in 
Germanium,” Hull. Am. Phys. Soc., vol. 30, p. 12, 1955, suggests that 
this is a donor level located 0.05 ev above the valance band. 

tabling different amounts of impurities [37]. As has 
been pointed out in an earlier section, the temperature 
dependence of mobility for germanium and silicon is 
someyvhat different from yvhat yvould be expected on 
the basis of the simplest semiconductor model. Experi¬ 
mentally it is found that in germanium the lattice 
scattering mobility for electrons varies as 7'“1-66 and 
for holes as 7~2 33 [18]. In silicon the corresponding quan¬ 
tities vary as F“15 and T~33, respectively [36], 

TEMPERATURE IN DEGREES KELVIN 

Fig. 9—Hall mobility of a set of arsenic doped germanium 
samples as a function of absolute temperature. 

At low temperatures the impurity scattering intro¬ 
duces a temperature dependence which is in the op¬ 
posite direction, that is, the mobility decreases with 
tiecreasing temperature as is seen from the experimental 
curves. I he theory of scattering by ionized impurities 
gives a mobility yvhich varies approximatley as T3li 

and inversely as the concentration of ionized impurities 
[38, 39]. Scattering by neutral impurities should be 
temperature independent except for the dependence of 
the concentration of unionized impurities upon tem¬ 
perature [40], Little is knoyvn experimentally concern¬ 
ing scattering by lattice imperfections. The scattering 
by dislocations has been treated theoretically [41, 42]. 
Such scattering is predicted to be anisotropic and to 
give a mobility yvhich is proportional to T. 

In order to obtain an approximate value for the photo-
conductive current resulting from an incident photon 
flux the following form of (8) may be used: 
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where F' is the number of photons per second producing 
excitation, n=pLf+p„ the effective mobility which is the 
sum of the mobilities of the two carriers involved, L the 
length of the photoconductive crystal, and T the effective 
lifetime of the carriers. The effective lifetime of the car¬ 
riers is the time during which carriers are free to move 
through the lattice. In other words, it is the recombina¬ 
tion time minus the length of time carriers are trapped. 
Lifetimes in germanium of 1,000 microseconds can be 
achieved without too much difficulty. For silicon, prac¬ 
tical lifetimes are one or two orders of magnitude 
shorter. 

Junction Photoconductive Cells 

Intrinsic germanium at room temperature has a 
specific resistivity of about 50 ohm-cm. The change of 
resistance due to amounts of light corresponding to 
those normally used with photoconductive cells is quite 
small. Expressed in other terms, the change in carrier 
density is often a very small percentage of the large 
number of carriers thermally excited in the material. 
Even with a coupling circuit having optimum imped¬ 
ance match, the sensitivity is low because of the current 
noise in the thermally excited current. When the ma¬ 
terial can be operated at temperatures well below room 
temperature, both intrinsic and suitably doped ger¬ 
manium are extremely practical materials for high 
sensitivity photoconductive cells. 

Where the radiation to be detected by these cells lies 
in the portion of the spectrum at wavelengths smaller 
than 1.8 microns, it is possible to greatly increase the 
impedance of the cell at room temperature by introduc¬ 
ing a p-n junction. Fig. 10 shows a schematic energy 

Fig. 10—-Schematic energy diagram of a p-n junction 
photoconductive cell. 

level diagram of a p-n junction photoconductive cell, 
in this type of photocell, almost the entire potential drop 
occurs across the p-n junction. On the n side of the 
junction electrons are thermally excited from impurity 
levels into the conduction band, while on the other side 
of the junction the acceptor levels contribute holes to 

the valence band. The applied potential tends to draw 
holes away from the barrier toward electrode A and 
electrons away from the barrier toward electrode B. If 
a photoconductive excitation occurs, for example, in 
the region marked JJ' within a diffusion length of the 
barrier, the hole moves toward electrode A while the 
electron is drawn through the potential barrier and over 
to electrode B. This, of course, results in a photocon¬ 
ductive current. The junction cell is finding many 
practical applications. 
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Photoeffects in Intermetallic Compounds* 
H. P. R. FREDERIKSEf and R. F. BLUNTf 

Summary—The intermetallic semiconductors are classified with 
respect to their crystal structure and to the place of the component 
elements in the periodic system. A survey is given of the properties of 
compounds with the zincblende and fluorite lattice. Photoeffects of 
individual members of these two groups are discussed. Such phe¬ 
nomena include photoconduction, photovoltage, and the photo¬ 
electro-magnetic effect. 

HE SYSTEMATIC investigation of intermetallic 
compounds is a very recent development in a 
field of physics—semiconductor research—which 

* Original manuscript received by the IRE, August 5, 1955. 
t National Bureau of Standards, Washington, D. C. 

in itself is only 15 or 20 years old. Although many binary 
compounds have been studied in the past, it is only 
since 1952 that these materials have been approached 
in the light of the new knowledge of semiconductors 
obtained from the work on germanium and silicon. The 
name “intermetallic” indicates that these compounds 
consist of two or more elements with a metallic charac¬ 
ter. For reasons of classification, reference will also be 
made to compounds containing sulphur, selenium, and 
tellurium, in spite of the fact that these elements can 
hardly be considered as metals. 
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The intermetallic semiconductors can be categorized 
according to their crystal structure: 

1. Compounds with the zincblende lattice. These 
binaries consist of elements from columns at opposite 
sides of the periodic table: III-V-, II—VI-, and I—VII-
compounds. Examples are: AlSb, InP, CdS, HgTe, Agi, 
and CuBr. 

2. Compounds with the calcium fluorite structure. 
To this class belong the II-IV-compounds like Mg2Si 
and MgsSn, and possibly the Ca-series: Ca2Si-Ca2Pb. 
The crystal structure of the latter group is, however, 
not certain. 

3. Compounds possessing the sodium chloride lat¬ 
tice. These materials are combinations of elements from 
the 4th and 6th or from the 2nd and 6th columns, like 
PbS, SnTe, MgSe, and CaTe. 
4. A few other compounds with complex structures 

like CbSb, ZnSb, and Mg3Sb2. 
5. Ternary compounds with the diamond structure, 

known as chalcopyrites.1 Examples are CuFeS2 and 
AgTITe,. 

A few words may be said about the binding character 
in intermetallic compounds. The proportions of the con¬ 
stituents obey the ordinary valence rules with only very 
few exceptions; the total number of valence electrons 
in the compound is nearly always 8 or a multiple of 8. 
The binding forces are predominantly covalent and in¬ 
crease from ionic to homopolar towards the center and 
the bottom of the periodic table; i.e., the heteropolar 
bond character increases in the following order from Ge 
via GaAs and ZnSe to CuBr and in the sequence MgTe, 
MgSe, MgS, MgO from the telluride to the oxide. 

For a discussion of photoeffects in intermetallics we 
have chosen the compounds of the first two classes: 
compounds with the zincblende and those with the 
fluorite structure. Photoconductivity has been observed 
in a few other intermetallics; some of these are listed in 
Table I. 

TABLE I 

Compound Energy gap from photoresponse 

Mg3Sb22'8 0.8 ev 
ZnSb2 0.55 ev 
CdjAss’ 0.6 ev 

All the photoeffects which will be discussed in this 
paper are observed in single crystals or slightly poly¬ 
crystalline bulk material. It is well-known (e.g., from 

1 C. H. L. Goodman and R. W. Douglas, “New semiconducting 
compounds of diamond type structure, Physica, vol. 20, pp. 1107-
1110; November, 1054. 

2 V. P. Zhuze, I. V. Mochan and S. M. Ryvkin, “Photoconductiv¬ 
ity of some intermetallic compounds,” Jour. Tech. Phys. (U.S.S.R.), 
vol. 18, pp. 1494-1497; 1948. 

3 T. S. Moss, “Photoconductivity in magnesium antimonide 
layers,” Proc. Phys. Soc. B (London), vol. 63, pp. 982-989; December, 
1950. 

the very extensive work on the lead compounds) that 
the photosensitivity of thin films is sometimes several 
orders of magnitude higher. 

The 111—V-Compounds 

This is the group of intermetallic semiconductors 
which has been most intensively studied in recent years, 
probably because of their close resemblance to the ele¬ 
ments of the fourth column. The similarity shows up 
most strikingly in the lattice constants of these ma¬ 
terials: Sn (6.46 Â), InSb (6.45 Â); Ge (5.65 Â), GaAS 
(5.64 Â). Many other properties also show a remarkable 
analogy to those of the corresponding elements of 
column IV. 

Investigations of these materials include determina¬ 
tion of conductivity and Hall coefficient, 4-8 rectifica¬ 
tion,4 magneto-resistive effect,9'10 optical absorp¬ 
tion,7'11-14 reflectivity, 12 photoconductivity, 16'16 thermo¬ 
electric power, 17 thermal conductivity, 17'18 and cyclo¬ 
tron resonance. 19

Some of the results from optical absorption measure¬ 
ments 11 are shown in Fig. 1 (next page). 

From all these data it has been possible to derive 
many important constants, such as, the forbidden 
energy gap, the Hall mobilities, and the effective masses 

4 H. Welker, “Über neue halbleitende Verbindungen, I u II,” 
Z. Naturf., vol. 7a. pp. 744-749, November, 1952; vol. 8a, pp. 248-
251, April, 1953; Physica, vol. 20, pp. 893-909; November, 1954. 

8 H. Weiss, “Über die elektrischen eigenschaften von InSb,” 
Z Naturf., vol. 8a, pp. 463-469; August, 1953. 

’ M. Tannenbaum and I. P. Maita, “Hall effect and conduc¬ 
tivity in InSb single crystals,” Phys. Rev., vol. 91, pp. 1009-1010; 
August 15, 1953. 

’ R. G. Breckenridge, R. F. Blunt, W. R. Hosier, H. P. R. 
Frederikse, J. H. Becker, and W. Oshinsky, “Electrical and optical 
properties of intermetallic compounds. I. Indium Antimonide,” 
Phys. Rev., vol. 96, pp. 571-575; November 1, 1954. 

• R. K. Willardson, A. C. Beer, and A. E. Middleton, “Electrical 
properties of semiconducting InSb,” Jour. Electrochem. Soc., vol. 
101, pp. 354-358; July, 1954. 
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Fig. 1—Optical constants of several intermetallic semiconductors with the zincblende structure. 

of the charge carriers. Values for these parameters have 
been compiled in Table If (next page). 

Indium Antimonide 

Preparation. The compound may be prepared by 
melting stoichiometric proportions of the components 

together in a graphite crucible under a protective 
atmosphere. The melting point is 523°C. Purification 
can be achieved by means of the zone-melting tech¬ 
nique. The /»-type and «-type impurities collect at oppo¬ 
site ends of the ingot due to the fact that the segregation 
coefficient for acceptor impurities is 1.2, while it appears 
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TABLE II 
Properties of Il I—V Intermetallic Compounds 

Energy 
gap at 
300°K 
(ev) 

Hall mo 
(cm2/vol 

at 30( 
u. 

lility 
t-sec) 
) K 
Up 

Effe 
ma 

dive 
sses 

IHp* 

Rectifi¬ 
cation 

at 
300°K 

Tran¬ 
sistor 

action at 
300°K 

InSb 0.16 
InAs 0.35 
InP 1.25 
GaSb 0.67 
GaAs 1.35 
GaP 2.4 
AlSb 1 .6 
AlAs 2.4? 
A1P 

65,000 
25,000 
3,400 
4,000 
3,500 

700 
200 
650 
650 

200 

0.015 
0.03 

0.20 
0.03 

0.18 
0.3 

0.39 
+ 
+ 
+ 

+ 

to be about 0.5 for donor impurities. 20

Optical Absorption. One of the most remarkable ef¬ 
fects in InSb is the anomalous optical absorption 11’14 
shown in Fig. 1(f). The absorption edge of w-type 
samples appears to move towards shorter wavelengths 
with increasing impurity content. This phenomenon has 
been explained by Burstein 21 on the basis of the very 
small effective mass of electrons. The small effective 
mass implies a small density of states at the bottom of 
the conduction band and also an unusually low im¬ 
purity concentration at which degeneracy sets in. Conse¬ 
quently electrons, thermally excited from impurity 
levels, will rapidly fill up the lower part of the conduc¬ 
tion band and any optical excitation will have to take 
place to a level considerably above the bottom of this 
band. 

Photoconductivity. Measurements of photoresponse 
are usually made in the following manner. 16'22 Samples 
are ground to a thickness between 0.2 and 0.6 mm and 
either mechanically polished or electropolished. Wires 
are soldered to the ends with indium and the specimen 
is mounted on a copper backing, separated from the 
metal by a thin sheet of mica. Appropriate optical cells 23 

are used when measurements above or below room 
temperature are undertaken. Monochromatic radiation 
from an infrared spectrometer is focused on the speci¬ 
men. The light beam is chopped at various frequencies 
(up to 1,000 or 2,000 cps) producing an alternating 
change in electrical conductivity. This signal is then 
measured with a tuned amplifier across a load resistor 
in series with the specimen and a battery. For low im¬ 
pedance samples a step-up transformer is inserted before 
the amplifier. 

20 T. C. Harman, R. K. Willardson, II. L. Goering, and A. C. 
Beer, “Effect of zone refmining variables on the segregation of im¬ 
purities in InSb,” Abstract No. 97, Spring Meeting Electrochem. 
Soc., Cincinnati, Ohio; May, 1955. 

21 E. Burstein, “Anomalous optical absorption limit in InSb,” 
Phys. Kev., vol. 93, pp. 632-633; February 1, 1954. 

22 T. S. Moss, “Photoconductivity in the Elements,” Butterworths 
Scientific Publications, London, p. 81 ; 1952. 

23 e g. See W. H. Ouehrig and I. L. Mador, “An optical cell for 
use with liquid helium,” Kev. Sei. Instr., vol. 23, pp. 421 424; August, 
1952. 

Results of measurements on a high-purity w-type 
sample of InSb are given in Fig. 2. 15 Hall effect and 
resistivity data show that this sample has an impurity 
content of 3.7 X10 13 cm-3 and an electron mobility of 
37,000 cm2/volt-second. It is probable that this low 
mobility is due to partial compensation by /»-type im¬ 
purities. The photoconductive signal is barely measure¬ 
able at room temperature but increases considerably on 
cooling to liquid nitrogen and liquid helium tempera¬ 
tures. No generally accepted theory exists to determine 
the threshold of photoconductivity. Moss 22 identifies 
the width of the energy gap with that wavelength for 
which the response has fallen to one-half of its maximum 
value, while others report good agreement with the 
wavelength of maximum response itself. 24 The values for 
the gap at helium temperature are 0.23 ev on the basis 
of Moss’ rule and 0.24 ev according to the second cri¬ 
terion. The difference is very small due to the steepness 
of the photoconductive cut-off and both values are in 
good agreement with results from electrical and ab¬ 
sorption experiments. 

F!g. 2—Photoconductive response of »-type InSb. (After Frederikse 
and Blunt, Photoconductivity, John Wiley and Sons, Inc., New 
York; 1955). 

Photovoltaic Effect. Sharp p-n junctions can be pro¬ 
duced by adding a slight amount of acceptor impurity 
(e.g., zinc) to an w-type melt during the crystal-pulling 
process. Such a junction shows good rectification char¬ 
acteristics when cooled to liquid nitrogen temperature. 26

24 J. J. Loferski, “Infrared optical properties of single crystals of 
tellurium,” Phys. Rev., vol. 93, pp. 707-716; February 15, 1954. 

28 S. W. Kurnick, A. E. Goldberg, G. M. Mitchell and R. N. 
Zitter, “Photoeffects in InSb,” Abstract No. 98, Spring Meeting 
Electrochem. Soc., Cincinnati, Ohio; May, 1955. 
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The spectral distribution of the photovoltage at 77°K is 
plotted in Fig. 3. Such photovoltaic cells have sensitivi¬ 
ties of the order of 10 volts/watt/cm2. 

WAVELENGTH IN MICRONS 

Fig. 3—Spectral distribution of the photovoltaic 
effect in InSb at 77°K. 

Photoelectro magnetic (PEM) Effect. 26 If a rectangular 
sample is illuminated (by I quanta/sec/cm2) on one of 
the surfaces, electron-hole pairs will be created in the 
surface layer and then diffuse into the bulk of the speci¬ 
men. If the sample is now placed in a transverse mag¬ 
netic field, holes and electrons will be deflected in oppo¬ 
site directions through the Hall angle tan-1 (pB), where 
/X is the mobility and B the magnetic induction (see Fig. 
4). This produces a voltage across the sample perpen-

Fig. 4—Photo-electro-magnetic (PEM) effect. 

dicular to the magnetic field and the direction of illumi¬ 
nation. The short-circuit current i, is then given by the 
following expression 25'26 in which the contribution of the 
holes is neglected due to the relatively small mobility of 
these carriers: 

el ^BLn 

VI + n2B2

1 

1 + —>/l + m2B2 
Id 

(1) 

in which Ld = diffusion length = (Dr) 1/2 , D = diffusion 
constant, r = lifetime of a charge carrier, and s = surface 
recombination velocity. It is clear from this formula that 
the plot of i, vs B will show saturation for small 5, while 

” T. S. Moss, “The photo-electro-magnetic effect in germanium 
and lead sulphide,” Physica, vol. 20, pp. 989-993; November, 1954. 

i, will reach a maximum and then decrease with in¬ 
creasing B for large recombination velocities. 

Simultaneous measurements of the PEM-effect and 
the photoconductive response on the same sample make 
a direct determination of r possible. The photoconduc¬ 
tive short circuit current is given by 

eIp.Fr 
I pc 

1 + {ts/Ld} (2) 

where F is the electric field. It follows from (1) and (2) 
that the lifetime is then 

The index o indicates that the value of B/i, has been 
taken for sufficiently small magnetic fields. Experiments 
like those described here have been carried out on a 
/j-type sample of InSb which was electro-polished and 
contained 7X1O 14 impurities/cc. Results indicate life¬ 
times of the order of 10~7 seconds at room temperature 
and 10-6 seconds at 77°K. These values have been con¬ 
firmed by direct measurements with a xenon spark 
source. 25 Moss27 believes that development of better 
crystals will eventually make it possible to increase the 
lifetime to 10-6 seconds at room temperature. On this 
basis he predicts a limiting energy sensitivity of 10-I ° 
watts at 300°K in the 7 p spectral range for a 1 cycle per 
second bandpass. 

Indium Arsenide 
This compound is usually prepared in a sealed 

“vycor” tube because of the strong evaporation of the 
arsenic at high temperatures. The melting point of In As 
is 936°C. 28 Zone melting improves the purity, and im¬ 
purity concentrations as small as 10 16 cm-3 have been 
reached. Electrical and optical measurements indicate 
that the properties of In As are very similar to those of 
InSb. 29 Results of resistivity and Hall effect experiments 
show that the width of the energy gap F is 0.47 ev at 
absolute zero, while the optical absorption data yield a 
value of about 0.35 ev at 300°I< 11'12 The electron mo¬ 
bility appears to be very high and the effective mass of 
electrons is smaller than 0.1 m,. The optical absorption 
edge shifts as a function of the impurity content similar 
to the behavior of InSb. 

Photovoltaic Effect. This effect has been observed in 
p-n junctions of InAs. 28 Fig. 5 (next page) presents the 
photovoltage of three cells at liquid nitrogen tempera¬ 
ture. The time constant r of these cells has been investi¬ 
gated with a light-pulse technique; the value for r ap¬ 
pears to be 7 nsec at 78°K. 

j7 T. S. Moss, “Absorption and photoconductivity in Indium 
antimonide,” to be published in Photoconductivity (John Wiley and 
Sons, Inc., New York, 1955). 

28 R. M. Talley and D. P. Enright, “Photovoltaic effect in 
InAs,” Phys. Rev., vol. 95, pp. 1092-1093; August 15, 1954. 

29 O. G. Folberth, O. Madelung, and H. Weiss, “Die elektrischen 
eigenschaften von indium arsenid. II.,” Z. Naturf., vol. 9a, pp. 954-
958; November, 1954. 
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Gallium Antimonide 
The properties of this compound are quite similar to 

those of germanium. Measurements of conductivity and 
Hall effect30-32 as well as transmission measure-
ments 11'12’31 have been carried out on this material. 
Results are given in Table II. 

Photoconductivity. The photoresponse has been meas¬ 
ured on one /»-type sample. 15 The charge carrier concen-

30 H. N. Leifer and W. C. Dunlap, Jr., “Some properties of /»-type 
gallium antimonide between 15°K and 925°K,” Phys. Rev., vol. 95, 
pp. 51-56; July 1, 1954. 

31 R. F. Blunt, W. R. Hosier, and H. P. R. Frederikse, “Electrical 
and optical properties of intermetallic compounds. If. Gallium anti¬ 
monide,” Phys. Rev., vol. 96, pp. 576-577; November 1, 1954. 

32 D. P. Detweiler, “Electrical properties of gallium antimonide,” 
Phys. Rev., vol. 97, pp. 1575—1578; March 15, 1955. 

Fig. 6—Photoconductivity in GaSb as a function of wavelength. 
(After Frederikse and Blunt, Photoconductivity, John Wiley and 
Sons, Inc., New York, 1955). 

tration of this specimen is 10 17 cm-3 at room tempera¬ 
ture and about one-tenth as much at 85°K. Fig. 6 shows 
the spectral distribution at those two temperatures. The 
signal is relatively small, probably due to the high 
impurity content of the specimen. The smallness of the 
increase on cooling is surprising. No dependence on fre¬ 
quency was observed between 10 and 510 cps, indi¬ 
cating a lifetime smaller than 10-3 seconds. The energy 
gap derived from the response curves (on the basis of 
Moss’ criterion 22) are in good agreement with results 
from electrical and transmission experiments. 

Gallium Arsenide 
This compound has an energy gap slightly larger than 

that of silicon. Until now only «-type material has been 
produced. Several properties of the compound have been 
measured such as conductivity, Hall coefficient, thermo¬ 
electric power, absorption, and reflection coefficient, as 
well as photoconductivity and rectifying character¬ 
istics.33

Photoeffects. Barrie et al. 33 report a high photosensi¬ 
tivity for polycrystalline samples; changes up to 5 per 
cent under room light illumination are observed. This 
response appears to be mainly associated with grain 
boundaries. Spectral response at room temperature of 
a GaAs specimen is in Fig. 7 (next page); the radia¬ 
tion is chopped at 800 cps in this case. The maximum 
of this curve corresponds to 1.30 ev. If the light beam 

33 R. Barrie, F. A. Cunnell. J. T. Edmond, and I. M. Ross, “Some 
properties of gallium arsenide,” Physica, vol. 20, pp. 1087-1090; 
November, 1954. 
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WAVELENGTH (MICRONS) 

Fig. 7—Photoconduction in GaAs. 

is chopped at a rate of 100 cps, the signal increases by a 
factor of 10, indicating a lifetime of about 0.01 second. 
The compound appears to be a good rectifier. A 

photodiode illuminated with different light intensities 
shows curre nt-vol tage characteristics4 as in Fig. 8. 

The 11—I V-Compounds 

The best known members of this group are the com¬ 
pounds of Mg with the elements of column IV: Mg2Si, 
Mg2Ge, Mg2Sn and Mg2Pb. Electrical properties of 
these materials have been measured by several investi¬ 
gators. 15'34-36 Results are given in Table III. 

TABLE HI 
Properties of II-I V-Compounds 

Hall Mobility 
ß. ß P (cm*/volt-sec) at 300°K 
M u, Up 

Mg2Si O.77(atO°K) 
Mg2Ge 0.74—9X10-4 T 530 106 
Mg2Sn 0.33-3.5X10-4 320 260 

34 W. D. Robertson and H. H. Uhlig, “Electrical properties of the 
intermetallic compounds Mg2Sn and Mg2Pb,” Trans. A.I.M.M.E., 
vol. 180, pp. 345-355; 1949. 

34 B. I. Boltaks, “The nature of the electric properties and mag¬ 
netic permeability of the intermetallic compound MgjSn,” Jour. 
Tech. Phys. (U.S.S.R.), vol. 20, pp. 180-186; 1950 (in Russian). 

36 G. Busch and U. Winkler, “Elektrische Eigenschaften der in¬ 
termetallischen Verbindungen Mg2Si, Mg2Ge, Mg2Sn und Mg2Pb,” 
Physica, 20, pp. 1067-1072; November, 1954. 

GaAs 

REVERSE FORWARD 

Fig. 8—Current-vol tage characteristics of a GaAs-
photodiode for different illuminations. 

Results on the compound Mg2Pb indicate that this 
material is either metallic or a highly degenerate semi¬ 
conductor. 
Busch and Winkler37 have also prepared mixed 

crystals, Mg2Ge 1/Sni_B, where y can have all values be¬ 
tween 0 and 1. These mixed crystals show a continuous 
change of energy gap between those of Mg2Sn and 
Mg2Ge. 

Magnesium Stannide 
Preparation.™ This compound is prepared in the same 

way as InSb. The crystals are bluish and brittle and 
cleave very easily; the surface corrodes rapidly when in 
contact with water or moist air. Deviations from perfect 
stoichiometry are very small in spite of the strong 
evaporation of the magnesium during preparation of the 
compound. Most crystals appear to be n-type; small 
amounts of column-I metals act as acceptor impurities. 

Resistivity and Hall Effect, Optical Absorption. Some 
results from measurements of these quantities are given 
in Table III. 38 The value for the forbidden energy gap 

37 G. Busch and U. Winkler, “Elektrische leitfähigkeit von 
mischkristallen intermetallischer Verbindungen,” Helv. Phys. Acta, 
vol. 26, pp. 579-583, fase. 6; 1953. 

38 R. F. Blunt, H. P. R. Frederikse, and W. R. Hosier, “Electrical 
and optical properties of intermetallic compounds. IV. Magnesium 
stannide,” to be published (Physical Review). 
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Fig. 9—Photoconductive response of MgsSn as a function 
of wavelength. X=n-type, 0=/>-type. 

£o is subject to doubt. Most of the values which have 
been reported in the literature range from 0.26 to 0.36 
ev .34,36.38 one interpretation of transmission measure¬ 
ments, however, based on the possibility of indirect 
transitions, yields a value for Eo as low as 0.12 ev. 39

Photoconductivity. Photoconduction has been ob¬ 
served in both n- and /»-type samples;38 the spectral re-

39 G. G. Macfarlane, private communication (compare: G. G. 
Macfarlane and V. Roberts, “Infrared absorption of germanium 
near the lattice edge,” Phys. Kev., vol. 97, pp. 1714-1716; March 15, 
1955. 

sponse at 85°K and at 5°K is shown in b ig. 9. No signal 
could be detected at room temperature. 

Assuming that the quantum efficiency is equal to one, 
it is possible to calculate the lifetime r of the charge 
carriers. 40 The result of this calculation for an re-type 
sample at 85°K is r = 2.5X10-4 seconds (for 4 n radia¬ 
tion). 

Correlation of the photoconductive threshold with 
the width of the energy gap presents many difficulties. 
Moss’ rule 22 does not seem applicable at all. Identifying 
the gap width with either the maximum or the “break” 
in the response curve, one obtains values for the energy 
gap which are 0.02 ev or 0.03 ev smaller than results 
from electrical or optical transmission experiments 
would indicate. This discrepancy might be connected 
with the very gradual decrease of absorption constant 
at the foot of the edge, which is far less steep than for 
most other crystals. As yet no unequivocal explanation 
has been offered for these observations. 

Conclusions 

The intense investigation of intermetallic compounds 
in recent years has led to the discovery of several new 
infrared-sensitive photoconductors. Simultaneous stud¬ 
ies of other properties of the same materials, such as 
conductivity, Hall effect, optical transmission, etc., have 
greatly contributed to our understanding of the elec¬ 
tronic structure of these solids. Results of experiments 
on spectral response, PEM-effect and other photoeffects 
in pure samples of InSb, InAs and Mg2Sn classify them 
as potential detectors for the far infrared region. 
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Photoconductivity of the Sulfide, Selenide, 
and Telluride of Zinc or Cadmium* 

R. H. BUBEt 

Summary—The highlights of recent photoconductivity research 
on evaporated, powder, and sintered layers, and on single crystals of 
photoconductors in the group ZnS, CdS, ZnSe, CdSe, ZnTe, and 
CdTe are reviewed. The following aspects of photoconductivity are 
discussed: spectral response, impurity sensitization, electrode con¬ 
tact problems, conductivity, mobility, speed of response, photocur¬ 
rent vs light intensity, photocurrent vs temperature, infrared quench¬ 
ing, thermally stimulated current and trapping, space-charge limited 
current, photoconductivity and luminescence, photovoltaic effect, 
photoemissive effect, and surface photoconductivity. 

The utility of the concepts of the Fermi-level and demarcation¬ 
level in the description of many photoconductivity phenomena is 
briefly discussed. 

Introduction 

THE USE OF photoconductors for the performance 
of various tasks in research and industry is under¬ 
going a broad expansion at the present time [1-6]. 

Photoconductors from the group discussed in this paper 
are currently in use, or being considered and developed 
for use, in such widely diverse applications as photocells 
for measurement of light intensity, detectors for X-rays, 
alpha- and beta-particles, and gamma rays, automatic 
automobile headlight dimmers, streetlight control, 
oximeters, “noiseless” switches, smoke and fire control, 
solar generators, detectors in computers, and miscel¬ 
laneous toys and novelties. Fig. 1 shows several large 
CdS crystals and typical crystal and sintered-layer 
commercial cells. 

Photoconductivity in these materials is characterized 
by the fact that the “gain” may be much larger than 
unity. The term “gain” is used to mean the ratio be¬ 
tween the number of charges passed through the crystal 
per unit time and the number of photons absorbed per 
unit time. Excitation produces a free electron and a free 
hole; in most of these materials, electrons are the 
majority carriers and the holes are rapidly trapped. 
The free electron moves through the crystal under the 
influence of the field to the positive electrode, and hence 
out of the crystal. At the time that an electron moves 
out of the crystal at the positive electrode, another 
electron enters the crystal at the negative electrode. 
Charge continues to flow through the crystal until re¬ 
combination occurs between the trapped hole and a free 
electron. Values of the “gain” as high as IO4 have been 
observed in CdS. Note that if the negative electrode 
were of such a type that electrons were not free to 
enter the crystal from it, then the “gain” would be 
limited to a value of unity or less. The gain may be 
simply expressed in terms of the lifetime of a free elec-

* Original manuscript received by the IRE, August 5, 1955. 
t RCA Laboratories, Princeton, N. J. 

trou, t, and the transit time of an electron between 
electrodes, r: 

Gain = t/I. (1) 

When t is expressed in terms of the mobility, /x, the ap¬ 
plied voltage, V, and the distance between electrodes, 
L, (1) for the gain may be converted to: 

Gain = (jM/L*. (2) 

Fig. 1—Photograph of large plate-like CdS crystals and of commercial 
crystal and sintered-layer photocells. 

Research in the photoconductivity of zinc sulfide 
holds an historic position in the field, dating back at 
least to the work of Gudden and Pohl [7] in 1920. It is 
only in the last decade or two, however, that apprecia¬ 
ble advances have been made in the understanding of 
the photoconductivity processes involving quantum 
gains larger than unity in such materials. The develop¬ 
ment of the techniques for the growth of single crystals, 
given impetus by the publication of Frerichs [8] in 1946 
on the vapor-phase growth of cadmium sulfide crystals, 
has played an important role in obtaining this under¬ 
standing. In this paper we shall review the highlights of 
research in the past ten years on photoconductivity 
in the sulfide, selenide, and telluride of zinc or cadmium: 
six materials with many similar properties. We have not 
attempted to provide an exhaustive bibliography of the 
subject, but have sought instead to mention key pub¬ 
lications which will lead the reader into the heart of the 
recent photoconductivity literature. 
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The topics to be discussed have been divided into two 
main categories. The first concerns the preparation of 
photoconductors by the different methods which have 
been used: as evaporated, powder, or sintered layers, 
and as single crystals. The second concerns a number of 
photoconductivity phenomena, a comprehension of 
which is essential for an understanding of the nature of 
the photon and electron processes in these photocon¬ 
ductors. 

Preparation of Photoconductors 
Evaporated Layers 

The use of evaporation in vacuum for the preparation 
of photoconductor layers has received wide use, prin¬ 
cipally because of the relative ease with which uniform 
layers of fairly large area can be produced without the 
presence of graininess. Evaporation methods are not 
difficult to develop using the normal vacuum techniques, 
and usually may be sufficiently controlled to yield re¬ 
producible results. The major disadvantage of evapo¬ 
rated layers is that the crystallinity of the layer is much 
less perfect than that of a single crystal; effects associ¬ 
ated with crystal imperfections (such as trapping) may 
determine the performance of the layer. It is also dif¬ 
ficult with evaporated layers to make a systematic study 
of impurity effects under controlled conditions. 

Evaporated layers of CdS have been prepared by 
many investigators [9-13]. It is generally reported that 
choice of an optimum pressure and rate of evaporation 
enables the preparation of CdS evaporated layers with 
properties which approach those of single crystals. In 
particular, the optical properties of the evaporated layer 
are very similar to those of the single crystal, whereas 
the electrical properties are much more sensitive to the 
exact method of preparation and to the type of post¬ 
preparation treatment. The optical properties of thin 
evaporated layers of CdS (1,200-6,000A thick) are 
described by Gottesman [14]. 

Schwarz [15, 16] describes several variations in the 
evaporation procedure which have proven useful for the 
preparation of layers of CdS, CdSe, and CdTe; such 
variations include cathode sputtering and the use of a 
low-voltage arc to achieve evaporation. 

Görlich and Heyne [17] have prepared evaporated 
layers of CdSe and CdTe, the latter being formed by 
vaporizing Cd and Te together in vacuum. Braithwaite 
[18] obtained layers of ZnTe by evaporating the ma¬ 
terial formed by fusing Zn and Te. 

Powder Layers 
In the years before the techniques for the growth of 

single crystals had become well developed, many 
measurements of photoconductivity were made on 
powder samples. Powders have been useful for the gross 
detection of the existence of photoconductivity [19], the 
spectral response of photoconductivity [20] and obser¬ 
vations of such photoconductivity phenomena as 
growth and decay of photocurrent and infrared quench¬ 

ing [21]; such measurements, however, cannot be gen¬ 
erally used to establish quantitatively reliable data on 
conductivities of materials because of the effect of the 
particle-to-particle contacts on the relationship between 
current and voltage. 

Kuwabara [22] has measured the optical properties of 
very small particles of CdS in glass. He found that the 
absorption edge lies at shorter wavelengths than that 
for single crystals, and shifts to longer wavelength with 
heat treatment of the glass. 

The photosensitivity which could be obtained from 
such powders has been, until recently, generally much 
lower than that which could be obtained from properly-
prepared single crystals. Kolomiets [23] reported an in¬ 
crease in the photosensitivity of a CdS powder when the 
powder was heated in an atmosphere of oxygen; it was 
believed that the oxygen converted some of the CdS to 
CdO at the surface of the powder particles, thus increas¬ 
ing the conductivity and improving the particle-to-
particle contact. 
Thomsen and Bube [24] have found it possible to pre¬ 

pare CdS powder photoconductors which exhibit many 
of the desirable properties of single crystals. Powder 
layers of large area may be prepared by spreading onto 
a suitable surface a prepared mixture of microcrystal¬ 
line photoconductor powder (prepared by a special 
phosphor technique, involving the incorporation of 
chlorine and copper impurity), in a plastic solution, and 
allowing the layer to harden. A two-inch square cell of 
such a powder layer can pass an ampere for an illumina¬ 
tion of a few foot-candles. Photocells made from powder 
layers are described by Nicoll and Kazan. [25] 

Sintered Layers 
A variation of the powder layer which approaches 

even closer to having the same characteristics as single 
crystals, is the sintered layer. [24] Sintered layers of 
CdS or CdSe are made by spraying a “paint” of CdS or 
CdSe (a water mixture of sulfide or selenide with chlo¬ 
ride and copper) onto a suitable surface, and firing the 
surface with its dried layer to form a polycrystalline 
sintered layer. This method is very useful in producing 
large-area photoconductors with crystal-like character¬ 
istics without involving the difficulties met in growing 
large-area single crystals or in producing large-area 
photoconductor layers by evaporation in vacuum. 

Single Crystals 
There are three essentially different methods for the 

preparation of single crystals of photoconductors: 
vapor phase reaction of the elements, sublimation of the 
powder and recrystallization, and growth from the 
melt. 

The report by Frerichs [8, 26] of the growth of single 
crystals of CdS, CdSe, and CdTe by the vapor phase 
reaction of Cd and HsS, HjSe, and H2Te provided con¬ 
siderable impetus to the development of this technique 
for the growth of single crystals. Many other investiga-
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tors have elaborated on this basic method to grow 
crystals of CdS [27-30] and crystals of ZnS. [31-33] 

The sublimation of ZnS powder with subsequent re¬ 
crystallization from the vapor phase has been used for 
the growth of single crystals of ZnS by Kremheller [33] 
and Piper [34], Sublimation of ZnS and CdS powder 
under a low pressure of a few psi of H2S for periods of 
the order of days has been used by Reynolds and 
Czyzak [35-37] to grow crystals of CdS and ZnS as 
large as 13X8X5 mm3. 

CdTe has the lowest melting point of all the photo¬ 
conductors under consideration in this paper (1041°C) 
and therefore is suitable for growing crystals from the 
melt as well as from the vapor phase. [38, 39] 

Photoconductivity Phenomena 

Phenomenological Photoconductivity Theory 
An absolute theory of photoconductivity does not 

exist; although it is possible to predict the approximate 
spectral response of a material from a knowledge of its 
absorption characteristics, it is not possible to predict 
the “gain,” usually called the photosensitivity, from a 
knowledge of the constituent elements only. The sensi¬ 
tivity, the temperature dependence, the speed of re¬ 
sponse, and many other characteristics of the photo¬ 
conductivity of a material depend on the capture cross 
sections for electrons and holes of imperfections in the 
crystal. Recombination of electrons and holes takes 
place predominantly through these imperfections; hence 
the location, the concentration, and the nature of these 
imperfections determine most of the photoconductivity 
properties of the crystal. Such imperfections may be 
associated with crystal defects or with incorporated 
impurities; in CdS and CdSe it seems that crystal de¬ 
fects play a major role in determining the photocon¬ 
ductivity properties and in determining what effects 
are caused by incorporated impurities. (A model may 
be constructed to explain photoconductivity with 
quantum gain greater than unity in terms of distributed 
barriers in the crystal which are reduced by irradiation 
by light. [49, 50] Although such barriers may be present 
and give rise to such effects, they are not necessary for 
the occurrence of photoconductivity with gain greater 
than unity.) 

To prepare a sensitive photoconductor, therefore, it 
is necessary to make certain that centers with large re¬ 
combination cross section are absent, and that what¬ 
ever recombination centers are present have as small a 
cross section as possible. For CdS and CdSe crystals, 
and for other »-type photoconductors in the group under 
consideration, the free hole formed by excitation across 
the band-gap is captured quickly at an imperfection; 
the “sensitizing” centers must therefore be of the type 
that have a small capture cross section for free electrons, 
once they have captured a hole. Values for this capture 
cross section for a free electron have been derived from 
measurements of photoconductivity for ZnS and CdS by 
Smith [40] Bube [20, 41], Fassbender [42, 43], Schoen, 

[47], and Broser and Warminsky [44], the values lie 
between IO-20 and 10-24 cm2. Such cross sections are 
some five to nine orders of magnitude smaller than 
atomic dimensions, and indicate that the high photo¬ 
sensitivity of these materials is associated with the 
presence of centers which are effectively surrounded by 
a potential barrier for the capture of an electron. 

In attempting the theoretical description of photo¬ 
conductivity, there have been essentially two modes of 
approach. The first method of approach consists in 
setting up a fairly simple model: simple in the sense that 
only a small number of different types of discrete levels 
are assumed present in the forbidden gap. Then a system 
of differential equations is set up for the rates of change 
of the concentration of the various filled and empty 
states. The solution of these equations, usually in se¬ 
verely complicated form, is applied to the experimental 
data, a fit being attempted by the adjustment of suita¬ 
ble parameters. Examples of such calculations are given 
by Broser and Warminsky [44, 45] Frerichs [46], Schoen, 
[47] and Kallmann and Kramer [48], In many cases such 
calculations are useful, but in general they are suffi¬ 
ciently far from reflecting the actual complexity of af¬ 
fairs in the photoconductor so that they provide only 
a partial and approximate analysis of the phenomena. 

The second method of approach consists in attempt¬ 
ing to treat the photoconductivity properties of a 
material in a collective and somewhat statistical way to 
obtain a semiquantitative description of phenomena 
and to retain a direct concept of the physical nature of 
the processes involved. This method has been largely 
developed by Rose [51-53] and is characterized by the 
use of the quasi or steady-state Fermi level, and by the 
general assumption that there is usually a fairly high 
concentration of levels with a broad energy distribution 
in the forbidden gap. It will prove convenient in the 
discussion of the photoconductivity phenomena in the 
following sections to use the method of Rose; at this 
point we shall briefly present its more important fea¬ 
tures. 

The distance of the steady-state electron Fermi level 
from the conduction band, E/n, (see Fig. 2, next page) 
may be calculated from the conductivity and the tem¬ 
perature according to the equation: 

Efn = kT In (3) 
• 

where T is the absolute temperature, Nc is the concen¬ 
tration of states in the lowest ^T-wide part of the con¬ 
duction band, e is the electronic charge, g is the mobility, 
and a the measured conductivity. A similar hole Fermi 
level can be defined in terms of the concentration of free 
holes. In describing electronic phenomena, it is con¬ 
venient to consider these Fermi levels as indicating the 
approximate boundary between shallow trapping levels, 
lying above the electron Fermi level or below the hole 
Fermi level, and recombination levels, lying between 
the two Fermi levels. If a level does not lie between the 
two Fermi levels, it is assumed that it is in thermal 
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equilibrium with the nearest allowed band, and does not 
play an appreciable role in recombination processes. 

Actually the boundary between trapping levels and 
recombination levels is not given exactly by the location 
of the Fermi level, but by the location of a level called 
the demarcation level. An electron at the electron de¬ 
marcation level has equal probability of being thermally 
excited into the conduction band and of recombining 
with a hole in the fdled band. A hole at the hole demar¬ 
cation level has equal probability of being thermally 
excited to the filled band and of recombining with an 
electron in the conduction band. The demarcation level 
is shifted from the Fermi level by an energy-difference 
which is usually small: kT times the natural logarithm 
of the ratio of the concentration of filled recombination 
levels, n0, to empty recombination levels, pa. 

Fig. 2—-Schematic representation of the electron and 
hole Fermi levels and demarcation levels. 

A useful relationship exists between the electron 
Fermi level and the hole demarcation level, and between 
the hole Fermi level and the electron demarcation level. 
The hole demarcation level will lie at a distance above 
the filled band which is equal to the distance of the 
electron Fermi level below the conduction band plus a 
correction equal to k7' times the natural logarithm of 
the ratio of the capture cross section of the levels for 
holes, Sp, to that for electrons, A similar relation con¬ 
nects electron demarcation level and hole Fermi level. 
Naturally a separate demarcation level must be defined 
for each class of states characterized by a different ratio 
of capture cross sections for electrons and holes. 

Rose [53] has pointed out that usually a number of 
models can be constructed to explain a given photocon¬ 
ductivity observation and that the purpose of further 
experimentation is to eliminate some of the possible 
models. There are, however, three photoconductivity 
phenomena, which will be discussed in more detail in 
the following sections, which require the general as¬ 

sumption that there are two different classes of recom¬ 
bination centers for their explanation. These three phe¬ 
nomena are an increase in photosensitivity caused by 
the incorporation of impurities, in spite of the concur¬ 
rent increase in the concentration of recombination 
centers; superlinear photoconductivity (photo-current 
increases as a power of light intensity greater than 
unity); and infrared quenching of photo-conductivity. 
These three phenomena are related in that they may be 
considered respectively as sensitization by impurity, 
sensitization by light, and desensitization by light. 

The essence of Rose's hypothesis is that there are two 
classes of recombination centers distributed through the 
forbidden gap. One possible example is that (1) Class I 
centers have a capture cross section for holes equal to or 
less than that of Class 11 centers; (2) Class I centers have 
a capture cross section for electrons greater than that of 
Class II centers, once a hole has been captured; (3) 
Class II centers are filled with electrons in the dark. 
Crystal defects that have the capture cross section prop¬ 
erties stipulated can easily be conceived, purely on elec¬ 
trostatic grounds: 

Class I centers: 

(Vo-)+ + IP -> (FJ++ 

(7“)° + IP-+(VO~)+ 

Class II centers: 

(7c) + IP —> (7e+)~ 

(7+)- + IP -> (7?+)«. 

Vc represents a cation vacancy and Foan anion vacancy. 
The sign inside the bracket represents the number of 
trapped electrons or holes; the sign outside the bracket 
represents the effective charge of the defect with respect 
to the rest of the crystal. 

Fig. 3—Schematic representation of sensitization of a crystal with 
increasing excitation intensity, (a) I.ow excitation “desensitized.” 
(b) High excitation “sensitized.” 

We shall see in more detail in the following sections 
how these concepts can be applied to describe photo¬ 
conductivity phenomena in CdS and CdSe crystals. 
Fig. 3 illustrates the dependence of photosensitivity on 
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TABLE I 
Width of the Band Gap, ev 

(At room temperature except where specified) 

Material Absorption 
Spectrum 

Photoconductivity 
Excitation 
Spectrum 

Luminescence 
Excitation 
Spectrum 

Luminescence 
Edge 

Emission 

Conductivity 
vs 

Temperature 
Bibliography 

cub-ZnS 3.64 
3.60 

56 
57 

hex-ZnS 3.64 
3.70 
3.70 
3.55 
3.65 
3.60 

3.68 

3.70 

3.77 

20 
35, 58 
56 
59 
60 
61 

cub-ZnSe 2.58 
2.66 

63 
57 

cub-ZnTe 2.15 63 

hex-CdS 
2.38 

2.42 

2.44 

2.41 
2.38 

2.47 

2.44 
2.42-2.48 

2.52 (77°K) 
2.45 

62 
64 
57 
59 
65 
66 
67 
68 

hex-CdSe 1.74 62 

cub-CdTe 
1.42 

1.41 

1.47 
1.43-1.57 

62 
38 
39 
69 

the location of the demarcation levels in schematic 
fashion. The crystal is in a desensitized state when only 
Class I centers are able to function as recombination 
centers; the crystal becomes sensitized as Class II 
centers become able to function as recombination cen¬ 
ters because of a shift in the demarcation level. Holes 
formed by excitation become concentrated in small 
capture cross section, Class II centers, and electrons 
formerly in Class II centers are transferred via the con¬ 
duction and valence bands to fill and hence make un¬ 
available for recombination the large capture cross sec¬ 
tion Class I centers. (In the remainder of the paper, 
the term “capture cross section” will mean the capture 
cross section for free electrons by a center which has 
previously captured a hole.) 

Band Gap and Spectral Response 
For a pure photoconductor crystal, the dependence of 

photosensitivity on wavelength will be very similar to 
the dependence of the absorption on wavelength. The 
photosensitivity will be high and fairly constant for 
irradiation with photons with energy greater than the 
forbidden gap (for exceptions caused by surface effects, 
see section on surface photoconductivity), and the 
photosensitivity will decrease very rapidly as the energy 
of the photons irradiating the crystal is made less than 
the forbidden gap. 

The most common methods for determining the width 
of the band gap involve measurements of absorption, 

excitation spectrum for photoconductivity, excitation 
spectrum for luminescence, luminescence edge emission 
spectrum, and dark conductivity as a function of tem¬ 
perature. Small but definite differences exist between the 
values of band gap determined by different methods; 
this is largely because the theoretical concepts of the 
band edges in relation to these various measurements 
have not been clearly established. 

Table I presents a summary of the results of measure¬ 
ments of band-gaps by many investigators. Table II 
presents a summary of the results of measurements of 
the temperature variation of the band-gap. 

Hoehler [54] has measured the variation in the band¬ 
gap of CdS as a function of pressure between 1 and 330 
atmospheres; he reports a change in the absorption edge 
of about — O.OlA/atmosphere. From a comparison be¬ 
tween the pressure-caused and the temperature-caused 
shift in the absorption edge, Hoehler concludes that the 
shift in the edge caused simply by thermal dilatation of 
the crystal accounts for only about 20 per cent of the 
total shift in the edge found with changing temperature. 

Moss [55] has discovered that for many photocon¬ 
ductors, the ratio of the fourth power of the index of 
refraction to the wavelength corresponding to the 
absorption edge is approximately a constant; this 
constant is about 77 if the wavelength is expressed in 
microns. If, for example, a value of 2.45 is taken for the 
index of refraction of CdS, and a value of 0.51 micron 
for the edge wavelength, the ratio is 71. 



1955 Bube: Photoconductivity in Zinc or Cadmium 1841 

TABLE II 
Temperature Dependence of the Band Gap (e»/degree)X10-6 

(Band Gap Decreases with Increasing Temp.) 

Material Absorption 
Spectrum 

Temperature 
Range 

Photoconductivity 
Excitation 
Spectrum 

Temperature 
Range Bibliography 

hex-ZnS 46 
85 

At 77°K 
At 800°K 

61 
61 

cub-ZnSe 72 90°-400°K 62 

hex-CdS 41 
49 
50 i° 

Io 
Io

OO
 c
 *
4 

o 
o 

« 
° 
° 

52 
46-58 
26-37 
42-58 

90s-400°K 
300°-425°K 
At 115°K 
At 265°K 

64 
64 
66 
62 
67 
68 
68 

hex-CdSe 46 90°-400°K 62 

cub-CdTe 36 90°-400°K 62 

Impurity Sensitization 
The incorporation of impurities in these photocon¬ 

ductors may increase the dark conductivity and the 
photosensitivity, decrease the dark conductivity and 
photosensitivity, or provide a new photosensitivity for 
photons with energy less than the width of the band¬ 
gap, corresponding to direct excitation from the im¬ 
purity centers. 

In ZnS, for example, the incorporation of silver im¬ 
purity extends the spectral response to longer wave¬ 
lengths by providing an absorption at about 3.42 ev, 
and copper extends the response even further by pro¬ 
viding an absorption at about 3.30 ev [20], 

In CdS, the incorporation of a halide or a trivalent 
cation increases both the dark conductivity and the 
photosensitivity without appreciably affecting the 
spectral response [24, 28, 29, 70]. The incorporation of 
silver or copper decreases the dark conductivity and the 
photosensitivity, and also adds considerable new photo¬ 
sensitivity in the red portion of the spectrum. [10, 11, 24, 
28] The effect of these impurities on CdSe is very similar 
to that for CdS; in this case, the new spectral response 
associated with the incorporation of copper is in the 
near infrared. 
The mechanism by which the incorporation of a 

halide, chloride for example (or of a trivalent cation), 
increases the photosensitivity of CdS merits further con¬ 
sideration [28]. When chloride ions are incorporated in 
CdS, they may have two effects: they may alter the 
effective valence of the ions of the host crystals, or they 
may cause crystal defects. The relative importance of 
these two effects will be determined by the atmosphere 
present during the growth of the crystals [29]. When a 
chloride ion substitutes for a sulphur ion in the crystal 
in accordance with the first of these effects, the results 
may be expressed by saying either for each chloride in¬ 
corporated, a monovalent cadmium ion is formed; or for 
each chloride incorporated, a loosely-bound electron 
exists in an orbit about the chloride ion. 

Pure cadmium sulfide crystals have a very low dark 
conductivity (about 10~ 12 mho/cm) and a low photo¬ 
sensitivity. The incorporation of only about 2 parts per 
million of chloride increases the dark conductivity to 
about 1 mho/cm. This is because the extra electron, 
which is loosely bound when chloride substitutes for 
sulfide, has a binding energy of about 0.04 ev [41]; the 
electron is therefore free at room temperature. But as 
the conductivity is increased from 10~ 12 mho/cm to 1 
mho/cm by the incorporation of chloride, the photo¬ 
sensitivity is also increased by a factor between 103 and 
106. [28] It is this increase in photosensitivity in spite of 
the fact that the incorporation of impurities potentially 
provides more recombination centers, which is easily 
explained by the concepts of Rose, previously dis¬ 
cussed. 

As the electrons provided by the incorporation of 
chloride increase the dark conductivity, they will also 
shift the Fermi level and bring new centers into the role 
of recombination centers. These new recombination 
centers will be filled in the dark and hence, if their 
nature is appropriate, thej' will be able to function as 
the small capture cross section centers of Class II type 
previously described. Holes formed by excitation wih 
aggregate in the small capture cross section Class II 
centers and the electrons formerly in Class II centers 
will be transferred to the large capture cross section 
Class I centers which were responsible for the low sensi¬ 
tivity of the pure crystals. Thus, the sensitization proc¬ 
ess decreases the rate of capture of electrons by Class I 
centers, and hence, increases the lifetime of free elec¬ 
trons. 

The effect of copper (and silver) in decreasing the 
dark conductivity and photosensitivity can be ex¬ 
plained by considering the copper to play the role of a 
low-lying acceptor center; the copper centers accept the 
electrons provided by the incorporation of the chloride 
or other donor impurities, decrease the conductivity, 
and hence remove the sensitization by removing Class 
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11 centers from their role of recombination centers. In 
addition, the copper centers now provide an additional 
sensitivity in the red caused by direct excitation from 
the copper centers to the conduction band. When high 
proportions of copper are incorporated in evaporated, 
powder, or sintered layers, the spectral response may 
remain high out to 9,000A. [10, 11, 24] 

Bube and Thomsen [28] have reported specifically on 
the effects of Cl, Br, I, Al, Ga, In, Cu, and Ag impurity 
on the conductivity and photosensitivity in CdS and 
CdSe. Veith [10] and Goercke [11] have reported on the 
effects of excess Cd, and Cu and Ag impurity in CdS. 
Kroeger et al [29] have described the effects of Ga, In, 
Sb, Cl, and Ag impurity on the conductivity of CdS. 

A number of authors have reported on the effect of 
oxygen impurity in CdS, CdSe, and CdTe, particularly 
on the properties of evaporated layers. Oxygen impurity 
has been reported to have the following effects: decrease 
in dark conductivity and slight decrease in photosensi¬ 
tivity of CdS after exposure to oxygen at room tempera¬ 
ture (reversible in vacuum), but a permanent increase 
in dark conductivity by prolonged heating in oxygen 
[71], improved sensitivity, particularly for CdSe, if pre¬ 
pared in an atmosphere containing oxygen [15-17], ex¬ 
tension of spectral response of CdS to longer wavelengths 
for up to 2 per cent oxygen impurity [37], and increase in 
concentration of trapping centers in CdS [72-74], 

Electrode Contact Problems 

For most applications, both practical and theoretical, 
it is desirable that the current through a photoconductor 
be proportional to the voltage applied to the photo¬ 
conductor; i.e., that the material obey Ohm’s law. An 
ohmic contact is one made with an electrode which is 
able to supply to the crystal an excess or a reservoir of 
carriers ready to enter the photoconductor as needed. 
Such an ohmic contact to an w-type insulating crystal 
is obtained by using a metal with work function smaller 
than that of the insulator. The nature of the effects of 
electrode material on the electrical properties of CdS 
has been investigated by Broser and Warminsky [75] 
and by Buttler and Muscheid [76], By various treat¬ 
ments, Buttler and Muscheid were able to make ohmic 
contacts to CdS using both gold and aluminum elec¬ 
trodes; they found that by providing ohmic contacts to 
the crystals, undesirable effects such as rectification, 
instability, irreversible “forming” changes, and noise, 
were either eliminated or greatly reduced. 

Following the approach of using materials with low 
work functions for the electrodes, Smith and Rose 
[77, 78] have shown that ohmic contacts to CdS can be 
made with indium or gallium electrodes (either melted 
or evaporated). In such crystals, the photovoltaic effect 
is absent, and Shulman et al. [79] have shown that the 
noise is much less than for crystals with silver electrodes. 

Sintered layers of CdS or CdSe give a photocurrent 
which obeys Ohm’s law for applied fields as small as 2 
mv/cm, even when silver electrodes are used. [24] 

Conductivity 
The photoconductors discussed in this paper are n-

type conductors, with the exception of CdTe which may 
exhibit either w-type or /»-type conductivity, and of Znte 
which has been found only /»-type to date. 

The experiments of Smith [80] on electroluminescence 
in pure CdS crystals suggest that the emission is the 
result of the recombination of electrons and holes after 
injection of both charge carriers from the electrodes; in 
such pure crystals, hole conductivity may play a role in 
the electronic processes, but in most sensitive photo¬ 
conducting crystals, it is almost certain that hole con¬ 
ductivity is completely negligible. Sommers [81] has 
shown from measurements of the photo-electro-mag¬ 
netic effect on the CdS crystals used by Smith that the 
hole lifetime in these crystals is about 0.1 jusec., about 
1/10 of that of the electron lifetime. In sensitive crys¬ 
tals, where the electron lifetime is 104 times or more 
longer than in pure crystals, it is likely that the hole 
lifetime is considerably shorter than in pure crystals. 

Impurities from Groups III and VII of the periodic-
table act as w-type impurities in CdS, CdSe, and CdTe; 
impurities from Groups 1 and V act as /»-type impurities. 
The activation energies for w-type impurities vary from 
a few hundredths of a volt in CdS [41, 70] to a few 
thousandths of a volt in CdTe [38], Activation energies 
for /»-type impurities have been obtained only for CdTe; 
they lie between 0.3 and 0.5 ev. It is probable that the 
activation energies of /»-type impurities are even larger 
in CdS or CdSe, for which the band-gap is larger than 
in CdTe. The failure to detect any /»-type CdS or CdSe 
when these same impurities are used may possibly be 
explained, therefore, by the large activation energies of 
/»-type impurities which would be involved. 

For high concentrations of Cl and Ga impurity in 
CdS, Kroeger et. al. [70] have reported that the activa¬ 
tion energy becomes negligible for impurity concentra¬ 
tions of 10 l8/cm3 and higher, and that conduction then 
takes place in an impurity band. 

Hauffe [82] has measured the conductivity of CdSe 
layers in a partial pressure of Cd and Se as a function of 
temperature. For pressures greater than 10-1 mm Hg, 
he found that the conductivity increased as the 0.2 
power of the pressure of the Cd vapor, or decreased as 
the 0.5 power of the pressure of the Se vapor. 

Appel [69, 83] has reported on measurements of the 
temperature dependence of the conductivity of CdTe 
between 25° and 600° C. 

Mobility 

Values for the mobility of electrons in CdS have been 
reported by many investigators [40, 41, 43, 44, 70, 84]; 
they lie between about 1 and 200 cm2/volt sec., with a 
probable average value of about 100 cm2/volt sec. The 
mobility in CdSe is of the same order of magnitude. 
Jenny and Bube [38] have reported that the electron 

mobility in CdTe is about 300 cm2/volt sec. and that 
the hole mobility is about 30 cm2/volt sec. 
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Measurements of the temperature variation of the 
electron mobility in CdS have been reported by Kroeger 
et al. [70] 

Speed of Response 

The growth and decay of both photoconductivity and 
luminescence are easy to measure, but difficult to in¬ 
terpret. Detailed measurements on the growth and de¬ 
cay of photoconductivity in ZnS and CdS have been 
made by many investigators [21, 73, 85-87], but the rel¬ 
ative simplicity in fitting such curves with equations de¬ 
rived from many different theoretical models makes 
such fittings usually of little value. 

It is generally true that the decay of photoconduc¬ 
tivity consists of two parts: an initial rapid portion cor¬ 
responding to the direct recombination of free electrons, 
and a subsequent, much slower portion corresponding 
to the recombination of electrons which have been ther¬ 
mally freed from traps. If high intensity excitation is 
used to give a high concentration of free electrons, the 
major portion of the decay curve will be of the first type, 
and the observed decay time will be equal to the true 
lifetime of a free electron needed to satisfy (2). If a low 
intensity excitation is used, the decay curve will be 
mainly of the second type and the observed decay time 
will be longer than the true lifetime of a free electron. 
The complex distribution of trapping levels and re¬ 
combination levels in a real crystal makes theoretical 
calculations based in detail on a model containing only 
one or two sets of discrete levels of limited value 
only. Decay times vary from a few jusec. for insensitive 
crystals at high excitation intensity to a few seconds for 
sensitive crystals at low excitation intensity. CdSe 
photoconductors have a generally faster speed of re¬ 
sponse than CdS photoconductors. 

The performance of a photoconductor can conven¬ 
iently be described in terms of (2) by a comparison be¬ 
tween the observed decay time and the calculated life¬ 
time using the measured values of applied field and gain. 
For measurements on single crystals at high light inten¬ 
sities the observed decay time will be equal to the calcu¬ 
lated lifetime, but at low light intensities, the observed 
decay time is frequently found to be as much asa hundred 
or a thousand times longer than the calculated lifetime. 
Under normal operating conditions, the observed decay 
times for powder layers are between 103 and 105 times 
longer than the lifetime calculated from (2), and for 
sintered layers, the observed decay times are about 10 
to 103 times longer than the calculated lifetimes. The 
comparison of decay time with calculated lifetime for 
powder layers is strongly dependent on the applied field, 
because of the non ohmic current-voltage relationship 
found with powder layers. 
There is a phenomenon involved in the growth of 

photoconductivity in CdS and CdSe which merits 
further brief consideration. The growth of photocon¬ 
ductivity in CdS crystals at room temperature depends 
strongly on the length of time which has elapsed since 

the previous excitation. After periods of darkness of 
several days, a pronounced 5 shaped growth curve is 
obtained, more than 20 seconds being required in one 
case, for example, for the photocurrent to rise the first 
1 per cent of its equilibrium value. It has been shown 
by Bube [88] that such slow 5 shape growth curves occur 
only when the electron Fermi level passes through thaï 
portion of the forbidden gap which is between 0.6 and 
0.8 ev from the conduction band in CdS, and between 
0.3 and 0.6 ev from the conduction band in CdSe. The 
slow growth corresponds to the time required for re¬ 
adjustment of the occupancy of recombination levels. 
The holes become located at centers with small recom¬ 
bination cross section (Class II centers), and electrons 
are transferred from Class II centers to decrease the 
rate of recombination at large recombination cross sec¬ 
tion Class I centers. 

The Class II levels postulated in this process proba¬ 
bly lie slightly below the middle of the forbidden gap in 
both CdS and SdSe, and, as will be shown in the follow¬ 
ing sections, play an important role in many of the 
photoconductivity phenomena found in these materials. 
When the electron Fermi level is raised by the applica¬ 
tion of light through the critical range, the hole demar¬ 
cation level corresponding to this electron Fermi level 
is lowered through that part of the forbidden gap over 
which these Class II levels are distributed. The crystal, 
therefore, is undergoing a process of sensitization in the 
growth of photoconductivity, and it is the time required 
to achieve the equilibrium sensitization that gives the 
slow .S’ shape growth observed. 

Photocurrent vs Light Intensitiy 

Most simple considerations involving one class of 
recombination centers predict that the photocurrent 
should vary with a power of the light intensity, n, be¬ 
tween 0.5 and 1.0, depending on the particular condi¬ 
tions assumed. Rose [51], for example, has shown how 
particular values of n of 0.5 and 1.0 can be obtained by 
considering a uniform distribution of trapping levels, 
and how any value between 0.5 and 1.0 can be obtained 
by considering an exponential distribution of trapping 
levels. Values of n in the range between 0.7 and 0.9 are 
very common in measurements on CdS crystals at room 
temperature. 

In CdSe at room temperature, however, the photo¬ 
current usually varies with a power of the light intensity 
greater than unity [40, 89], this phenomenon is called 
superlinear photoconductivity. Extensive measurements 
of superlinear photoconductivity in CdSe and also in 
CdS were made as a function of temperature by Bube 
[90], Fig. 4 (next page) gives photocurrent vs light in¬ 
tensity data for a crystal of CdSe. A slope equal to or 
less than unity, is found at low temperatures, and 
at intermediate temperatures for high excitation in¬ 
tensity. A slope greater than unity, Si, is found at in¬ 
termediate temperatures for low excitation intensity, 
and at high temperatures for high excitation intensity. 
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A slope equal to or less than unity, S3, is again found at 
high temperatures for low excitation intensity. An 
analysis of such data for many crystals of CdSe (all of 
which showed superlinearity, except for a very few 
crystals with very low sensitivity), shows that super¬ 
linearity occurs when and only when the electron Fermi 
level varies between 0.3 and 0.6 ev below the conduction 
band. Similar measurements on CdS at elevated tem¬ 
peratures show that superlinearity in CdS occurs when 
the electron Fermi level varies between 0.6 and 0.8 ev 
from the conduction band. 

Fig. 4—Photocurrent of a crystal of CdSe as a function of excitation 
intensity for several different temperatures. The temperatures 
and the applied voltages are indicated on the figure. An excitation 
intensity of 100 is equivalent to 900 foot-candles. 

According to Rose, superlinearity occurs when the 
hole demarcation level, the location of which is asso¬ 
ciated with the location of the electron Fermi level, 
moves down to include Class II crystal defect centers as 
recombination centers with small recombination cross 
section. Sensitization of the crystal—manifesting itself 
in the occurrence of superlinearity—occurs as long as 
the hole demarcation level moves down to include more 
centers of Class II type. When the Class II centers are 
not functioning as recombination centers, a linear or 
sublinear variation of photocurrent vs light intensity 
for the crystal in a desensitized state is found; when all 
of the Class II centers are acting as recombination cen¬ 
ters, a linear or sublinear variation of photocurrent vs 
light intensity is again found, but this time for the 

crystal in a sensitized state. The location of the Class II 
levels is such that superlinear photoconductivity, for a 
normal range of excitation intensities (IO-3 to 103 foot¬ 
candles), is found for CdSe between —40° and 120°C, 
and for CdS between about 100° and 200°C. 

In a practical sense, this means that, although CdS 
and CdSe may have equal sensitivities for high excita¬ 
tion intensities at room temperature, CdS will be con¬ 
siderably more sensitive than CdSe at low excitation 
intensities. 

In evaporated, powder, or sintered layers in which 
high proportions of Cu are incorporated (up to 1,000 
parts per million), superlinear photoconductivity is 
found for CdS at room temperature, probably associated 
in this case with levels caused by the Cu rather than 
with crystal defect levels [10, 24], 

—180°C, for an excitation intensity of 130 foot-candles, for 1) a 
crystal of CdSe prepared from vapor reaction of Cd and Se; 2) 
a crystal of CdSe prepared from sublimation of CdSe powder; 
3) crystal of type (1) annealed 16 hours at 400°C under 20,000 psi 
argon; and 4) crystal of type (1) heated for 5 minutes at 900°C 
in Se vapor and quenched. 

Photocurrent vs Temperature 
Relatively small variations in photosensitivity with 

temperature can and do occur because of changes in the 
density and nature of levels in the neighborhood of the 
Fermi levels as they move with changing temperature. 
Such variations occur for most crystals below room 
temperature, and vary greatly with the preparation 
and treatment of the crystals. [91] Fig. 5 presents the 
normalized photocurrent vs temperature for four crys¬ 
tals of CdSe prepared by different techniques and sub-
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jected to different treatments. [90] The variation of pho¬ 
tocurrent with temperature below room temperature is 
dependent on the past history of the crystal. 

The important thing to note, however, is that Fig. 
5 also shows that all of these crystals of CdSe show a 
large and rapid decrease in photosensitivity when the 
temperature is raised above room temperature. Other 
measurements demonstrate that crystals of CdS show 
such a decrease in photosensitivity when the tempera¬ 
ture is raised above about 100°C. 

An analysis of measurements on the temperature 
break-point for the photosensitivity of CdSe and CdS 
crystals [90] indicates that the photosensitivity break¬ 
point is associated with a location of the Fermi level 
of 0.6 ev below the conduction band in CdS and of 0.3 
ev below the conduction band in CdSe. A rapid decrease 
in photosensitivity occurs when the Fermi level drops 
further from the conduction band than this value. The 
actual temperature breakpoint for the photosensitivity 
is very sensitive to the excitation intensity, lying at 
lower temperatures for lower excitation intensities, in 
such a way as to give a constant location of the Fermi 
level for the breakpoint. Such a decrease in the photo¬ 
sensitivity occurs with increasing temperature, when 
the lowering of the electron Fermi level and the raising 
of the associated hole demarcation level start to remove 
Class II centers from acting as recombination centers 
and hence cause the crystal to revert to its desensitized 
condition. 

A confirmation of the fact that the same Class If 
centers are responsible for both the temperature de¬ 
pendence and the superlinearity of photoconductivity 
is given by an examination of those few crystals of CdSe 
which do not show superlinear photoconductivity at 
room temperature. The photo-sensitivity of such 
crystals does not decrease even when the temperature 
is raised to 100°C. 

The observation that certain photochemical reactions 
occur in CdS at temperatures over 100°C, caused by 
atomic displacements and rearrangements, has been 
reported by Boer. [92] 

Infrared Quenching 
The occurrence of infrared quenching of photocon¬ 

ductivity in CdS and ZnS has been reported by several 
investigators [8, 21, 48, 93, 94], Taft and Hebb [95] 
found two quenching bands at 0.9 and 1.5 ev, which 
they associated with excitation of trapped holes in two 
different types of centers. 

A more recent investigation of infrared quenching in 
CdS [88] has revealed the following details: three 
quenching “bands” with maxima at 0.89, 1.35, and 1.65 
ev are found; insensitive crystals show only the 1.65 ev 
quenching; the 0.89 and 1.35 ev quenching “bands” are 
intimately connected, a linear relationship existing be¬ 
tween their magnitudes in different crystals; quenching 
in the 0.89 ev “band” disappears for temperatures be¬ 
low about — 50°C; all quenching disappears for tem¬ 

peratures greater than about 100°C. Fig. 6 shows in¬ 
frared quenching spectra for several typical CdS crys¬ 
tals. Similar investigation of infrared quenching in 
CdSe crystals [88] reveals that infrared quenching in 
CdSe occurs only below — 50°C; three quenching 
maxima, not well resolved, are found at 1.20, 1.05, and 
0.79 ev. 

PHOTON ENERGY, e« 

Fig. 6—Infrared quenching spectra at room temperature for four 
typical selected crystals of CdS. Relative sensitivities of the 
crystals are 2, 54, 6.2 and 0.8. 

An analysis of these data shows that infrared quench¬ 
ing in CdS and CdSe can occur only when the Class II 
centers are acting as recombination centers; i.e., when 
the electron Fermi level lies above 0.6 ev from the con¬ 
duction band in CdSe, and above 0.8 ev in CdS. and 
when the hole demarcation level therefore lies below the 
Class II levels. Infrared quenching, then, occurs when 
electrons are raised from the filled band to Class II 
centers, freeing a hole from a Class II center to be trans¬ 
ferred to a Class I center where recombination is much 
more probable. Apparently two different types of Class 
II centers exist; in CdS, for example, one type is asso¬ 
ciated with the 1.65 ev quenching in insensitive crystals, 
and the other type is associated with the 1.35 and 0.89 
ev quenching in sensitive crystals. A schematic repre¬ 
sentation of transitions involved in infrared quenching 
of CdS is given in Fig. 7 (next page). This transition 
scheme is based on assumption that the “band-shape” 
of the high-photon-energy quenching spectrum is not 
intrinsic to the process of quenching, but is really 
caused by a competition between excitation and quench¬ 
ing by the high-energy photons, excitation becoming 
much more prominent with increasing photon energy. 
Such a competition does exist over a range of energies 
slightly smaller than the band-gap. On this basis, the 
significant energy in the quenching spectrum is not the 
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energy for maximum quenching, but the lowest photon 
energy which will give any quenching at all. This lowest 
energy represents a threshold energy (the actual dis¬ 
tance of the Class II defect levels above the valence 
band); for photons of higher energy than the threshold 
energy, the quenching arises from transitions from 
lower in the valence band. 

Fig. 7 -Schematic representation of the infrared quenching 
transitions in CdS. 

Thermally Stimulated Current 
If a crystal is cooled to a low temperature, excited, 

and then heated in the dark at a constant rate, the dif¬ 
ference between the current measured during the heat¬ 
ing and the normal dark current at the corresponding 
temperature is the thermally-stimulated current. The 
thermally-stimulated current (analogous to the glow 
curve for measurement of luminescence) is contributed 
by the thermal emptying of filled energy levels near the 
conduction band. In the interpretation of measure¬ 
ments of thermally-stimulated current, it must be re¬ 
membered that the magnitude of the current at a given 
temperature depends both on the concentration of levels 
emptying at that temperature and on the lifetime of a 
free electron at that temperature. 

Fig. 8 shows typical curves of thermally stimulated 
current obtained for four crystals of CdS [88]. Such 
crystals show a remarkably reproducible trapping distri¬ 
bution from one crystal to another, as determined by 
these measurements; the curves of Fig. 8 indicate the 
presence of possibly as many as seven different current 
peaks which are common to all four crystals. The ap¬ 
proximate depth of the trapping level can be determined 
by calculating the location of the electron Fermi level 
from the temperature and the conductivity of the cur¬ 
rent maximum. Such values are listed on Fig. 8. The 
dotted curve, which is for a more sensitive crystal (the 
ordinates having been reduced by a factor of 10 before 
plotting), has its peaks shifted to higher temperatures 
relative to the curves for the less sensitive crystals; the 
shift in the peaks is exactly that which will give the 

same trap depths as calculated from the Fermi level 
for the [>eak magnitudes and peak temperature locations 
for all four curves. A detailed study of the thermally-
stimulated current curves for the crystals of CdS and 
CdSe for which superlinearity and infrared quenching 
have been observed, indicate that trapping levels lying 
about 0.4 and 0.7 ev below the conduction band seem 
to be characteristic of CdS crystals, and levels lying 
about 0.4 ev below the conduction band seem to be 
characteristic of CdSe crystals. [41, 88, 90] 

Other investigations of thermally stimulated currents 
have been reported by Herman and Meyer [96], Mu¬ 
scheid [72], and Jensen. [97] The concentration of trap¬ 
ping levels in CdS has been reported by Bube [41] to 
vary between about 10 13/cm3 for “pure” insensitive 
CdS to 10 17/cm3 or higher for conducting CdS:Cl 
crystals. When only one thermally-stimulated current 
peak is prominent, an estimate can also be made of the 
“attempt-to-escape” frequency from the trap levels ami 
hence of the capture cross section of these levels for 
free electrons; values of 106 sec-1 for the frequency and 
10~ 20 cm2 for the cross section have been obtained for 
pure CdS. [41] 

Other investigations on the nature of trapping, the 
distribution of traps, and the effect of trapping on the 
decay time of CdS photoconductor have been made 
by Thielemann [87], Broser and Warminsky [98], and 
Niekisch [99], 

Fig. 8—Thermally-stimulated current curves for three “pure” in¬ 
sensitive CdS crystals (solid curves) and a sensitive CdS: Al crys¬ 
tal (dotted curve). Heating rate of 0.77 degree per sec. 

Space-Charge Limited Current 
Although it might be expected from the nature of an 

insulator that carriers could move freely through the 
solid if they could be injected into the insulator, the 
magnitude of the current being limited only by the 
space charge of the carriers themselves, little experi¬ 
mental evidence for such currents was reported until 
the work of Rose and Smith. [100-102] They showed 
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that large, steady space-charge limited currents (as high 
as 20 amp/cm2) could be drawn through a thin insulat¬ 
ing crystal of CdS fitted with ohmic electrodes. Low 
fields (1O3-1O 16 volts/cm) were used to eliminate the 
possibility of collision ionization or field emission from 
traps. The variation of the current as a high power ol 
the voltage (the fourth power or higher) was explained 
in terms of the effect of traps on the build-up of the 
space-charge limited current. The dynamics of the 
space-charge limited current build-up with varying 
field support this description. 

Direct detection of the space charge in a crystal was 
made by dropping a crystal, which had been subjected 
to an applied field, onto the pan of an electrometer. A 
negative charge was found regardless of the polarity 
of the initially applied field, and the magnitude of the 
charge agreed fairly well with the estimated value. 

Fig. 9 shows the data obtained with a crystal of CdS, 
2.5 X 10“3 cm thick and with an electrode area of 5 X IO“4 

cm2. Curve Io is for the current through the crystal in 
the dark after a time sufficient to establish thermal 
equilibrium. Curves Fi, Fït and F3 were taken with the 
crystal exposed to three different intensities of light, 
increasing in the order given. When the volume-gener¬ 
ated carriers exceed the space-charge injected carriers, 
the behavior is ohmic. The initial space-charge limited 
current after application of the field, before trapping 
affected its magnitude, was detected using a pulse 
technique with the results shown in the upper curve 
of Fig. 9. The magnitudes of these currents are very 
close to the theoretical values of space-charge limited 
currents calculated for a trap-free solid. 

Curve I0' of Fig. 9 is similar to curve Io, but it was 
taken within a few minutes after the crystal had been 
exposed to light. The much higher currents observed 
under these conditions can still be simply explained in 
terms of space-charge limited currents; an alternate 
explanation based on field emission from traps was pro¬ 
posed by Boer and Kuemmel. [103] 

The measurement of space-charge limited currents 
can be used as an additional tool for the determination 
of the concentration of trapping levels in insulators, 
especially useful when the concentration of such levels 
is small. 

Photoconductivity and Luminescence 

It has been only natural that investigators in the field 
should have sought for a correlation between photo¬ 
conductivity and luminescence in the same material. 
Although there have been some statements on both 
extremes; i.e., either that photoconductivity is com¬ 
pletely unrelated to luminescence, or that photocon¬ 
ductivity is exactly analogous to luminescence, the pres¬ 
ent consensus seems to be that photoconductivity and 
luminescence share many features in common, but that 
there are also some marked differences. The most strik¬ 
ing difference is the dissimilarity in the decay times; 
luminescence emission generally decays much faster 

Fig. 9—Space-charge-limited current in an insulator. Zo is initial 
dark current curve after exposure to light; Io is the thermal 
equilibrium dark current curve F,, Fo, and F3 curves obtained 
with different light levels on the crystal, increasing in the order 
given. I'he current obtained from pulse measurements is com¬ 
pared with the theoretical space-charge limited current in a trap-
free solid (calculated for m = 100 cm2/volt sec and dielectric con¬ 
stant of 10). The conductivity, a, the density of carriers in the 
conduction band, ne, and the calculated electron Fermi level are 
also plotted on the right hand axis. 
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after the cessation of excitation than the photocurrent. 
[104, 105] A qualitative picture can be given as follows: 
as a result of excitation, many holes are captured at 
luminescence centers, and many others are captured 
at other centers throughout the crystal associated with 
defects and imperfections; at the cessation of excitation, 
free electrons are captured most rapidly by the lumi¬ 
nescence centers, the concentration in the conduction 
band being partially maintained by the emptying of 
shallow trapping levels; after the major portion of the 
luminescence has decayed, the major portion of the 
photoconductivity still remains to undergo a slow re¬ 
combination at those levels which have a smaller re¬ 
combination cross section than the luminescence centers. 

Many investigators have set up theoretical models 
for comparing photoconductivity and luminescence, 
both in the steady state [ 44, 46-48, 106, 107] and during 
the decay. [85, 96, 98] 

Although Wilkins and Garlick [108] have argued for 
an intimate relationship between luminescence centers 
and trapping centers, so that an electron freed from a 
trap need not contribute to the photocurrent in return¬ 
ing to the luminescence center, the similarity of excita¬ 
tion spectra for luminescence emission, trapping, and 
photoconductivity for ZnS, ZnS:Ag, and ZnS:Cu phos¬ 
phors indicates that, at least in these materials, lumi¬ 
nescence centers and trapping centers are separate, 
and photoconductivity does result from the return to a 
luminescence center of an electron freed from a trap [20]. 

Smith [80] has reported on the electroluminescence of 
CdS crystals at low fields, associated with the recombi¬ 
nation of injected electrons and holes, and Diemer [109] 
has reported on the light emission observed near de 
breakdown of CdS:Cl crystals for which the current¬ 
voltage relationship is very similar to that of discharge 
in gases. Herforth and Krumbiegel [110] describe the 
effects of ultrasonics on the conductivity and the lumi¬ 
nescence of ZnS and CdS. 

Photovoltaic Effect 
Using crystals of CdS with one ohmic and one non¬ 

ohmic contact, Reynolds et al. [Ill, 112] have developed 
a photovoltaic cell which gives an open circuit voltage 
of 0.4 volt in direct sunlight, and a short circuit current 
of 15 ma/cm*. At 150°C, the open circuit voltage is one-
half of its room temperature value, and the short cir¬ 
cuit current is one-fifth of its room temperature value. 
The spectral response for the photovoltaic effect of this 
cell has maxima at 5,000A and at 7000A; authors pro¬ 
pose existence of an intermediate band in forbidden gap 
of CdS to explain red photovoltaic response. 

Photoemissive Effect 

Apker and Taft [113] have described the field emis¬ 
sion obtained from sharp needles of CdS and CdSe. 
A large increase in the field emission current was ob¬ 

served when the crystals were irradiated with light of 
such a wavelength range as to excite photoconductivity. 

Surface Photoconductivity 

When the spectral response of photoconductivity is 
measured, it is quite frequently found that the sensi¬ 
tivity is very high in a narrow region of wavelengths 
near the absorption edge; for shorter wavelengths the 
sensitivity drops to a constant value smaller than the 
peak by an order of magnitude or more, and for longer 
wavelengths the sensitivity decreases rapidly to negligi¬ 
ble values as the energy of the photons becomes much 
smaller than the band gap of the photoconductor [114], 
Reason for decrease in photosensitivity for excitation by 
photons of greater energy than band-gap, is sought in 
difference between surface sensitivity, the important 
feature for these highly-absorbed photons, and volume 
sensitivity, the important feature for those photons 
which penetrate most of the crystal thickness. 

An investigation of the effect of water vapor on the 
surface photoconductivity of CdS and ZnS crystals 
has shown that adsorbed water vapor decreases the 
surface sensitivity by increasing the recombination rate 
at the surface. [104, 115, 116] 

The difference between surface and volume sensitivity 
of pure CdS crystals as determined by measurements 
of the spectral response of photoconductivity, becomes 
much more marked the greater the volume sensitivity 
of the crystal [117], Measurements by Klick [64] on CdS 
indicate this difference disappears with decreasing tem¬ 
perature, being practically absent at 4°K. 

Tanaka and Aoki [50] deduce the presence of photo¬ 
sensitive surface barriers in CdS crystals from the de¬ 
pendence of surface potentials on wavelength. Wlerick 
[118] has measured the variation of the contact poten¬ 
tial of CdS with illumination. 

Conclusion 

The future should see the continuance of the multi¬ 
plication of applications for photoconductors, branch¬ 
ing out from a variety of simple control and detection 
uses to such elaborate utilization as in light amplification 
and picture reproduction, television camera pickup, 
electrophotography, and conversion of solar energy. 

It would appear that an ideal photoconductor would 
have the following characteristics: 

1) A sufficiently large band-gap to provide the re¬ 
quired resistivity for needs of specific application. 

2) A sufficiently small band-gap to insure response 
over the desired spectral range. 

3) A sufficiently perfect crystal structure with a mini¬ 
mum of trapping levels to permit the theoretical speed 
of response to be obtained at low light intensities. 

4) A sufficient control over the concentration and 
nature of defects to permit the exclusion of centers with 
a large recombination cross section. 
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Performance of Photoconductors* 
ALBERT ROSEf, fellow, ire 

Summary—All semi-conductors and insulators are photo¬ 
conductors. The characteristic parameter of a photoconductor is the 
life time of a free carrier. The photo-electron current is equal to the 
product of absorbed photon current and the ratio of life time to 
transit time of a free carrier. This relation holds as well for the com¬ 
monly known types of barriers as for uniform photoconductors. The 
photo-electron current may range from a small fraction of the photon 
current to many powers of ten greater than the photon current de¬ 
pending on the ratio of life time to transit time. There is good evi¬ 
dence for life times in different photoconductors extending from 10-12 

seconds to values approaching a second. The life times of free elec¬ 
trons and free holes are in general independent of each other and 
markedly different. Only at sufficiently high excitation rates for 
which the free carrier densities exceed the densities of bound states 
do the electron and hole life times necessarily become equal. 

The usual termination of the life time of a free carrier is by recom¬ 
bination with a deep lying bound state in the forbidden zone. These 
recombination processes are structure sensitive, complex, and gen¬ 
erally not amenable to exact solution. A useful insight can be gained 
by dividing the bound states into deep-lying states, called ground 
states, that govern the rates of recombination and thereby the free 
carrier densities; and shallow lying bound states, called traps, that 
are responsible for observed response times exceeding the carrier 
life times. The ratio of observed response time to free carrier life 
time is of the order of the ratio of shallow trapped to free carriers. 
The ground states can be identified, accurately in some cases and 
approximately in others, as those states lying between the steady¬ 
state Fermi-levels for electrons and holes. The number of ground 
states increases with increasing light intensity and decreasing 
temperature since the energy separation of the steady-state Fermi-
levels increases and embraces more ground states under these con¬ 
ditions. This point of view can readily account for the large variety 
of dependencies of photocurrent on light intensity and temperature. 
The special problems of infra red quenching, super-linearity, and 
impurity activation require the consideration of at least two kinds or 
classes of ground states. 

A photoconductor can be a noiseless, or substantially noiseless, 
transducer of photon currents into electron currents. A very few 
measurements have confirmed this possibility. The bulk of all ob¬ 
servations of noise are dominated by noise currents far in excess of 
the minimum attainable and noise currents that have at low fre¬ 
quencies a 1 /f spectrum instead of a flat spectrum. The most likely 
source of these excess noise currents appears to be at barrier-type 
surfaces either at the metal-photoconductor contacts or at internal 

* Original manuscript received by the IRE August 5, 1955. 
t RCA Laboratories, Princeton, 'N. J. 

surfaces. Logically a collection of noise sources having a distribution 
of time constants and a high local gain are needed to account for the 
excess noise. Surfaces, normal to the flow of current, can provide 
the set of independent time constants needed, whereas a set of noise 
sources finely distributed in the volume of a photoconductor are 
likely to be averaged by the wandering motions of the free carriers 
into a single time constant. Barrier-type surfaces also provide the 
high local gains needed by virtue of their large ratios of carrier life 
time to carrier transit time. The transit time is by definition a small 
quantity since a barrier is a thin element. The noise currents as¬ 
sociated with thermally generated carriers can be different from and 
smaller than those associated with optically generated carriers if the 
thermally generated carriers originate from different centers lying 
closer to the band edges and/or have shorter life times. A simple 
heuristic measure of the noise currents of thermally generated 
carriers is proposed whereby the noise is a maximum when the 
Fermi-level is invariant with temperature and decreases toward 
zero &sdE//dT approaches E¡/T. 

Introduction 

^HIS paper is concerned with a phenomenological 
analysis of the processes whereby the conductivity 
of a material is increased by exposure to radiation. 

The processes include the excitation of electrons from 
low lying free or bound states to higher lying free or 
bound states; the recombination of the excited electrons 
into their ground states and the steady state increase 1 

in numbers of free electrons and free holes consistent 
with the rates of excitation and recombination. 

By material is meant almost all semi-conductors 
and insulators. The “almost” is included only to cover 
the possibility that convincing evidence may in the 
future be found that the conductivity of some semi¬ 
conductor or insulator cannot be increased by any of 
the electron-exciting radiations. The preponderance of 
evidence is thus far, as one would expect from simple 
considerations, that every semi-conductor and insulator 
can be made more conducting by absorbing electron¬ 
exciting radiation. The materials include not only the 
well known photoconductors [1] such as the metal 

1 There is some evidence that radiation can lower the “dark" con¬ 
ductivity of a material. These are rare occurrences and are not dis¬ 
cussed here. 
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sulphides, selenides, oxides and halides and the semi¬ 
conductors used in transistor studies such as germani¬ 
um, silicon and the inter-metallic compounds but also 
some highly insulating, non-crystalline materials such 
as amorphous selenium [2] evaporated layers of silica 
[3] and organic compounds like polythene [4], 

By radiation is meant any radiation that results in 
the direct excitation of electrons. Thermal radiation, 
when it is absorbed by the lattice vibrations of a solid 
and passed on to the electrons through these lattice 
vibrations is not included. While a useful continuity 
of concepts can be established between photoconductiv¬ 
ity and the increase in conductivity by simple heating, 
that continuity will not be pursued here. Thermal 
radiation when it is absorbed directly by electrons is 
included. So also is the gamut of photon radiation (in¬ 
fra-red, visible, ultra-violet, x-ray ami y-rays). Since 
photoconductivity is concerned chiefly with the rate 
of excitation and recombination of electrons, it would 
be an artificial separation to exclude excitation by 
particles such as electrons, a-particles, ß-rays or other 
nuclear radiation. These are here included even though 
they have normally been described by the term “bom¬ 
bardment induced conductivity” rather than photo¬ 
conductivity. 

A phenomenological framework for photoconductiv¬ 
ity is needed to identify the significant parameters and 
to promote and guide more detailed theoretical studies 
of these parameters. The parameters are chiefly the 
bound states in the forbidden zone of a solid. A body of 
knowledge is needed on the chemical or physical origin 
of these states, their location in the energy scale and 
their capture cross sections for free electrons and for free 
holes. With these data, theories of the origin and prop¬ 
erties of defect structures can be more profitably pro¬ 
posed and sifted. 

One does not need to argue but need only give pass¬ 
ing mention to the fruitful connection between phenom¬ 
enological analysis and the more basic theoretical stud¬ 
ies. It is accordingly a striking fact that photoconduc¬ 
tivity had been known for well over half a century and 
that many volumes of data had been published before 
any consistent framework was accepted for designing 
experiments or interpreting data. Prior to 1945 one 
would have considerable difficulty in finding data on 
photoconductivity presented in terms of the life time 
of a free carrier or the capture cross section of bound 
states for free carriers. Yet these are the central terms 
defining the photoconductive process and the terms 
upon which more detailed theoretical studies must be 
based. Not only was a consistent framework lacking, 
but the scientific value of the bulk of the data on photo¬ 
conductivity was not recognized bj' some leaders in 
the field until 1937. Prior to this period, experiments in 
which a stream of photons gave rise to a numerically 
greater stream or current of electrons were ignored as 

being of little scientific value ([1], p. 174). In 1937 
Uilsch and Pohl [5] proposed “for the first time” (in 
their words) a theory for such currents. Even then, it 
took at least the following ten years for these so called 
“secondary currents” to become accepted as a common 
and legitimate property of photoconductors. One bit 
of evidence in this direction is that Pohl and Stockmann 
[6] published a second paper on the same subject in 
1947 because little attention had been paid to their 
first paper. 

These historical remarks are necessary to provide a 
reasonable perspective in the field of photoconductiv¬ 
ity. There are good reasons why an understanding did 
not come early and in simple form. Photoconductivity 
is a structure-sensitive phenomenon. Depending on its 
impurity content and structural defects, a given ma¬ 
terial can, and does, show a baffling variety of behavior. 
Other than that radiation usually increases the conduc¬ 
tivity of a solid, the data do not fall into any easy pat¬ 
tern. The photocurrent may increase as some fractional 
power of the light intensity, linearly with light intensity 
or as some higher non-integer power of the light inten¬ 
sity. Sometimes, the addition of a second source of radia¬ 
tion causes the photocurrent to actually decrease. The 
photocurrent may increase with increasing temperature, 
decrease with increasing temperature or be invariant 
with change in temperature. Usually the photocurrent 
increases linearly with the applied voltage, although in 
the case of powders it is likely to increase as a high 
power of the voltage. Sometimes, the photocurrent 
saturates beyond a certain voltage, and, in a few in¬ 
stances, it has been observed to decrease beyond some 
critical voltage. If one adds to this almost amorphous 
behavior the frequent observations of irreversible 
fatigue effects, it is no wonder that much of the early 
speculation on photoconductivity revolved around 
whether it was a photochemical reaction or reversible 
electronic process, whether it was confined to minute 
barrier effects between crystal grains, whether it was 
confined to the surface of a solid and whether water 
vapor was essential to the process. In brief, it is no 
wonder that a simple understanding of the photocon¬ 
ductive process has had to wait on an improved under¬ 
standing of the behavior of electrons in solids as well 
as on improved sources of materials. 

The qualification “simple understanding” deserves 
some emphasis. Because the behavior of photoconduc¬ 
tors is likely to be complex, it is all the more desirable 
that one’s method of appraisal be simple. Several refer¬ 
ences [7] are cited here to show how complex a complete 
solution of even a simple model becomes. If one has 
confidence that materials can be fabricated with the 
purity demanded by these models, the complete solu¬ 
tions are of course justified even though they are com¬ 
plex. If, on the other hand, the materials one actually 
deals with are more complex than these simple models, 
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then complete solutions are practically ruled out and 
one seeks a simple point of view from which to interpret 
the varied behavior of many and diverse materials. 
Most photoconductors appear to fall within the second 
“if.” 

The Characteristic Relation 

The simplest and most general relation characterizing 
photoconductivity is: 

n = Jr (1) 

where n is the steady state increase in the density of 
free carriers generated by / excitations per second per 
unit volume and r is the life time of these carriers in the 
free states. A corresponding relation 

N = Ft (2) 

may be written where N is the total increase in free car¬ 
riers in a given specimen and F is the total number of 
excitations per second occurring in the specimen. 

Eqs. (1) and (2) are logical relations rather than 
physical laws. They merely state that the population of 
a given category is proportional to the rate of influx into 
that category and the life time or residence time in the 
category. (The total population of the world for exam¬ 
ple, is the product of birth rate and average life expect¬ 
ancy). Eqs. (1) and (2) also state that to achieve a steady 
state the rate of disappearance of free carriers must be 
equal to their rate of generation. That is, 

n 
- = J (3a) 

and 

— = F. (3b) 

Usually the rate of disappearance of free carriers is 
determined by recombination of the carriers into ground 
states. These are, by definition, states from which the 
carriers have to be re-excited by the incoming radiation 
in order to reappear in the free states. The ground states 
are to be contrasted with shallow trapping states from 
which the carriers are thermally re-excited. 

Under some conditions to be discussed later the dis¬ 
appearance of carriers is caused by diffusion out of the 
specimen or by the application of a field sufficiently 
strong to drain the carriers out at an electrode in a time 
shorter then their recombination life time. Because a 
material tries to remain electrically neutral, it will try 
to draw in as many carriers from one electrode as are 
drawn out at another electrode. For this reason, special 
electrodes from which carriers cannot be drawn in are 
required before an applied field caneffectivelydrain them. 

Eq. (1) states the essence of photoconductivity. The 
additional density n of free carriers can be converted 
into an additional conductivity cr by the relation 

a = nep. (4) 

where ju is the mobility of a free carrier and e is the elec¬ 
tronic charge. Having the conductivity produced by 
light (in brief, the photoconductivity), one can then 
by straightforward relations compute the photocurrent 
to be expected from a given size of sample and a given 
applied voltage. It is the recognition that photoconduc¬ 
tivity is indeed a conductivity caused by light that allows 
the process to be so simply and generally defined as in 
(I).2 Much of the early work by Hilsch, Gudden and 
Pohl in the 1920’s emphasized the parallel between 
photoconductivity and photo-emission in a vacuum. 
This is a highly special case of photoconductivity in 
which the life time is determined by the applied field 
and in which special electrodes are required. This paral¬ 
lel was used to good advantage by the early workers to 
demonstrate that the excitation of electrons in a solid 
is a quantum process involving one excited electron 
per absorbed photon. The quantum nature of photo¬ 
emission had been recognized at that time but not the 
quantum nature of photoconductivity. The photocur¬ 
rents in which the current of electrons equaled numeri¬ 
cally the current of absorbed photons were called 
“primary photocurrents” to differentiate them from the 
photocurrents which exceeded the current of absorbed 
photons. The latter were called “secondary currents.” 

While the emphasis on primary photocurrents served 
its purpose of identifying the quantum nature of the ab¬ 
sorption process, it was not a happy choice for the un¬ 
derstanding of the usual and more normal photoconduc-
tive processes. These are contained in what was called 
the “secondary currents.” 

When photoconductivity is recognized as a change in 
conductivity the question of whether the electron current 
exceeds the current of photons takes on no special signifi¬ 
cance. The transition from electron currents less than 
the photon currents to electron currents greater than 
the photon currents can be brought about by a continu¬ 
ous increase in applied voltage or a continuous decrease 
in electrode spacing. It is interesting, by contrast, 
that the increase in currents caused by heating a semi¬ 
conductor has always been regarded as a simple change 
in conductivity. One would indeed be affronted or, at 
least surprised, by the question of whether the electron 
current exceeded the rate of thermal excitation. Yet 
photoconductivity happened to grow up with this 
question guiding much of the experimental work. 

It is worth re-stating that the rate of generation, 
whether it is photo or thermal, does become important 
for the current-voltage curve when the electrodes are 
so chosen that carriers cannot be brought in to the 
sample fast enough to maintain a constant density 
of carriers or a constant conductivity. Photo-emission 

2 Only those cases are excluded from (1) in which the electric field 
is high enough to allow free electrons to be multiplied by collision 
ionization. The fields required are of course very high and near the 
critical field for breakdown. Photoconductors normally are not 
operated in this range. The work of K. G. McKay, “Avalanche break¬ 
down! in silicon,” Phys. Rev., vol. 94, p. 1437; 1954, is a good example 
of controlled multiplication in a p-n junction 
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in a vacuum diode, temperature-limited electron emis¬ 
sion, photo-currents in the back direction of a p-n 
junction or a rectifier and the saturated back current 
in these same structures are all examples of such elec¬ 
trodes. As the applied voltage is increased in the range 
in which the currents are saturated, the density of car¬ 
riers in the space between electrodes decreases inversely 
with increase in field. The product of field and conduc¬ 
tivity remains constant and equal to the saturated 
current. 

Concerning t, the Life Time of a Free Carrier 

To return to (1), a knowledge of r the lifetime of a 
free carrier almost completely characterizes a photocon¬ 
ductor. The choice of rate of excitation is of course arbi¬ 
trary and the choice of sample dimensions and applied 
voltage are similarly incidental to the photoconductive 
process itself. Even the forbidden gap energy may be 
regarded as an incidental parameter chosen more or 
less freely to give the desired spectral response. Only 
the life time of a free carrier describes the essential 
performance and contains the essential physics of a 
photoconductor. 

The life time is determined either by the rate of recom¬ 
bination of carriers with their ground states or by the 
rate at which they are extracted by an applied field. 
For the most part, this discussion will be concerned with 
recombination lifetimes since they are the more com¬ 
monly encountered. The details of the recombination 
process will be described more fully in the section on 
recombination. At this point it is sufficient to state that 
recombination takes place via bound states in the for¬ 
bidden zone.3 These bound states are composed of im¬ 
purities, vacant lattice cites, intersticial atomsand crys¬ 
tal defects. The details of the recombination process 
may be exceedingly complex and varied. It is normally 
not easy to determine the recombination time given the 
state structure in the forbidden zone, and, conversely, 
it is normally impossible to define the state structure 
given the recombination time. What can be deter¬ 
mined are certain patterns of behavior to be expected 
from certain energy distributions of states in the forbid¬ 
den zone [8, 9], 

It almost goes without saying that the recombination 
life time is not a material constant but varies with the 
mode of preparation and impurity content of the ma¬ 
terial. Even for a given material prepared in a given 
way, the life time is not a constant. If it were, the photo¬ 
current would increase linearly with increasing light 
intensity and would be temperature independent. Nei¬ 
ther is normally true [10-12], The lifetime usually de¬ 
creases with increasing light intensity giving rise to 
photocurrents that increase as a fractional power of 
the light intensity. In some cases the life time actually 
increases with increasing light intensity so that the 
photocurrent varies as a power greater than unity of the 

3 Recombination of free electrons with free holes becomes signifi¬ 
cant only at very high densities of both signs of carriers. 

light intensity. This is called superlinearity. The varia¬ 
tion of life time with temperature depends on the tem¬ 
perature range as well as on the light intensity [12, 13], 
It is equally common to find photocurrents increasing, 
decreasing or remaining invariant with temperature. 

Some Orders of Magnitude 

Since the essence of photoconductivity is contained 
in the life time of a free carrier it is instructive to esti¬ 
mate what reasonable range of values might be expected 
The recombination life time is given by an expression 
of the form: 

1 
T = — (5) 

vsn 
where v is the thermal velocity of a free carrier, s the 
capture cross section of the capturing center and n is 
the number of these centers. Descriptively, if one at¬ 
taches the capture cross section to the free carrier, r 
is the time required for the free carrier to trace out a 
volume of space equal to the reciprocal density of cap¬ 
turing centers. At room temperature, v is 107 cm/sec. 
and varies only as the square root of the absolute tem¬ 
perature. The largest value of the capture cross section 
for a carrier having a thermal energy of kT is about 
10-13 cm2 [8, 14]. This is based on the distance that a 
coulomb field of a charged capturing center will reach 
out to depress space potential kT below its surrounding 
value. When the free carrier drops kT below the “lip” 
of the coulomb field it is likely, especially in low mobility 
materials, to be drawn in the rest of the way to the cap¬ 
turing center. The smallest values reported for capture 
cross sections lie around 10-22 cm2 [8, 10, 15], If one re¬ 
gards the small values of capture cross sections to be 
caused by a repulsive coulomb field around a capturing 
center, still smaller values should be possible especially 
at low temperatures. A commonly reported value for 
capture cross section is 10~ 15 cm2 and is the magnitude to 
be expected from the physical dimension of an atom or 
ion. 

The number of capturing centers is likely to be of the 
same order as the number of bound states in the for¬ 
bidden zone. Values as low as 10n/cm3 have been re¬ 
ported for highly purified single crystals of germanium 
[16], An upper limit for the density of bound states 
may be taken as approximately 10 19/cm3. State densi¬ 
ties higher than this are likely to lose their “bound” 
character and begin to form significant band structure. 
Bound state densities as high as 10 19/cm3 can be ex¬ 
pected in polycrystalline and amorphous materials 
even though they may be chemically pure. Evaporated 
layers are a common example. Since 10 19/cm3 is still 
only one atom site out of 104 it is not unreasonable to 
expect chemical impurities also to supply such densi¬ 
ties. An estimate of bound state densities in purified, 
single crystals is still likely to be as high as 10 14 to 10 16/ 
cm3. Such values have been observed for example in 
single crystals of CdS [11, 17], 
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To summarize, capture cross sections extend from 
10-13 cm2 to 10-22cm2 with likely values around 10“ 16 

cm2; densities of capturing centers extend from 10 11 to 
10 19/cm3 with likely values in single crystals around 
10 l6/cm3. If these values are combined in (5) to give range 
of life times, onegetslife timesaslongas IO4 and as short as 
IO-12 seconds. Median values lie around IO-7 seconds. 

Evidence for lifetimes of minutes or hours has been 
reported by Broser and Warminsky [7] for highly con¬ 
ducting crystals of CdS at room temperature, and by 
Haynes and Hornbeck [18] for silicon. P. K. Weimer in 
some unpublished measurements on CdS crystals at 
liquid air temperature has observed large photocurrents 
that persisted for hours. (It is now common experience 
to expect small photocurrents in insulating photocon¬ 
ductors to persist for hours or days even at room tem¬ 
perature [4, 10, 17], These long time effects are believed 
not to be a direct measure of carrier life times but 
rather of the slow emptying of traps [8], This effect will 
be discussed in more detail in the sections on recombina¬ 
tion processes.) 

Lifetimes of 10~ 10 to 10~ 13 seconds are needed to ac¬ 
count for the small photocurrents observed in many 
evaporated insulating materials. These currents are 
often so small that normal measuring techniques are 
likely to overlook them and classify the materials as 
non-photoconductors. Many evaporated metal sul¬ 
phides, selenides and oxides examined for operation in 
the Vidicon type of television pick up tube are in this 
category [19]. Amorphous selenium, for example, that 
was classified by Gudden [1] as a non-photoconducting 
insulator was found by Weimer [2] to give electron cur¬ 
rents approaching the incident photon currents when 
used in the Vidicon. The Vidicon, by virtue of its small 
electrode spacing or target thickness (1()-3 cms), can 
easily detect photocurrents in materials with lifetimes 
of 10-8 to IO-1* seconds. Life times of 10~ 10 to 10~ 13 

seconds are needed to fit the data of Pensak [3] and 
Anspacher [20] on bombardment induced conductivity 
in thin evaporated insulting films of SÍO2, MgF, AS2O3 
and AS2S3. Finally it is interesting to note the ob¬ 
servations of photoconductivity reported by Farmer 
[4] in polystyrene excited by x-rays. These results are 
noteworthy because the results obtained in an organic 
compound are no different operationally from those 
obtained in inorganic single crystals. The small con¬ 
ductivity (10~ 13 ohm -1 cm-1) produced by the x-rays 
is consistent with the very short life times computed 
above and would normally be overlooked. On the other 
hand the conductivity took hours to decay when the 
x-rays were turned off. This is an exaggerated case of 
the trap-provoked disparity between observed speed of 
response and life time to be discussed below. 

The median life times of 10-7 seconds are frequently 
observed in not too well crystallized or purified samples 
of germanium and silicon used in transistor studies. 

Life times in some commonly known sensitive photo¬ 
conductors range from lO^- lO -5 seconds in PbS [21] 

and TI2S [22] to 10 2 10 3 seconds in CdS [10, 15] and 
CdSe [Í2, 23]. 

A Second Characteristic Relation 

From (1) and Ohm’s law, one may obtain the following 
simple expression for the photocurrent in a given 
photoconductor [8, 22, 24]: 

(6) 

L L2
(7) T, 

where L is the electrode spacing in cm, E and F are the 
field and applied voltage respectively in volts/cm and 
volts and /x is the mobility of a free carrier in cm2/volt 
sec. One may define a gain factor 

where T, is the transit time of a carrier between elec¬ 
trodes and is given by: 

G = -
T 

Equation (6) Applied to Barriers 

Eq. (6) could have been written out of hand as a 
logical relation without reference to ohms law. It says 
quite generally that the current observed between two 
points in a circuit is equal to the rate of generating 
carriers multiplied by the ratio of their life time in the 
region between the two points to their transit time be¬ 
tween these points. By life time is meant the statistical 
life time of the generated carriers. That is, if the original¬ 
ly generated carriers move out of the space between 
electrodes and others take their place, the carriers are 
considered to be still alive. The life time of a carrier is 
terminated when it moves out of the space between 
electrodes without being replaced by conduction from 
the opposite electrode or when it recombines with a 
deep-lying bound state from which it has to be re¬ 
excited by the incident radiation in order to appear as a 
free carrier again. 

as the number of electron charges passed through the 
photoconductor per absorbed photon (or per excitation). 
The term “gain” avoids the ever present ambiguity 
of the term “quantum efficiency.” The latter term should 
be confined to the primary excitation process and should 
refer to the ratio of excitations to incident photons. It is 
seen here immediately that the gain can range from 
values below unity to values above unity without any 
abrupt or even definable change in the physics of the 
process. The only implied condition for gains greater 
than unity is that the electrodes are able to supply 
carriers freely to the photoconductor as they are needed. 
This is another way of defining an ohmic contact. But 
an ohmic contact is needed merely to observe ohms law 
even in the absence of light. 

En Va 

T 
I = eE — amperes 



1Q55 

Because (6) is not based on any special model one 
might expect it to apply not only to a uniform photo¬ 
conductor but also to rectifying junctions (metal-semi-
conductor and p-n) operated in the back direction, to 
p-n-p or n-p-n junctions, to insulating or high resistance 
barriers both thick and thin and even to vacuum photo¬ 
cells. And so it does. In the case of a vacuum photocell, 
for example, the life time of a free carrier (photo elec¬ 
tron) is identically equal to its transit time from cathode 
to anode since it is not replaced at the cathode when it 
leaves at the anode. The gain remains identically unity 
independent of the applied voltage—that is, one elec¬ 
tron charge passed between electrodes for each excita¬ 
tion at the cathode. The same argument may be ap¬ 
plied to rectifying junctions operated in the back direc¬ 
tion. Because the carriers are not replaced, the gain is 
identically unity. A caution must be observed here, how¬ 
ever. In the case of the vacuum photocell the electron 
was excited at the cathode; the hole it left behind was 
already at the cathode and did not have to migrate 
there. In the case of a rectifying barrier, such as a metal-
semi-conductor barrier, the electron-hole pair can be 
generated either in the volume of the barrier or at either 
electrode. If the pair is generated in the volume of the 
barrier both electron and hole must be able to leave the 
barrier at the electrodes in order to avoid a continuous 
building up of charge in the barrier. If the pair is gener¬ 
ated at either electrode, only one of the carriers need 
cross the barrier. These considerations become impor¬ 
tant when, as will be discussed later, the life times of the 
electron and hole are widely different so that the elec¬ 
tron lifetime, for example, may be sufficient for it to be 
drawn out of the barrier but the hole life time too short. 
In this case, no photocurrent is observed from pairs 
generated in the volume of the barrier but only from 
those generated at or near the cathode where the hole 
can easily escape. 

The case of the n-p-n barrier is an interesting one in 
several respects. The photoelectric gain one computes 
for pairs generated in the /»-section (or for pairs gener¬ 
ated elsewhere and diffusing to the /»-section) is also 
the ratio of collector current to base current called a 
in transistor terminology. Given an electron-hole pair 
in the /»-section, G electrons will flow through the /»-sec¬ 
tion in the time it takes the hole to diffuse out of the 
/»-section. I lere G is the photoelectric gain defined by the 
ratio of the life time of the extra electron to its transit 
time through the /»-section. The life time of the extra 
electron is determined through the charge neutrality 
condition by the life time of the extra hole. But the hole 
is partially trapped in the potential well formed by the 
/»-section. It escapes only slowly into the emitter. The 
electron transit time on the other hand is quite short. 
It is determined by the diffusion time of an electron 
across the /»-section. Reasonable values for these times 
are 10~8 seconds for the electron transit time and 10-6 
seconds for the hole transit time (and, therefore, also for 
the life time of the extra electron). These values give 
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a photoelectric gain of 102. Gains as high as 103 have 
been observed. For the above argument to hold, the 
recombination life time of the electron (this is also the 
life time of a free pair in the /»-section) must be greater 
than IO-6 seconds. 

A final comment on the n-p-n junction is in order. 
At applied voltages greater than a few kT the photo¬ 
current is saturated. Higher voltages add neither more 
current nor more speed of response.4 In the case of a 
vacuum photocell or a rectifying junction the photo¬ 
current is also saturated at a low voltage. Higher 
voltages, however, do improve the speed of response 
by reducing the transit time (life time) of the free 
carriers. In the case of the usual uniform photoconduc¬ 
tor for which the recombination life time is the control¬ 
ling time, higher voltages result in proportionately higher 
currents with no change in speed of response. In sum¬ 
mary, the performance of an n-p-n junction reaches 
its maximum at an applied voltage of a few kT while 
the performance of other photoconductors continues to 
increase with increasing voltage. 

It is immediately clear that (6) is applicable to an 
insulating or high resistance barrier between two con¬ 
ducting sections of semi-conductor by considering the 
barrier thickness to be the electrode spacing since sub¬ 
stantially the full applied voltage is across the barrier. 
One is now primarily concerned with excitations in the 
barrier, and with carrier life times and transit times 
appropriate to the barrier. Excitations occurring outside 
the barrier are wasted unless the electron-hole pair can 
diffuse to the barrier. In materials other than germanium 
or silicon, this diffusion distance is likely to be a micron 
or less owing to the short pair life times. 

The suggestion has frequently been made that high 
resistance barriers control the photoconductivity of 
evaporated films of lead sulphide. It is pointed out in 
the section on noise that if such barriers are present in 
lead sulphide, the diffusion of all generated pairs to 
the barriers is required in order to satisfy the observed 
signal to noise ratios. 
This section may be summarized by saying that 

(6) is equally valid for uniform photoconductors, for 
any of the commonly known types of barriers and for 
vacuum photocells. Barriers do not offer any improve¬ 
ment in sensitivity or speed of response over what may 
be obtained with a simple uniform photoconductor. On 
the contrary, barriers are likely to give less performance 
than a uniform photoconductor by not being able to 
make full use of higher voltages, as in an n-p-n junction, 
or by not making use of all of the incident light, as in 
an insulating barrier where light absorbed further than 
a diffusion length from the barrier is not effective. While 
barriers offer no fundamental advantage over a uniform 
photoconductor, they may in the present undeveloped 
state of the art offer temporary technical advantages. 

4 A slow improvement in speed and sensitivity can result from the 
decrease in width of the /»-section at higher voltages. 
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1856 PROCEEDINGS OF THE IRE December 

One cannot yet prepare uniform photoconductors at 
will to cover all of the ranges of life times and spectral 
responses desired. 

Some Remarks on Recombination Processes 

Detailed discussions of free carrier life times as deter¬ 
mined by recombination have been presented [8, 9]. 
Those discussions will not be repeated here. What will 
be outlined are the methods of analysis, the reasons 
for choosing such a method and some of the results. 

It was pointed out earlier in a footnote3 that the re¬ 
combination of a free electron with a free hole was an 
improbable occurrence. Since both free electron and 
free hole densities increase with increasing light inten¬ 
sity, the total rate of such recombinations increases as 
the square of the carrier density. At high carrier densi¬ 
ties, then, the direct recombination of free pairs can 
become comparable with the recombination via bound 
states since the latter at very low or very high lights 
tends towards a linear dependence on carrier densities. 
Quantitatively an upper limit for the life time as deter¬ 
mined by recombination of free pairs can be computed 
from detailed balancing between the rates of recombina¬ 
tion of free carriers and Planck’s radiation formula. 

Consider radiation whose hv lies within kT of the 
two edges of the forbidden zone. This radiation will be 
absorbed within some depth d at the surface of a ma¬ 
terial. The number of recombinations between free 
pairs within this depth d must at least be equal to the 
number of “edge emission” photons radiated according 
to Planck’s law. Higher rates of recombination would 
result from the addition of “radiationless” recombina¬ 
tions. This type of analysis was carried out by Roose-
broeck and Shockley [25] to obtain a capture cross sec¬ 
tion of 2.9 X 10-21/cm2 for a free hole capturing a free 
electron in germanium. More generally the capture cross 
section for photon recombinations in a slice kT wide 
near the band edges can be written 

where 

7»'o = 1 electron volt 

T = absolute temperature 
hv = width of the forbidden gap. 

This form is chosen for ease of computation. The cap¬ 
ture cross section increases as the square of the forbidden 
gap energy hv and as the 2.5 power of the reciprocal of 
the absolute temperature. 

The life time of a free pair in the highly purified and 
crystallized transistor materials, germanium and silicon, 
may range as high as 100 to 1,000 microseconds. In 
no other material have free pair life times been reliably 
reported as large as a microsecond. These pair life times 
are determined by recombination via bound states in 
the forbidden zone. If direct photon-emitting recombi¬ 

nation of free carriers is to compete with bound state 
recombination, the free carrier densities would need to 
be in the order of 10 l7/cm3 to achieve a life time of 10~4 

seconds and 10 19/cm3 for a life time of 10-0 secs. The 
latter density is the maximum that can be contained 
within kT of the band edges. In the remainder of the 
discussion, the direct recombination of free carriers will 
be ignored as probably negligible for the carrier concen¬ 
trations normally encountered. 

If one ignores the direct recombination of free carriers, 
the simplest alternative is to introduce a single class of 
bound states all lying at the same energy level. A class of 
bound states is characterized by the capture cross sec¬ 
tions of its members for free electrons and for free holes. 
This problem has been treated by Hall [26], by Shockley 
and Read [7], and by Isay [7]. It is instructive to look 
at the last of these three references to get a sense of 
proportion of the complexity of this problem. Isay 
obtains a complete solution of the problem without 
approximations. The result is expressed as an eighth de¬ 
gree polynomial occupying most of one page. The other 
authors break the problem down into separate ranges 
of conditions within which simplifying approximations 
can be made. Even so, the complexity is still evident. 

What has just been described are the solutions to the 
simplest of the bound state recombination problems— 
a single class of states at a single level. It is possible, 
though not yet established, that germanium can be 
prepared sufficiently free from impurities and defects 
to satisfy this model.5 The writer has little hesitation 
in believing that all other materials need a more com¬ 
plex model to match their recombination properties. 
The more complex model will have more than one 
class of bound states and more than one level (more 
likely, a quasi continuous distribution of levels) at which 
these states are found. 

This preamble has been inserted to emphasize the 
need for a point of view that would allow relatively 
rapid qualitative appraisals to be made of the fitness 
of various models and, with some additional effort, 
even order of magnitude checks. The point of view and 
method to be described here has, in many respects, 
been used independently by Broser and Warminsky 
[28] in their more recent papers and by Schon [29] 
with more emphasis on luminescence. 

Some passing comments on the meanings of life time 
are brought in here to help clarify the later discussion. 

Some Meanings of Life Time 

The literature on transistors has come to dominate 
so much of the thinking on semi-conductors that some of 
the properties of the less tractable materials (meaning 
all semi-conductors not called germanium or silicon) 
tend to be ignored. The subject of life times is a good 
example. 

5 For the variety of bound states found in germanium see biblio¬ 
graphical reference [27] and F. J. Morin et al., Minneapolis APS 
Mig., June 28, 1954, Paper R-5. 
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In transistor writings the term life time is customarily 
a short form for “life time of a free pair.” Now, by defi¬ 
nition, the life time of a free pair is terminated when 
either member of the pair is captured in a bound state. 
It is possible, though not likely, that the majority sign 
of carrier will be captured first. It is much more likely 
that the minority sign of carrier will be the first to be 
captured. For this reason “minority carrier life time” 
is another common phrase in transistor writings. 

When the minority sign of carrier is captured, its 
opposite number amongst the majority carriers may or 
may not be captured within the same time. If the densi¬ 
ties of both the free electrons and the free holes is large 
compared with the density of the bound states through 
which recombination can take place, then, by reasons 
of logic rather than physics, the life time of the electron, 
the life time of the hole and the life time of the pair 
are one and the same life time. This is the usual situa¬ 
tion in transistors. If, on the other hand, the density of 
either the free electrons or the free holes is less than the 
density of the bound states through which recombina¬ 
tion can take place, the life time of the free electron and 
the life time of the free hole are independent parameters 
and likely to be several or more orders of magnitude 
apart. The life time of the free pair is by definition the 
shorter of the two free carrier life times. What has just 
been described is the usual situation for sensitive photo¬ 
conductors other than transistor-quality germanium 
and silicon. An example is a sensitive crystal of CdS in 
which the electron life time has been measured to be 
10-3 seconds and the hole life time estimated (but not 
yet measured) to be less than IO-10 seconds. 

If the electron and hole life times are not equal, the 
photoconductive effect measures the longer of the two 
life times while the PEM effect [30], and other phe¬ 
nomena that depend on the diffusion of free pairs, 
measures the shorter of the two life times. In the usual 
photoconductor this discrepancy is many powers of 
ten; it can even show up in measurements on not too 
well purified germanium and silicon at low or moderate 
light intensities. 

Another aspect of life time is mentioned here and will 
be repeated later. If, for example an electron is excited 
into the conduction band, then beomes temporarily 
trapped, then is thermally re-excited into the conduc¬ 
tion band and the cycle repeated many times before 
it is finally captured by a deep lying bound state from 
which thermal excitation is less likely than capture of a 
free hole, one can identify a total time of excitation. 
Part of this time is spent in the conduction band, part 
is spent in traps. Only the time spent in the conduction 
band is counted as the life time of the free electron. 

A Point of View 

In Fig. 1 is shown a quasi-continuous distribution 
of bound states in the forbidden zone of a solid. Free 
electrons and free holes are being generated at identical 

rates by light absorbed by the host crystal.6 The free 
electrons and the free holes recombine via the bound 
states. The free electrons pour into the empty bound 
states at the same rate as they are generated. The free 
holes similarly pour into the filled bound states at the 
same rate as they are generated. The terms “empty” 
and “filled” mean “not occupied by an electron” or 
“occupied by an electron.” Empty bound states that 
capture an electron are then ready to capture a hole and 
so on. 

Direct transitions of electrons and holes between 
the bound states is assumed to be negligible because the 
bound states are physically remote from each other. 7 

Exchange of electrons and holes between bound states 
is possible only through the intermediary of the free 
states. 

F!g. 1—Continuum of bound states in the forbidden zone showing 
the distinction between shallow trapping states and ground states. 
Recombination takes place through the ground states. 

Consider the life history of an excited electron. Once 
in the conduction band it wanders around with thermal 
velocity, colliding frequently (about every 10-13 sec¬ 
onds) with the lattice. After a number of these lattice 
collisions the electron is likely to be captured by one of 
the empty bound states. Let the bound state lie close 
to the conduction band. In a relatively short time, de¬ 
pending on the depth of the bound state, the electron 
will be thermally re-excited into the conduction band. 
After a number of lattice collisions it will again be cap¬ 
tured by an empty bound state. Let the bound state 
this time lie about a volt below the conduction band. 
From this depth, it would take at least some hours at 
room temperature before the electron would be thermal¬ 
ly re-excited into the conduction band. Long before 

6 If the electrons are not excited from the filled band but from 
bound states very close to the filled band, a free hole density will still 
be built up by thermal excitation of the holes from the bound states 
into the filled band. Much of the same physical processes will take 
place as are discussed for excitation from the filled band. If the 
electrons are excited out of bound states too far from the filled band 
to permit thermal exchange, these bound states then become by 
definition the ground states for determining the life time of free 
electrons and the problem reduces to that discussed extensively in 
bibliographical reference [8]. 

’ At sufficiently high densities of bound states, tunneling between 
bound states needs to be considered. See for example, D. L. Dexter, 
“X-ray coloration of alkali halides,” Phys. Rev., vol. 93, p. 985; 1954. 
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thermal re-excitation occurs, the electron in the deep 
lying bound state is likely to capture a free hole. This 
event definitely terminates the life history of the excited 
electron. A new optical excitation is required to return 
it to the conduction band.8 Of the total life history, only 
the time spent in the conduction band is counted as the 
life time of a free electron—the central parameter that 
determines the photosensitivity of the material. 

Several features of this life history are significant. 
The two types of experience after being captured by 
bound states suggest that the bound states might be 
divided into two classes: bound states near the conduc¬ 
tion band from which an electron is more likely to be 
thermally re-excited into the conduction band than to 
capture a free hole, and bound states more remote from 
the conduction band in which an electron is more likely 
to capture a free hole (and terminate its life history) 
than to be thermally re-excited into the conduction 
band. The bound states near the conduction band will 
be called “shallow trapping states”; the bound states 
more remote from the conduction band will be called 
“ground states.” The connotation of “ground state” is 
that the optically excited electron has completed its free-
life history when it is captured by a ground state. 

The occupation of the shallow trapping states by 
electrons or holes is determined by thermal exchange 
with free carriers at their nearest band edge. These 
states tend to be in thermal equilibrium with their 
free carriers. The occupancy of ground states, on the 
other hand, is determined almost entirely by the ki¬ 
netics of recombination. 

The precise demarcation line between shallow trap¬ 
ping and ground states will be discussed in a later sec¬ 
tion. While the energy depth below the conduction band 
is the most powerful parameter in making this determi¬ 
nation, other parameters such as the capture cross sec¬ 
tions of the bound states, the number of free and empty 
bound states and the number of free electrons and holes 
also enter in. Even without a precise determination of 
this demarcation line, a number of important qualita¬ 
tive conclusions can be drawn. 

The demarcation line frequently lies close enough to 
the steady-state Fermi-level to allow a qualitative dis¬ 
cussion to be carried out in terms of the latter. The 
steady-state Fermi-level is defined by the relation: 

n = Nce~Er’''RT

where n is the free electron density, Nc the number of 
effective states in the conduction band (~10 19/cm3 at 
room temperature) and E/n is the distance from the 
conduction band to the steady-state Fermi-level for 
electrons. Similarly, a steady-state Fermi-level for holes 
E/p, measured from the filled band, can be defined in 
terms of the free hole density. Other reasons for using 
the steady-state Fermi-level in these preliminary dis-

8 1'he language here is a bit free since an electron in the filled 
band loses its identity. 

eussions are that it has an immediate connotative value 
in terms of the carrier densities and that its dependence 
on light intensity and temperature strictly parallels the 
dependence of the demarcation hues on these parame¬ 
ters when a single class of bound states is involved. 

Under thermal equilibrium conditions in the “dark” 
the two steady-state Fermi-levels may be thought of as 
coincident with the normal thermal equilibrium posi¬ 
tion of the Fermi-level. When the material is exposed 
to radiation, the two levels Efn and E/p move apart 
toward the conduction and filled bands respectively. 

Returning to Fig. 1 and recalling the life history of an 
optically excited free carrier, one may conclude that the 
recombination of free electrons and holes is determined 
by the bound states that lie between the two steady¬ 
state Fermi-levels E/n and Efp. These states have been 
called ground states. This means that the life times of 
the free-electrons and free holes are determined by the 
ground states. The ground states also determine, 
through the life times by (6), the photocurrents. The 
shallow trapping states lying outside the steady-state 
Fermi levels do not effect significantly the recombina¬ 
tion of free carriers and therefore do not affect the 
steady-state photocurrents. 

Observed Rise and Decay Times 

While the shallow trapping states do not affect the 
steady-state photocurrents they do affect the time re¬ 
quired to set up the steady-state photocurrents and the 
time required for these photocurrents to decay when 
the optical excitation is interrupted. The rise time of 
the photocurrents is increased because in order to in¬ 
crease the density of free carriers the density of carriers 
in the shallow trapping states must be increased in the 
same proportion. The rise time is thus increased by the 
ratio of shallow-trapped to free carriers. Similarly when 
the optical excitation is interrupted, the shallow trapped 
carriers must be emptied into the ground states via the 
free states. The decay time, then, will also be extended 
by the ratio of shallow-trapped to free carriers. The 
observed rise time or decay time of the photocurrents 
of a photoconductor are thus not necessarily the same 
as the life time of a free carrier. Only at high lights, 
when the densities of free carriers are equal to or greater 
than the density of shallow trapped carriers will the 
response time of a photoconductor approach the life 
time of a free carrier. These densities are likely to be 
10 15/cm3 and greater. At low light intensities and for 
photoconductive insulators the free carrier densities 
may be as low as 107/cm3. Under these conditions, if 
the shallow trapped carrier density is 10 I5/cm3, the rise 
and decay time of the photocurrents will be 108 times 
larger than the life time of a free carrier. Such slow re¬ 
sponse times have been observed in many evaporated 
photoconductors [19] used in the Vidicon. Response 
times in these materials approached a second while the 
life times of free carriers determined from (6) were of 
the order of 10-8 seconds. In the case of the observations 
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of photoconductivity in polystyrene [4] the free carrier 
density was of the order of 106/cm3. The observed time 
of response was about an hour and must have been at 
least 10 13 times longer than the life time of the free 
carriers. 

It is this strikingly large disparity between the ob¬ 
served rise or decay times of photocurrents on the one 
hand and the life time of free carrier on the other hand 
that has probably discouraged in the past the simple 
interpretation of photocurrents according to (6). One’s 
instinctive reaction is to regard the rise or decay time 
of the photocurrent as a direct measure of life time and 
to insert these observed rise or decay times in (6). The 
resultant discrepancies of many powers of ten would 
indeed make one suspect the validity of this relation. A 
major contribution of much of the work on photo-
conductive pick up tubes of the Vidicon type was a 
forced recognition that the life time of a free carrier and 
the decay time of a photocurrent were different times. 
This has paved the way to the confident use of (6) as a 
simple interpretation of photoconductive currents. 

Sub-Linearity and Super-Linearity 

It was pointed out that frequently the photo-current 
increases as a fractional power of the light intensity, the 
fraction lying between 0.5 and 1.0. Such a dependence 
on light intensities means that the life time of a free 
carrier becomes shorter at higher light intensities. Fig. 
1 gives an immediate picture of how this occurs. As the 
light intensity is increased, the steady-state Fermi-
levels, Efn and Eip, pull apart toward their respective 
band edges. As they pull apart they embrace more 
ground states. More ground states means that the carrier 
life times will be shorter. The particular fractional power 
dependence on light intensity depends on the energy 
distribution of the bound states. A uniform distribution 
of bound states in energy leads to powers close to unity. 
Powers between 0.5 and unity are obtained from bound 
states distributions that decrease rapidly with distance 
from the band edges [8]. 

The above remarks are true when the bound states 
are all of one class or predominantly so. Being of one 
class means that of all the bound states have the same 
capture cross sections for free carriers. If there are sig¬ 
nificant numbers of bound states having different cap¬ 
ture cross sections, other dependencies of photocurrent 
on light intensity are possible [9, 12]. In particular, 
superlinearity becomes readily understandable. Let it 
be assumed that the addition of a second class of bound 
states can make a photoconductor more sensitive—that 
is, increase the life time of one sign of free carrier. If, at 
low lights, this second class of states lies outside or 
partially outside the two steady-state Fermi-levels (see 
Fig. 2), it will have little effect on the photosensitivity 
already determined by the first class of states lying 
within the two Fermi-levels. As the light intensity is 
increased, the steady-state Fermi-levels pull apart and 
embrace more and more of the second or sensitizing 

class of states. In this way the photoconductor becomes 
more sensitive as the light intensity is increased—in 
short, the current-light curve is super-linear. 

A brief discussion of the way in which a second class 
of bound states can sensitize a photoconductor is in 
order at this point. 

Fig. 2.—Two classes of ground states showing qualitatively 
the origin of superlinearity. 

Sensitization and Saturation 

Sensitizing a photoconductor means by (6) increasing 
the life time of a free carrier. The life time of a free 
carrier is determined by recombination with a ground 
state. A photoconductor, in practice, can be sensitized 
by the addition of chemical impurities (ground states in 
the present terminology). It requires explanation to 
show how addition of recombination centers (ground 
states) can actually slow down recombination of a free 
carrier and thereby sensitize photoconductor. 

CLASS 2 ”’2 

(a) 

OPTICAL 
GENERATION 

OOP 

(b) 

Fig. 3.—Two classes of ground states showing qualitatively 
the origin of sensitization. 

Fig. 3 shows schematically two classes of bound states 
in the forbidden zone of a photoconductor. The two 
classes are shown separately here; actually they are 
physically interspersed. Class I , by itself, is such as to 
make the photoconductor fast and insensitive. To be 
specific, let the capture cross sections of the states in 
class I be 10-16 cm2 both for free electrons and for free 
holes. The class II states are assumed to have a capture 
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cross section of 10~20 cm2 for free electrons and 10-15 cm 2 

for free holes. In the dark, both class I and class II 
states are approximately half filled with electrons. When 
free carriers are generated, the occupation numbers of 
the ground states change radically. For example, free 
holes are captured at about the same rate by both class 
I and class II states. But whereas the holes in class I 
states rapidly capture free electrons, those in class II 
states do not, owing to their small capture cross section 
for electrons. The result is that the class II states tend 
to become filled with holes, the electrons from the class 
II states being transferred to class I states. After this 
redistribution, a free-electron has difficulty in being 
captured by class I states because they are already 
nearly filled with electrons and there are few empty 
places; it also has difficulty in being captured by class 
11 states because these have a small capture cross section 
for electrons. The final result is that the life time of the 
free electron has been increased some 105 times by the 
addition of class 11 states. The life time of the free holes, 
meantime, has been decreased by a factor of two by the 
addition of class 11 states. 

The transition from the distribution in Fig. 3(a) to 
that in Fig. 3(b) requires time. This time is accentuated 
if the photoconductor has been in the dark long enough 
to insure the thermal equilibrium distribution of Fig. 
3(a) and if only a small amount of excitation is intro¬ 
duced. A long latent period is observed during which the 
transfer is taking place and the photocurrents are quite 
low. Near the end of this period the photocurrents rise 
rapidly. Frerichs [30a] reports data of this form using 
y-radiation on CdS crystals. 

If the class II states had been close to the filled band 
they would have had little effect on photosensitivity at 
low light since they would be outside the steady-state 
Fermi-levels. At high lights they would be incorporated 
into the ground states and would sensitize the photo¬ 
conductor in the manner just described. One would then 
expect a low-light linear current-light curve, a super-
linear range at intermediate lights followed by another 
linear section at higher light intensities. 

At still higher light intensities, the free electron den¬ 
sity becomes comparable with the density of ground 
statesand holes begin to re-appear in the class I states. 
In this range the current vs light curve will appear al¬ 
most to “saturate” or “flatten off.” In the limit of very 
high light intensities (carrier densities larger than 
ground state densities) the sensitivity of the photo¬ 
conductor will recede by a factor of 106 approximately 
to the sensitivity determined by the class I states alone. 
The “flattening off” of highly sensitized photoconduc¬ 
tors at very high light intensities has been noted fre¬ 
quently and informally by S. V. Forgue, R. W. Smith 
and R. II. Bube of these laboratories. 

Infra Red Quenching 

Photocurrents generated by visible light may often 
be “quenched” or reduced by the addition of longer 

wavelengths of light. This is an old observation. Some 
recent quantitative results for infra red quenching in 
CdS crystals were reported by Taft and Hebb [31], 
There it is shown that the same infra red has both a 
positive and a negative effect, the negative effect having 
the longer time constant. 

The quenching effect of infra red can be understood 
from Fig. 3 as a shifting of the favorable distribution of 
electrons and holes in the ground states, shown in Fig. 
3(b), to the unfavorable distribution shown in Fig. 3(a). 
This is done by exciting electrons from the filled band 
into class II states. This shift in distribution is likely to 
be a relatively slow process simply because of the large 
numbers of ground states. At the same time the infra 
red, by exciting some electrons from ground states of 
class I into the conduction band can show a more rapid 
positive contribution to the current. As Taft and Hebb 
[31] show, the final steady state effect depends on the 
wave length of the quenching light. 

Temperature Dependence of Photoconductivity 

Photocurrents have been observed both to increase 
and to decrease with temperature depending on the 
temperature range and light intensity [13]. From (5) 
the temperature can be expected to influence the life 
time of a free carrier through the capture cross sections 
and through the number of ground states. (The tem¬ 
perature variation of thermal velocity is too weak to ac¬ 
count for most observations). If the very small capture 
cross sections in sensitive photoconductors are a resid t of 
a repulsive coulomb field around the capturing center, 
an increase in temperature can be expected to increase 
the capture cross section and decrease the photocur¬ 
rents.9

Since the distance of the steady-state Fermi-levels 
from their respective band edges is proportional to the 
absolute temperature, higher temperatures tend to 
squeeze the two levels together. If there were pre¬ 
dominantly one class of bound states, this squeezing 
together would reduce the number of ground states and 
result in an increase in photocurrent with increasing 
temperature. On the other hand, when there is more 
than one class of bound states, the behavior can be¬ 
come more varied since a change in temperature can 
shift a class of bound states in or out of the ground 
state category [12]. In particular, if one has a super-
linear photoconductor, its photosensitivity should de¬ 
crease with increasing temperature. The increasing 
radiation is pulling the two Fermi-levels apart to in¬ 
clude more of the sensitive states; the increasing tem¬ 
perature would squeeze the two levels together to ex¬ 
clude the sensitive states. CdSe crystals, for example, 
are super-linear at room temperature and their photo¬ 
current decreases rapidly with increasing temperature 
110. 12, 23], 

9 In a recent conversation with W. Schottky he pointed ont that 
the temperature dependence of capture cross section could be avoided 
by allowing the electron to tunnel through the potential barrier. 
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In general the interpretation of the temperature de-
pendence of photocurrents in a given photoconductor 
is hazardous because more than one parameter can 
change with temperature. 

Current-Light Curves in the Low, Intermediate 
and High-Light Ranges 

The low-light range is defined by the conditions that 
both free carrier densities are less than the densities of 
electrons and holes in the ground states. Under these 
conditions, the life times and, by (1), also the densities 
of free electrons and free holes are independent. If there 
is predominantly one class of ground states, the tree 
carrier densities increase as a fractional power ol the 
light intensity, the fraction lying between 0.5 and 1.0. 
1'he spreading of the two steady-state Fermi-levels to 
include more ground states at higher light intensities ac¬ 
counts for the less than linear rise of photocurrent with 
light intensity. 

if the photoconductor has been sensitized by the 
addition of other classes of bound states, two conse¬ 
quences are likely. First, the density of one sign of car¬ 
rier will be several or more powers of ten higher than the 
density of the other sign of carrier. The addition of sen¬ 
sitizing states can increase the life time of one sign ot 
carrier, but not of both signs of carriers. Second, by the 
mechanism already described the current-light curve 
may now be super-linear. 
To summarize, the photocurrent in the low-light 

range of a sensitized photoconductor will be that oi one 
sign of carrier and will increase as a power ol the light 
intensity greater than 0.5. 

1'he high-light range is defined by the conditions that 
both free carrier densities are greater than the densities 
of ground states. In the high light range, the life times 
and densities of both signs of free carrier are equal. The 
equal densities follow logically from the need to main¬ 
tain charge neutrality, and the equal life times follow 
from the equal densities and (1). 

A significant characteristic of the high light range is 
that the addition of ground states of any character can 
have only one effect, namely, to shorten the life times of 
both signs of carriers. This is to be contrasted with the 
low-light range in which some types ol ground states 
may be added which can increase the lile time of one 
sign of carrier while at the same time, decreasing the life 
time of the other sign of carrier. In the low-light range, 
the ground states can interact in the sense of exchanging 
electrons and holes, via the free states, as already de¬ 
scribed. In the high-light range, all ground states act 
independently of each other. Each ground state is oc¬ 
cupied Sn/(s» + sp) of the time by an electron and 
■Sp/G'n + Sp) of the time by a hole. s„ and sp are the cap¬ 
ture cross sections of the ground state for free electrons 
and holes respectively. The addition of new ground 
states does not affect the occupancy of the already 
present ground states but simply adds more recom¬ 
bination paths for both electrons and holes. 

Because the same ground states that were added in 
the low-light range to sensitize the photoconductor 
actually desensitized the photoconductor in the high¬ 
light range, the sensitivity of the photoconductor in the 
high-light range will be many powers of ten lower than 
its sensitivity in the low-light range. The current-light 
curve in the high-light range is strictly linear if the 
direct recombination of free pairs is neglected and if the 
capture process itself occupies a negligible time. 

Fig. 4.—Carrier densities (and photocurrents) in the low 
intermediate and high-light ranges. 

In Fig. 4 is shown schematically the carrier densities, 
or their corresponding photocurrents, in the low, inter¬ 
mediate and high-light ranges. The example chosen is 
one for which the free electron life time is much larger 
than the free hole life time in the low-light range. Since 
the free electron density matches the free hole density 
in the high light range, there must be an intermediate 
range in which the free electron density curve bends 
down to meet the free hole density curve. If there is 
predominantly one class of ground states, the curvature 
of the free electron curve in the intermediate rangeis 
approximately a half power. Such behavior has been 
observed for CdS crystals by Smith [10] and by Fass¬ 
bender [32]. If the photoconductor has been sensitized 
by the addition of other classes of ground states, the 
free electron density curve in the intermediate range 
may indeed have such a low power as to appear com¬ 
pletely saturated or flat. The sensitizing effect of the 
added ground states is being “undone” in this range by 
decoupling their interaction with the less sensitive 
states. 

While the previous remarks have made free reference 
to a photoconductor in the low, intermediate, and high¬ 
light ranges, only the first two ranges have been ob¬ 
served or reported. A simple computation shows why 
it is difficult if not impossible to excite optically the 
usual photoconductor into the high light range. If one 
takes an optimistic figure of 10 15/cm3 for the ground 
slate density, the free carrier densities must exceed this 
value. An optimistic capture cross section for the ground 
states is 10“ 15 cm2. The life time of a free carrier by (5) 
is then 10 7 seconds. The rate of optical generation re-
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quired to maintain a density of 10 15 carriers/cm3 having 
a life time of IO-7 seconds is by (3a), 10 22 excita-
tions/cm3. An extremely high light intensity is about 10 
lumens/cm2 corresponding to about 10 17 pho-
tons/cm2/sec. If these photons are strongly absorbed in 
a layer 10“6 cm thick, the optical generation rate will 
be 10 22/cm3/sec or barely sufficient to reach the high 
light range under optimistic assumptions. While optical 
excitation is unlikely to reach the high light range, elec¬ 
tron excitation is more likely to. For example, a one 
milliampere, 20 K.V. beam of electrons focussed into a 
one millimeter spot and absorbed in a layer 10-4 cms 
thick corresponds to about 10 24 excitations/cm3/sec. For 
this reason, one sees qualitative evidence of high-light 
conditions in luminescent materials under high current 
bombardment. The emission frequently shifts to shorter 
wavelengths indicating that the steady-state Fermi-
levels are pulling apart to include states closer to the 
band edges. In some cases, as in the ultra violet emission 
from ZnO [33], the emission corresponds closely to the 
energy gap itself. This would mean free carrier densities 
approaching 10 I3/cm3. Another well known bit of evi¬ 
dence from luminescence is that the luminescence decay 
time at high current densities as in ZnS [33] approaches 
values less than a microsecond. At lower excitation 
densities the decay time may approach a second owing 
to the preponderance of bound states over free carriers. 

While it is difficult to excite optically the usual photo¬ 
conductor into the high light range, this is not true for 
transistor quality germanium and silicon. Here the 
density of ground-states is likely to be 10n/cm3 or at 
least four powers of ten below that of the usual photo¬ 
conductor. Since the free carrier density in silicon and 
germanium in the dark already exceeds the ground 
state density by two or more powers of ten it is actually 
difficult to make observations of photoconductivity in 
the low light range. Any observation of photocurrents 
approaching the dark currents is already in the high¬ 
light range. 10

Quantitative Determination of the Demarcation 
Lines (Fig. 5) 

Much of the utility of the concept of steady-state 
Fermi-levels marking the separation between the shal¬ 
low trapping states and ground states can be demon¬ 
strated in the qualitative discussion of the preceding 
sections. The utility of trying to make close quantitative 
checks is yet to be established. Some preliminary and 

10 A. R. Moore has informed the writer of his measurements of 
pair life times in silicon which appear to have been made at suffi¬ 
ciently low excitation intensities that the measured decay time of 
photoconductivity was not the life time of a free pair but rather of 
the longer lived of the two signs of carriers. Higher light intensities 
readily removed the discrepancy. It is likely here that the transition 
from “low light’’ to “high light’’ conditions was actually being ob¬ 
served. I am informed by A. R. Moore also that similar observations 
have been made on germanium at low temperatures. This would be 
consistent with the concept that the two steady-state Fermi-levels 
approach closer to the band edges and embrace a larger number of 
ground states as the temperature is decreased. 

encouraging attempts have been reported by R. II. 
Bube [11, 12] in work on the photoconductivity of CdS 
and CdSe crystals. For quantitative checks, the de¬ 
marcation lines discussed earlier should be used together 

OCCUPANCY 
OF STATES 

OCCUPANCY 
OF STATES 

Fig. 5.—Ground states, steady-state Fermi-levels 
and demarcation lines. 

with the steady-state Fermi-levels to determine the 
number of ground states. 11

At the demarcation line for electrons, a trapped 
electron is equally likely to be thermally excited into the 
conduction band and to capture a free hole. States 
above this level are dominated by thermal exchange of 
electrons with the conduction band and states below 
this level are dominated by the kinetics of recombina¬ 
tion. At the demarcation line the following equality 
holds: 

v*g-ElkT — VSpp. (9) 

The left side of (9) is the rate of thermal excitation of an 
electron into the conduction band from a bound state 
E electron volts below the conduction band. The factor 
V*, is the product of the number of chances per second 

11 In the qualitative discussion of insulators it was advantageous 
and sufficiently accurate to take the ground states as those states 
lying between the two steady-state Fermi-levels. In reference [9], I 
stated that a more accurate designation of ground states would be 
those states lying between the two demarcation lines. This is not 
correct. I am indebted to M. A. Lampert for pointing out that when 
n,>pt, the ground states should be taken between the demarcation 
line for holes and the steady-state Fermi-level for electrons (see 
Fig. 5). When pg>na, the ground states should be taken between the 
demarcation line for electrons and the steady state Fermi-level for 
holes. In treating recombination in semi-conductors, it is especially 
important to make the proper choice since the steady-state Fermi-
levels and the demarcation lines are likely to be well separated. In 
Fig. 10 of reference [9], showing a semi-conductor, the proper choice 
was made. 
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an electron has to jump and a transition probability 
factor. The right hand side of (9) is simply the reciprocal 
of the time required for a free hole to be captured by 
the electron in the bound state. sp is the capture cross 
section of the electron for a free hole and p is the density 
of free holes. 

In order to replace sp and p by corresponding quanti¬ 
ties relating to electrons we make use of the formal 
relation 

f = pSpVHg = nsnvpa (10) 

which states that the rate of optical generation f of free 
electrons and holes is equal to the rate at which free 
holes pour into the ground states and the rate at which 
free electrons pour into the ground states. n0 is the num¬ 
ber of ground states occupied by electrons and pg the 
number of ground states occupied by holes. 

From (10) we get: 

pg 
psp = ns„- (11) 

no 
Eq. (11) may be inserted in (9) to obtain: 

Do
v*e E,kT = ms,— (12) 

na 
or 

U* 17 

E = kT In —--■ (13) 
nvs„ pa

Now, from detailed balancing arguments (see appendix 
of article described in reference (8), Sn/T* = 10-26 at 
room temperature. Also, if v is taken as 10’ cm/sec., (13) 
may be re-written: 

«0 
= Efn +kTln— • (14) 

Po 
When the numbers of electrons and holes in the ground 
states are equal (ng = pg), (14) states that the demarca¬ 
tion line coincides with the steady-state Fermi-level for 
electrons. Similarly, the other demarcation line coin¬ 
cides with the steady-state Fermi-level for holes. If 
na/pg is not unity, the demarcation line for electrons is 
shifted kT In n0/pg farther from the conduction band, 
and the demarcation line for holes is shifted the same 
distance closer to the idled band. At room temperature, 
a ratio of 100 to one of electrons and holes in the ground 
states will shift the demarcation lines 0.1 volt from the 
steady-state Fermi-levels. 

The above remarks are concerned with a single class 
of ground states in the low, intermediate or high-light 
ranges. If more than one class of ground states is present, 
the same relations hold for each class separately, so that 
depending on the ratios n„lpg within each class, their 
demarcation lines will be somewhat shifted. One caution, 
however, needs to be observed. Because, in the low light 
range, a redistribution of electrons and holes takes 

place among the several classes of ground states, one 
must independently estimate this redistribution and its 
effect on n,/pg for each class before applying (14). In 
the high light range, the classes of ground states act in¬ 
dependently and the value of n0!pg for each class is 
equal to the ratio sn/sp for that class. 

It remains to locate the demarcation lines for a semi¬ 
conductor in which the photocurrent is less than the 
dark current. Consider, for example, an n-type semi¬ 
conductor in which the optically generated electron and 
hole densities are less than the thermally generated 
electron and hole densities. The steady-state Fermi-
level for electrons is, by assumption, within kT of the 
“dark” or thermal equilibrium value of the Fermi-level. 
The demarcation line for holes on the other hand is de¬ 
termined by the relation: 

p^^EikT _ Wn(Mo -p w). (15) 

This is (9) written for holes instead of for electrons with 
«o the thermal density of electrons added to n, the op¬ 
tically generated density. Since n was assumed small 
compared with no (15) may be re-written as: 

E = — kT In V-- n0. (16) 
sp V* 

By previous arguments (16) becomes 

10” Sp 
E = kTln--

n0 s„ 

sP
= Efn +kTln-- (17) 

in 

That is, the more conducting the semi-conductor is in 
the dark the closer is the demarcation line for holes to 
the filled band. For sp = sn, the demarcation line for holes 
is the same distance from the filled band as the “dark” 
Fermi-level is from the conduction band. The ground 
states 12 lie between the dark Fermi-level and the demar¬ 
cation line for holes. 

The problem of recombination via a single level of 
bound states treated by Shockley and Read [7] can be 
analyzed rather simply in terms of the demarcation 
lines for a semi-conductor. Since only a single level of 
bound states is assumed, these states are counted in full 
as ground states when they are embraced by the demar¬ 
cation line and steady-state Fermi-level but weighted 
only as e~ElkT when they lie E electron volts outside 
either of these lines. 

Photoconducting Powders 

This section on photoconducting powders is inserted 
not because of any close connection with the preceding 
discussion but because data on powders have frequently 
been reported and because these data have certain com¬ 
mon characteristics that can be accounted for simply. 

11 See footnote reference 11. 
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l he common characteristics are that the photocur¬ 
rent increases faster than linearly with voltage but 
linearly (or nearly so) with light intensity. 

The model may be outlined conveniently in terms of 
the dark current. If one assumes that the granules are 
appreciably more conducting than the contacts between 
granules, the field and potential drop within a granule 
will be negligibly small compared with the held and 
potential drop across the boundaries between granules. 
The current will be limited by the poor contacts be¬ 
tween granules. This current is held dependent and in¬ 
creases as a high power of the voltage. 1 he held de¬ 
pendence may be the result either of lowering the poten¬ 
tial barrier between granules or of tunneling through 
the barriers. In either event, only a fraction of the free 
carriers within a granule that strike the barrier will get 
through (or over) the barrier. This fraction increases 
rapidly with applied held giving rise to the high power 
dependence on voltage. On the other hand if the number 
of free carriers is increased the current will increase in 
the same proportion since the number of carriers passing 
the barrier will now be the same fraction of the larger 
density of carriers. 

This model accounts for the near-linear dependence ol 
currents on light intensity and for the high power de¬ 
pendence on voltage. The model suggests also that the 
dependence on voltage should be similar for both the 
dark current and photocurrent. Such dependence has 
been observed by Smith 13 for photoconductive powders 
imbedded in a transparent insulator. (It is essential for 
this model that the photosensitivity of the contacts be¬ 
tween granules be negligible compared with the photo¬ 
sensitivity of the granules themselves.) Another conse¬ 
quence, observed by Nicoll and Kazan [34] is that at 
sufficiently high voltage the contact resistance is broken 
down so that the dependence on voltage approaches the 
linear form. 

Noise Currents 

Ultimately the sensitivity of a photoconductor is 
measured not by “micro-amperes per lumen” or by the 
“number of electrons per photon” iront (6), but by the 
signal to noise ratio for a given amount of incident 
radiation. “Signal” is the average photocurrent; “noise” 
is the root mean square fluctuation in current about the 
average. It is true that there are many applications for 
photoconductors where a large number of microam¬ 
peres per lumen, apart from noise considerations, is at 
least convenient if not necessary to the operation of the 
device. However, when a photoconductor is used as a 
radiation detector, the ultimate background noise cur¬ 
rents and the signal to noise ratio for a given amount 
of radiation are the significant parameters. 

The subject of noise currents, like the subject of the 
average photocurrent, is characterized on the one hand 
by simply definable expectations and, on the other 

13 R. \V. Smith, private communication. 

hand, by large and complex departures from these 
expectations. 

The expectations are that a photoconductor should 
be a noiseless transducer of photon currents into photo¬ 
electron currents. The signal to noise ratio of the photo¬ 
current should match the signal to noise ratio of the 
absorbed photon stream. A photo-multiplier tube is a 
good example of such a transducer. 

The realizations in most photoconductors, as in most 
semi-conductors, are noise currents far in excess ol 
minimum expectations and noise currents having ap¬ 
proximately a 1//spectrum instead of a “flat” spectrum. 
Large noise currents observed in CdS crystals with gold 
contacts are reported by Buttler [35]. Here the signal 
to noise ratio of the photocurrents is measured to be 103 

limes lower than the signal to noise ratio of the incident 
photon stream. An extensive discussion of and bibli¬ 
ography on noise currents in semi-conductors is con¬ 
tained in a paper by Petritz [36], A representative set of 
measurements on noise currents in semi-conductors is 
contained in a paper by Campbell and McLean [37], 

At the outset the writer states his leaning towards the 
interpretation that the 1// spectrum and the large noise 
currents in excess of simple expectations are generated 
at poor contacts either at the electrode-semiconductor 
interface or at internal “surfaces.” This leaning is sup¬ 
ported both by the experience of converting CdS crys¬ 
tals from noisy to noiselesss transducers by using ohmic 
contacts [38, 39] and by an appreciation of the ease 
with which a contact can depart from truly ohmic 
character. The latter statement needs elaboration. 

It was pointed out earlier that the validity of (6) for 
the average photocurrent depended upon having ohmic 
contacts. An ohmic contact is one that can supply a 
reservoir or excess number of carrier ready to enter the 
semi-conductor as needed. A metal having a lower work 
function than the semi-conductor is a simple example ol 
an ohmic contact for electrons. One must, however, in¬ 
sure that there is no high work function film or mono-
layer between metal and semi-conductor. Now, in the 
measurement of the average photocurrent, a non-ohmic 
contact may not be serious. For example, il a hundred 
volts is applied across a photoconductor, and if a frac¬ 
tion of a volt is abstracted from the hundred volts to 
“break through” the poor contact between metal and 
photoconductor, the average photocurrent may depart 
less than one per cent from that to be expected from an 
ohmic contact. Even here, if one chooses to use only a 
few volts across the photoconductor, an ohmic contact 
may still show a distinct improvement over a non-ohmic 
contact [38], While the measurement of the average 
photocurrent is not particularly sensitive to the nature 
of contact, since usually a few volts at most is sufficient 
to break down the poor contact, the measurement of 
noise currents is exceedingly sensitive to even slight 
departures from an ohmic contact. The reason, roughly, 
is that the noise voltages corresponding to the noise 
currents are likely to be of the order of microvolts. Poor 
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contacts that involve as little as some microvolts to 
break them down can have a significant influence on 
the noise since breakdown is a noisy process. In the case 
of the gold contacts on CdS, fairly accurate average 
photocurrents are measurable at a hundred volts ap¬ 
plied across the crystal; at the same time, the noise cur¬ 
rents are several powers of ten higher than the minimum 
set by the photon stream. The noise criterion is perhaps 
the most critical test of an ohmic contact. 

These remarks have emphasized the ease with which 
a poor contact can cause the magnitude of noise cur¬ 
rents to exceed their minimum values. It will be argued 
later that the noise currents generated at a surface are 
also much more likely than volume generated noise cur¬ 
rents to have a 1// spectrum. 

Some Formal Expressions for Noise Currents 

There is a conceptual as well as numerical convenience 
in reducing the variety of noise currents (Johnson, shot, 
photon, current and contact) to the same formalism 
used in shot noise. There is a further convenience in 
dealing with signal-to-noise ratios rather than noise cur¬ 
rent itself. The well-known expression for shot noise is 

In = [2(^)M/]>'2 (18) 

where I„ is the rms noise current in the band width A/ 
arising from an average current I. (eG) is the effective 
electronic charge. For example, G may be the gain of a 
photo-multiplier. G may also be less than unity if the 
carriers move only a fraction of the distance between two 
plane parallel electrodes. The signal to noise ratio is 

The interpretation of the parenthesis on the right side 
of (19) is quite simple. For a bandwidth, A/, the smallest 
observable (resolvable) element of time is A/ = 1/2A/. 
Accordingly I/2eG&f is the average number of effective 
charges contained in the observation time A/. To gen¬ 
eralize, one may say, as is well known, that the paren¬ 
thesis of (19) is the average number of random events in the 
observation time ¿st. This reduces the expression for signal 
to noise ratio to the well known statistical relation that 
the rms deviation associated with an average number of 
events is the square root of that number. Thus the signal 
noise ratio or ratio of average number to rms deviation 
from the average number is also equal to the square root 
of the average number, viz. (19). 

Consider the noise implications of the characteristic 
(2), repeated here for convenience: 

■V = Ft. (2) 
N is the steady-state number of free carriers having a 
life time r and generated by a photon flux of F excita-
tions/sec. Now the bandwidth of this photoconductor 
is determined by the life time r through the relation 

Phus, T is the smallest observable element of time and 
N is the average number of random photon events oc¬ 
curring in this observation time. The signal to noise 
ratio of the absorbed photon stream referred to the 
bandwidth of (20) is therefore N112. The signal to noise 
ratio of the photocurrent is by (19) and (20): 

I ( 1 X" 
In \ leg&fj \eG/ 

From (6) and (9), (21) may be rewritten : 

Thus the number N 112 is at the same time the 
noise ratio of the incident photon stream, the 
noise ratio of the photocurrent and the “signa, 
ratio” of the steady-state number of optically excited free 
carriers.™ 

If the observation time t is made artificially longer by 
using a narrow pass amplifier, the larger value of r is 
inserted in (22) and the signal to noise ratio is improved 
in proportion to r' 12. Also, if the rise and decay times of 
the photocurrent are larger than the life time of a free 
carrier the larger time is inserted in (22). 

From (22), it is immediately clear that the smallest 
signal light that can be detected is equal to the square 
root ot the number of Planckian photons having the 
same hi> values as the signal photons, received by the 
photoconductor in the observation time. 

Comparison of Noise Currents 

1'he shot noise relation of (18) is a convenient rallying 
point for comparing the magnitudes of the various 
noise currents encountered in semi-conductors and 
vacuum tubes. When G= unity, (18) describes the noise 
currents in a vacuum photocell, a temperature limited 
diode or a p-n junction photocell. When the value 
for G is inserted from (6), namely, G = t/Tt, (18) de¬ 
scribes the noise currents in a photoconductor. G may 
of course be greater or less than unity. Particularly 
large values of G may be expected at thin barriers either 
at the metal contacts to a semi-conductor, at the 
boundaries between grains of a polycrystalline material, 
owing to the small values for transit time Tr. This is a 
likely mechanism for large values of contact noise. 

Finally thermal agitation noise can be described 
(within a factor of two) by (17) if the following values 
are inserted for G and I: 

(21) 

(22) 

signal to 
signal to 
to noise 

La diffusion length of a carrier 
G = - = ----

I. inter-electrode distance 

“While this statement is accurate for a photoconductor in which 
the life time does not fluctuate (for example, a p-n junction or other 
structures in which the life time is determined by transit time) Dr. 
D. O. North has pointed out in a private communication that the 
fluctuations in life time, characteristic of life times determined by 
recombination, cause the photocurrents to be twice as noisy as the 
photon currents. 
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kT 
I =-aA = random diffusion current. 

eLd 

Here, a and A are the conductivity and cross section of 
a semi-conductor whose resistance is R and whose 
Johnson noise is given by 

The virtue of the above mode of expression is that one 
gets an immediate measure for the applied field at which 
what is called “current noise” will exceed thermal agita¬ 
tion noise. This field is kTleL¿. Applied fields greater 
than this value cause the drift length of the carrier to 
exceed its diffusion length [40]. 

Sources of Excess Noise 

The minimum noise in a photoconductor is given by 
(18) with the photoconductive gain inserted for G. It is 
an understatement to say that this minimum value may 
easily be exceeded. Noisy contacts are the most likely 
source. However, other non-uniformities of a less obvi¬ 
ous nature can contribute as well. These include any 
non-uniform potential distribution along the photo¬ 
conductor and non-uniform photosensitivity of the 
photoconductor either along the line of the current or 
along a line normal to the current. The latter source of 
excess noise has a familiar parallel in the problem of 
combining photomultipliers having different gains. 

There is, in addition to the above sources of excess 
noise, a somewhat more fundamental possibility for 
observing photocurrents that are noisier than the photon 
currents generating them [9], Under certain conditions 
it is possible to identify a definite fraction of the free 
carriers with one class of recombination centers and the 
remainder with another class of recombination centers. 
If the larger fraction of carriers is supported or gener¬ 
ated by a small fraction of the incident light, the photo¬ 
currents will be noisier than the photon currents. This 
is again similar to the problem of paralleling photomul¬ 
tipliers with different gains. 

Evidence for Shot Noise in Photoconductors 

There are remarkably few published reports in which 
the signal to noise ratio of the photoconductor currents 
approach the signal to noise ratio of the incident 
photon currents. The fact that there are any at all is, 
however, sufficient encouragement to recognize the 
“noiseless photoconductor” as a legitimate, though dif¬ 
ficult, goal. A discussion of the usual results in which 
large noise currents are observed having al// spectrum 
is given by Jones [41], 

P. J. Fellgett [42] has reported measurements on lead 
sulphide and lead telluride cells in which the limiting 
noise was the shot noise of the temperature radiation 
falling on the cells. Van der Ziel [43] has reported that a 
part of the noise spectrum of the current in a germanium 
filament is consistent with the shot noise to be expected 

from the density and life time of the minority carriers. 
While these are not photocurrents, the physical basis for 
expecting simple shot noise here is the same as that for 
a photoconductor. Slocum and Shive [44] reported 
measurements of shot noise in a p-n junction photocell 
that agreed with that to be expected from temperature 
limited currents of the same magnitude. Lummis and 
Petritz [45] report a close connection between the noise 
spectrum of PbS and its macroscopic photoconductive 
properties. Finally, Shulman [39] reported some of the 
most complete measurements of shot noise in the photo¬ 
currents through single crystals of CdS having ohmic 
contacts. The validity of the simple noise relations dis¬ 
cussed in this paper was supported by the following: 
the photoconductor gain measured from the noise cur¬ 
rents agreed with a direct measurement of gain; the 
noise spectrum flattened off toward low frequencies ap¬ 
proximately at the frequency given by the reciprocal of 
the life time of a free carrier; and the rms noise current 
increased as the square root of the photocurrent when 
the photocurrent was varied by light intensity and as 
the first power of the photocurrent when it was varied 
by the applied voltage. 

Another interesting example of the matching of gains 
computed from noise with those observed directly is 
reported by Cope [46] for a photoconductive television 
pick up tube (Vidicon) recording x-ray pictures. 

The 1// Noise Spectrum 

The commonly observed noise spectrum, both for 
photoconductors and semi-conductors is one in which the 
mean squared noise current per unit bandwidth varies 
as the reciprocal of the frequency. This spectrum im¬ 
mediately suggests a collection of noise sources having 
different time constants. A number of analyses have 
been published in which such a spectrum was resolved 
in terms of ions migrating to and from a critical surface, 
the ions having a dispersion of activation energies for 
diffusion [47, 48]. It is not necessary, however, to re¬ 
strict the argument to ions since trapped electrons or 
holes in the neighborhood of a potential barrier can 
modulate the height of the barrier and the flow of cur¬ 
rent through or over the barrier. This is the normal 
photoconductive effect on a small scale. 

If one thinks in terms of electronic charges migrating 
in and out of a critical region at a barrier, the 1 /f spectrum 
can be reconstructed if the number of trapped charges 
per unit life time in the critical region varies as the re¬ 
ciprocal life time. The photoelectric gain per trapped 
charge is proportional to its life time in the critical 
region. Further, if the life time of the trapped charges 
in the critical region is the usual exponential function 
of trap depth, the number of electron charges per unit 
trap-depth energy in the critical region necessary to 
give the 1// spectrum is a constant. The last statement 
is particularly suggestive since there is ample evidence 
in the usual semi-conductor for a quasi-continuous dis¬ 
tribution of traps in energy [49] and, in particular, the 
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distributions can be nearly enough constant [8, 17] to 
satisfy the requirements of the 1// spectrum. Since the 
life time of electrons in deep traps may be as much as 
hours or days, these deep trapped charges can account 
for the 1// spectrum extending as far as has been meas¬ 
ured, namely, to 1 (V4 cycles/sec. [50] 

The collection of noise sources, having different char¬ 
acteristic times, required to match the observed 1// 
spectrum can readily be found at a surface contact or 
internal barrier since various elements of a surface are 
independent. By way of contrast, it is more difficult to 
establish such a collection of noise sources, having dif¬ 
ferent characteristic times, uniformly distributed within 
the volume of a photoconductor or semi-conductor even 
with the aid of traps. A free electron in the volume of 
a photoconductor, by virtue of its random motions 
within the volume, tends to average over various captur¬ 
ing centers to establish a single characteristic life time. 

Another argument against assigning the 1//spectrum 
to volume sources may be stated as follows. Since the 
noise fluctuations in photocurrent may be regarded as 
generated by fluctuations in photon current (in the same 
way as any AC component in the light intensity should 
give rise to an AC component in the current), one can 
show that al// noise spectrum implies a response curve 
to fluctuations in light intensity that rises as In f at low 
frequencies. In so far as one commonly finds the re¬ 
sponse curve flattening off at low frequencies, and in so 
far as this response curve is a measure of the average 
volume properties of a photoconductor, the average 
volume properties cannot provide the distribution of 
time constants required to account for the 1// spectrum 
in this low frequency range. By contrast, highly localized 
volume properties such as at an internal or a contact 
surface may have little effect on the average-current re¬ 
sponse curve but a large effect on fluctuations from the 
average. (This has already been discussed in the section 
on “noise currents.”) One has, therefore, more freedom 
in identifying the 1// spectrum with surfaces, internal or 
contact. 

Petritz points out that a set of independent time 
constants needed to match the 1//spectrum can be ob¬ 
tained from the assumption of local inhomogeneities but 
cannot be obtained from traps uniformly distributed 
throughout the volume [36]. He goes on however to re¬ 
ject the local inhomogeneity model for his particular 
problem (p-n junction noise) because the macroscopic 
properties do not give evidence of these local inhomo¬ 
geneities. The argument in the present paper, however, 
is that the local inhomogeneities can have a negligible 
effect on the macroscopic (average) currents but a very 
large effect on the noise. 

Photocurrent Noise in the Presence of 
Dark Current Noise 

It is often necessary to observe small photocurrents 
in the presence of much larger thermally generated dark 
currents. It is not immediately true that the noise from 

the “dark” electrons is weighted the same as the noise 
from the photo electrons. If both “dark” and photo 
electrons originate from the same centers their mean 
squared noise currents will of course be proportional to 
their relative numbers. If on the other hand, the “dark” 
electrons originate from states lying between the Fermi-
level and the conduction band whereas the photo elec¬ 
trons originate from states below the Fermi-level, the 
dark electrons can be far less noisy than the same num¬ 
ber of photo electrons. 
Van der Ziel [51], for example, has pointed out that 

free electrons arising from well ionized states near the 
conduction band contribute less noise than those orig¬ 
inating from deeper lying states. An independent and 
more general argument has been carried out by D. O. 
North 15 in which this is one of the conclusions arrived at. 

If one regards thermal generation of carriers as simi¬ 
lar to optical generation an heuristic measure of the 
noise contribution of thermal electrons may be obtained 
by the following argument. Consider the fluctuation in 
density of thermal carriers due to fluctuations in tem¬ 
perature. The maximum fluctuation is obtained in gen¬ 
eral when the Fermi-level has zero temperature co¬ 
efficient. For this case: 

Añ 

ATJ i 
(23) = n--

kT* 

If the Fermi-level has a finite temperature coefficient, 

Añ / Ef 
- = ñ I-
ATJs XkT* 

1 dEK 
kT dr) 

(24) 

If, now, one takes ñ as the maximum mean squared 
fluctuation of n carriers (to be observed at a constant 
Fermi-level) then the mean squared fluctuation in 
general will be 

Añ 

Ãrl 

(25) 

In the limit when 

dE, 
dT 

the carrier density becomes invariant with temperature 
and the fluctuations in numbers of carriers approach 
zero. 

A further parallel with photocurrents would be to de¬ 
fine a life time for the thermal carriers in terms of the 
operation of instantly dropping the temperature and 
observing the time required for the carrier density to 
drop to half its initial value. This life time would de¬ 
termine the frequency range of the noise spectrum ap¬ 
propriate to fluctuations in the carrier density. 

11 Private communication. 
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RI CAPITULATION OF NOISE CURRENTS 

Fig. 6 shows schematically the noise spectra from 
various sources in a photoconductor. In a photoconduc¬ 
tor having ohmic contacts and negligible dark current, 
only the photocurrent noise and thermal agitation noise 
would be present. And the photocurrent noise would be 
given by the incident photon noise. The frequencies/i, 
f2 and/s are taken here to be the reciprocal life times of 
trapped charges near a barrier contact./4 is the recipro¬ 
cal life time of photo-generated carriers and f6 of ther¬ 
mally generated carriers, ft is reciprocal RC of photo¬ 
conductor. Approximating association of / and recipro¬ 
cal life time is for simplicity of schematic presentation. 

FREQUENCY 

Fig. 6- Schematic representation of various noise 
currents in a photoconductor. 
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Lead Salt Photoconductors* 
T. S. MOSSf 

Summary—This review article discusses the fundamental basis 
of photoconductivity in lead sulphide, telluride, and selenide, and its 
application in modern highly sensitive infrared detectors. 

The first part of the paper deals with the manufacture of cells and 
the processing of photosensitive layers; and with the characteristics 
of the final detectors, such as response time, sensitivity, and spectral 
distribution of sensitivity. The factors determining the maximum 
attainable sensitivity are discussed. 

The second part covers fundamental semiconducting properties 
of the three materials, including absorption, activation energies, 
carrier lifetimes and effective masses; and the theory of photoeffects 
in layers. Some applications of these detectors are described. 

An extensive list of references is given. 

Introduction 

THE LEAD SAL!' photoconductors, PbS, I’bTe 
and PbSe, are of great technicological interest as 
highly sensitive and fast infrared red radiation 

detectors, and also of considerable scientific interest in 
the general field of photoeffects in semiconductors. 

Until the end of World War II the only infrared 
detectors available for wavelengths greater than 1.5g 
(15.000Ä) were thermal detectors such as bolometers 
and thermopiles. Such devices operate by virtue of the 
fact that radiant energy is absorbed in the sensitive 

* Original manuscript received by the IKE, August 5, 1955. 
t Royal Aircraft Establishment, Farnborough, England. 

element, thus increasing its temperature. This tempera¬ 
ture rise is then manifested as a change in resistance or 
generation of a thermoelectric voltage. 

In the last few years there has been a great advance 
in the production and utilization of photoconductive in¬ 
frared detectors, and in the fundamental investigation 
of the phenomenon of photoconductivity. In contrast 
to the heat detectors mentioned above, these devices 
operate by direct excitation of individual electrons by 
absorbed radiant quanta, so that they are quantum de¬ 
tectors closely allied to the familiar photoemissive 
cells. '1 he fundamental difference between the photo¬ 
emissive cell and the photoconductive cell is that in the 
former the absorbed quanta have sufficient energj' to 
liberate electrons completely from the photocathode 
into the surrounding vacuum where they may be col¬ 
lected by a suitable anode. In photoconductive cells 
electrons are not emitted, but they absorb sufficient 
energy from the quanta to enable them to change from 
a bound state where they are incapable of contributing 
to conductivity to a. free state where they are capable of 
carrying a current. 

Photoconductivity thus appears as an increase in 
conductivity (due to an increase in the number of cur¬ 
rent carriers) in a partial or semiconductor under the 
action of irradiation. 
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Fig. 1—Diagrammatic representation of a photoconductive cell. 

In contrast to the heat detectors, photoconductors are 
not sensitive to all infrared wavelengths because for 
any material a certain minimum quantum energy is 
required to free the electrons. There exists, therefore, a 
fairly well defined maximum wavelength beyond which 
the sensitivity of a particular photoconductor falls off 
rapidly. A further fundamental difference between 
quantum and heat detectors is in the response time. For 
the latter, since the sensitive element has to warm up 
after the radiation is applied, the process is essentially 
rather slow. Even for so-called fast thermal detectors 
the response time is an appreciable fraction of a second. 
For the quantum detectors typical response times are 
one to a hundred microseconds. 

The particular class of photoconductors considered 
here, namely lead sulphide, lead telluride, and lead 
selenide, is the one which at the present time is of the 
greatest practical use in the near infrared, and one on 
which intensive research work has been, and is still be¬ 
ing carried out. Under conditions of operation most gen¬ 
erally employed, these three types of lead salt photo¬ 
conductor cover following parts of infrared spectrum : 

PbS 1-3 microns 
PbTe 2-5.5 microns 
PbSe 3-7 microns. 

It is worthy of emphasis that the long wavelength 
limit of sensitivity does not increase progressively with 
atomic weight as initially was expected. Over the wave¬ 
length region of 1.5ju-7/z these three materials are by 
far the most sensitive and most rapid infrared detectors 
at present available. 

Manufacture and Properties of Photoconduc¬ 
tive Cells 

Lead salt photoconductive cells are made by two 
distinct processes, which affect not only the characteris¬ 
tics but also the actual physical form of the cells. 

Fig. 2—Transmission of window materials. 

In the chemical method a thin layer is deposited 
from solution onto a suitable substrate—which is 
usually glass. These detectors are generally left open 
to the air—with possibily a protective coat of varnish— 
and can thus be made in a variety of shapes and sizes, 
and in particular may have very small volume. They 
cannot in general, however, be cooled by liquid air or 
other refrigerants. 

In the second method the sensitive layer is produced 
by evaporation in vacuo. By definition such a cell must 
be made in a complete envelope, and provided with a 
suitable “window” of material transparent to the wave¬ 
lengths involved. For convenience of manufacture, 
where large temperature differentials are required, and 
to facilitate cooling in use, the cells are usually made in 
the form of double-walled glass flasks. When sensitized 
the cell is sealed off in the evacuated state so that good 
thermal insulation is available. A typical cell of this 
type is shown diagrammatically in Fig. 1. 

The body of the cell is usually made of low expansion 
borosilicate glass, such as “Pyrex.” If the window ma¬ 
terial is other than the same glass, a multiglass graded 
seal will be required to match the expansion coefficient 
of the window to that of the Pyrex. 

Fig. 2 shows the infrared transmission of various 
materials suitable for windows. Pyrex glass gives good 
transmission for wavelengths up to 2.7/x and is thus 
satisfactory for use with PbS cells when operated at 
room temperature. As will be discussed later, the range 
of sensitive wavelengths increases on cooling, and to 
obtain the benefit of this increased response from a 
cooled PbS detector, it is advisable to use a fused silica 
window, which is transparent to ~4^u, or a “bubble” 
window of very thin glass. 

For PbTe cells, windows of artificial sapphire give 
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adequate transmission. Such windows can now be ob¬ 
tained commercially, and may be sealed to suitable 
glasses by techniques described by Chasmar et al. [19], 
For this window material about five glasses are re¬ 
quired in the graded seal. 

To cover the full range of sensitivity of the cooled 
PbSe cell the only suitable window material at present 
is crystalline MgO—periclase. Again this material may 
be sealed to a suitable glass. For both chemical and 
vacuum cells contacts are usually made to the sensitive 
layer by electrodes of aquadag or gold. In the case of 
chemical cells the electrodes are sometimes added after 
forming the sensitive layer. 

Processing of Photosensitive Layers 

The basic prodecure for production of layers by the 
vacuum evaporation method is as follows. Enough of the 
relevant compound to form a layer approximately lu 
thick is inserted into the cell which is then evacuated. 
The cell is heated in an oven to ~600°C while a jet of 
cool air is directed onto the outer wall opposite the 
electrode surface where the material condenses as a 
mirror-like layer. The oven is now removed and the 
layer evaporated onto the electrode surface which is 
kept cool by water in the cell, an air blast, or possibly 
by liquid air. All techniques of making highly sensitive 
layers involve the use of oxygen at some stage in the 
process although it has been shown to be possible by 
Gibson [36] to make PbS cells without oxygen which 
show some sensitivity at low temperatures after illu¬ 
mination with a strong light. Various ways of introduc¬ 
ing oxygen used by different workers are: 

1. To include it in the starting material, usually by 
addition of PbO to the main compound. 

2. To carry out one or more of the evaporations in a 
low pressure of oxygen. 

3. To bake the final layer in a low pressure of oxygen. 
Manufacture of the most sensitive layers is still very 

much an art rather than a science, and any or all of the 
above ways of introducing oxygen may be used for any 
one cell. Optimization of the times, temperatures, pres¬ 
sures, cell volumes, pumping speeds, quantities and 
composition of materials involved is the key to good 
layer production. Schwarz [109] has used an electric 
discharge during evaporation. 

It may be noted here that the treatment required for 
a layer to have good sensitivity at room temperature 
differs from that required for a layer which is to give its 
best performance at liquid air temperature. Although 
the differences of technique are basically trivial they 
are so important that a worker who can make very good 
cells of one type may be incapable (at least without 
weeks or even months of trial and error work) of making 
even mediocre cells of the other type. 

The chemical method of all cell manufacture has so 
far only been used for production of PbS and PbSe 
cells. The re-agents normally employed are lead acetate, 

sodium hydroxide, and thio- or seleno-urea. After 
precipitation of the layer and washing and drying it, 
sensitivity is optimized by baking in air or low pressure 
oxygen. 

It is common practice to use a substrate layer—PbO 
for PbS cells and PbS for PbSe cells. 

Details of techniques of manufacturing layers are 
given in the following references: 

1. All types of cell—Lovell [64], Sutherland and Lee 
[126], Michellsen [69a], and Smith [117], 
2. PbS (evaporated type)—Cashman [16], Sosnow¬ 

ski et al. [121], Frank [30], Frank and Raithel [31], 
Genzel and Muser [35], Görlich [46], Milner and Watts 
[70], Oxley [83], Piwkowski [94], Ryvkin [104], and 
Schwarz [109-110]. 

PbS (chemical type)—Frank [30], Kicinski [55], and 
Pick [92], 
3. PbTe—Bode and Levinstein [6], Moss [74], [77— 

78], and Simpson and Sutherland [114], 
4. PbSe—Checinska [20], and Moss [77], [80], 
In addition to the true photoconducting layers, it is 

possible to observe photovoltaic effects in all these types 
of materials and, hence, to make cells which generate 
voltages under the influence of IR radiation. Such 
effects or detectors have been discussed by the following : 

1. PbS—Bose [7], Fischer el al. [29], Gibson [42], 
Gorlich [45 46], Hiller and Smolczyk [51], Lange [59], 
Lawrance [62], and Mitchell and Goldberg [72]. 

2. PbTe—Gibson [40], 
3. PbSe—Gibson (41], 
Some of the commercial firms manufacturing various 

types of cell are: General Electric Co. (USA); Conti¬ 
nental Electric Co. (USA); Scientific Specialities Corp. 
(USA); Eastman Kodak Co. (USA); British Thompson 
Houston (England); Mullard (England); Plessey (Eng¬ 
land); Zeiss (Germany); Jean Turek (France). 

Photographs of a variety of several types of cell are 
shown by Paulson [87], 

Characteristics of Lead Salt Detectors 

When examined under the electron microscope, the 
sensitive layers of these detectors are seen to consist ot 
close-packed aggregates of microcrystals of sizes mainly 
between 1 and 0.1g. Similar values for crystallite size 
have been deduced by Wilman [130] from electron 
diffraction measurements. A recent Photoswitch Report 1 

shows that in chemical PbS layers the crystallites are 
about 0.5g diameter before oxidation and 0.1g after 
oxidation. The structure of PbS films has been studied 
by Doughty et al. [25] and the presence of lanarkite 
(PbO • PbSO4) on the surface of oxidized layers has been 
established by Roth et al. [102], 

Uncooled PbS cells usually have a resistance of about 
106 ß if the sensitive layer is roughly square. Alterna¬ 
tive electrode configurations may be used which give 

1 Report 54-1 of July, 1954, published at the Atlantic City Con¬ 
ference on Photoconductivity, November, 1954. 
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lower resistance; e.g., slit-type cells where electrode 
separation is much less than electrode size. Such cells 
are widely used in spectroscopy. Uncooled PbSe cells 
are ten to fifty times lower in resistance than corre¬ 
sponding PbS types. Cooled PbSe and PbTe cells have 
resistances of many megohms. Often the resistance is so 
high that considerable care is needed to avoid leakage 
currents, particularly as moisture condensation is en¬ 
couraged by the cooling procedure. 

Cells are normally operated with a steady polarizing 
voltage applied via a series load resistor. For polarizing 
voltages between about 1 and 100 volts, the cell re¬ 
sponse is directly proportional to this voltage. The load 
resistor should preferably match the cell resistance ap¬ 
proximately. In the case of high resistance cells the re¬ 
sistance is made as large as possible. In order to avoid 
excess noise when a current is passed, the load must be a 
wirewound resistance, and this fact limits the maximum 
value to about 2X106 Í2. Interrupted radiation is used, 
the ac voltage generated across the cell being passed via 
a condenser (which blocks off the polarizing voltage) 
to an amplifier tuned to the frequency of interruption. 
To ensure reaching the fundamental noise limits of the 
cell an amplifier with a gain ~107 is needed. Such an 
amplifier is described by Brown |11|. 

Spectral Distribution of Photosensiti vu y 

The most important characteristic ol these detectors 
is the spectral response curve which shows the range oi 
wavelengths over which they are useful detectors. 
These data are shown for the three types of cell at vari¬ 
ous temperatures between room temperature and 20°I< 
in Figs. 3, 4 and 5.2 It will be noted that at long wave¬ 
lengths the sensitivity falls rapidly. As the fall is in 
general linear (on the logarithmic plot) it is clear that 
there is no absolute wavelength limit to the sensitivity, 
and some suitable criterion must be found for defining 
the range of sensitivity. That proposed by the author 
[76] is the wavelength where the sensitivity has fallen 
to .50 per cent of its maximum value, this point being 
designated Xps. From the curves the values of this 
characteristic wavelength (in microns) are seen to be: 

295°K 195°K 90°K 20°K 
PbS 2.9 3.3 3.8 4.1 
PbTe 3.0 5.1 5.9 
PbSe 5.0 7.1 8.2 

11 will be noted that there is a gradual fall in sensitiv¬ 
ity at short wavelengths. This is mainly due to the fact 
that the curves are plotted on an equi-energy basis. 
If plotted on an equi-quantum basis, they show sub¬ 
stantially constant sensitivity over a wide wavelength 
range, indicating that the quantum efficiency of the 
photoprocess is constant over this range. 

All three types of cell show an increase in the long 
wavelength limit of sensitivity on cooling. The same 
temperature dependence is obtained for all three ma¬ 
terials provided that the shift is expressed in terms of 

" .Measurements in.ule by the author. 

Fig. 3 Spectral sensitivity of a'lead sulphide 
all at various temperatures. 
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energy rather than wavelength, the value being 
4X 10_,,ev/oC. I'he curves have all been normalized to 
unity for the sake of convenience; in practice, the sen¬ 
sitivity varies considerably with temperature, particu¬ 
larly for PbTe where the room temperature sensitivity 
is usually immeasurably small. 

Spectral sensitivity curves for PbS cells of various 
types which agree substantially with those of Fig. 3 
have been published by various workers, notably: 
I ischer et al. [29], Sutherland et al. [125], Oxley [83], 
Moss (73], Sosnowski et al. [121], Lovell [64], Pick [92], 
Chasmar and Gibson [18], Gorlich [46], Kolomietz [56] 
Milner and Watts [70], Genzel and Muser [35], Mitchell 
and Goldberg [72], Mahlman et al. [68], Paulson [87]. 

Spectral data on PbTe cells have been published by 
Moss [74] and [77], Gibson [40], Lovell [64], Simpson 
et al. 1115], Smith [116], Bode and Levinstein [6], and 
Clark and Cashman [22], Some variation of the Xi/2 
values is observed depending on the processing, partic¬ 
ularly on the degree of oxidation, of the layers. At 
90°K optimum processing gives Xi/2 ~5.5g. 

In the case of PbSe, spectral sensitivity curves by 
early workers in the held (Roth [102], Blackwell et al. [5], 
Moss and Chasmar [80], Starkiewicz [123], and Milner 
and W atts [71]) all indicated that the Xi/2 value was less 
than for PbTe. More recent work by Gibson et al. [43], 
Moss [77], Gibson [41], and Roberts and Young [101] 
have shown that if the layers are correctly prepared, 
results similar to those of Fig. 5 can be obtained. 

In addition, most of the firms listed as producing 
cells publish literature on their spectral characteristics. 

Response Time and Frequency Response 

It is an important characteristic of these detectors 
that the response time is very short compared with con¬ 
ventional thermal detectors. For Pbl'e and PbSe cells 
the response times are usually < 10-5 seconds even when 
the layers are operated at liquid air temperatures. For 
PbS cells at room temperature are usually 10~*>rl0 5 

seconds; on cooling with solid CO2 or liquid air the re¬ 
sponse time increases, occasionally to as much as 10~2 

seconds. 
The fundamental process of absorption of the radia¬ 

tion quantum and production of a photoelectron (or 
electron-hole pair) takes a negligible time, perhaps 
10~14 seconds. However, a longer time is required to 
build up an equilibrium concentration of photoelectrons 
in the material. After the application of a steady level 
of radiation the continuous production ol electrons 
builds up the carrier concentration until the rate of 
recombination of the photoelectrons (with photo-holes 
or trapping centers) equals the generation rate. 

A simple statistical picture of the process may be 
given in the following way. Consider unit volume of 
photoconductor containing M trapping centers which 
is irradiated so that Q photoelectrons and photo-holes 
are produced per second. Then the equations for the 
build up of electron concentration (n) is 

dn/dl = () — Bn(n + Xi), (1) 

where B is the recombination coefficient. This equation 
represents the build up of the signal since the photo¬ 
current for a given applied electric field is proportional 
to n. Integrating (1) and restricting its application to 
small signal conditions (i.e., we obtain 

h 'n M = 1 — exp — [ B(Xi + 2«)/ j, (2) 

where nx is the carrier concentration after infinite time. 
Thus the response time, defined as that required for 
the signal to reach 1 — 1/e of its saturation value, is 
given by r=l BIAI + IhJ or 

T = 1/BM (3) 

for small signals. 
Rough estimates of the values of r to be expected 

may be made by estimating B and Al. Now B=cu 
where u is the average velocity of the photoelectrons 
and c is the cross section for capture. Usually c is of the 
order of lattice dimensions; i.e., ~1A° square, and u 
is generally the thermal velocity of quasifree electrons 
at room temperature, ~107 cm per second. Hence for 
densities of centers M=10 12 to 10 18 per cm3, the esti¬ 
mated t values are 10 3 to 10 J seconds. These values 
represent fairly well the range ol lifetimes encountered 
in uncooled photoconductive layers and single crystals of 
the lead salts. 

From (1) it will be observed that the saturation signal 
is given by 

nx = U B(M + nJ = Q/BM 

for small signals. I fence 

«« = Qt. (4) 

This is a general relation obtained equally from more 
complex theories of photoconductivity as well as from 
this simple treatment, namely that the photosensitivity 
is proportional to the response time and also to the 
intensity of irradiation, provided only relatively small 
signals are considered. More detailed theories of photo¬ 
response are given by Pick [92], Hepner [50], Moss [76], 
and Gibson [38]. 

It is found, in general, that the signal generated by a 
cell by radiation interrupted at a frequency f is given 
simply by 

S, = So(l + d^r2/2)"1'2 (5) 

although for some cells where two time-constants are 
found (see Gibson [38] on PbS, Scanlon et al. [108] on 
Pbl'e) the relation is naturally more complex. For 
modern high sensitivity evaporated PbS cells, response 
times lie within a factor of 3:1 of 50 /zsec, and the cor¬ 
responding frequency response curve is down to half 
its low-frequency value for a chopping rate ~3,000 cps. 
For high sensitivity chemical layers, such as those pro¬ 
duced by Eastman Kodak Co. (USA), time constants 
are longer, usually several hundreds of microseconds 
and the signal may be down to half-value at 300 cps. 
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For PbTe and PbSe cells, the primary time constants 
of correctly sensitized cells are so short that they are 
difficult to measure. For the same reason fre<|uncy re¬ 
sponse curves are seldom plotted, as the cutoff frequency 
is usually too high to be generated conveniently. 1 he 
scanty data available indicates that cooled PbSe and 
PbTe cells show little fall in sensitivity up to 20 kc, 
and should generally be usable up to 105 cps. For a PbTe 
cell Moss [77] quotes a measured time constant of 5 
gsec. For uncooled PbSe cells, values of 0.5-1.5 jusec 
have been observed by the author. 

As indicated by (4) it is to be expected that the signal 
from a photoconductor will be proportional to the re¬ 
sponse time. A general correlation of this type has been 
reported for a large number of I bS cells by McAlister 
(see Jones [54]). Specifically, McAlister found that the 
product of the sensitivity, measured on a signal/noise 
basis, and the response time was constant within a factor 
of 3 for cells with a range of time constants between 3 
and 3,000 gsec. The correlation was equally good if the 
response time of a particular cell was changed by cooling 
as if it was varied from cell to cell. On this basis, PbS 
cells are classified by Jones [54] as Class II radiation 
detectors. 

If the cells are subjected to a strong background illu¬ 
mination in addition to the small signal being used to 
measure t, then the value of n is effectively increased, 
and as expected from (3) r decreases. From (4), it fol¬ 
lows of course, that the sensitivity also decreases in the 
presence of strong background illumination. The in¬ 
fluence of strong background radiation has been shown 
clearly in the work of Pick [92], and Paulson [87], 

Cell Sensitivities 

The practical sensitivity of a detector is determined 
equally by the responsivity of the device and by the 
inevitable noise present in the system; i.e., by the signal/ 
noise ratio. The limit of detection is conventionally 
specified by the condition that signal = noise. Avoidable 
sources of noise, such as microfony, hum, pickup, con¬ 
tact noise, etc., are excluded from the present considera¬ 
tion. For photoconductive cells this leaves three main 
contributions to the noise: 

1. Johnson or Nyquist noise—i.e., fundamental 
noise present in any resistance in thermal equilibrium 
with its surroundings. 

2. Current noise—i.e., additional noise which ap¬ 
pears in almost all semiconducting and photoconduct¬ 
ing devices when a stead}' current is passed through 
them. 

3. Radiation noise—it can be shown theoretically 
that the random arrival of radiation quanta at the 
sensitive layer generate additional noise, which may 
be important in cells of the highest sensitivity. 

In general Johnson noise is relatively small in cells 
(or is arranged to be so by the simple expedient of in¬ 
creasing the polarizing current through the cell, thus 
increasing the signal in proportion, until current noise 
is predominant). Only in the very best cells is radiation 

noise significant, so that normally current, or flicker 
noise is the main type to be considered. A typical noise¬ 
frequency distribution for a PbTe cell is shown in big. 
6. It will be noted that the amount of noise in a given 
bandwidth increases rapidly with decreasing frequency. 

It is found that over a wide frequency range the noise 
power is universely proportional to the frequency, or 
alternatively the rms noise voltage N «/1/2. Using the 
expression for the signal given in (5), we obtain 

+ 47t2/2t2)-1'2. (6) 

This expression has its maximum value at 27t/t=1, so 
that the optimum frequency of operation of a current¬ 
noise limited cell is simply f = ̂ ttt. For the cell of Fig. 
6 this would be about 30,000 cps. 

A series of curves for signal, noise and signal/noise 
as functions of operating frequency and cell current for 
PbS cells are given by Sutherland and Lee [126], and 
Paulson [87], The underlying causes of current noise 
are not yet well established, but various possibilities 
have been considered by Macfarlane [66], [67], Petritz 
and Siegert [91], Görlich [48], and van der Ziel [127a]. 
Eckart [27] has shown that the current noise is the same 
for a given photocurrent as for the same dark current. 
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As, at present, there is no apparent necessity for the 
presence of current noise on theoretical grounds, then 
if only this form of noise was considered, one could 
visualize detectors of infinite sensitivity. However, 
the presence of radiation noise prevents this, and it is 
quite inevitable that this latter type of noise will occur. 

The detector is normally surrounded by material 
at room temperature such as the cell walls, enclosing 
box, etc. These surfaces will be radiating and, in con-
sequence, the sensitive layer will be subject to a steady 
stream of room temperature quanta. As the layers are 
sensitive at relatively long wavelengths, an appreciable 
fraction of the quanta will be capable of exciting photo¬ 
electrons and producing a photocurrent. As there will 
be statistical fluctuations in the rate of arrival of the 
quanta, so this photocurrent will fluctuate. These 
fluctuations are the manifestation of radiation noise. 
It will be clear that once a detector is sufficiently sensi¬ 
tive to register this radiation noise, any increase in its 
responsivity will increase the radiation noise as much as 
it increases the wanted signal, and thus no further in¬ 
crease in signal/noise can be obtained. 

The relative proportions of quanta from a black 
body at 20°C which are effective for various types of 
cell are: 

1. Infrared photo emissive cell (sensitive to ~l.lg) 
IO-15 per cent. 

2. PbS cell 10~3 per cent. 
3. I’bTe cell (at 90°K) 0.3 per cent. 
4. PbSe cell (at 90°K) 3 per cent. 

The presence of this room temperature radiation is 
shown by the fact that the conductivity of a cooled 
PbTe layer decreases considerably when the surround¬ 
ings of the layer are cooled (see Simpson [113]). Also the 
responsivity of a PbTe cell can be increased by hundreds 
of times by such cooling (Simpson and Sutherland [114]). 
Arrangements used for cooling the surroundings of 
cells are shown in Fig. 7. 

Calculations by the author [75] show that for a long 
wavelength sensitive PbTe layer of 1 mm2 cooled with 
liquid air, the limiting sensitivity imposed by radiation 
from surroundings at 0°C is such that signal = noise in 
1 cps bandwidth should be given by 5X10-13 watts of 
radiation of wavelength 4g. For a temperature of sur¬ 
roundings of 17°C the corresponding figure would be 
7X10-13 watt. As half the energy of the radiation is 
lost in the chopping system, and as there are reflection 
losses at the cell window and at the layer itself, the best 
performance which can be expected in practice is to 
detect about 2X10-12 watts incident on the chopper. 
The limitations to the attainable sensitivity of photo-
conductive cells have also been considered by Fellgett 
[28] and Muser [81]. Though there is little published 
data on limiting sensitivities of PbTe cells, it is clear 
from the high resolution spectroscopy which has been 
carried out in recent years with these cells (see Thomp¬ 
son and Williams [127], Boyd and Thompson [8], 
Callomon and Thompson [14]) that sensitivities of this 
order are being obtained. Fellgett has measured a PbTe 

cell which was only a factor of 1.9 worse than the theoret¬ 
ical limit imposed by radiation noise, and he has re¬ 
cently stated3 that the best modern PbTe cells are only 
1.5:1 worse than the radiation limit. 

Fig. 7—-Arrangements for screening radiation from cells. 

For PbS layers 1 mm2 square, Moss [75] has calculated 
the limiting sensitivity to be 5X10~14 watts for a layer 
at 0°C in surroundings at 17°C, and 8 to 15X10-14 

watts for layers (with different spectral response curves) 
at 90°K in surroundings at 17°C. Fellgett4 estimates 
that the best PbS cells, when cooled, are within 1.5:1 of 
the radiation limit; and about 20:1 above this limit 
when operated at room temperature. Figures of merit 
for all types of cell have been calculated by Jones [54], 

Milner and Watts [70] quote a limiting sensitivity 
of 2X10~“ watts of 2.2g radiation for an uncooled PbS 
cell of 0.1 cm2 area, and 4X10-12 watts at solid CO2 
temperature. Advertised data for Eastman Kodak cells 
of this area give a sensitivity of 3 X10-8 watts of black¬ 
body radiation of 500°K. Analysis of data given by 
Sutherland and Lee [126] shows that at optimum cell 
current and chopping frequency the best uncooled cell 
(which was probably of ^0.1 cm2 area) would detect 
6 X10-8 watts for 1 cps bandwidth at 800 cps. Assuming 
the cell to have constant quantum sensitivity for all 
wavelengths up to 2.8g gives an equivalent limiting 
sensitivity of 10-11 watts for 2.5g radiation. On this 
same basis the limiting sensitivity of the best cell quoted 
by Lovell [64] is 8X10~12 watts at room temperature 
and 3X10-12 watts at — 80°C. For a photovoltaic cell 
Lawrance [62] finds a sensitivity of 8X10-11 watts at 
9 cps chopping frequency. Watts [129] found that for a 
liquid air cooled layer of 0.1 cm2 area, cooling the sur¬ 
roundings of the cell with liquid air improved the sensi¬ 
tivity by a factor of 10-20 to 2X1O-13 watt. As this 
figure is better than the radiation limit for a layer ex¬ 
posed to room temperature, it is clear that the sensitivity 
of this cell was in fact limited by radiation noise. Petritz 
[88] has shown that the noise from such a radiation lim-

’ P. Fellgett, Lecture presented at the Institute of Physics, London, 
England; September, 1954. 

4 Fellgett, loc. cit. 
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ited cell should have the same frequency variation as 
the signal, and by observing this type of behavior in a 
cooled cell Lummis and Petritz [65] have concluded 
that the cell was “seeing” radiation noise. From a 
consideration of actual cell time constant and theoreti¬ 
cal radiation lifetimes, Petritz [89] has estimated that 
PbS cells are about a factor of 2:1 worse than the radia¬ 
tion limit. Carlisle and Aiderton [15] find that, near 
room temperature, cell sensitivity varies by about 5 
per cent per °C, and McFee [69] has observed that 
for PbS cells operated at 90 cps chopping frequency, 
optimum signal/noise is obtained at a temperature of 
about 180°K. 

Information on the sensitivity of PbSe cells is meager. 
For a cooled cell Roberts and Young [101] found the 
sensitivity to be about 6 times better than a high sensi¬ 
tivity Schwarz thermopile over the wavelength range of 
2-6p. As such a thermopile will have a sensitivity 
2 X10-1" watts (see Gebbie et al. [34]) the limiting sensi¬ 
tivity of the cell should be ~3X10-11 watt. For an 
uncooled cell Starkiewicz [123] quotes a minimum de¬ 
tectable energy of 10-8 watts for a layer 10 mm2 using 
30 cps bandwidth. The corresponding figure for 1 mm 2 

and 1 cps bandwidth would be 6X10-10 watts. Checin-
ska [20] gives a detection limit of 5 X10-8 watt for 1 cm 2 

area. The dependence of the signal/noise ratio on the 
source temperature has been studied by Crooker and 
Dorling [23], 

Fundamental Properties 

The lead salts are semiconductors which have a 
relatively low concentration of free current carriers, 
about 10“4 or 10“7 times less than in a typical metal 
at room temperature. Ideally the materials would be 
insulators at very low temperatures. However, the 
density of carriers potentially available is similar to that 
in a metal, and provided these can be liberated from 
their bound state they can move freely through the lat¬ 
tice and give conductivity. Freeing of these carriers 
by thermal energy gives semiconduction, by radiant 
energy gives photoconduction. 

Absorption 

For photoconductivity to occur at a given wave¬ 
length the prime requirement is for the material to 
be absorbing at that wavelength. Absorption data ob¬ 
tained by direct transmission measurements on single 
crystals of these materials have been given by Paul et 
al. [86], Gibson [41], Clark and Cashman [22], and Paul 
and Jones [85], and from analysis of reflection measure¬ 
ments with polarized light to obtain both refractive 
index and absorption index values by Avery [1-3]. The 
most characteristic feature of the results is a clearly 
defined absorption edge which corresponds well with 
the Xi/2 values for photosensitive layers at any corre¬ 
sponding temperatures. The positions of the three ab¬ 

sorption edges at room temperature are shown in Fig. 
8. The presence of similar absorption edges in thin 
layers has been established for PbS by Vernier [128] 
and for PbTe by Lasser and Levinstein [61], although 
early work by Gibson [37] showed no sign of such edges. 

The fall in photosensitivity at long wavelengths thus 
arises from the fall in absorption, which in turn is con¬ 
sequent on the fact that the radiation quanta at such 
long wavelengths have insufficient energy to free photo¬ 
electrons. 

Activation Energies 

Many of the properties of semiconductors and photo¬ 
conductors can be explained in a qualitative way from 
the energy band diagram for the materials. When atoms 
are “put together” to form a solid, the originally sharp 
allowed energy levels of the atoms are broadened by 
mutual interactions in bands of allowed levels separated 
by forbidden zones. If, as may well happen, there are 
just sufficient electrons available in a crystal to occupy 
all the states in a certain number of the lower bands 
(leaving the next higher band empty), the material is 
basically a nonconductor. No net current can be carried 
by electrons in a full band, because to carry a current 
in an applied field electrons must be accelerated by 
the field; i.e., their energy must increase slightly. As 
there are no slightly higher energy states available to the 
electrons it follows that no current will flow. However, 
if by use of thermal or optical energies an electron is 
excited across the forbidden zone into the empty band 
above, it may be freely accelerated by an applied field 
and so gives conductivity. It should be noted that the 
“positive hole” left in the full band by the removal 
of the electron enables conductivity to occur in this 
band by the process of successive electrons moving 
into the vacancy. In general this positive hole is almost 
as mobile a current carrier as the electron, and this 
hole current adds to the electron current, although the 
hole itself moves in the opposite direction to the elec¬ 
tron. 

The width of this forbidden zone is a most important 
characteristic of a semiconductor, and it is termed the 
activation energy of the material. It is determined with 
least possible ambiguity (but not necessarily with high¬ 
est accuracy) from the position of the absorption edge 
in single crystals, and from the Xj/2 values of the photo¬ 
sensitivity curves. The best present day values for 
the activation energy for the three materials at 20°C 
are considered by the author to be: 

I’bS 0.40 ev 
PbTe 0.31 ev 
PbSe 0.25 ev. 

All values decrease by about 4X10~4 ev per °C of cool¬ 
ing. Rather lower values are quoted by Smith [117]. 

It is also possible to measure this activation energy 
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F!g. 8—(a) Absorption coefficient/energy of radiation for PbS at room 
temperature, (b) Absorption spectra of lead sulphide selenide and 
telluride crystals; room temperature (data from Gibson). 

by thermal means by using the Hall effect, for example, 
to determine the temperature dependence of the carrier 
concentration in the unilluminated material. In the 
past very high values of activation energy have been 
deduced from such data (Putley and Arthur [97], 
Putley [95], and Smith [116]). There is now no doubt 
that these high values are in error, and the recent deter¬ 
mination by Scanlon [105] of the activation energy of 
PbS from thermal measurements of 0.37 ev is in good 
agreement with the optically determined values above. 
Using the photoelectromagnetic effects it has recently 
been possible to observe photoeffects in single crystals 
of PbS (Moss [78-79]). These results lead to an activa¬ 
tion energy at room temperature of 0.41 ev. As, at the 
same time, these results show the quantum efficiency 
of the process to be near unity, it is established that the 
effect cannot be caused by impurities but arises from 
intrinsic band-to-band excitation. Photoconductivity 
in bulk PbS has also been observed by Soule and Cash¬ 
man [122], and spectral sensitivity measurements on 
a p-n junction made by Mitchell and Goldberg [72] 
confirm an activation energy of 0.4 ev. 

An alternative method of estimating the thermal ac¬ 
tivation energy from rectification characteristics of 
natural PbS p-n junctions has now been put forward by 
the author.5 This gives a room temperature energy of 
0.40 ev. An attempt to calculate the band structure of 
PbS has been made by Bell et al. [4|. 

Carrier Lifetimes 

Carrier lifetimes in bulk PbS have been estimated 
in a variety of ways for PbS crystals by Moss [77], 
Using the photo-electro-magnetic effect, values between 
6X10-10 and 9X10~6 seconds have been calculated. 
The larger values were confirmed by diffusion length, 
and by direct pulse response, measurements. It was ob¬ 
served in this work that the response time varied in¬ 
versely as the square of the carrier concentration, im¬ 
plying that the Auger effect was the predominant re¬ 
combination mechanism. On purely theoretical grounds 
Pincherle [93] has shown that this is to be expected. 

The maximum lifetime possible in the three materials 
has now been calculated on the basis of radiative re¬ 
combination by Mackintosh6 who gies the following 
values: PbS, 40 jusec; PbTe, 0.8 /zsec; PbSe, 0.6 jusec. 
That this theory is still somewhat tentative is shown by 
the fact that Petritz [89] obtains: PbS, 2,800 gsec.; 
PbTe, 310 jusec. 
The actual recombination radiation from PbS has 

been detected by Galkin and Korolev [32] and by Garlick 
and Dumbleton [33]. It has its peak intensity near the 
absorption edge. 

5 T. S. Moss, “Measurements on p-n junctions of PbS,” Proc. 
Phys. Soc., at press. 

• Unpublished work, quoted in reference [118|. At press for Proc. 
Phys. Soc. 
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Carrier Mobilities and Effective Masses 

Data obtained by Putley [95] have been analyzed by 
Macfarlane and Pincherle7 to give the following average 
room temperature values: 

Electrons 
Positive Holes 

PbS 
~600 
~250 

PbTe PbSe 
1200 1175 cm’/volt sec 
475 868 

(electron mass X holes mass) 1/2

free electron mass 
:PbS 0.34, PbTe 0.20-
0.25, PbSe 0.31. 

For PbS, Moss [77] has used an average sum of electron 
and hole mobilities of 800 cm2/volt sec, which is simi¬ 
lar to the value given by the recent data of Scanlon 
and Brebrick [106], and Petritz and Scanlon [90], These 
latter workers find an electron/hole mobility ratio for 
PbS of 1.4. For PbSe, Hirahara and Murakami [52] 
deduce a mobility ratio of 1.4. For all three materials 
the analysis of Macfarlane and Pincherle7 shows a 
(temperature)-6'2 dependence of electron mobility. For 
holes the index is somewhat higher. For PbSe, Devyat¬ 
kova et al. [24] finds a (temperature) -3 mobility law. 

Macfarlane and Pincherle deduce the following values 
for the mean mass product; i.e., 

Putley [96] gives values of 0.2 to 0.36 for PbSe. From 
fundamental quantum-mechanical theory Bell et al. 
[4] estimate the mass of holes in PbS to be ~0.5 free 
electron masses. Scanlon el al. [107] deduce an effective 
electron mass of 0.29 of a free electron for PbS from 
analysis of mobility data. 

Theory of Photoeffects in Layers 

Two theories of the photoconductive mechanism 
have been proposed (see Moss [76]): (I) Single crystal, 
recombination theory. (Il) Barrier modulation theory. 

In the first case the equilibrium increase in carrier 
density is determined by rates of generation and recom¬ 
bination of photoelectronsand photo-holes, and the pho¬ 
to-current is directly proportional to this carrier increase, 
the mobility of the photo-carriers being the same as 
those carrying the dark current. On the barrier theory 
it is postulated that rectifying contacts are set up be¬ 
tween crystallites during the processing of the layer, and 
that generation of a few photoelectrons or holes in the 
immediate neighborhood of these space charge barriers 
so lowers the barrier height that relatively large num¬ 
bers of either electrons or holes can cross the barrier. 
Possibilities of discriminating between these two theo¬ 
ries have been discussed by Gibson [38], and Muser [81], 

There are two essential differences in the consequences 
of these theories. 

1. In Theory (I) the numbers of carriers increase, 
mobility remaining constant; while in Theory (II) 
numbers change little and effective mobility increases. 

2. In Theory (I) the quantum efficiency will be 
near unit, but never greater, while in Theory (II) 
only a small proportion of absorbed quanta (i.e., 
’ Unpublished work quoted in reference [118]. 

those in the barrier regions) will produce useful photo¬ 
electrons, but these will permit the flow of many 
electrons across the photoconductor. In this case 
the apparent quantum efficiency can be much greater 
than unity, although the primary quantum efficiency 
will be less than unity. In either theory it is now 
postulated that initial photoeffect is a band-to-band 
transition producing a free electron and a free hole. 
It was initially thought that the measurement of the 

resistance of layers at high frequencies would show the 
presence of intercrystallite capacities and hence give 
information on the presence of barriers. Such measure¬ 
ments have been made by Chasmar [17], Rittner and 
Grace [100], Humphrey el al. [53], and Broudy and 
Levinstein [10], The latter workers, however, now con¬ 
clude that such measurements can neither prove or dis¬ 
prove the presence of barriers. 

For cooled PbTe layers the author (see Moss [77]) 
has found that the numbers theory gives the correct 
magnitude for the photoresponse with quantum efficien¬ 
cies near—but less than—unity. Simpson and Suther¬ 
land [114] in their extensive study of conductivity and 
photoconductivity concluded that there were no po¬ 
tential barriers in the layers. Bode and Levinstein [6] 
postulate trapping centers in their single crystal theory, 
but do not regard potential barirers as necessities. 
Valuable information has recently been obtained from 
Hall effect studies by Levy [63], who has shown that 
under strong illumination an increase in carrier numbers 
of as much as 25:1 can be obtained with a variation in 
mobility of less than 2:1. The mobilities were in the 
range 0.2 to ,2 cm2/volt sec, and sometimes decreased 
slightly on illumination. Silverman and Levinstein [111] 
found film mobilities in PbSe and PbTe as great as 
I of those in bulk material in annealed films, but the 
values varied markedly with processing. Studies of the 
interrelation of response time, resistivity and sensitivity 
of PbSe layers have been made by Sosnowski and 
Chmielewski [119] and for PbS layers by Lashkarev 
et al. [60], and Ryvkin [104], 

Petritz [89] points out that any gain in apparent 
quantum efficiency resulting from a barrier modulation 
system cannot improve the limiting sensitivity of a cell, 
because this limit is set by fluctuations in background 
radiation which will be magnified just as the wanted 
signal is. 

In order to obtain the maximum sensitivity when 
limited by radiation noise it is necessary for each ab¬ 
sorbed photon to produce a photoelectron. This is un¬ 
likely to occur in barrier model system since only pho¬ 
tons absorbed near the barriers are effective. The sensi¬ 
tivity figures quoted earlier show that the attainable 
sensitivity is so near the calculated value that the pri 
mary quantum efficiency must be at least 50 per cent, 
which tends to favor the no-barrier model. 

The recent treatment by Rittner [99] may prove the 
best compromise. He postulates that the sensitizing has 
the function of compensating exactly the p and n type 
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impurities, and that when this occurs a space-change 
layer extends throughout the material. The whole 
layer then takes on quasi-intrinsic properties, and the 
internal barriers are photo-insensitive and merely serve 
to reduce mobility to low values observed in layers. 

Summarizing the present state of the theory of photo-
conductive layers, it is the opinion of the author that 
the following conclusions may be reached: 

1. Potential barriers are not theoretically neces¬ 
sary to achieve the sensitivities actually attained in 
the best cells so far; i.e., to reach the theoretical 
radiation noise limit. In fact they are probably a 
hindrance to this goal. 

2. The majority of recent evidence on cooled PbTe 
layers supports the numbers theory, with barrier 
effects of minor importance. 

3. In highly oxidized uncooled PbS cells, barriers 
may well be necessary to explain the resistance/tem-
perature characteristics (see Mahlman el al. [68]), 
and they are clearly present to a sufficient degree 
to give detectable intercrystallite photovoltaic effects, 
(Sosnowski el al. [121] and Dutton [26]), but even 
so they are probably not of paramount importance 
in the production of photosensitivity [118]. 

Applications 

The two most important properties of these detectors 
which govern their applications are their high sensitivi¬ 
ties over the spectral range 1-and their rapid re¬ 
sponse times of a few microseconds. Within this spectral 
region their superiority in both respects over conven¬ 
tional heat detectors renders them the best detectors 
currently available for many applications. 

As a guide to the usefulness of the cells in detecting 
heat radiation, the following gives the percentage of 
the power radiated by a black-body source, which is 
effective in operating each type of cell: 

Source 
Temperature 

0°3 
PbS 

at 20°C 
PbTe 

at 90°K 
PbSe 

at 90°K 

300 
150 
50 
20 
0 

2.5 
0.25 
0.01 
0.004 
0.001 

25 
8 
2 
1 
0.6 

48 
26 
11 
7 
5 

Radiation pyrometers using uncooled PbS cells have 
been described by Milner and Watts [70], Gibson [38], 
Pyatt [98], Bracewell [9] and Harman and Watts [49]. In 
the first system the radiation is balanced against a stand¬ 
ard radiation source inside the pyrometer, while the sec¬ 
ond is essentially a “two-color” system as it measures the 
ratio of the radiant intensities in two wavelength bands. 

As these pyrometers have been usable down to 150°C 
(with accuracy + 4°C) one can conclude from the above 
table that using a cooled PbTe cell one could do pyrome¬ 
try down to 50°C or even 20°C, while with cooled PbSe 
cells, 0°C and below become measurable. Milner and 
Watts [70] have also described the use of such cells as 
heat sensitive relays for use in control or warning sys¬ 

tems, while Cashman [16] has discussed their use for 
reproduction of sound from film tracks. 

The most striking application of the cells so far has 
been in infrared spectroscopy. Making use of the high 
sensitivity of cooled PbTe cells, Boyd and Thompson 
[8] and Thompson and Williams [127] have achieved 
resolution of 0.5 cm -1 in the 5 region. More recent re¬ 
sults by these and other workers (see Callomon and 
Thompson [14]) show the resolution in this region to 
be <0.15 cm -1. Similar resolution has long been ob¬ 
tainable (at shorter wavelengths) using PbS cells (see 
Sutherland et al. [125]). 

With a cooled PbSe cell Roberts and Young [101] 
have obtained high resolution in the 5-7g region using 
a small prism spectrometer. Fig. 9 shows the results 

Fig. 9—Six micron water vapor band taken with a lead selenide de¬ 
tector at 90°K. (a) Chart recording, (b) Taken at 50 scans/sec. 

thus obtainable. This figure also shows how the rapid 
response time of cells may be utilized to do high speed 
spectra. The system used was similar to that described 
by Brown and Roberts [12] and it is seen that resolution 
of 6 cm-1 can be obtained at a scanning rate of 50 
spectra/sec. Bullock and Silverman [13] have also made 
a high speed spectrometer, with which they have been 
able to resolve the 4.3/x CO2 doublet at 120 spectra/sec, 
and they have shown that such an instrument can be 
used to study explosions and gas discharges. 
The rapid response time may be advantageously 

employed to study thermal transients such as generated 
in high speed braking (Parker and Marshall [84]). 
Lovell [64] describes the use of PbS cells by the German 
Army to detect ships and aircraft, and in speech trans¬ 
mission systems, while Kuiper [58] has used such cells 
for astronomical measurements. 
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Theory and Experiments on a Basic Element 
of a Storage Light Amplifier* 

J. E. ROSENTHALf 

Summary—A simple theory is developed for the performance of 
the basic element of a storage light amplifier. This theory permits the 
determination of the optimum operating frequency and of restric¬ 
tions, which have to be imposed on operating characteristics, such as 
the feedback ratio, in order to make storage possible. The theory is 
compared with a set of experimental data obtained for a basic ele¬ 
ment of a storage light amplifier. The comparison leads to numerical 
values for a set of parameters appearing in the theoretical analysis. 
In view of the approximate nature of the assumptions made, the 
agreement between theory and experiment is considered to be very 
satisfactory. The information obtained from the analysis of this basic 
element is used to design a large display area model of a storage 
light amplifier. The processing techniques involved are described 
briefly in an Appendix. 

Introduction 

THE LIGHT amplifier is a device which changes 
the radiation of a given intensity and wavelength 
distribution impressed upon it into radiation of 

higher intensity and possibly different spectral dis¬ 
tribution. With the advent of moderately efficient elec¬ 
troluminescent phosphors and high sensitivity photo-
luminescent mechanisms, a solid state light amplifier 
became a definite possibility. A storage light amplifier 
is a device, in the form of a panel, which stores and 
reradiates a black and white pattern impressed upon it 
as long as electrical power is supplied to it. The inten¬ 
sity of the re-emitted pattern may be equal to or even 
lower than that of the original pattern. Thus, strictly 
speaking, this device is not an amplifier at all. However, 
the name of storage light amplifier has been commonly 
adopted for it because the mechanism is similar to that 
for a true light amplifier. Once the light pattern has 
been impressed on the storage light amplifier, the sus¬ 
taining intensity, which is obtained by feedback, is only 
a small fraction of the total radiation emitted by the 
panel. 

In the last two years data have been published on 
several types of light amplifiers.1-3 In all these devices 
the photoconductor is used to control the light output 
from an electroluminescent element by controlling the 
voltage applied across it. The purpose of this paper is 
to present a simple theoretical calculation on the opera¬ 
tion and performance of the storage light amplifier, to 
compare the theoretical performance with the experi-

* Original manuscript received by the IRE, August 15, 1955; re¬ 
vised manuscript received, September 27, 1955. 

t A. B. Du Mont Laboratories, Inc., Passaic, N. J. 
1 W. White, “X-ray image intensification and method,” U. S. 

Patent No. 2,650,310; August 25, 1953. 
2 R. K. Orthuber and L. R. Ullery, “A solid state image intensi¬ 

fier,” Jour. Opt. Soc. Amer., vol. 44, pp. 297-299; April, 1954. 
3 A. Bramley and J. E. Rosenthal, “Transient voltage indicator 

and information display panel,” Rev. Sei. Instr., vol. 24, p. 471; 
June, 1953. 

mental data available, and to base on this theory the 
design of a practical unit. The experiments were per¬ 
formed at this laboratory by Dr. A. Bramley. 

Basic Theory 

The basic operating principle of a storage light ampli¬ 
fier is as follows: 

In their simplest embodiments all the devices de¬ 
scribed in the literature are electrically equivalent and 
can be represented by a resistor (the photoconductor) 
in series with a condenser (the electroluminescent ele¬ 
ment). An alternating potential of voltage V and fre¬ 
quency w/2tf is applied across this circuit. Let Vp be 
the resultant voltage across the electroluminescent ele¬ 
ment. If Vo is the minimum voltage which can activate 
the element, then for Vp̂  Va the brightness B (in foot¬ 
lamberts) of the light produced under these circum¬ 
stances is 

B = k^Vpm (1) 

where k, a, and m are the constants depending on the 
constitution of the electroluminescent element. (When 
I/p< Vo, B=0.) If I is the illumination incident on the 
photoconductor, its resistance R may have the form 

1/7? = Vo + v7" (2) 

where y0, V, and n are constants depending on the photo¬ 
conductor. The dark conductivity v0 may frequently be 
neglected and is not taken into account in the expres¬ 
sions below. In terms of these quantities and of the 
capacity C of the electroluminescent element, the volt¬ 
age across the element is 

Vp = 7/(1 + w^J?2)1'2 = 7/[l + (wC/yZ»)2]1/2. (3) 

The brightness B can therefore be expressed as 

kuaVm kwaVm
B = -= --(4) 

(1 + ̂ R^^- [1 + (coC/yZ")2]”1'2

Since the device operates only if Vp̂  Vo, this imposes 
a condition on R or I 

wC R g [(7/70)2 - l]1'2 (5) 
Cw 

Z" >-- fól 
v[(7/70)2 — 1 ] ,/2

The conditions for the optimum operation of the cir¬ 
cuit may be derived from (4). Two cases are of partic¬ 
ular practical importance: 

1) R is constant—this is the mode of operation of 
the device which permits the determination of various 
circuit parameters associated with the electrolumines-
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cent element. (In this case the discussion obviously re¬ 
fers to the operation of the electroluminescent element 
in series with a fixed resistance.) 

2) The feedback ratio is constant -this is the mode 
of operation of a storage light amplifier. Let It be the 
illumination on the photoconductor resulting from a 
brightness B of the radiation emitted by the electro¬ 
luminescent element, and let Io be the illumination due 
to other causes. The total intensity I of the light inci¬ 
dent on the photoconductor is therefore 

Z = Zo + If-

The feedback ratio is defined in the usual way as 

ß = If/B. 

Eq. (4) therefore takes the form 

kuiaVm
B = ■»- F-n— ■ (7) 

{1 + [coC/7(Zo + ßB^2}^ 

When the storage light amplifier is triggered off, 
Z0»B since initially B—0. The triggering signal, how¬ 
ever, may last only a few milliseconds. During the 
steady state operation, after the triggering signal has 
passed, the ambient light level Zo is very low for the 
experiments to be discussed here (of the order of 0.1 
foot-lambert) so that it can be ignored in (7) as com¬ 
pared with ßB. 

For a given set of exponents m and n (7) may not 
i admit a solution for B for all values of ß. For example, 

let m = 2, which, as will be seen below, corresponds to 
the experimental set-up. Eq. (7) takes the form 

B[1 + (CayM"#")2] = km^V2. (8) 

When n = l, this is a quadratic equation in B, which 
• will have a real positive root if, and only if, 

Cm g ̂ kyV^ß. (9) 

If n — I, (8) is linear in B, it gives a positive value for B 
if 

Cm g Vy(km°ßy'2. (10) 

On the other hand, if n = l, (8) is quadratic in x/B, but 
has a real solution for all values of ß. The only restric¬ 
tion imposed is the one given by (6) for Z. 

To find the maximum value of B, and the corre¬ 
sponding value of w, (3) is differentiated with respect to 
m and the derivative dB ¡dm is set equal to zero. The re¬ 
sulting values for cases 1 and 2 are: 

1) (R constant) 

kVmaal2(m — ay"1̂'2
Bm =-> (11) m^CRy 

which occurs at a frequency given by 

CmR = [a/(m - a)]1'2. (12) 

Eq. (12) shows that for optimum operation of the circuit 
there must be suitable matching of impedances. 

(13) 

2) (0 constant) 

hV m aa,2(m — a y m -a)l 2y aßna 

(BMy-M =-> 
mm'2Ca

(14) 

which occurs at a frequency given by 

Cm = yßnB Mn\a/(m — a)] 1/2 . 

Experimental Set-up 
The experimental measurements were carried out on a 

structure which may be considered a simplified form of 
the storage light amplifier. Its cross section is shown in 
Fig. 1, which should explain the fundamental principle 

Fig. 1—Cross section of elementary storage light amplifier (not to 
scale): (A) and (D) glass plates; (B), (G), (H), and (J) NESA 
coating; (C) electroluminescent layer; (E) perforation in glass 
plate; (F) gap in conducting coating; (I) CdS layer. 

of its operation. The basic components shown are as 
follows: 

A glass plate (A), 2 inches square, coated with a con¬ 
ducting layer (B), e.g., NESA, has deposited on it a thin 
electroluminescent layer (C) about 0.0025 inch thick, 
consisting of a resin impregnated with electrolumines¬ 
cent phosphor powder. (A Sylvania green phosphor was 
used in these experiments.) This layer (C), frequently 
called a phosphor-resin matrix, is covered by another 
glass plate (D), 0.015 inch thick with a fine hole (E), 
0.017 inch in diameter in its center. The purpose of (D) 
is to carry the response mechanism coordinating the 
light output of the electroluminescent layer with the 
intensity of the light incident on the device. It makes 
intimate contact with the top surface of the electro¬ 
luminescent layer (C) to achieve light output which is 
uniform with uniform conditions of excitation. To make 
the response mechanism, the glass plate is coated with 
the conducting coating in a concentric arrangement con¬ 
sisting of a ring (G) surrounding the hole (E) and a con¬ 
tinuous coating (H) surrounding (G). The outside diam¬ 
eter of the ring (G) is 0.20 inch, and the insulating gap 
(F) between (G) and (H) is 0.010 inch wide. A photo¬ 
conducting CdS film (I) is evaporated onto the top sur¬ 
face of the glass plate (D) over the NESA coating at 
(G) and (H), which serves as the electrode for it. When 
the CdS film is exposed to different light levels, its re¬ 
sistance across the gap (F) in the NESA coating changes. 
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The experimental ratios obtained at different frequen-One terminal of the ac voltage is applied to the NESA 
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ï 
coating (H), the other to the continuous NESA coating 
(B) under the electroluminescent layer (C). To complete 
the circuit, a contact must be provided on top of the 
electroluminescent layer (C). This is accomplished by 
extending the NESA coating (G) through the perfora¬ 
tion (E) along its wall. On the other side of the perfora¬ 
tion the extended conducting coating forms a ring (J) 
of 0.20 inch outside diameter, which surrounds the per¬ 
foration. The combination of electroluminescent layer 
(C) and conducting coatings (B) and (H) constitutes 
the electroluminescent element discussed in the section 
on Basic Theory. 

Fig. 2 illustrates the electrode system of the NESA 
ring (G) and continuous coating (H) on the upper side 
of the glass plate (D). 

Fig. 2—Distribution of conducting coating on the top glass surface of 
the elementary storage light amplifier under the CdS layer (not 
to scale): (E) perforation in glass plate; (F) gap in conducting 
coating; (G) ring-shaped conducting coating; (H) conducting 
coating continuous on top surface except for region bounded bv 
(F). 

Determination of Characteristics 

As shown in the section on Basic Theory, a number of 
parameters must be determined experimentally to per¬ 
mit the theoretical calculation of the optimum fre¬ 
quency of operation. Since these parameters depend 
largely on the processing, the techniques used are de¬ 
scribed briefly in the Appendix. 

To operate the storage light amplifier, an alternating 
voltage of 250-500 v in the audio frequency range (20 
2,000 cps) is applied between the NESA coatings (H) 
and (B). The first experiments were directed toward the 
determination of the capacity C of the electrolumines¬ 
cent element and of the exponent m, which gives the de¬ 
pendence of light output on the voltage. They involved 
finding the ratio of the electroluminescent light output 
when the gap (F) between the portions (G) and (H) of 
the conducting coating is bridged by an 8 megohm re¬ 
sistance and when it is shorted by a probe. 1'he measure¬ 
ments were performed at 400 v. Considering the bright¬ 
ness BÇR) as a function of the resistance R we can write 
this ratio as B(0)/B(8X106). Eq. (3) gives 

BR))., m R I = ( 1 + U^-R2) A (15) 

cies are: K 

2 1 15 1 

4 Mellon Institute of Industrial Research. Quarterly Rep. No. 4, 
second series of the Computer Components Fellowship No. 347, pp. 
V1-V7: 1954. 

No difference was observed up to a frequency of 10C 
cps in the brightness of the circular spot on the electro^ 
luminescent element in the two cases. ' 

Eq. (15) permits the determination of C and m from 
the experimental values of the brightness ratio at 2 Of) 
and 1,000 cps. If the experimental error were negligibly 
the only possible solutions would be m = 1.465 and 
C= 125 nnf. However, this value of m is too low to agré^ 
with the data available on the dependence of the electr<¿ 
luminescent radiation on the applied voltage.4 The lo\^ 
est value of m consistent with these other results is 
m = 2. With this choice of m, the value of C which givqsu 
the best agreement with the experimental values fc$ 
the brightness ratios is C = M mif. Corresponding tp 
these values of C and m, the calculated values of B(0)/Ä , 
(8X106) are 1.7 at/=200 and 18.5 at 7=1,000, we|l< 
within the limits of experimental error. The capacity 
of the electroluminescent element as computed from ite ; 

geometry (.20 inch diameter, .0025 inch spacing b<^ 
tween the plates, see above) for a dielectric constant 
8 is 22 pjuf. The use of this calculated value for C in (17) 
gives, however, radically different values for m from 
data taken at 200 and at 1,000 cycles. We are facej 
therefore with a fairly large variation between the cab 
culated capacity and the value deduced from light out 
put readings. The following two sets of experiments helj 
to account for such a wide variation. 

First the capacity was determined on a bridge opera! 
ing at 1 me. (The unit used was the Kay Lab Dynamj 
Micro Miker.) The reading obtained was 14 upS. In th| 
measurement the applied voltage was, of course, far 
below the cutoff voltage of the panel. . 

The second set of experiments was directed to ascer¬ 
taining what changes in polarization occur when tl 
phosphor particles become conducting as a result of ac 
ing as electroluminescent radiators. Such polarization 
changes would obviously affect the capacity of the di¬ 
electric element. Conductivity in the phosphor particles 
may also be induced by exposure to uv radiation. Thi 
latter method is convenient for estimating the magni 
tude of the polarization currents which are induced ¡L , 
an electroluminescent element by its own radiation. The-
experiments consisted of measuring the current through7 
the electroluminescent element due to a de voltage of 6p 
v (applied across the element) when intense radiatio# 
of the phosphor was induced by a uv emitting lanqw 
The uv intensity was adjusted so that the light emitted» 
by the phosphor was comparable in intensity witW 
electroluminescent radiation at 300 v and 500 cycles. ’ 

100 100 200 1,000 / = w/2ir 

RW/B(8 X IO6) 
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may assume that one set of n, y values will satisfactorily 
represent the resistance of the photoconductor at vari¬ 
ous voltages for the range of illumination selected. The 
value of 0.2 foot-lambert was chosen as the minimum 
value of feedback illumination because it is believed that 
the brightness of the storage device would have to be 
at least 0.4 foot-lambert to be of any practical value. 

The values of the resistance can be suitably well rep¬ 
resented by (2) with n = 0.4 and 7 = 1.8X10-7. Such 

With the lamp on, the current through the element was 
increased 40 per cent over the dark current. (These cur¬ 
ants were in the 0.1 ga range.) If the radiation from 

te uv lamp was interrupted, a large current pulse was 
(served, which changed sign depending on whether the 
r radiation was flashed on or blacked out. 

5$ The results of these two sets of experiments are in 
agreement with Roberts6 who observed a rapid decrease 
i<J the dielectric constant of a panel as the ac frequency 

Furthermore, Roberts found that the dielectric con¬ 
stant of the electroluminescent panel at low frequencies 
{i.e., at about 100 cycles) was about 15. This is approxi-

Snately twice the value of the dielectric constant used in 
‘Ine calculations. With this correction the calculated 
value of the capacity of the electroluminescent element 
is 41 ppi. While this is still below the expected value of 
84 ppi, in view of the complex polarization currents 
through the electroluminescent element, this difference 

was increased. On this basis the agreement between the 
^ilculated value of 22 ppi for de operation and the 

■ * measured value of 14 ppi at 1 me can be considered good. 

The value of 3 is determined from the geometry of the 
device as shown in Figs. 1 and 2. It has been calculated 
that 50 per cent of the light emitted from one side of the 
electroluminescent layer (C) is incident on the gap (F) 
constituting the photoconducting area. This means that 

= 0.5. The loss of light can be accounted for as follows: 
10 per cent are lost in its passage through the NESA 
tating (J), which is only 90 per cent transparent; the 
:maining 40 per cent of the light loss occurs at the in-
:rface between the glass plate (I)) and the photocon¬ 

ductor (1) in the ring-shaped gap (F) as a result of the 
processing technique used in obtaining the insulating 

¿ ÍT (F). In the experimental model, Photoresist was 
:ed, which required the surface of the glass plate (I)) 
> be etched with ensuing loss in transparency. How¬ 
ever, in the final model, as opposed to the preliminary 
le used for these measurements, the glass plates will 
; sprayed with aquedag to form the gap. This type of 

. X 'ocessing does not change the transparency of the glass 
i^&terface at the gap. 
w Since the electroluminescent element used in these 

experiments emits green light, the response of the photo-
? conductor was also studied by green light. For conven-

^‘J^nce, a Wratten No. 58 filter was used in front of an 
incandescent light illuminating the photoconductor. It 
is well known that the resistance of a photoconductor is 
a function of the voltage maintained across it; i.e., the 

^p^constants” n ami y in Eq. (2) are really functions of the 
f*Àioltage. To determine the extent of the variation of n 
and y with voltage, the response of the photoconductor 

calculated values are also included in Table 1 below. 

TABLE I 

Illumination 
(in ft.-

lambert) 

Resistance 
(in megohms) 

at 25 V at 50 V at 100 V Calculated 

0.2 
0.5 
1.0 
5.0 
10.0 

11 
7.4 
6.4 
4.3 
3.2 

8.2 
5.9 
4.6 
2.0 
1 .6 

7.7 
6.3 
5.0 
2.0 
1 .6 

10.6 
7.3 
5.6 
2.9 
2.2 

Excessive variations with voltage of the parameters 
a and y might well tend to counterbalance partially the 
change in resistance from the feedback radiation im-
pinging on the photoconductor. 

The coefficient of proportionality k of Eq. (1) was de¬ 
termined as a function of a by measuring the brightness 
of the panel when the gap (F) in the conducting coating 
was shorted by a probe. At 500 cps and at a voltage 
1 ' = 500 volts rms, B(0) = k I "2ua = 6 foot-lambert, giving 
k = 24 X 10-6(1037r)-a. 

Knowing the experimental values for the various 
parameters in Eq. (7), it is possible to compute the stor¬ 
age effect lor any value of the feedback ratio ß. 

Footnote 4 gives for a sine wave input—a = 0.38 for 
the Sylvania green 600 v panel and 0.45 for the Syl¬ 
vania green 120 v panel. Our results indicate that a is 
very closely 1. In view of this discrepancy, we computed 
the brightness of the storage light amplifier as a function 
of the frequency for the two values a =0.40 and a = 1.00 
lor a feedback ratio ß = 0.5. Fig. 3 (next page) shows the 
ratio B/Bm plotted against the frequency/for these two 
values of a as well as a set of experimental values dis¬ 
cussed below. The theoretical curves show that as a in¬ 
creases, the maximum is shifted toward higher fre¬ 
quencies. While the shapes of the two theoretical curves 
are quite similar, the actual values of Bm differ con¬ 
siderably, being Bm =2.00 for a =0.40 and Bm = 1.00 for 
a = 1.00. The latter value is in good agreement with the 
experimental value Bm = 0.9 foot-lambert. 

It is interesting to note that Eqs. (13) and (14) give 

’4 
s S. Roberts, “Dielectric changes of electroluminescent phosphor 

during illumination,” Jour. Opt. Soc. Amer., vol. 43, pp. 500-592; 
July, 1953. 

k .¿y to green light was measured at 25, 50, and 100 volts ac. 
t ai As seen below, the variation is not excessive, and we 

Bm — %k&V2, (a = 1); 

i.e., it is one-half the light output that would be ex¬ 
pected if the voltage V of frequency w/2tr were applied 
across the electroluminescent element only without any 
additional resistances. 
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It is found experimentally that a storage effect does 
occur for this case where the computed value of the 
feedback ratio equals one-half. This effect is observed 
over the frequency range from 20 to 1,000 cps. In this 
experiment the CdS photoconductor is excited by ex¬ 
ternal radiation and its impedance is kept low by feed¬ 
back from the electroluminescent element. At a fre¬ 
quency below 1,000 cps, external radiation will trigger 
the photoconductor so that the element becomes and 
remains luminous until the voltage is decreased below 
300 V. To produce the triggering action, the photocon¬ 
ductor needs to be irradiated by an external source for 
only a millisecond. Once triggered, the radiation from 
the electroluminescent panel with 400 v across the com¬ 
bination electroluminescent panel and photoconductor 
varies as follows with frequency: 

/ 20 200 250 1,000 

B/Bm 1/10 5/6 1 0 

These experimental values are marked as crosses in 

Fig. 3—Brightness distribution of the elementary storage light ampli¬ 
fier as a function of the frequency for a feedback ratio of one-half. 
The theoretical curves are computed for two different types of 
frequency dependence of the electroluminescent element. The 
crosses represent experimental values. 

While these data by themselves are insufficient to 
permit any definite conclusion, they confirm that a =0.4 
is too low a value of a for the electroluminescent element 
used and that a = 1.0 is a better selection. The disagree¬ 
ment with the results in reference 4 for the same Syl¬ 
vania phosphor presumably indicates that processing 
plays a vital part in determining the values of the param¬ 
eters. 

Model with Large Display Area 

A storage light amplifier with a large display area 
could be made to consist of a multiplicity of elements de¬ 
scribed above. The main requirement is that the basic 
design be repeated in an appropriate pattern. Except 
for a larger total area, the glass plate (A), conducting 
layer (B), and electroluminescent layer (C) would be the 
same as before. However, the glass plate (D) would have 
a multiplicity of fine holes (E) arranged in a rectangular 

array. (Glass sheets perforated in this fashion were 
kindly furnished us by the Corning Glass Co.) Fig. 4 
represents a cross section of such a regular model. The 
conducting coating is extended as before along the wall 
of the perforations (E) to form the conducting rings (J) 
on the underside of plate (D). However, since there is 
now a multiplicity of such rings (J), they must be sepa¬ 
rated at their closest point of approach by a distance 

Fig. 4—Cross section through a large display area model of a storage 
light amplifier (not to scale): (A) and (D) glass plates; (B), (G), 
(H) and (J) NESA coating; (C) electroluminescent layer; (E) per¬ 
forations in glass plate; (F) and (K) gaps in the conducting coat¬ 
ing; (I) CdS layer. 

several thousandths of an inch greater than 0.0025 inch, 
which is the thickness of the electroluminescent layer, 
to minimize the possibility of arcing between different 
sets of array. This is shown in Fig. 4 as the gap (K) 
between the NESA rings (J). Fig. 5 is analogous to Fig. 
2 for the single element. It shows the electrode system 
of the NESA rings (G) and latticed coating (H) on the 
upper side of the glass plate (D). 

E F H G 

Fig. 5—Distribution of conducting coating on the top glass surface 
of a large display area model of a storage light amplifier (not to 
scale) : (E) perforations in glass plate; (E) ring-shaped gaps in the 
conducting coating; (G) conducting rings; (H) conducting coat¬ 
ing in a latticed pattern. 

In the ultimate design of the storage device, a center-
to-center spacing of the holes of 0.080 inch is anticipated 
to give an operable device. For the equivalent resolution 
of a 525 line raster, the storage panel would require 
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over-all dimensions of 42 inches. This is slightly larger 
than the present TV raster presentation. 

It is obvious from the geometry of the device that the 
sensitive photoconductor area; i.e., the gap (F) is only a 
small fraction of the total area of the device illuminated 
by the incident light. For a storage tube this causes no 
difficulty. The efficiency of the device is controlled by 
the impedance match between the photoconductor and 
electroluminescent layer and by the feedback of the 
light produced in the electroluminescent layer. The re¬ 
quirements are as follows: the brightness levels of the 
incident light energizing the unit need not be in excess 
of 1 foot-lambert, while the lowest brightness level 
should be greater than 0.2 foot-lambert for reliable re¬ 
sponse. The triggering light flux should be incident on 
the photoconductor for a few milliseconds, a time inter¬ 
val greater than the minimum response time of the 
photoconductor. 

The situation is different in the case of a light ampli¬ 
fier. Here the incident light flux extends from a black 
level (i.e., one below 0.2 foot-lambert) to a maximum of 
no more than 2 foot-lambert. To make full use of the 
light flux incident on each elementary area, it is neces¬ 
sary to devise some means of concentrating it all on the 
photoconducting gaps (F). A possible solution is to place 
over the glass plate (D) in Fig. 4 an additional glass 
plate whose outer surface is composed of minute cylin¬ 
drical lenses such that the major part of the incident 
light falls on the sensitive area of the photoconductor. 
While such an array of cylindrical lenses sounds formida¬ 
ble, it is not difficult to manufacture. Actually many 
cheap glass plates are decorated in this way by proper 
dies in the molding. 

Conclusions 

In comparing this light amplifier with other models, 
it should be pointed out that for the design proposed in 
reference 2 the simple basic theory needs to be amended 
to include a condenser in parallel with the photocon-
ductive resistance. As a result, some of the current will 
bypass the photoconductive resistance thus decreasing 
the over-all sensitivity of the device. It is believed that 
the type of structure for a light amplifier described in 
this paper has the following inherent advantages, which 
enhance its sensitivity: 

The capacitive reactance across the gap (F) is so high 
as compared to the resistivity of the photoconductor 
that it can be ignored as a possible bypass for the cur¬ 
rent. 

It is possible to use uv or X-ray without attenuation 
by passing the radiation through a transparent plate; 
e.g., glass or quartz. 

Evaporated CdS films permit the use of higher volt¬ 
age. 

A solid state structure of this type can also be incor¬ 
porated as a target in a cathode-ray tube replacing a 
screen, provided the photoconductor is chosen so that 
its impedance can be lowered by electron bombardment. 

Here the information to be stored is impressed upon the 
target not by illumination, but by an electron beam 
scanning across the target assembly. 

Appendix 
Phosphor Matrix 

The dielectric used was polyvinyl chloride resin. The 
composition of the electroluminescent phosphor-resin 
matrix was approximately 22.5 per cent (by weight) of 
phosphor, 15 per cent of VYNS resin, the remaining 
62.5 per cent consisting primarily of the solvent iso¬ 
butyl ketone with a few per cent of plasticizer DOPE. 
(The resin and plasticizer were kindly supplied by the 
American Cyanamid Co.) This mixture was ballmilled 
for 48 hours before being applied to the lower glass 
plate (A) by a draw plate. Finally the phosphor-resin 
matrix was heated to about 110-200°C with the top 
plate in position and was subjected for a few minutes to 
a pressure of a few psi. On cooling the resulting panel 
was firmly bound. 

Pholoconductor 
As indicated in the section on Basic Theory, the im¬ 

pedance of the photoconductor in the dark must be 
matched against that of the electroluminescent element. 
The reactance of the basic element being of the order of 
25 juju, its impedance at 200 cps is 

1/(25 X 10-12 X 2tt X 200) = 108/?r = 32 megohms. 

This is the order of magnitude required of the dark re¬ 
sistance of the CdS layer across the gap (F) since values 
from 108 to 109 ohms for the specific dark resistance of 
CdS correspond to its range of maximum sensitivity. 
The following procedures can be used to form the 

photoconducting layer: evaporation, dusting finely di¬ 
vided crystalline CdS particles over the electrolumines¬ 
cent layer, flow coating them, and settling them from an 
appropriate liquid. For these last three methods, the 
particle size should be less than 0.001 inch; i.e., less than 
the thickness of the electroluminescent layer. However, 
it was found that layers of very fine CdS particles have a 
low sensitivity. This may have been due to failure to 
obtain particles of uniformly high sensitivity. 

Evaporation was selected as the most suitable method 
of deposition. Combined with suitable processing it gives 
a CdS layer with good photoconducting properties, 
which is sensitive not only to visible radiation in the 
green and blue but also extremely sensitive to uv radia¬ 
tion or to X-rays. The method of construction of the 
storage device is such that these short wavelength radia¬ 
tions can be utilized. 

Since both electrodes are NESA coated, the element 
obviously shows no photovoltaic effect. The breakdown 
voltage of the evaporated CdS film for a 0.012 inch gap 
is well over 300 v de. (For most commercial CdS crystal 
photoconductors, the breakdown voltage is well below 
200 v de.) 
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Another advantage of these evaporated CdS films is 
their high dark resistance. 

Although for the particular photoconductor used in 
this experimental storage light amplifier n = 0.4, it is 
possible to produce photoconductors with either a lower 
or higher value for n, which may even exceed n = 1. 

A description of the processing of these evaporated 
films was given by Arthur Bramley at the Chicago 
meeting of the American Physical Society.6 It may be 
added that the CdS was evaporated from a tantalum 

6 A. Bramley, “Deposition of CdS in vacuum,” Phys. Rev., vol. 98. 
p. 246, abstract \11; April 1, 1955. 

boat onto the prepared NESA coating. 1 his preparation 
usually consisted in depositing a very thin film of Ag 
on the NESA coating and the gap in it. At the high tem¬ 
perature, at which the NESA coated glass plate was 
maintained during the evaporation and which was still 
further raised during the aging, the Ag diffuses into the 
CdS film evaporated over the Ag film. On the other hand 
since the temperature of the tantalum boat was not 
raised beyond 850°C, the temperature of evaporation, 
the amount of impurity Cd evaporated should be less 
than 1 part to It)5 parts of evaporated CdS. As men¬ 
tioned in footnote 6, the evaporated CdS films were 
aged by baking to 350°C in air for 10 minutes. 

An Electroluminescent Light-Amplifying Picture Panel* 
B. KAZANf, SENIOR MEMBER, IRE, AND E. H. NICOLLf, SENIOR MEMBER, IRE 

Summary—This paper describes an experimental amplifier for 
light which uses a photoconductive layer electrically in series with an 
electroluminescent phosphor layer. With the series combination 
excited by an alternating voltage of audio frequency; e.g., 400 cps, 
a low light level impinging on the photoconductor decreases its re¬ 
sistance sufficiently to cause a much larger light output from the 
phosphor. Large-area light-amplifying panels, 12 inches square, using 
a newly developed photoconductive CdS powder have been built. 
These panels are capable of producing intensified half-tone images 
with high resolution. The response time of these panels, determined 
basically by the photoconductive material, varies from 0.1 second 
to several seconds. New photoconductive materials offer promise 
of greatly increased speed. Since the photoconductors can be made 
sensitive to X-rays and infrared, the principles of the device may be 
useful for image conversion and intensification with these radiation 
sources. 

Introduction 

^qpjIIE POSSIBILITY of a panel type of light ampli¬ 
fier was initially demonstrated by the operation of 
an electroluminescent panel1 in series with a small 

photoconductive crystal of CdS as shown in Fig. 1. 
In the dark the high impedance of the CdS crystal 
permitted only a negligible traction of the alternating 
supply voltage to be applied across the electrolumines¬ 
cent layer. As the incident light on the crystal was in¬ 
creased, its impedance decreased and greater voltage 
appeared across the phosphor layer. It was further 

•Original manuscript received by the IRE, September 1, 1955. 
t RCA Laboratories, Princeton, N.J. 
1 E. C. Payne, E. L. Mager, and C. W. Jerome, “Electrolumines¬ 

cence, a new method of producing light,” III. Eng., vol. 45, pp. 688-
693; November, 1950. 

demonstrated that, with equal areas, the lumens 
emitted by the phosphor could be many times greater 
(e.g., 50 times) than the lumens incident on the crystal. 

INCIDENT LIGHT 

APPLIED A-C 
VOLTAGE 

Fig. 1—Elemental light amplifier. 

The experiment described used small single crystals 
of CdS. Subsequently, however, a powder was developed 
which could be used for making large-area photoconduc¬ 
tive cells.2 This material enabled the practical construc¬ 
tion of a thin large-area light-intensifying panel capable 
of picture reproduction. 

2 F. H. Nicoll and B. Kazan, “Large-area high-current photocon¬ 
ductive cells using CdS powder,” Jour. Opt. Soc. Amer., vol. 45, 
pp. 647-650; August, 1955. 
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INCIDENT LIGHT IMAGE 

TRANSPARENT 
CONDUCTING 
COATING 

Fig. 2—Sandwich type light amplifier. 

1 he structure initially selected was sandwich-like, 
using a thin photoconductive layer and a layer of elec¬ 
troluminescent material held between two pieces of 
glass as shown in Fig. 2. A similar sandwich-like struc¬ 
ture was also suggested by another laboratory.3 Exten¬ 
sive experiments with such structures showed numerous 
shortcomings, in particular the severe limitation in 
gain caused by the opacity of the thick photoconductive 
layer required to control the electroluminescent layer. 
I'he development of new structures was thus required. 

Interdigital-Electrode Type Amplifier 

I'o illuminate the photoconductor more efficiently, 
structure of Fig. 3 (next page) was devised. A set of fine 
interdigital transparent conducting electrodes on a glass 
plate was covered with a thin continuous layer of elec¬ 
troluminescent phosphor. Above phosphor, another thin 
layer of photoconductive powder was deposited. With 
ac voltage applied between two sets of electrodes in 
the dark, there is relatively little ac current flow be¬ 
tween them due to the high impedance of the ma¬ 
terials between the conducting lines. When portions 
of the photoconductive layer are illuminated, however, 
relatively low impedance paths are provided at these 
areas between the electrodes. Since the resulting in¬ 
crease in ac currents must flow through the phosphor 
layer, which is between the photoconductor and the 
electrodes, electroluminescent light is emitted adjacent 

3 R. K. Orthuber and L. K. Illery, “A solid-state image intensi-
Ger,” Jour. Opt. Soc. Amer., vol. 44, pp. 297-299; April, 1954. 

to the corresponding illuminated areas of the photo¬ 
conductor. 

In operation, it was found that most of the photo¬ 
currents flowed only through the regions of the phosphor 
layer adjacent to the edges of the electrodes. This re¬ 
duced the sensitivity and made it difficult to make the 
impedance of the phosphor elements low enough with 
respect to the illuminated photoconductive elements. 
Although the principles were sound, it appeared possible 
to obtain greater light gains with other structures. 

Mesh-Supported-Photoconductor Type Amplifier 

One such structure is in Fig. 4 (p. 1891). A transpar¬ 
ent conducting coating on glass was sprayed with a thin 
phosphor layer. To prevent light feedback, a thin in¬ 
sulating opaque layer of lampblack in binder was then 
sprayed on the phosphor layer. A fine metallic mesh4 was 
then stretched approximately 15 mils above the surface 
of the opaque layer. The photoconductive powder in a 
binder was then spread over the mesh, forming a curved 
surface within each mesh hole, to improve light penetra¬ 
tion. The above device was relatively effcient, but was 
difficult to make uniform. 

Ridged-Photoconductor Type Amplifier 

Another arrangement is in Fig. 5 (p. 1891). A grooved 
lucite plate, with many fine parallel “V” grooves, has a 
fine conducting line of silver paint at the bottom of 

4 “Lektromesh,” 25 square holes to the linear inch, made of nickel, 
with about 50 per cent transmission. 
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INCIDENT 
LIGHT IMAGE 

ELECTRO LU MINESCENT 
LAYER 

PHOTOCONDUCTIVE 
LAYER 

Fig. 3—Interdigital type light amplifier. 

each groove. These grooves are filled with a bonded 
photoconductive powder. An opaque current-diffusing 
layer (consisting of a conducting form of CdS powder) 
is interposed between the grooved plate and the electro¬ 
luminescent phosphor which is bonded to the trans¬ 
parent conducting coating of a glass plate. The ridges 
of the photoconductor provide continuous conducting 
paths for the photocurrents from the electrode at the 
apex of the photoconductor to the bottom of the photo¬ 
conductor grooves. By means of the auxiliary current¬ 
diffusing layer, photocurrents which otherwise would 
enter the electroluminescent layer at restricted regions 
near the groove bottoms are caused to spread or dif¬ 
fuse slightly before entering the phosphor layer. Since 
the amount of diffusion is limited to about the width of 
a single photoconductive groove, essentially all of the 

phosphor layer can be excited by the photoconductive 
layer and at the same time resolution of device, basically 
determined by distance between grooves, is not signifi¬ 
cantly affected. Current-diffusing layer, being opaque, 
serves additional function of preventing feedback. 

This arrangement enables efficient illumination ol the 
photoconductor, and efficient excitation of the phosphor. 
Devices up to 12 inchesX12 inches in area operated 
with high gain and good resolution but conductivity 
variations in the dry CdS powder used for the diffusing 
layer were sometimes evident. 

Grooved-Photoconductor Type Amplifier 

Structure of Fig. 6 (p. 1892) had the advantageous 
features of previous structure, but did not require a 
grooved lucite plate and used a current-diffusing powder 



1955 Kazan and Nicoll: A Light-Amplifying Picture Panel 18‘?1 

in bonded form. A transparent conducting coating on a 
glass jilate is sprayed with a thin (about 1 mil thick) 
phosphor layer. After covering the phosphor layer with 
an opaque layer (lampblack in Araldite, a fraction of a 
mil thick), a heavier current-diffusing layer of conduct¬ 
ing CdS powder (bonded with Araldite and initially 
about 20 mils thick) is spread on the opaque layer and 
machined flat (to about 10 mils in thickness). A heavy 
layer of bonded photoconductive CdS powder (bonded 
in Araldite approximately 20 mils thick) is spread on the 
conducting CdS and again machined flat (to about 14 
mils). After spraying the photoconductor surface with 
air-drying silver paint, fine “N” grooves (of about 60 
degrees included angle) are cut into the photoconductor, 
(15 mils deep, and 25 mils between centers). The bottom 
of the “V” grooves cuts slightly into the conducting CdS 
layer and the tops of the grooves are left with narrow 
conducting silver lines, several mils wide, which, con¬ 
nected to a common terminal, act as one electrode for 
the device.5

Structures such as described in Fig. 6 were made up 
to 12 inches X 12inches in area. The gain and resolution 
equalled those of the grooved lucite plate structure of 
Fig. 5. In terms of resolution the output pictures were 
comparable in quality with commençai tv pictures and 
had very good uniformity. 

5 The structure of Fig. 6 required machinable plastic-bonded 
layers of photoconductive powder which retained full photosensi¬ 
tivity. This was accomplished by using CN-502 Araldite suitably 
diluted with diacetone alcohol. It was noted that the plastic binder 
had marked effects on the response time of certain batches of CdS 
photoconductive powder. Such changes in response time were pro¬ 
gressively acquired as the samples cured over a period of several 
days, with the photosensitivity also changing. These phenomena are 
not yet completely understood. 

A.C. VOLTAGE SOURCE 

GLASS PLATE 

TRANSPARENT 
CONDUCTING 
COATING 

GROOVED 
LUCITE 
PLATE 

^PHOTOCONDUCTOR 
FILLING GROOVES 

ELECTRODE 
FOR CONDUCT¬ 
ING LINES 

INCIDENT LIGH 
IMAGE 

OBSERVED 
ELECTRO¬ 
LUMINESCENT 

PICTURE 

OPAQUE CURRENT-DIFFUSING 
LAYER 

ELECTROLUMINESCENT 
LAYER 

CONDUCTING 
LINES 

Fig. 5 Ridged-photoconductor type light amplifier. 

Fig. 7 (next page) is a photograph of an early 12-inch 
grooved photoconductor-type amplifier with an ampli¬ 
fied output picture produced by projecting a low level 
image on photoconductor side. Small dark spots are at¬ 
tributed to imperfect bonding of the photoconductive 
and current-diffusing layers. The few narrow dark lines 
visible in the picture are caused by disconnected con¬ 
ducting lines. 



18<)2 PROCEEDINGS OF THE IRE December 

INCIDENT LIGHT IMAGE 

AC VOLTAGE 
SOURCE 

Fig. 6 -Groov ed-photocomluctor type light amplifier. 

Fig. 7 Photograph of grooved-photoconductor type light amplifier 
showing amplified picture resulting from a projected image. 

( jtMI'OM' XT ( HARAI I'KRIM It S 

Three major components ol ridged and grooved pho-
toconductor-type amplifiers are electroluminescent lav¬ 

er, photoconductive layer and current dill using layer. 
I he electroluminescent layer is a capacitor with 

negligible losses at the audio frequencies. For layers 1 
mil thick as used, the capacitance is about 200 MP-1 per 
cm2. When excited with ac voltage, phosphor used emits 
light whose average value is given approximately by: 

/.„ = (i) 

where k\ is approximately 3X10 I’is the rms voltage 
applied, w 2tt is the frequency, and Ln is luminance in 
loot lamberts. Fig. 8 (next page) shows a curve of meas¬ 
ured values of electroluminescent light output asa func¬ 
tion of applied ac voltage at a fixed frequency of 400 cps. 
Decay time of phosphor upon removal of exciting volt¬ 
age is relatively short (approximately 1 milli-second). 
The phosphor response time, however, upon sudden ap¬ 
plication ot voltage depends on its previous excitation 
and on the audio frequency used, being in the range of 
one to 30 milliseconds. 

The photoconductive powder with a given de field 
across it has approximately linear conductivity with 
incident light intensity. On the other hand, tor a given 
light intensity, the conductivity of a cell varies as a 
relatively high power oi the field. I he measured de 
current may be approximately written: 

/./, = W''+/./, (2) 
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where k> is a constant, L, is the input illuminance in foot 
candles, I’ is the de voltage applied, w is approximately 
4 or greater, and Id is the dark current. The dark cur¬ 
rent, Id, varies as a high power of the applied voltage, 
but is usually small compared with the first term. 

If an ac voltage is applied to the photoconductor, 
the instantaneous photocurrent may be represented by 
1 he expression : 

Iac = — Ä,(FP sin œ/)" — jwCVp sin oil (3) 

where Vp sin oil is the applied ac voltage, C is the capaci¬ 
tance of the layer, and w/27f is the frequency. In general, 
the dark current under ac conditions is very much 
smaller than the capacitive current, wCFp sin oil, and can 
be neglected. The constant k> for the de expression (2) 
has been changed to k> 10 for the ac expression (3). 
This factor of 10, experimentally determined, is un¬ 
changed in the range of 300 to 4,000 cps. 

If the measured de photocurrents are plotted on a 
linear scale, a curve as shown in Fig. 9 is produced. Over 
the range of de voltage used, the photocurrent per cm2, 
neglecting the dark current can be approximately ex¬ 
pressed as follows instead of by (2): 

Fig. 9 Curve of photocurrent vs applied de voltage. 

Ide = (1/7?)(F — Ft) when | F| > VT 
and IdC = 0 when V ¡ < Fr- (4) 

In the above expression Ft represents the threshold 
voltage; i.e., the point of intersection of the straight-
line sloping portion of the curve with the voltage axis 
and R the incremental resistance of the photoconductor 
along the sloping portion. Since 1 R of the photoconduc¬ 
tor varies linearly with the input light intensitv, L,, 
the above expression can be rewritten: 

Ide = kJ--dV — I’r) when | F > IV 

and I,tc = « when | F | < Ft. (4a) 

For the case of ac applied voltage we obtain: 

l„c = <¿3 10)/.,(Fp sin oil — Ft) — joiCVp sin oil 
when Fp sin w/[ > Ft 

and /„c = U when Fp sin oil < Ft- (5) 

A calculated value of ks = 1.25 X10“4 is obtained using 
the de curve of Fig. 9. The photoconductive cell used 
had electrodes of 20 mil spacing, an effective area of 
photoconductor of 0.75 cm2, and was illuminated with 
0.035 foot candles (2,87O°I< Tungsten source). 

In the dark, the capacitance per cm2 of a photocon¬ 
ductive layer in the grooved lucite structure of Fig. 5 
is about 8 n/A measured at 1,000 cps. This capacitance 
is measured between the set of conducting lines at the 
bottom of the grooves and an electrode covering the 
top surface of the photoconductor, thus including the 
capacitance of the lucite. 

The photoconductor used has a response time be¬ 
tween 0.1 and several seconds with the shortest response 
time at the high light levels Since the photoconductor is 
much slower in response than the electroluminescent 
material, it controls the amplifier operation. 

Current-diffusing layer, consisting of specially pre¬ 
pared CdS powder, is a nonphotoconductive resistive 
material. Unlike photoconductor its conductivity is not 
lowered by ac voltage. Fig. 10 (next page) shows a typi¬ 
cal curve ol de current vs de voltage for a 1 cm2 bonded 
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sample of this materia! 10 mils thick, with electrodes 
on opposite surfaces. Since operation of the light 
amplifier requires currents below one milliampere/cm-, 
the voltage drop going through the layer is relatively 
small ( <30 volts). 

As shown by the curve, the powder has a rapidly in¬ 
creasing impedance with a lowering ot the voltage be¬ 
low 30 volts, which is useful for maintaining picture 
resolution and small-area contrast. 

Analysis of the Complete Amplifier 

The dark current and the capacitive current through 
the photoconductor layer are small and can be neglected. 
The effects of the current-diffusing layer can also be 
neglected since, as previously indicated, a relatively 
small voltage builds up across this layer at any time. 
With these assumptions, the problem simplifies to a 
series combination of a nonlinear resistor (controlled 
by the incident light) and a capacitor with ac voltage 
applied across the two. Using (3) for the photoconductor, 
the following differential equation applies. 

dq/dt = — ¿,ÍFp sin ut — q/C¡" (6) 
10 

where C = capacity per cm2 of phosphor layer, q = in¬ 
stantaneous charge on phosphor layer, and I P = peak 
value of applied ac voltage. Because (6) is awkward to 
solve, it is more convenient to use the approximation, 
(4). This leads to: 

dq Fp sin ut - Fr - q/C 
— =- I p sin ut — q C > I T 
dt R 

-- = 0 Fp sin ut — q/C < Ft (7) 
dt 

where Ft = threshold voltage, R = ac resistance of photo¬ 

conductor (=10Ä dc). Solution of this equation8 gives 
for the charge, q, on the condenser: 

FpC(sin w/ — RCu cos ul) 

where qi = charge on condenser at the start of a con¬ 
duction cycle. 

Of interest is the maximum value of q which deter¬ 
mines the peak voltage on the capacitor (phosphor). 
Tests have shown that the light output of the electro¬ 
luminescent layer with the nonsinusoidal wave shapes 
across it in the light amplifier, is approximately the same 
as that obtained with a sine wave of equal peak value. 
Since q reaches a maximum at the end of each conduc¬ 
tion period, a solution is desired tor its value at this time 
under cyclic conditions. However, under cyclic condi¬ 
tions the charge at the end of a conduction cycle must be 
minus that at the beginning of the cycle. Suppose qi is 
the charge at the end of the last conducting cycle so that 
at the end of the new conducting cycle q = — qt. The time 
t, corresponding to the end of the new cycle can be deter¬ 
mined from the relation given with (7) for the conduct¬ 
ingcondition: J I psinw/— ç C > 1 t. I his relation gives, 
at the end of the conducting cycle, 

1 / I r qi \ 
Fp sin ut + qi/C = Ft or / = — arcsin I —-——1. 

ai \ Fp C 1 p/ 

Substituting this value ot t into (8) and using — qi for 
q leads to the condition : 

— .v + ft—<ly 1 — (ft—.v)2 = [.v + ft + a\ 1 —(ft —.vp] 
a (arc sin (6—x)—arc sin (6+x) ] ^()) 

where 

x = -, 
VpC 

1 
a = -

RuC 

and 

° Solution of the equation and formulation of expression (9) were 
provided by E. G. Ramberg. 
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For very large a, 

V®2 + 1 

for very small a, 

x/l ~ b2 + ah 

In (9), X represents the fraction of the peak ac supply 
voltage which appears on the capacitor when it has its 
maximum charge. Eq. (9) can be solved by trial and 
error giving a curve such as shown in Fig. 11 of x vs a. 
This particidar curve was plotted with an assumed 
value of b = Vr/Vv of 0.65. Assuming a given peak ac 
voltage, I p, actual values of peak voltage on capacitor 
can be determined from Fig. 11 as factor, a, is varied. 

Converting the values of x in Fig. 11 to light output, 
using the curve of Fig. 8, produces the calculated curve 
of Fig. 12, assuming a 1,000 volt peak ac supply. The 
values of a are indicated at the top of Fig. 12. 

Referring now to (5) for the photoconductor with k3 
= 1.25X10—*, the factor, a, can be written in terms of 
the input light on the photoconductor, [assuming C 
= 200 p/jf per cm2 and co = 2tt (400)] : 

Li = ,04a. 

The corresponding input light levels in lumens per 
square foot are shown at the bottom edge of Fig. 12. 
Also shown in Fig. 12 is a curve of measured values of 
output and input light using a grooved Incite plate 
amplifier, such as shown in Fig. 5, operated at 400 cycles 
with an applied ac voltage of 1,000 volts peak. 

Fig. 13 shows the curves of light gain as a function 
of input light level, derived from the curves of Fig. 12. 
Although 1'igs. 12 and 13 indicate fairly good correla¬ 
tion between the measured and calculated values, such 
correlation was obtained by using a value of 6 = 0.65. 

This assumes a threshold voltage for the photoconduc¬ 
tor of 650 volts as compared to the threshold voltage 
of about 550 volts shown in Fig. 9 for the photoconduc¬ 
tor sample measured. The discrepancy is believed to be 
partially due to the voltage drop across the current¬ 
diffusing layer being somewhat greater than assumed, 
since the current flow into it from the photoconductor 
is concentrated along narrow lines rather than spread 

Fig- 12—Curve of output lumens vs input lumens for light amplifier. 

over the surface as is the case when solid electrodes are 
used in measurements. In addition, correlation of photo¬ 
conductor resistance with light level is somewhat inac¬ 
curate due to the time constants and slow drift of the 
photoconductor at low light levels. Although the calcu¬ 
lated operation of the light amplifier is approximate, the 
model assumed for the photoconductor is reasonably 
useful. 
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Both the measured and calculated curves of Figs. 12 
and 13 are based on the use of a tungsten light source 
operating at 2,870°K. Such a light source emits a con¬ 
siderable amount of infrared radiation to which the 
photoconductor is sensitive, but which is not measured 
by a foot candle meter. I o measure the “intensity gain" 
of the light amplifier, i.e., the gain using input light 
whose spectral distribution is identical to the output 
light, a test was made using an electroluminescent 
source panel to provide the input light. This source had 
a spectral distribution identical to that of the amplifier 
output, having been made with the same type ol phos¬ 
phor. Under these conditions, the maximum energy 
gain was about 14. 

M I LLIMICRONS 

Fig. 14 Spectral curves for photoconductor and 
electroluminescent phosphor. 

Fig. 14 shows in relative values the spectral response 
curve of the photoconductor and the spectral distribu¬ 
tion curve for the electroluminescent phosphor used 
in the light amplifier. These curves indicate that the 
operation of the light amplifier with the yellow electro¬ 
luminescent input light reduces the gain to about 50 
per cent of the gain expected with an input light source 
having its peak coinciding with that of the photocon¬ 
ductor. With such matching conditions, the maximum 
energy gain is about 30. 

('.Ain and Light Output as Affected 
by Supply Frequency 

Both the measured and calculated gains are based 
on the use of an ac voltage of 400 cycles. The effects 
of varying the frequency can be seen by reference to 
Fig. 12. Increasing a> and decreasing R by a factor, K, 
causes no change in a ( = l/7?wC) and in the peak voltage 
applied to the phosphor layer. Such an increase in the 
values of \/R for the photoconductor, however, requires 
that the input light levels be multiplied by this same 
factor. Since the voltage on the phosphor layer is 
changed in frequency by a factor, K, the light output 
is increased by the factor K1-^ as indicated by (1). II 
an audio frequency, f, other than 400 cycles is used, the 

amplifier will have new gain curves of the same shape 
as in Tig. 14, but changed in level by the factor given 
below : 

/400\ s
T = ( —) (10) 

\ f / 

Also, the input light levels will be multiplied by the fac¬ 
tor//400 for corresponding points on the curves. 

As an example of the effects of a frequency change, 
assume that the operating frequency is 10,000 cycles 
instead of 400. From (10) the gain at all points of the 
curve, including the maximum gain will be reduced 
to 38 per cent of the gain at 400 cycles. At the point of 
maximum gain, the input light will be 1.1 foot candles 
and the output light 27.5foot lamberts. Similar consider¬ 
ations show that operation below 400 cps will increase 
the gain and lower the levels of input and output light 
at the point of maximum gain. At the high audio fre¬ 
quencies, considerable heat is generated in the photo-
conductor, for example, at 10,000 cps the power dissipa¬ 
tion is about 1 watt per cm’. 

The Use of Feedback 

The ridged photoconductor panel (Fig. 5) and the 
grooved photoconductor panel (Fig. 6) amplifiers have 
been designed to operate without feedback. However, 
a fraction of the output light may be permitted to excite 
the photoconductor, for example, by eliminating the 
opaque layer and making the current-diffusing layer 
thin. In determining the gain with feedback, the fact 
that the feedback light from the phosphor is of a differ¬ 
ent spectral distribution than the input light must be 
considered (factor k) and also the fact that the photo-
conductive layer may not be illuminated from the phos¬ 
phor side with the same efficiency as from the input 
side when, for example, the photoconductive layer is 
grooved (factor B). W ith these considerations, the gain 
with feedfack, (ÿ, is given by: 

where G is the gain without feedback, k is the ratio oi 
photoconductor responses to output and input light 
respectively due to spectral differences, and B is the 
effective fraction of the output light capable of exciting 
the photoconductor. Since the gain, G, of the amplifier 
varies with the total input (or output) light (11) is 
valid only if the output is maintained constant. 

The effect of limited amounts of feedback is thus to 
increase the gain as well as to make the gain curve more 
peaked. If the factor kBG is made greater than unity, 
a picture element, once excited by an input signal, will 
remain on regeneratively. Two of the primary problems 
with such storage devices are: (1) providing efficient 
feedback illumination of the photoconductor, and (2) 
preventing adjacent elements from exciting each other. 
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Operation with Infrared and X-Ray 
Input Pictures 

Although much of the work on the light amplifier as 
described above has been concerned with its operation 
using input pictures of visible light, some tests have 
been made using both infrared and X-rav input images. 
Inspection of the spectral sensitivity curve (Fig. 14) 
lor the photoconductor shows that in the near infra¬ 
red (700-900 millimicrons) the powder has sensitivities 
comparable with those for wave-lengths in the visible 
region. For wavelengths further in the infrared the 
amplifier requires new photoconductive materials. 

lests with X rats indicate that some amplification 
can be achieved with direct X-ray excitation. It is 
also possible to operate the amplifier with a fluoroscope 
screen close to the input side so that the visible image 
formed on the fluoroscope screen will be intensified by 
the amplifier. 

Future 1 mprovements 

Further development of electroluminescent phos¬ 
phors will directly benefit the light amplifier. The sensi¬ 
tivity of the photoconductive powder is considerably 
lower when operated with ac voltages as compared to 

de. Since this effect is not inherent in photoconductors 
but a property of the particular powder, substantial 
increases in light gain can be expected with improved 
photoconductors. In addition, the nonlinearity of the 
photoconductive powder further limits the effectiveness 
of the present amplifier. Increase of the photo-conductor 
breakdown voltage should serve to produce substantial 
increases in gain because of the rapidly increasing light 
output of the phosphor with voltage. Ihe response time 
ol the amplifier is also subject to improvement with new 
photoconductive materials. 

AcKNt IWLEDGMENT 

We wish to thank Dr. \ . K. Zworykin for his active 
support of the work and to acknowledge the interest 
shown by E. \\ . Herold in the project. Discussions with 
D. . Epstein, E. G. Ramberg, and A. Rose during the 
course of the work are appreciated. The project could 
not have succeeded without the contributions of S. M. 
I homsen in developing the photoconductive powder 
and S. Larach in developing the electroluminescent 
phosphor. 1 he assistance ol I’. J. Messineo is also ac¬ 
knowledged in the fabrication ol the electroluminescent 
la vers. 

Opto-Electronic Devices and Networks* 
E. E. LOEBNERf, senior member, ire 

Summary—The transducing properties of electroluminescent and 
photo-responsive cells are described. The light amplifying and spec¬ 
trum-converting characteristics of a circuit consisting of an electric 
power supply and a series combination of the two types of cells whose 
impedances have been matched are discussed. The construction and 
operation of an opto-electronic bistable device—the “optron”—em¬ 
ploying positive radiation feedback, is reported. The optron is both a 
storage cell and a switch with dual (optical and electrical) signal in¬ 
put and output. Numerous logic networks, composed of electric 
series and parallel combinations of electroluminescent and photo¬ 
conductive cells with selected optical couplings have been designed, 
constructed, and operated. 

I M R< »DUUTK >X 

4 H E DISCOVERIES of electroluminescent phe¬ 
nomena and recent remarkable advancements in 
the manufacture ol electroluminescent materials 

and cells [1 ], together with the progress currently being 
made in the photoconductive branch of solid state 
science |2 5|, have opened up practical possibilities for 

* Original manuscript received by the IRE. October 5, 1955. 
t I)avid Sarnoff Research ( enter, R( A Laboratories Division, 

Princeton, N. J. 

a new class ol solid state devices. The solid state ana¬ 
logs of cathode ray imaging and pick-up tubes, and 
light amplilying [6, 7| as well as color and radiation 
converting [8] screens are only some of the simpler em¬ 
bodiments ol possible opto-electronic (optronic) devices 
and systems. 

Proper matching ol electrical and optical character¬ 
istics of electroluminescent and photoconductive cells 
and their incorporation into circuits with electrical 
and optical branches can give rise to active optronic 
devices, such as radiation amplifiers, bistable elements 
lor switching and storage, optronic flip-flops, counters, 
shift-registers, etc. A remarkable similarity to mag¬ 
netic amplifier circuits is exhibited by these systems, 
especially when their operation is based on ac electro¬ 
luminescent . nd photoconductive phenomena. I he 
optical brain lies ol the systems enable a complete isola¬ 
tion ol various electrical subsystems, as well as a si¬ 
multaneous input and output to or from a very great 
number ol elements. I he most attractive features seem 
to be the possible microminiaturization (which, in the 
present state ol the art. is the ultimate in miniaturiza-
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tion) resulting in small weight and extremely low 
power consumption, and the optical input and output 
which invite photographic techniques. Presently, the 
most serious limitation appears to be the speed of re¬ 
sponse of the photoconductors, especially its depend¬ 
ence upon the intensity of illumination. 

This paper reviews briefly the phenomena of electro¬ 
luminescence, photoconduction, and allied effects, such 
as infra-red quenching. A discussion is given of the char¬ 
acteristics of a number of opto-electronic transducers, 
amplifying devices, especially their spectral response 
and spectral emittance, inclusive effects upon the radi¬ 
ant and luminous power gains of the devices. The opti¬ 
cal spectrum characteristics of the input and output 
become of paramount interest in bistable devices which 
utilize positive radiation feedback, or trans-radiance. 
Various circuit applications of optronic devices are dis¬ 
cussed in the section on networks. 

I'UN DAMENTALS OF SOLID STATE Ol’TO-

Electronic Phenomena 

Solid state electronic phenomena can be conveniently 
described using the simplified one-dimensional energy 
band model. In this model, imperfect semiconducting 
and insulating crystals are depicted to have an energy 
band gap, whose width in electron volts is determined 
by the atomic and electronic configurations of the host 
lattice, while the density and energy distribution of 
localized levels (some of them in the forbidden energy 
gap region) depend upon the density and the type of 
numerous crystal imperfections. Electrochemical in¬ 
homogeneities, which extend over regions that are 
large compared with the interatomic distance, give rise 
to buckling of the energy bands, since the potential 
energy-displacement relationship is modulated by 
local space charge. The energy variations of the band 
edges hinder the transport of mobile charges in applied 
electric fields and are one of the causes of non-ohmic 
crystal behavior. The present lack of knowledge of 
detailed structure of the energy band model applicable 
to the sulfide family of materials, which arc used in the 
majority of these devices, does not preclude a discus¬ 
sion of opto-electronic phenomena. In this class of 
phenomena, optical transitions of electronic charge 
carriers are linked closely with the transport of these 
charges under the influence of electric fields. 

It is well known that the distribution of the electronic 
population among the crystal energy states, associated 
with the bands and with the localized levels, is governed 
by the thermal and the irradiance condition of the 
substance as well as the probability for the occurrence 
of all possible radiative and nonradiative transitions 
between the various states. The approach to a steady¬ 
state energy distribution of the electronic population 
can, in the sulfides, take as long as several days. Ad¬ 
mitting the possibility of space charge accumulations 
and shifts, it is seen that under the influence of varying 
applied fields and varying illumination, steady-state 

conditions can be assumed only lor limiting cases. 
Two of the more prominent opto-electronic phenom¬ 

ena are photoconduction and electroluminescence. 
They both combine the simpler optical and electronic 
effects of photo- and thermo-luminescence, and of 
semiconduction ami barrier-type rectification. Other 
opto-electronic effects could also be included, as long as 
the application of electrical fields or currents changes 
the optical behavior of the crystals. 

Electroluminescence 

Electroluminescence commonly designates “cold light” 
emission from a substance due to the action of an ap-
plied electric field. By cold light or luminescence, we 
mean the emission of visible light from substances 
whose temperature is insufficient to cause them to spon¬ 
taneously emit light, or incandesce. Electroluminescence 
can be continuous or alternating, depending upon the 
applied electric field. Thus far only ac electrolumines¬ 
cence, discovered 20 years ago [9], has proved to be oi 
more than purely laboratory interest. The more effi¬ 
cient electroluminophors (substances exhibiting the 
phenomena of electroluminescence) are compounds in 
the sulfide phosphor family and, in addition to con¬ 
ventional activation, usually have undergone some 
special heat treatment in various atmospheres [1]. The 
iletailed mechanism by which energy stored in the 
crystal electrostatic field is converted into an emitted 
photon is still obscure. The number of rivaling theories 
is considerable [10-13], but there are not yet sufficient 
reliable experimental data to undertake a quantitative 
check of the theories. 

Electroluminous emittance is not uniform on the mi¬ 
croscopic scale, but occurs in many bright spots [14, 
15] clustered in various patterns which show some rela¬ 
tion to the crystal axis (13, 16]. Under alternating field 
excitation, the luminous emittance of the small electro¬ 
luminescing spots pulsates at a rate equal to the fre¬ 
quency of the applied voltage [15, 16]. In single crystals 
under low field excitation, this light output is out of 
phase with the applied voltage. The integrated output 
of all light emitting spots excited with low voltages and 
at low frequencies can be seen as a function of time in 
Fig. 1 together with the applied voltage and the crystal 
current. 

The time-averaged electroluminous emittance in¬ 
creases faster than linearly with increasing amplitude 
of applied sinusoidal voltage, as in Fig. 2. Many electro¬ 
luminescent cells have been investigated and various 
empirical formulas have been fitted to the data. How¬ 
ever, in no case could a satisfactory fit be obtained over 
the entire range of experimental values. 

The spectral composition of the electroluminous 
emittance in zinc sulfide phosphors is characteristic of 
the particular activator systems present in the crystals. 
Thus relatively broad band emissions ranging from 
deep blue to orange have been obtained at room tem¬ 
perature [17]. 
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It should be pointed out that the equivalent circuit 
of an electroluminescent cell resembles to a large extent 
that for crystal rectifiers. This is not very surprising 
since it is generally accepted that electroluminescence 
is localized in or near rectifying barriers. Complex elec-

Fig. 1—l ime dependence of three variables of an electroluminescing 
ZnS single crystal under low voltage, low frequency excitation. 

trical and optical characteristics of electroluminescent 
cells preclude use of conventional ac theory in analyzing 
electronic circuits embodying these cells. Hence, only a 
qualitative treatment is given in this paper. 

Fig. 2—Time averaged luminous emittance JK\Wxd\ of an electro¬ 
luminescent cell as a function of sinusoidal, 60 cps applied volt¬ 
age Fi. 

A C Photoconduction 

It has been known for the last 80 years that resist¬ 
ance of certain substances can be lowered by exposure 
to visible or to nonvisible radiation. Such substances 
are known as photoconductors. Although there is con¬ 

siderably more known about the photoconductive proc¬ 
esses than about electroluminescence, a quantitative 
theory of the detailed opto-electronic phenomena oc-
curing in actual crystalline substances is not yet firmly-
established. Many photoconductors also show a non¬ 
ohmic voltage-current dependence. An illustration is 
given in Fig. 3, which shows the ac voltage, the photo¬ 
current, and the dark current of a CdS crystal to which 
silver paint electrodes have been applied and which 
was exposed to steady low-level white illumination. An 
additional de voltage bias can eliminate the photocur¬ 
rent of one polarity and enhance the other. Similar ef¬ 
fects can be obtained by illuminating the crystal non-
uniformly. Thus it becomes very difficult to analyze 
the behavior of photocells in ac circuits if other non¬ 
linear rectifying and complex elements are present. 

Fig. 3—Time dependence of three variables of a photoconducting 
CdS single crystal under an applied low frequency ac field and 
excited by constant radiation of low intensity. 

If a photoconductive cell is placed in series with a 
constant impedance and an ac power supply, the am¬ 
plitude of voltage appearing across cell will be a function 
of the irradiance of the cell. One possible relationship is 
shown in Fig. 4 (next page). Fs is the sum of the instan¬ 
taneous voltages Fx and Fo, which are seldom in phase. 
The amplitude and shape of Fx depends upon the fre¬ 
quency of Vs, the impedance Zd, and the thermal and 
irradiance condition of the photocell. 

Other Radiation Effects 

It should be realized that the behavior of electro¬ 
luminescent and photoconductive cells is actually 
more complex than it might appear from the discussion 
above. In addition to pure electroluminescence, com¬ 
mercial cells exhibit a number of other effects which 
might considerably alter the functioning of systems in 
which they are utilized. If an electroluminescent cell has 
been exposed to radiation of shorter wavelengths prior 
to the application of the electric field, photoelectro¬ 
luminescence can occur, that is, radiation is emitted at 
fields well below the threshold value of pure electro¬ 
luminescence. However, the duration of this radiation 
extends over only a limited number of cycles. Certain 
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materials are known to exhibit a quenching oí photo-
luminescence when electric fields are applied to them. 
I'he photoluminescence accompanying a steady ir¬ 
radiance can be strongly modulated bv ac electric fields. 
Exposure to radiation of long wavelength can produce 
a strong and long-lasting quenching ol electrolumines¬ 
cence. 

Infra-red radiation incident on a photoconducting 
material can stimulate or quench photoconduction. 

Usually all the effects described above are present to 
some extent. However, their time, voltage, intensity, 
and temperature dependencies are not necessarily the 
same, and thus they present a challenge to the designer 
of opto-electronic equipment. 

V» AC RMS VOLTS 

Fig. 4—Irradiance of photoconductor as a function of voltage across 
it was ac voltage applied to photoconductor and series impedance. 
Units of variables are arbitrary. 

It is hoped that this description conveys the impres¬ 
sion that even the most modest beginnings of device 
utilization of all these effects present a number of un¬ 
conventional problems, and that further experimental 
and theoretical investigations into the fundamentals of 
opto-electronic solid state phenomena will be necessary 
before a wider device application can be achieved. 

Light Amplifiers and Transducers 

The recent progress in transistors has focused at ten¬ 
tion on solid state devices. The transistor is an amplify¬ 
ing device in which a current signal is transmitted atan 

increased magnitude. Similarly, it is possible to define 
a light amplifier as a device capable of being actuated 
by .i light signal from external sources and of emitting a 
related signal at an increased magnitude. It is well to 
remember that the accepted definition of light is radiant 
energy evaluated in proportion to the luminous sensa¬ 
tion produced by it [18]. Therefore, we lind it convenient 
to distinguish between two kinds of gains: the luminous 
and the radiant power gain. 

Il the ultimate detecting device is a human eye, the 
luminous power gain is a very useful concept. If we are 
interested merely in power gain of the device, radiant 
power gain seems more appropriate. Luminous power 
gain is defined as the ratio of the related luminous emit¬ 
tance ol a specified spectral power distribution to the 
activating illuminance of a specified spectral power dis¬ 
tribution under specific operating conditions of the light 
amplifiers. Radiant power gain is defined similarly, 
substituting radiant for luminous and irradiance for 
illuminance. I'he radiant power gain is thus given by 

Z» X 

I ILxrfX 

G« = ° - -.- (1) 

f HxdX 
0 

where Il\</X (watts/unit area) is the radiant emittance 
in a wavelength band extending from X — %dX toX + ^/X, 
and Hx represents the spectral irradiance. The luminous 
gain is given by 

/* X2 

I A\II \dX 

G'- = - (2) 

f KMX 
J 

Here K\ (lumens/watt) stands for the luminosity 
function, and care has to be taken to use the correct 
values when scotopic vision takes place. 

Since the spectral response of light amplifiers can 
easily extend beyond the region of visible radiation, 
luminous gain ratios approaching infinity can result. 
Thus, it was found convenient to arbitrarily set the 
limits of the integral at Xi = 380 mu and X2 = 760 mu. 

Color conversion may result since the spectral re¬ 
sponse of the device is broad and usually different from 
its spectral emittance. If the spectral distribution of IL 
differs materially from that of II, we speak of hetero¬ 
chromatic light amplification or of radiation conversion. 
The case of identical spectral distributions we have 
called homochromatic light amplification. It has the dis¬ 
tinguishing feature that it assures the equivalence of 
luminous and radiant power gains. 

The light amplifying or radiation converting devices 
consist of a radiation detecting and a radiation emitting 
element which are electrically in series with each other 
and with a de or ac power supply. I'he most common 
arrangement for solid state devices is a photoconducting 
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cell in series with an electroluminescent cell, as shown 
in Fig. 5. To simplify our discussion, let us assume for 
the present that both the emitter and the detector are 
linear elements and that we can assign a complex im¬ 
pedance to them. Then, if the detector's impedance 
Z¡> is very high in the dark and is predominantly resis¬ 
tive, only a small fraction of the applied voltage I 2 will 
appear across the emitter. 11 this voltage fraction is be¬ 
low the voltage threshold F# of the electroluminescent 
cell, there is no radiant emittance from the device. 
But since the impedance Zn can be controlled by inci¬ 
dent radiation, suitable adjustment oi the detector’s 
irradiance II, will regulate the emitter's radiant output 
IF within wide limits. The amplification arises from the 
fact that small changes in the mean irradiance of the 
detector can vary its impedance considerably, and 
thus will control relatively large changes in the mean 
radiant emittance. Radiant power gains of the order of 
twenty have been measured. 

ai « 02 cm ) 

Fig. 5—Light amplifier experimental arrangement: .1 is an electro¬ 
luminescent area source; B is a CdS photo-detecting crystal 
mounted 0.4 cm above the plane of .4 ; C is an area electro¬ 
luminescent source identical to .1. 

It is interesting to note that if the detector has a very 
high dark resistance, both a decrease in its resistance 
and the generation of a reactive impedance component 
will give rise to an increased voltage amplitude across 
the emitter if the amplifier is subjected to ac rather 
than de fields. It should be kept in mind that the mean 
impedance of the emitter varies nearly inversely with 
rms ac voltage amplitude. This causes the gain to be 
considerably lower than would be the case it its imped¬ 
ance were voltage independent. Since the instantaneous 
impedances of both cells vary throughout a single exci¬ 
tation cycle, the above analysis is only approximate 
and should be carried out independently for each volt¬ 
age cycle phase position. It has also been observed that 
it takes a considerable number of ac cycles for the am¬ 
plifier to change its output level following activation. 
In order to prevent distortion of the amplified light 
signal, the variations in the light input signal should be 
slow relative to the frequency of the applied voltage. 
I he frequencies used in our experiments varied Iront 15 
to 3,000 cps. I he upper limit of the useful frequency 
range depended mostly 01: the time constant of the 
CdS detectors, since the time constants of most electro¬ 

luminescent devices are considerably shorter. For cases 
in which the response of the detectors varies through¬ 
out the excitation cycle and the light input signal has a 
Irequency close to that of the excitation frequency or 
harmonics thereof, the relative phase of the light signal 
and of the excitation voltage affect the resultant power 
gain of the light amplifier. 

Various designs of light amplifiers have been pro¬ 
posed. Both the emitter and the detector can be single 
crystals, relatively homogeneous thin films, or powders, 
bonded with or suspended in dielectric materials. If 
the spectral emittance band and the spectral response 
band of the device overlap, positive radiation feedback 
will result when a portion of the light output is allowed 
to reach the detector. 

Solid state light amplifiers have been proposed inde¬ 
pendently by several workers. Luminous or radiant 
gains larger than one were reported by Orthuber and 
Tilery [6|, Kazan and Nicoll [19], Cusano [8|, and Loeb¬ 
ner [7]. Cusano’s device is a radiation converter, or light 
transducer, having a radiant power gain of about 5. 
Orthuber and Ldlery report a luminous power gain of 24. 
However, their result cannot be converted into radiant 
gain since they did not specify the spectral distributions 
of the incident and the emitted light, and whether or 
not nonvisible radiation was coactuating their device. 

At the Sylvania Waltham Laboratories the author 
has investigated homochromatic light amplification. 
I he experimental arrangement used is depicted in 
Fig. 5. I he electroluminescent panels (A) and (C) 
were ceramic matrix, metal base lamps [20], while the 
photoconducting CdS crystal (B) was obtained com¬ 
mercially. 1 Results ol luminous gain (in this case equiv¬ 
alent to radiant gain) measurements, performed using 
an SEI photometer, are seen in Fig. 6 (next page).2

l ig. 6 indicates that gains larger than unit)’ occur 
old)' if the illumination as well as the applied voltage 
exceed particular threshold values. I he low illuminance 
threshold of the device could bedecreased considerably by 
using stead) illumination bias of about 0.3 lumens/m2. 
I he occurrence ol a threshold field in electrolumines¬ 
cence is chiefly responsible for these amplifier thresh¬ 
olds. I he approximate constancy of the gain through¬ 
out at least one order ol magnitude of illuminance sig¬ 
nifies a region of linear amplification, while the subse¬ 
quent decrease is characteristic of the amplifier's sat¬ 
uration. 

One of the most promising applications of light am¬ 
plifiers are image intensifiers, which consist of screens 
composed ol a multitude of light amplifying elements. 
By a suitable choice ol spectral input and output char¬ 
acteristics of the individual elements, various light 
< onversions ol infra-red or ol ultraviolet into visible 
radial ion can be obtained. 

1 CdS cells were purchased from the Standard Piezo Co. 
2 For an explanation of the centibel scale see W. B. Xottingham. 

"Screens for Cathode-Ray Tubes,” p. 623 in Seller, Starr, ami 
\ alley, “Cathode Ray lube Displays," McGraw-Bill, X. Y., 1948. 
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Color television displays could be realized in a screen 
containing three types of elements distributed in a pre¬ 
scribed manner, by projecting a monochrome image 
from a small cathode-ray tube which is operated by color 
deflection circuits. The realization of these and other 
commercial and noncommercial applications awaits 
improvement in the response time of light amplifiers. 

Bi-Stable Elements 

Remembering the characteristics of the homochro-
matic light amplifier shown in Fig. 6 at an illuminance 
level somewhat above 0.3 lumens/m2, we can see that 
an increase in the operating ac voltage UW will result 
in an increased luminous gain. If the physical arrange¬ 
ment shown in Fig. 5 is modified by permitting light 
generated in electroluminescent cell (C) to reach photo-
conductive cell (BY then the operating points of the 
amplifier will not fall on a vertical line, but with in¬ 
creasing voltage will shift to higher illuminance values. 

F!g. 6—Homochromatic light amplification. Gain vs illuminance 
curves obtained with arrangement seen in Fig. 5 at various operat¬ 
ing rms 60 cps voltages V2. A only illuminates B. Sinusoidal 
voltages Fi ami V2 are in phase. 

Such a light amplifier is regenerative. The radiance in¬ 
cident on the detector (B), and originating from electro¬ 
luminescent cell (C), whose output in turn is controlled 
by detector (B), we have termed transradiance. Using 
standard optical methods, transradiance can be ob¬ 
tained with values varying from zero to a value equal to 
the radiant emittance of (C), if the areas of (5) and (C) 
are equal; the value can become even larger if the 
radiation emitting area of (C) is larger than the light 

detecting area of (BY In the experiments to be de¬ 
scribed below, we chose a geometry which resulted in a 
transradiance, or transluminance equal to the emit¬ 
tance of the device. A more schematic representation 
of nonregenerative and regenerative light amplifiers 
can be seen in Figs. 7 and 8, respectively. 

Fig. 7—Schematic of a nonregenerative light amplifier. 

Fig. 8—Schematic of a regenerative light amplifier. 

As the voltage across the regenerative device is in¬ 
creased, an operating point is reached for which the 
sum total of illuminance and transluminance has a 
value which on Fig. 6 corresponds to a gain close to 
unity. At this point, the device becomes unstable, the 
optical feedback exceeds unity, and the emittance, and 
therefore the transluminance, continue to rise without 
external influence until the saturation region of the de¬ 
vice is reached. The light amplifier will stabilize at 
another operating point, as seen on Fig. 9 (opposite) 
where rise values of ac voltage Vi(l) across device is 
plotted as a function of peak alternating current flowing 
through the device when biased with about 3 lumens/m2. 

The functional voltage-current relationship of this 
bistable opto-electronic device, which, because of char¬ 
acteristics to be discussed later, has been called the 
“optron,” resembles that of certain transistors, double 
based diodes, etc., used in pulse circuits. However, 
Fig. 9 represents the dynamic characteristic rather 
than a static one. If the rms value of voltage is set be¬ 
low 270 volts, the electroluminescent cell (C) emits light 
very feebly, the optron as a whole has a high impedance 
and exhibits stable operation. If the voltage is increased 
to a value above 380 volts, the device will be stable 
along the voltage-current curve above point B; how¬ 
ever, it will then be light emitting. The chosen illumi¬ 
nance bias determines a switching region in the V^—Iz 
plane (bounded by the curves AB, CB, DC and DAY 
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If the ac voltage V2 and the light bias are unchanged, 
the optron will stabilize at either curve CB or DA. 
Since at a given light bias, and between two limiting ac 
voltages, the optron has two stable operating points, it 
is bistable. Nevertheless, it results in the following 
unstable operation within this region : 1 f the optron is be¬ 
ing operated at point E, and the ac voltage V2 tempo¬ 
rarily exceeds 380 volts, the device may stabilize at 
point E', and becomes light emitting instead of return¬ 
ing to point E. The criteria for stabilization at E' are 
the length of time that the ac voltage V2 remains above 
380 volts and the amount by which it exceeds this value. 
These will determine the build-up time and light emis¬ 
sive level of the emitter (C). Another important factor 
is the response time of the detector (B), which governs 
the build-up of the photocurrent amplitude and the 
duration of the phase shift, which will be discussed 
later. 

Fig. 9—The dynamic P2 — characteristic of light-biased optron 
#12 operated by voltage variation. Area ABCD represents a 
hysteresis region in which the voltage-current relationship is not 
unique, but depends upon the operation of the device. 

The inverse situation occurs when an optron is oper¬ 
ated in the lit condition and the voltage is tempo¬ 
rarily lowered below 270 volts. The optron will then 
switch back into its dark operating condition if time 
is allowed for the photoconductivity to decay to a 
sufficiently low level. The time needed for the device 
to fully recover its dark operating condition depends 
not only upon electroluminescence and photoconduc¬ 
tion, but also upon other phenomena. Thus photoelec¬ 
troluminescence, produced in the emitter when V2 is 
returned to the level E, can cause the optron to revert 
back to the lit condition at operating point E/. On the 
other hand, relatively short exposure to infra-red radia¬ 
tion can disable the optron by lowering the photosensi¬ 
tivity of its detector as well as the emissivity of its 
emitter, so that it resists triggering into the lit condi¬ 
tion for an extended period of time. 

We have also investigated the current-voltage phase 
of a number of these devices. This relationship is seen 
in Fig. 10, which shows the shape of the Z2-T2 Lissajous 
figures for optron 10-2. In the high impedance stable 
condition, the optron has a resistive, although very 
nonlinear, character. This general shape remains the 
same up to the triggering voltage, and during this trig¬ 
gering becomes characteristic of a reactive impedance. 

990 V 
AFTER RESET 

Fig. 10—The dynamic I2-Vs phase relationship of light-biased 
optron #10 operated by voltage variation. 

When the voltage is decreased, the reactive character 
persists to considerably lower voltages, but ultimately 
returns to the resistive character and high impedance 
operation. These phase shifts seem to be the result of 
reactance changes in the detector elements. Since it 
was previously shown (see Fig. 3) that the detectors re¬ 
spond to light signals only within certain portions of 
the excitation cycle, a complete analysis of the switch¬ 
ing operation should include the relative phase of the 
electroluminous emittance maxima and the photocur¬ 
rent maxima. 

This observation demonstrated that a simple record 
of peak to peak ac current through the optron provides 
insufficient information on the mean current and the 
effective impedance at various operating points. If a 
resistance R is placed in series with an optron, the 
negative impedance region AC on Fig. 9 can be deter¬ 
mined approximately. This procedure is not rigorous 
enough to give accurate results, since the phase rela¬ 
tionship between the various voltages in the circuit is 
very complicated. However, it does give a fair qualita¬ 
tive representation of the negative impedance charac¬ 
teristics of the device. 

Fig. 11 shows a family of such voltage-current curves 
for optron #9 at various illuminance levels, obtained 
using an electroluminescent cell to provide the biasing 
light. The graphs show that the mean ac voltage 1 2, 
as well as the interval AI'», in which bistable operation 
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occurs, both decrease with increasing light bias. This 
characteristic can be utilized for an alternate triggering 
mode. If the illuminance of (B) is temporarily increased, 
the peak voltage, denoting the end of the high imped¬ 
ance stable region, is lowered; and, given sufficient 
time, the operating point of the device will shift into the 
low impedance region. 

Bi-stable device can be returned to its high-imped¬ 
ance, dark operation by infra-red input light pulse, if 
its intensity and duration are properly selected. 

For the majority ol optrons which we constructed, 
voltage triggering without the use of an illuminance 
bias would have required voltages well in excess of 
breakdown in the photocell or the electroluminesce: t 
phospher layer. This is indicated by the curve for zero 
bias, seen in !•ig. 11. 

Fig. 11—Operating dynamic ac Kt —Zs characteristics of 
optron #9 for various values of light bias. 

A small optron can be seen in the photograph in 
Fig. 12. A CdS crystal rests on the transparent elec¬ 
trode of a I' Xl" ceramic electroluminescent cell. A 
small patch oi silver paint on the front side of the 
crystal assures good electrical contact between the 
two cells. I he second contact to the CdS crystal is a 
cats-whisker coated with silver paint, and is one of the 
external electrical leads to the device. The other lead 
of the device is terminated in the metal base which is 
the second electrode of the electroluminescent cell. 
The second photograph is a picture of the same as the 
first, except without illumination. Optrons constructed 
in a similar manner and smaller than tV XÍV have 
been operated successfully. 

Bi-stable elements yvith optical input and output, to 
be used in digital computers as memory cells and as 
switches, probably were first proposed by Marshall, 
Bowman, and Schwertz [21]. Although they considered 
electroluminescent and photoconductive phenomena, 
they did not report the construction of such elements 
122). A solid state optical storage element, for triggering 

by a voltage pulse, was mentioned by Bramley and 
Rosenthal [23]. while Orthuber and Cilery [6] indicated 
the undesirability of optical feedback in their solid 
state image intensifier. Dual characteristics of optrons 
have not been described to date.3

The syvitching time of optically triggered optrons de¬ 
pends upon the time constant of the photodetector, and 
thus is an inverse function of illumination intensity. 

(b) 
1 ig. 12 Photograph of optron ^37. (a) illuminated, 

(b) triggered into electroluminescence. 

The triggering interval of the investigated optrons 
varied from 1(1 seconds to 2 milliseconds. I he develop¬ 
ment ol suitable detector materials, yvith fast photo¬ 
current decays, might cause the optron to become a 
serious rival to the magnetic storage core in computer 
applications. It is usable in its present form for indi¬ 
cator applications yvhich require prolonged storage of 

3 It was called to the writer's attention recently that a working 
optron. which utilizers a photoconducting CdS him as the detector, 
has recently been constructed at the M.LT. Lincoln Laboratory. 
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visual display information ami in which recover) times 
of the order of hundreds ol millisecondscan be tolerated. 

\s a regenerative amplifier, the optron is capable ol 
luminous or radiant intensity gains of the order ol 50. 
By proper choice ol optical arrangement, as little as 
10 6 of the emitting flux will trigger on optron. Since 
the limitations of electroluminescence and of photo-
conduction are not known at the present time, the 
physical and technological limitations of optrons cannot 
be est ¡mated. 

Logic Networks 

The dual input-output characteristic as well as the 
light pulse integrating ability of optrons, enables the 
development of unconventional circuits, composed ol 
separate and combined optical and electrical branches, 
and capable of a multitude of logic operations. We 
have succeeded in demonstrating that in principle it is 
possible to build computers having as the only elements 
electroluminescent and photoconductive phosphors. 

The optically controlled storage-cell, composed of an 
optron whose emitter has been shunted by a second de¬ 
tector, is seen in 1'ig. 13. A light pulse incident on the 
series detector Dit will trigger emitter E, into the lit 
condition, while a light pulse incident on the shunt de¬ 
tector D¿i will trigger emitter E, into the dark condi¬ 
tion. Should electrical input and output be desired, 
optical binary read-in is provided by grid emitters Gi 
and Gi, while detector D^ enables optical read-out. 

Fig. 13—Optronic storage cell schematic. 

Note the complete electrical isolation and solely optical 
coupling of the read-in, storage, and read-out circuits. 

Since the operation of a shift register necessitates the 
incorporation of several basic computer operations, the 
successful functioning of an optronic shilt register 
should give an indication of the effectiveness of optrons 
in gating circuits. Consequently, a shift register was 
designed and constructed by W. Humphrey, J. Hayes 
and the writer, according to the schematic diagram 
shown in Fig. 14. This device consists of two emitter 

cells and eight detector cells, and is operated by means 
of three control emitters. Three ol the detectors are in 
parallel with each other and in series with an emitter. 
Transradiances are adjusted so that it is necessary to 
illuminate at least two of the three detectors in order to 
trigger the appropriate half ol the optronic shift register 
circuit into the lit or “on” condition. For this reason, 
these three detectors have been designated as “hall-
detectors.” The notation for the detectors is as follows: 
subscript indices preceding the comma refer to trans¬ 
radiances from emitters with matching subscripts, while 
indices following the comma designate the electrical 
connection of the detector Io the emitters. The bar 
over an index designates parallel connection, while in¬ 
dices not barred refer to series connections. 'Die func¬ 
tioning of the shift register is as follows: Two emitters 

Fig. 14—Optronic shift register schematic. Circuit wiring is true 
representation, but light channels would have to be drawn in 
three dimensions. Optical coupling of detectors to emitters in¬ 
dicated by subscripts. 

Gy and Ga must be energized in order to initiate opera¬ 
tion of the register. These emitters will illuminate de¬ 
tectors hD1+A,i and ^Dí+na, which then in turn will 
activate emitter EX Since emitter Ei illuminates detec¬ 
tors and £>14 its lit condition is stable and it will 
remain lit even after emitters Ga and Gy have been 
extinguished. To transfer the “on” position from Ei to 
Ei it is necessary only to energize temporarily emitter 
Gs- This will cause detectors %Dí+s.2 and Dg.î to be il¬ 
luminated. The illumination of ^D>+s.2 by Gsand of Di« 
by Et is sufficient to trigger Ei, while the illumination of 
Ds.ï causes Et to be switched off. It is obvious that such 
an operation requires a faster build up of photocon¬ 
ductivity in ¿D1+ s.i and \Dt« than in Dsj. This can be 
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achieved by judicious choice of a series resistor and of 
the transradiance from Gs to Ds,ï- The transfer of the 
“on” position is performed similarly by temporarily 
energizing Ga- (Gn is necessary only for the initial shift 
setting.) The shift operation consumes a large fraction 
of a second, determined mainly by the long response 
times of the CdS cells used. 

Numerous other optronic circuits have been con¬ 
structed. By permitting light originating from some 
optrons to reach other optrons in a predetermined 
fashion, cascades, delay lines, and screen-matrices ca¬ 
pable of integration have been built and investigated. 

Discussion 

The opto-electronic characteristics of electrolumines¬ 
cent and photoconductive transducers make them 
suitable for the construction of devices and functional 
networks capable of light amplification, light switching, 
and light storage. The special case of ac homochro-
matic light amplification, which has been treated in 
detail, was found to provide data useful for the analysis 
of the operation of optrons, that is, bistable regenera¬ 
tive homochromatic light amplifiers. The triggering of 
optrons into either of these two stable operating condi¬ 
tions can be accomplished by electrical or optical or 
combined means. Logic networks, such as optical-
switch/binary-storage cells, shift registers, etc., have 
been built using series and parallel combinations of 
electroluminescent and photoconductive cells and re¬ 
sistors. An attractive feature of these networks is the 
intrinsic potentiality of complete electrical isolation of 
the various parts which are coupled exclusively by op¬ 
tical means. The objectionally long switching intervals, 
caused by the slow decay of available photoconductors, 
might sometimes be considered tolerable for optron 
devices in view of their minute size, small weight, low 
power consumption, and optical accessibility. 
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Cathodolu minescence* 
G. F. J. GARLICKf 

Summary—A review of recent advances in fundamental knowl¬ 
edge of the mechanism of luminescence excitation by electrons is 
given. The development of the scintillation counter and studies of 
electron scattering together with progress in the study of photo¬ 
luminescence mechanisms in phosphors have provided a new basis 
for establishing a sound theory of cathodoluminescence. 

It is shown that the brightness-voltage relations for conventional 
screens result from the complex microcrystalline form of the phos¬ 
phor. Single crystal studies with electron beam and single particle 
excitation reveal a more simple behavior. Ultimate screen efficiency 
is shown to be strongly dependent on loss of scattered primary and 
secondary electrons from the phosphor surface and on nonradiative 
electron-hole recombination in electron traps and other nonlumines-
cent centers. Current saturation and electron burn are also discussed 

Introduction 

If TP TO THE year 1949 when the last American 
I review of cathodoluminescence by the author 
was published1 most of the studies of electron-

excited luminescence were made on conventional cath¬ 
ode ray tube screens. For these screens, mostly of sul¬ 
phide and silicate phosphors, empirical relations were 
established between the luminescence yield and voltage 
and current density of the exciting electron beam. In 
addition, many studies were made with raster excitation, 
thus adding a further complexity to the conditions of 
excitation. Very few measurements were made at other 
than room temperature. In 1947, publications by Strange 
and Henderson2 gave results for the simplest conditions 
of excitation possible for the powder layer screen but 
added no basically new information to the empirical 
laws already found. From such studies it was found that 
the luminescence intensity (L) was related to voltage 
(V) and current density (i) of the cathode ray beam as 
follows: 

E=f(i)[V - Vo]» 

where/(t) was a linear function at low current densities 
but became nonlinear at higher densities because of 
saturation effects. The power of (V— Vo), namely, — n, 
lay between 1 and 3 depending on the particular phos¬ 
phor and on the specific conditions of preparation of the 
screen. The “dead voltage” Vo appeared to be a function 
of screen contamination and was very small for carefully-
prepared screens. Experimental results showing the 
above relation are given in Figs. 1(a) and 1(b). 

For some manganese-activated zinc silicate phosphors 

* Original manuscript received by the IRE, August 5, 1955. 
t Department of Physics, University of Birmingham, Edgbaston, 

Birmingham, England. 
1 G. F. J. Garlick, “Cathodoluminescence,” Advances in Elec¬ 

tronics, vol. 2, p. 152, 1950; review. 
2 J. W. Strange and S. T. Henderson, “Cathodoluminescence,” 

Proc. Phys. Soc. (London), vol. 58, p. 368, July, 1946. 

ELECTRIC POTENTIAL IN VOLTS 

(b) 

Fig. 1(a)—-Variation of luminescence with beam current density for a 
Zn2SiO4-Mn phosphor. A) Tube potential 10 kv. B) Tube po¬ 
tential 4 kv. (After Strange and Henderson.) (b) Variation of 
luminescence with tube potential for various phosphors. A) 
ZnS-Ag (lO/xa/cm2). B) ZnS-Ag (550/za/cm2). C) Zn5SiO4-Mn 
(5«a/cm2). D) ZnS-Mn (10/ia/cm2). (After Strange and Hender¬ 
son.) 
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n was equal to 2 which prompted l'ano’ to develop a 
diffusion theory to explain this particular power law. 
However, it is quite clear from later studies reviewed 
below that the value of »has no fundamental significance 
and generally alters with voltage, tending to unity as 
I’ increases. The author in a previous review4 regarded 
n values greater than unity as an indication of a varia¬ 
tion of the ratio of radiative to nonradiative transitions 
in the excited phosphor with changing depth of penetra¬ 
tion of the exciting electrons. 

Closely related to the process of cathodoluminescence 
are, of course, the processes of primary electron penetra¬ 
tion into, and secondary electron emission from, the 
surface of solids. In the above studies it was tacitly 
assumed that the primary electrons had a range .v in 
solids given by the Thomson-Whiddington law: 

x = ¿(Co - F)2

where I o is the incident beam potential and V that 
after penetration .v which was obtained for the passage 
of electrons through foils. The validity of this law for 
electrons in the cathodoluminescence process is now 
seriously open to question as discussed below. Second¬ 
ary electron emission constitutes a loss of primary beam 
energy to the luminescence emission process. However, 
it was not realized in earlier studies how serious this 
loss might be. Recent studies of electron scattering have 
modified the picture of secondary emission in relation 
to luminescence in the phosphor. 

Perhaps one of the greatest advances has been made 
possible by the development of the scintillation counter 
(photomultiplier and single crystal phosphor as particle 
or radiation detector) for nuclear physics research. Now 
it is possible to study the effects of a single electron 
or other particle on a luminescent solid, and thus to 
obtain a clearer life history of the particle as it pene¬ 
trates into the phosphor. 

In this review the several modern studies in the fields 
mentioned are brought together and their importance 
in formulating a more comprehensive theory- of cathodo¬ 
luminescence is discussed. We may consider the process 
of cathodoluminescence as dependent on the folloyving 
main stages: 

1) The penetration of primary- electrons into the 
phosphor and their elastic scattering resulting in the 
loss of some of them by reemission from the phosphor 
surface. 

2) Inelastic scattering of primary electrons resulting 
in ionization and production of secondary electrons. 
The cascade collisions of the latter then result in a plas¬ 
ma of secondary electrons which lose energy until they 
finally reach thermal velocities. Some of these second¬ 
ary electrons are lost by emission from the phosphor 
surface. 

3) The secondary electrons return to their original 
energy states in the phosphor crystal, giving up their 
excess energy in a radiative transition (luminescence) 

3 E. Fano, “Theory of Cathodoluminescence,’' Phys. Rev., vol. 
5S, p. 544; September, 1940. 

« ( iarlick, Inc. fit. 

or in a nonradiative transition (thermal degradation ol 
energy). 'Die ratio of these two kinds of transition ob¬ 
viously- affects the efficiency of light production as also 
do the earlier processes yvhere primary or secondary 
electrons are lost by their reemission from the phosphor. 
We now consider these stages in detail. 

Penetration and Scattering of 
Primary Electrons 

Two important recent sources of information on the 
penetration of electrons into solids are available. One is 
the study- of electron paths in nuclear emulsions; the 
other, some very beautiful experiments of Ehrenberg 
and Eranks6 on the penetration of a 0.7/z yvide “pencil” 
of electrons (up to 40k ev) into single crystal phosphors. 
Both fields of study show that very strong scattering of 
primary electrons occurs as soon as they enter a dense 
medium and they are then no longer able to be identified. 
Hence it is difficult to speak of the range of an electron 
in a solid. Eor very fast electrons in an emulsion it is 
possible to folloyv the track of the electron it there are 
no branches, but in the case of phosphors, the envelope 
of excitation resulting from the primary beam impact is 
measured; i.e., the envelope of secondary electron 
plasma. Eig. 2 shows schematically- the results in each 
case. As shoyy n by the photographs obtained by Ehren¬ 
berg and Franks, the excitation volume forms a capped 
sphere yvith its diameter many times the size of the 
original cross-sectional dimension of the primary beam. 

Fig. 2(a) — Schematic diagram of trajectories of single primary elec¬ 
trons incident on a phosphor crystal, i) Primary scattered out of 
phosphor, ii) Primary absorbed with strong scattering and pro¬ 
duction of secondary tracks, (b) Excitation envelope in phosphor 
excited by narrow pencil of electrons (10-40k ev). (After Ehren¬ 
berg and Franks.) 

The sphere boundary is fairly sharp but this is probably 
emphasized by the logarithmic response of the film used 
to take the photographs. Range measurements deduced 
by Ehrenberg and Franks refer to the range for excita¬ 
tion and not for the primary- beam. From absorption of 
electrons in foils very- diffuse results are obtained for 
range. In the case of emulsions, the path length of the 
primary is obviously very- different from its penetration 
depth into the emulsion. In a recent paper4 the author 

5 W. Ehrenberg and J. Franks, “The penetration of electrons into 
luminescent material,” Proc. Phys. Soc. (London) B, vol. 66, p. 1057, 
December, 1953. 

6 G. F. J. Garlick, “Excitation of phosphors by electrons,” Prit. 
Jour. Appl. Phys., suppl. 4, S 103; January, 19.55. 
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has brought together the results Iront absorption studies 
for electrons in foils (Al)7 and the results of Ehrenberg 
and Franks. Although the latter attempt to prevent the 
exclusion of the Thomson-Whiddington law they do not 
succeed and in general the range law is found to be of 
the form 

n = C E« 

where y is a logarithmic function of E. A recent theoreti¬ 
cal determination ol the specific energy loss, i.e., the 
loss per unit path length, dE/dx for a primary electron 
penetrating into a solid, has been made by Dekker am' 
van der Ziel8 and gives 

-dE dx * log E E. 

I he I homson-Whiddington law gives simply the in¬ 
verse function of E without the logarithmic factor. The 
departure i rom the latter law will thus be most marked 
at low primary energies such as those obtained in the 
cathode ray tube where scattering of the primary elec¬ 
trons is very strong. An important consequence of the 
scattering is, as stated above, the loss of primary ami 
secondary electrons from the phosphor by re-emission 
Each particle leaving represents energy lost to the lumi¬ 
nescence process and so the problem of secondary emis¬ 
sion must be considered when attempting to determine 
the limiting efficiency possible for a cathode ray tube 
screen. 

Secondary Electron Emission 
Excellent accounts of secondary emission character¬ 

istics tor solids have been given recently by Bruining 9 

and by McKay. 1" However, the problem ol emission of 
scattered primary electrons in relation to luminescence 
efficiency has never been seriously considered until re¬ 
cently. 11 Very early experiments by Schottland 12 with 
electrons showed that strong back scattering of primary 
electrons occurs from solids and that the effect increases 
with atomic number. Fig. 3 shows a curve taken from a 
previous paper by the author and reconstructed from 
results ol Palluel 13 for 20k ev electrons. It is seen that 
a traction approaching 50 per cent of the primary elec¬ 
trons may be back-scattered. Each of these electrons 
carries away from the phosphor almost all its primary 
energy. Add to this the amount removed by lower 
energy secondary electrons and it is obvious that 
secondary emission is responsible for one limitation on 
the efficiency of phosphors in cathode ray tubes. From 
a theoretical viewpoint, Blanchard and Fano 14 show 
that scattering depends much more on the fractional 

' I.. Katz and A. S. Penfold, “Range-energy relations for electrons 
etc., Kev. Mod. Phys., vol. 24, p. 28; January, 1952. 

8 A. J. Dekker and A. van der Ziel, “T heory of the production of 
secondary electrons in solids," Phys. Rev., vol 86, p. 755; [une, 
1952. 

H. Bruining, “Physics and Applications of Secondary Electron 
Emission, Pergamon Press, London, Eng.; 1954. 

K. G. McKay, “Secondary electron emission,” Advances in 
Electronics, vol. 1, p. 65, 1949; review. 

11 Garlick, Prit. Jour. A bbl. Physics, loi . cil. 
17 Ibid. 
13 Ibid. 
" ( . H. Blanchard and I . Fano, “A formula for multiple scattered 

electrons,” Phys. Rev., vol. 82, p. 767; June 1951. 

energy loss of the primary electrons (Eo —£)/£o (Eu is 
initial energy and E after some penetration) than on the 
absolute value ol £o, as borne out approximately in ex¬ 
periments over a very wide range ol energies. Thus, at 
all cathode ray tube voltages, secondary emission and 
primary electron scattering and emission can constitute 
a serious loss ol energy which seems at present to be 
unavoidable. 

Fig. 3--Variation of ratio r of back scattered to incident primary 
electrons of 20k ev energy on targets of different atomic numbers. 
(Constructed from data by Palluel.) 

Production of Luminescence 
To understand the later stages of the cathodolumi¬ 

nescence process when the primary excitation has pro¬ 
duced the plasma of secondary electrons of thermal 
velocities, we use the energy band model for a crystal 
phosphor containing impurity or other centers in which 
luminescence transitions can occur. The schematic 
energy diagram for this model is shown in Fig 4. Also 

Fig. 4 Energy band scheme for crystal phosphor. C = Conduction 
band. F= Filled band. /. = Luminescence centers. T= Electron 
traps. Æ = Electron. // — Positive hole. R — Radiative transition. 
•V = Nonradiathe transition. 

included are centers in the crystal where nonradiative 
electron transitions can occur. After I he primarv proc¬ 
esses above have occurred, the phosphor finally reaches 
a state where thermal velocity electrons in the conduc-
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tion levels C are recombining either with empty emission 
centers L or undergoing nonradiative transitions in the 
centers T. The relative number of the centers L to the 
centers T can be estimated from the efficiency of excita¬ 
tion of luminescence by ultra violet light of an optimum 
wavelength. Studies by Bril and Klasens 15 have shown 
that the maximum efficiency for a copper-activated 
zinc sulphide phosphor is about 50 per cent, although 
other workers have claimed higher values. For a value 
of 50 per cent it is concluded that the nonradiative 
processes outnumber radiative ones by about two to 
one. If we now allow for the loss of energy by primary 
and secondary electron emission from the phosphor, the 
optimum efficiency may be reduced to about 25 per cent, 
a value substantiated by experiments of various work¬ 
ers. 16,17 For those who have a practical interest in phos¬ 
phor efficiencies the above figure of 25 per cent applies 
to screens of zinc sulphide or zinc cadmium sulphide 
with aluminum backing and operated in the region of 
20 kv. In practical form it is equivalent to a light pro¬ 
duction efficiency of up to 100 lumens per watt. It seems 
from the above fundamental considerations to be doubt¬ 
ful whether this efficiency will ever be improved by more 
than a factor of two. 

Dependence of Phosphor Efficiency on Energy 
and Intensity of Electrons 

Experiments using scintillation counters with single 
crystal phosphors show that for single electrons the 
luminescence emission is proportional to the electron 
energy (if the electron is completely absorbed in the 
phosphor) over a very wide range. Only when the spe¬ 
cific energy loss dE/dx (or density of ionization) is high 
does departure from proportional behavior occur. In the 
case of heavy particles such as alpha particles such de¬ 
parture is thus more noticeable. 18 Thus, for phosphor 
screens, the power law relations between cathode ray 
beam energy and luminescence must be regarded as due 
to the complex geometrical form of the screen. In some 
recent cases of carefully-prepared screens, linearity be¬ 
tween luminescence and voltage is obtained over the 
wide range of 1 to 50 kv. 19 For uniform evaporated phos¬ 
phor layers a similar behavior is reported. 20 The inde¬ 
pendence of the efficiency of electron energy must also 
arise from the fact that electron emission by back scat¬ 
tering (and hence energy loss by the process) is approxi¬ 
mately independent of electron energy as shown above. 

18 A. Bril and H. A. Klasens, “Intrinsic efficiencies of phosphors 
under cathode ray excitation,” Philips Res. Rep., vol. 7, p. 401; 
December, 1952. 

16 C. G. A. Hill, “Applied cathode luminescence,” Brit. Jour. Appl. 
Phys., Suppl. 4, S6; January, 1955. 

17 Bril and Klasens, loe. cit. 
18 G. F. J. Garlick, “Luminescent materials for scintillation count¬ 

ers,” Prog. Nucl. Phys., part II, p. 51, 1952; review. 
19 Hill, loc. cit. 
20 L. R. Koller and E. D. Alden, “Electron penetration and scat¬ 

tering in phosphors,” Phys. Rev., vol. 83, p. 684; August, 1951. 

An outstanding problem in the fundamental interpre¬ 
tation of cathodoluminescence is that of current satura¬ 
tion in the luminescence output. In this respect the effect 
appears to be related to the type of phosphor since 
silicates show less saturation than sulphides. 

A recent paper by Bril 21 attempts to provide an ex¬ 
planation of current saturation under steady and under 
raster excitation of the phosphor. Behavior appears to 
depend on the occupancy density of the available lumi¬ 
nescence centers. In zinc silicates the concentration of 
centers is much higher than in the zinc sulphides, but 
the decay time of emission is much longer («10 msec) 
than in the sulphides («10 jusecs). Sulphides show 
marked saturation compared with silicates under raster 
excitation but show much less for steady excitation, l or 
silicates the effect of excitation conditions is less marked. 

The longer lifetime in the silicates limits the number 
of available centers for steady excitation, but for tele¬ 
vision raster conditions the pulsed excitation has a 
period comparable with the decay time and so the 
centers become available for excitation in the “dark” 
interval. In the sulphides the problem appears to be 
more complex since the nonradiative centers play a de¬ 
cisive part in determining efficiency of emission under 
any specified excitation conditions. At present, a series 
of experiments is needed, on current saturation in single 
crystals and uniformly-evaporated layers, and over a 
wide range of temperature and excitation conditions. 

Phosphor Deterioration under Electron 
Bombardment 

Before the introduction of aluminum-backed screens 
the usefulness of the phosphor screen was limited by the 
effects of prolonged bombardment on the “sticking” 
potential which decreased with time until the brightness 
fell off due to inadequate secondary emission. 22 It is in¬ 
teresting to note that Ehrenberg and Franks 23 found no 
evidence of sticking potentials for uncoated single 
crystals of inorganic type for potentials up to 40 kv. 
Thus the sticking potential would appear to be a func¬ 
tion of the complex form of the conventional phosphor 
screen and, of course, has been overcome in modern 
tubes by the aluminum backing of the screen. Ion burn 
has been minimized by the use of ion traps and so the 
discussion of screen deterioration is reduced to a con¬ 
sideration of the effects of electrons on the long-term 
efficiency of the luminescence processes in the screen. 
In this respect few fundamental experimental studies 
are available. 

In general electrons bombarding a phosphor in vacu¬ 
ums behave as reducing agents. In some phosphors a 
visible darkening of the phosphor base color occurs and 

21 A. Bril, “On the saturation of fluorescence with cathode ray 
excitation,” Physica, vol. 15, p. 361; May, 1949. 

22 Garlick, Advances in Electronics, loc. cit. 
23 Ibid. 
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some experiments with fluorides by Hill 24 show that a 
sensitization of ultra-violet excited luminescence occurs 
on prolonged electron excitation due to the formation 
of ultra-violet absorbing centers in the fluoride. This is 
analogous to the production of F centers in the alkali 
halides by particle bombardment. 25 Such centers may 
function as sites for nonradiative transitions of conduc¬ 
tion electrons to their ground states, thus decreasing 
the luminescence efficiency. Again, experiments on 
single crystals would furnish much useful information 
on “electron burn.” A practical point arises here. F 
center production by electrons can be inhibited in some 

24 Ibid. . 
24 F. Seitz, “Colour centres in alkali halides,” Rev. Mod Phys., 

vol. 26, p. 7 ; January, 1954. 

crystals by introduction of specific impurities. 26 It 
might be worthwhile to make experiments of this type 
to determine the effect of additions of this kind on elec¬ 
tron burn. 

Conclusion 

The above discussions are inevitably one-sided since 
they stress the fundamental aspects of cathodolumines¬ 
cence. However, it will be realized that detailed proc¬ 
esses such as electron scattering and nonradiative transi¬ 
tions affect the practical performance and indicate the 
limits to future advances in cathode ray tube screen 
efficiency and maintenance. 

26 J. H. Schulman, R. J. Ginther, and C. C. Klick, “Enhancement 
of X-ray induced absorption bands in alkaline earth compounds,” 
Jour. Chem. Phys., vol. 20, p. 1966: December, 1952. 
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Summary—Light may be generated by the direct action of an 
electric field on various solid materials by a number of different 
mechanisms (electroluminescence). Electric fields may also influence 
luminescence phenomena excited by various types of radiation 
(electrophotoluminescence). The varied phenomena which have been 
observed, and their dependence on the operating parameters, are 
reviewed and theoretical explanations are given where possible. 
Possible practical applications of electroluminescence and electro¬ 
photoluminescence are also discussed. 
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General Introduction 

rip HE GENERAL designation of electrolumines¬ 
cence is now used to cover various effects which 
can occur when certain phosphors are subjected 

to an electric field. In some experiments electrodes are 
in contact with a phosphor layer or with a single crystal 
while in other experiments there are no electrode con¬ 
tacts; the crystallites, in the latter case, are embedded 
in an insulator. 

Galvanoluminescence, i.e., light emission arising from 
electrolytic action, has been known for a long time [1, 2], 
but will not be discussed here. The emission of light 
by single crystals, with electrodes in contact, was first 
reported on silicon carbide by Lossew [3] in 1923. Some 
disturbances of the after-glow of a damp phosphor 

powder squeezed between two electrodes were reported 
by Dechene [4] and a similar weakening of the after¬ 
glow, under the action of silent discharge, was observed 
by Coustal [5], but these last phenomena must be as¬ 
cribed to the drop of potential which appears near one 
of the electrodes in the damp powder so that crystallites 
in this region are subjected to very high fields. 

The action of electric fields upon microcrystals em¬ 
bedded in an insulator was first reported in 1920 by 
Gudden and Pohl [6], who pointed out a momentary 
enhancement of the after-glow from a phosphor pre¬ 
viously irradiated by ultra-violet radiation. The sus¬ 
tained emission of light by a phosphor powder embedded 
in an insulator was first reported by Destriau [7] in 
1936. Since that time many other phenomena have been 
discovered; these will be discussed in detail below. 

We shall consider in the following sections the points 
listed below. 

I. Intrinsic electroluminescence (Destriau effect), 
covering chiefly light emission by suitable phosphor 
powders embedded in an insulator and subjected only to 
the action of an alternating electric field. 

11. Carrier-injection electroluminescence, covering light 
emitted by the sole action of an electric field on crystals 
or particles in contact with conducting electrodes so 
that current injection can occur. 

HI. Electrophotoluminescence, covering all phenomena 
which involve an electric field and a previous or simul¬ 
taneous photo-excitation, that is to say, the following 



1912 PROCEEDINGS OF THE IRE December 

effects: (1) The Hash of momentary illumination in the 
after-glow region (Gudden and Pohl effect [6]), (2) 
I he quenching [8] or enhancement [9] of photolumines¬ 
cence, (3) The enhancment of infra-red quenching 
[10] or of infra-red stimulation [11], and 

IV. Applications of electroluminescence and electro¬ 
photoluminescence. Die principal unsolved problems 
or trends in the field will be briefly indicated. 

An earlier review paper, covering only intrinsic elec¬ 
troluminescence and electrophotoluminescence, was 
published in 1947 (12], Abost papers published before 
this vear are, therefore, omitted in the present bibliog¬ 
raphy. 

I. Intrinsic Electroluminescence 

.4. Introduction 

Before entering more deeply into the subject, some 
information must be given on the devices used as El. 
cells1 (or EI. condensers), as well as on the general be¬ 
havior of the phenomenon itself. 

The El. condenser is usually formed of a thin layer oi 
solid (plastic or ceramic) or liquid insulator in which 
the EI. phosphor powder is embedded. 1 his mixture 
is placed between two electrodes, at least one ol which 
is transparent, for example, conducting glass (glass 
whose surface has been treated, near its melting point, 
with an aqueous solution of tin or antimony chloride). 
The second electrode can be another conducting glass, 
but is usually a metal layer deposited by thermal vapor¬ 
ization. In order to deliver power to such a cell, it must 
be operated on alternating or pulsed voltages. In special 
cases the dielectric of the cell may be vacuum or even 
air; such cells may also be operated on de, but properly 
speaking this constitutes carrier-injection EI. rather 
than intrinsic EI.. 

In order to obtain very high fields in the phosphor 
with moderate applied voltages, the thickness of the 
EL cell must be very small. On the other hand, for uni¬ 
formity of illumination, the thickness should be large 
compared to the particle size of the phosphor employed. 
In practice thicknesses of 25 to 100 microns (1 to 4 mils) 
are employed; the capacitance of the cell is then about 
100 Aigfd cm2 and the operating voltage may be between 
100 and 600 volts. 

With such a capacitance, a drop of potential and a 
shift in phase may occur along the conducting glass, 
particularly at high frequencies, il the resistance ol the 
conducting coating is too high, for example. ¡I the 
coating resistance were 104 ohms square and a circular 
cell of 7.3-cm radius were employed (with contact only 
to the edge of the circular piece ol conducting glass) 
then for f= 5,000 cps the potential at the center of the 
cell would be only 95 per cent of that at the peripher) ; 
furthermore, there would be a phase difference ol tt 7 
between center and periphery. I he same results would 
be obtained for /=50 cps for a cell of 73 cm radius. 

1 For brevity, the abbreviation EI. will be used for “electro¬ 
luminescence” or “electroluminescent.” 

Since, as will be shown below, the light output is ver)’ 
sensitive to the magnitude of the field, this would be an 
undesirable situation. Such a phase shift would also 
have to be taken into account in the stud)’ of the phase 
difference between the light emission and the applied 
voltage. However, since conducting coatings are avail¬ 
able with resistances of 100 or 200 ohms square (and 
optical transmittance of 80 per cent or more), these 
effects can generally be avoided. 

For a uniform suspension of homogeneous phosphor 
spheres in a dielectric, the field acting in the crystals 
is given by the Maxwell-Wagner formula [13] reported 
again more recentl)’ by Roberts [14], 

/ 3K, \ 
E, = E„ ---), 

\2A2 + A, - 7(AT - KA/ 

where E\ is the field in the cr) stals, En is the mean field 
applied to the medium, Kx and K2 are the dielectric 
constants of the crystals and the dielectric, respectively, 
and V is the ratio of the volume of the crystals to the 
total volume. This formula shows that a high field 
strength in the crystals requires an insulator of high 
dielectric constant. 

If the phosphor is suspended in a liquid dielectric, 
such as castor oil, the particles will move under the 
action of the electric field, as is well known [15], and 
form more or less closed bridges extending from one 
electrode to the other. Under these conditions the equa¬ 
tion given above no longer applies. This behavior of 
liquid-embedded materials must be taken into account 
in interpreting the results of measurements on such 
EL cells [16], Furthermore, although such cells are ver)’ 
convenient for laborator)’ experiments, a thin film of 
solid insulator must be introduced into the cell if the 
possibility of carrier injection at the electrode contacts 
is to be definitely excluded. 

When an EL cell is subjected to a direct potential, 
only a flash of light occurs when the potential is applied 
and another flash when it is removed. Waymouth and 
Bitter 11 7], indeed, report that under proper conditions 
emission is observed only at removal of the potential. 
In order to obtain sustained emission, the effects of 
polarization must be avoided. Usually sinusoidal po¬ 
tentials are used but other potential forms, such as 
square waves, and even more complicated waves have 
been tested [17, 18a] (see Fig. 1). Sustained emission can 
also be obtained with a direct potential if the crystals 
are embedded in castor oil and put in a thin glass tube 
which is rotated about its axis between two plane fixed 
electrodes so that the field direction in the crystals is 
continuous!) changing 11 2], It has been shown recentl) 
[19], even in alternating fields, moreover, that the light 
emission oi some phosphors is increased when the crys-
tals are rotated. 

Ihe observation of electroluminescent crystallites 
with a microscope shows that the light emission comes 
chiefly from some scattered spots especial!) located 
near the points of individual elongated crystals or near 
crystal junctions [17. 20]. In the latter case, the strong¬ 
est illumination occurs when the field direction is per-
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pendicular to the junction surface. In the formerVase, 
the strongest illumination occurs when the field direc¬ 
tion is parallel to the needle axis. 

Electroluminescence is a primary effect; that is to 
say, electroluminescence is an emission of light directly 
excited by the field and not by a secondary process 
involving, for example, ultra-violet radiation or silent 
discharges in small cavities in the embedding material. 

I'ig. 1 Light emitted by LI. phosphors (upper curves) when sub¬ 
jected to fields ol different waveform (lower curves), (a) A direct 
potential step. A flash is excited at the application of the field and 
the brightness falls quickly to zero, (b) Isolated voltage pulses. 
I wo flashes occur, one at the beginning and another at the end of 
each pulse, (c) Square-waves of potential (from Xudelman and 
Matossi [17]). Phosphor: ZnS:Cu, Pb. For />0.7 millisec, 
AB = CD for the blue band, while for the green band the two peak 
heights are equal. 

Herwelly [21] has doubted this conclusion but many 
experiments have been recently made by other workers 
[22 25] in order to prove that El. is a primar) effect: 
their results can be summarized as follows: 

1. When a layer ol air is left between one of the 
electrodes and the phosphor, the light emission is 
weakened (because, according to the formula given 
above, the field strength in the crystal is lowered) 
and nitrogen lines appear in the spectrum. If the air 
is replaced by oil, the light emission is greater than 
in the first case but nitrogen lines do not appear in the 
spectrum. 

2. ('-mission due to ultra-violet radiation produced 
in air bubbles and light emission by electrolumines¬ 
cence are not in phase. 

3. With the same phosphor the after-glow follow¬ 
ing photoexcitation is noticeable, while it is nearly 
zero in intrinsic electroluminescence. 

4. A crystal placed outside the field, but still near 
another excited crystal, does not luminesce. 

5. I he color of photoluminescence and of EE is 
different for some phosphors. 

6. A good photoluminescent material is not neces¬ 
sarily a good EL phosphor. 

7. I he voltage dependence of EL and of lumines¬ 
cence excited by gas discharges are different. 

8. Although EL emission occurs only at localized 
points, the emission excited by ultra-violet light is 
uniform throughout the crystals. 

B. Electroluminescent Phosphors 

I he general statement may be made that there are 
manx more phosphors excitable by cathode-rays or bx 
X-rays than by ultra-violet radiation. Further, the 
number of EL materials is much smaller than the num¬ 
ber of photoluminescent materials. On the other hand, 
there seems to be no well-authenticated instance of a 
material which exhibits intrinsic EL which does not 
also exhibit photoluminescence (at least at low tem¬ 
perature), although the optimum activator concentra¬ 
tion may be different in the two cases. EL phosphors 
can be found in many host lattices, such as ZuSiO, 
[26—28], ZnS, CdS, ZnSe, and Zn(), but in all cases the 
surface treatment is ol very great importance. 

Zahn, Diemer, and Klasens [20, 20a] have reported 
several possibilities of making EL some of the usual 
photoluminescent ZnS phosphors available commer¬ 
cially; either by a surface addition of copper sulfide in 
the amount of 10 ’ to 10 1 atom of copper per atom of 
Zn in the host lattice, or by a direct surface addition of 
copper by evaporation in vacuum. Similarly, Way¬ 
mouth and Bitter 117] and Burns [29] have suggested 
the formation of spots with a high conductivity. 

In the same way. Gumlich, as well as Gobrecht, Hahn 
and Gumlich [25|, have reported that a slight surface 
oxidation was able to make a normal phosphor El. And, 
as a matter ol fact, an improvement of EL ZnS phos¬ 
phors by reheating, the effect ol which is to oxidize the 
crystal surfaces, was reported earlier 112|. Homer, Rulon 
and Butler [30], on the other hand, although they add 
zinc oxide to the raw materials, remove any free oxide 
present in the finished material; these workers, how-
ever, add lead to their phosphors ami suggest that this 
max- result in precipitation of conductive material, per¬ 
haps on the surface of the crystals. 

A different surface treatment had been already re¬ 
ported by Saddy and Destriau [12], xvho suggested the 
formation ol a surface laxer with a great copper content ; 
too much copper, however, is not desirable and the sur¬ 
plus ot ( u max be removed by washing in ammonia. 
Froelich [31], in a similar way, indicated that only a 
limited amount of copper was retained in the final ma¬ 
terial; cyanide washing was used to remove the excess. 
I roelich [32] has also reported a sensitization of the 
yellow band of manganese by a small addition of cop¬ 
per. 

In order to check the effects ol surface conditions 
upon EL properties, the variation of the copper content 
ol the crystals with depth has been recentK studied 
[33], I hin layers were successively removed by short 
acid attacks, the copper content in the solution was 
determined colorimetrically, and the EL properties of 
the remaining crystals were measured by the thresholds 
ol visible EL tor a dark-adapted eye. Two kinds of 
curves were obtained according to whether the samples 
were or were not oxidized on the surface. The copper 
content was lower in the bulk than upon the surface; 
however, with products strongly oxidized on the sur¬ 
face, the copper content was maximum in a thin laxer 
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near the surface (Fig. 2). When thin layers were succes¬ 
sively removed, the EL sensitivity first increased and 
then, after reaching a maximum, decreased progres¬ 
sively. 

Fig. 2—Variation of the copper content with depth for crystals of 
oxidized ZnS:Cu of average particle size ten microns. 

Still another indication of the effect of the condition 
of the surface of the phosphor particles on EL was 
obtained by Thorington [34] in his studies of materials 
subjected to alternating electric fields in vacuum rather 
than in air or a dielectric medium. It was found that 
many materials which were normally not EL became 
so when placed in a vacuum, and that readmission of 
air destroyed the EL thus produced. Impregnation of 
the phosphors in vacuum with various oils and plastic 
materials either greatly reduced or completely de¬ 
stroyed the vacuum-induced sensitivity, despite the 
fact that the field strength in the phosphor, for a given 
applied voltage, is increased upon introduction of a 
material with dielectric constant greater than unity. 
The photoluminescence was the same in vacuum, in 
air, or in oil. From these observations, and from others 
concerning the effects on EL of heating phosphors in air 
and in vacuum, Thorington concluded that adsorption 
of gases on the phosphor surfaces, and the resultant 
changes in surface conditions, greatly influences the 
fundamental EL excitation mechanism. Howard [35] 
has drawn parallels between the observations of Thor¬ 
ington and the now well-known effects of atmospheric 
surroundings on the potential barriers at the surfaces of 
semiconductors such as germanium or silicon. 

EL materials have been found also among some or¬ 
ganic compounds. Such a possibility was first indicated 
by Payne [36], but described more fully by Bernanose 
and his co-workers [37], Films of cellophane or thin 
paper are immersed in a fluorescent solution of acridine 
derivatives, such as gonacrin or brilliant acridine orange 
E, or in carbazole, then dried and embedded in paraffin 
between two plane electrodes. 

C. Dependence of Brightness on Applied Voltage 

Only the case of sinusoidal applied voltages will be 
considered here. In this case the average brightness B 
increases very rapidly when the voltage V is increased, 
although in general the rate of increase is lower for 
higher K It is generally held that there seems to be no 

real threshold voltage for EL and that the apparent 
thresholds depend simply on the sensitivity of the meas¬ 
uring device employed. One of the authors (Destriau) 
has recently extended the measurements to very low 
brightnesses, roughly 1/100 that just detectable by the 
dark-adapted eye, and finds no observable threshold or 
change in behavior of the usual type of EL cell with 
powdered phosphor. A definite threshold voltage has 
been reported, however, for single crystals of ZnS by 
Piper and Williams [38] and for individual particles 
of a phosphor powder by Waymouth and Bitter [17]. 
Visible EL is observed in ordinary EL cells at about 
3,000 volts/cm with suitable phosphors, but applied 
field strengths of 20,000 to 40,000 volts/cm are re¬ 
quired to give high EL brightness. Typical data for the 
voltage dependence of the brightness of intrinsic EL 
are shown in Fig. 3(a). 

Fig. 3—-(a) Typical data for voltage dependence of EL brightness for 
a green-emitting ZnS:Cu phosphor (data from W. Lehmann), 
(b) Fit of the empirical equation (6) to the above data. 

An early study [7] in 1937 showd that, with a constant 
frequency of 50 cps, plots of the logarithm of the bright¬ 
ness as a function of 1/F were approximately straight 
lines so that 

B = a exp ( — b/V), (1) 

where a and b are constants. This very simple formula 
was easily explained by rough theoretical considerations. 
However, in order to take into account the slight curva¬ 
ture of the plots a modification was introduced by 
writing 

B = aVn exp (-b/V). (2) 

This equation has three constants, a, b, and n. The 
values of n were found, depending upon the phosphor, 
to be between 1 and 3, with 2 a typical value. A theo¬ 
retical discussion of this equation will be given in a later 
section. Bernanose [37] reports that data on EL of 
organic materials also fit this relation. 

Recently many other simpler empirical emission 
laws have been proposed. One [20, 39] gives B as pro¬ 
portional to a power of V, 
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B = aV", (3) 

with various values for the constant n. Another [17] 
gives B simply as a linear function of V, with a threshold 
Vo, 

B = C(V - Fo). (4) 

It may be noted, however, that differentiation of (1) 
shows it to have an inflection point at a voltage equal 
to b/2. If (1) is equated to (4) at this point and also the 
two first derivatives are equated, then the two expres¬ 
sions may be related to each other over a limited range 
of voltage by setting 

C = 4ae~2/b and Vo = b/4. (5) 

Another empirical law has been suggested by How¬ 
ard, Ivey, and Lehmann [40], 

B = aV exp [ — b/(V + Vo)]. (6) 

In many cases this equation is in good agreement with 
experimental results over a wide range of voltages (Fig. 
3(b); slight deviations may occur at very high voltages, 
however. One of the authors (Ivey) earlier showed that 
a similar expression, but without the V before the ex¬ 
ponential term, gives good fit except for very low 
voltages; in this case deviations obviously must occur 
because the equation predicts a finite value of B for 
V=0. Lehmann [41] has recently studied EL output 
over a very wide range of applied voltages. He finds 
that as V is increased to very high values the output 
tends to approach a finite value, in contrast to (2), 
(3), (4), and (6) above; this approach to saturation is 
best described by Destriau’s original expression, (1). 

Besides these empirical or experimental laws, many 
other more complicated forms have been proposed. 
Many of these equations are based on theoretical con¬ 
siderations and will be discussed in the appropriate 
section. It should be remarked that if observation is 
restricted only to one or two logarithmic decades of 
brightness values, the choice of an equation for em¬ 
pirical purposes is not critical, since any of those which 
have been proposed [with the exception of (4)] will 
suffice. 

D. Brightness Waves 

The light emitted with alternating field excitation is 
not continuous but flickers with twice the frequency of 
the applied voltage. The curves showing the light emis¬ 
sion as a function of time during a cycle of the field 
variation are called “brightness waves.” Even with 
sinusoidal fields the brightness wave forms are not 
regular. A disturbance, which may be either an in¬ 
flection or sometimes a small secondary peak, often 
occurs later in time than the main peak; this disturb¬ 
ance can also occur before the main peak. The maximum 
of the light emission (the main peak) is not in phase with 
the potential applied and, moreover, of the two main 
peaks which occur in each cycle, one may be higher than 
the other. 

The brightness wave forms can be characterized by 
[42] (see Fig. 4): 

1. A shift of the brightness wave compared to the 
potential wave (phase angle </>). 

2. A disturbance at M and AT when the brightness 
is either Bi or Bi', where the prime sign indicates 
the half-cycle when the transparent electrode, 
through which the observation is made, is positive. 

3. A difference between the brightnesses, Bi and 
Bi’ reached at the two successive main peaks at A 
and A'. 

Let m designate the “modulation ratio,” 

(wz can be positive or negative) and d designate the 
“disturbance ratio,” 

d = Bi/Bi or d’ = B* /B/. (8) 

dc and d are usually nearly equal so that here we shall 
consider their average value as the “disturbance ratio.” 

Fig. 4—1'he significant characteristics of a brightness wave, 
showing the primary and secondary peaks. 

The brightness wave forms, as characterized by the 
three constants 0, tn, and d, are dependent on many 
factors [43] : 

1. The ratio a/b between the average thickness of 
the phosphor layer, a, and the average thickness of 
the insulator, b. 

2. The thickness of the phosphor layer, a. 
3. The applied voltage (or better, the field 

strength). 
4. The metal backing or metal electrode. 
5. The frequency. 
6. The temperature. 
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1'he last two factors, frequency and temperature, will 
be considered in another section; here only the first 
tour factors will be discussed. 

I'he first characteristic of brightness waves is the 
phase angle </>. It was pointed out some time ago [12] 
that the field acting in the crystals was out of phase 
with the field in the insulator round the crystals, the 
first leading the second by an angle 0 such that 

tan (9) 

where K\ is the dielectric constant of the crystals, p is 
their specific resistance, and f is the frequency. But the 
field in the insulator also lags the potential applied to 
the EL cell by an angle y such that [42] 

2Ktpf 
tany --, (10) 

è / . b \ 
4-F A ip-/ ■ I A i + A i - I 
a \ a / 

where Kt is the dielectric constant of the insulator, a 
is the thickness of the phosphor layer, and b is the thick¬ 
ness of the insulating layer. Thus 0=^ — 7, and 

tan 'p 
tan </> =-, (11) 

1 + kx 

with 

k = Kt, Ki and .v = a/b. (Ha) 

I hits, <¿> = 0 only il there is no insulator (6 = 0, electrodes 
in contact with the crystal) and it increases towards 
ÿ when a b is decreased to very small values. 

Furthermore, brightness waveforms are a function of 
the phosphor thickness, a. When a thin phosphor laxer 
is embedded in an insulator between two sheets of mica 
or between two conducting glasses, the brightness waves 
usually assume a symmetrical form without aux- dis¬ 
turbance and with only a small difference between the 
heights of the two successive peaks. If the thickness 
of the phosphor layer is made great enough, however, a 
small disturbance can occur even with a symmetrical 
cell; this apparently arises from crystal-crystal contacts 
in the laxer. Zalm, Diemer, and Klasens [20] attribute 
the secondary peaks to the action of the electric field on 
electrons and holes captured in traps. 

Brightness wave forms are also dependent on voltage. 
One observes, first, an increase of 0 when the voltage is 
increased. This variation, which is ascribed to a small 
increase of conductivity in the crystals under the ac¬ 
tion of high field strengths, is usually very small. Re¬ 
cently, however, a new phosphor has been found in 
which this increase is very noticeable (Fig. 5). I'he 
modulation ratio, as well as the disturbance ratio, is 
modified when the applied potential increases. In big. 5 
one observes that the disturbance vanishes progres¬ 
sively Irom recording 1 (160 volts) to recording 4 (96(1 
volts). Even with the same phosphor the disturbance 
can pass progressively from the right to the left side 
when potential is increased while, simultaneously, the 
highest peak passes from transparent electrode negative 
to transparent electrode positive (Fig. 6). 

Fig. 5 Progressiv e shift of the brightness waxes when the potential 
is increased. Phosphor: Lehmann green ZnS:Cu with a palladium 
electrode. Curve 1, 160 volts; curve 2, 320 volts; curve 3, 720 
volts; curve 4. 960 volts. 

Fig. <> Brightness waves obtained with the same sample of ZnS:Cu 
(Destriau, CIO, blue). Metal backing, silver; frequency, 50 cps. 
I he disturbed side changes progressively from the right (decreas¬ 
ing side) in (a) to the left (increasing side) in (c) while the polar¬ 
ity ot the highest peak changes from metal backing positive in 
(a) to metal backing negative in (c). 

Besides these variations, the brightness wavelorins 
are dependent on the nature of the metal electrode if 
the electrode is in contact with the phosphor or sepa¬ 
rated Irom it by only a thin layer of insulator. The phase 
angle <7>, modulation ratio w, and disturbance ratio d 
are all different according to the electronic work func¬ 
tion of the metal backing [42]. I'he lower the work I une-
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lion, the lower the phase angle ó (big. 7). The behavior 
of the ratios d and tn. however, is different lor different 
phosphors. With a blue-emitting ZnSrt'u phosphor we 
find, for example: 

Elect r<xle Work Function I >isturbancc 
Ratio 

ev 
Mica <).<)<> 
Palladium 4.9 0.09 
Aluminum 4.0 0.17 
Lithium 2.4 0.24 

Furthermore, with some phosphor samples, the dis¬ 
turbance can be marked as a small true secondary peak 
while, with other samples, it is only an inflection. 

ELECTRONIC WORK-FUNCTION (IN E V.) 

F ig. 7 For the same potential applied to the EL cell, the phase angle 
between the potential wave and the brightness wave is dependent 
on the electronic work function of the metal electrode. 

I'he results discussed above assume a single activator. 
In a multiply activated phosphor the brightness wave 
is influenced by each activator as if this activator were 
present alone, and the different components can be 
separated by suitable optical filters. Brightness waves 
of EL organic compounds (Fig. 8) are more regular than 

Fig. 8 Bright nos- wave of an organic compound. 

brightness waves of inorganic phosphors; no disturbance 
occurs and the brightness wave is only shifted compared 
to the applied potential wave. However, with such 
compounds no experiments have been made thus far 
for different thicknesses or for different metal backings. 

I'he occurrence of electrical polarization in the phos¬ 
phor particles will obviously influence the shape of the 
brightness waves. Several workers have studied the ef¬ 
fect of such polarization [17,18,18a,44-46].Furthermore, 
it is possible for carrier-injection to occur from the elec¬ 
trodes under certain conditions; this type of electro¬ 
luminescence will be discussed more in detail in a later 
section. It is obvious, however, that if carrier-injection 
does occur, the shape of the brightness waves will be 

modified. Some of the effects discussed in this section 
undoubtedly occur because of carrier-injection. Go-
brecht. Hahn, anil Seeman [47] also have studied 
brightness waves recently. 

E. Dependente of Hnghtness on Frequency of the Applied 
I oltage 

I'he exact form of the dependence of EL brightness on 
frequency is different for different phosphors [26, 48-
50], In general, however, it may be said that for a 
material with a single emission band the brightness at 
low frequencies increases linearly with frequency or at a 
slightly lower rate. At higher frequencies there may be a 
tendency toward saturation or, for some materials, 
even a maximum output; in general the departure from 
linearity is greater the lower the applied voltage. Typi¬ 
cal data are shown in Fig. 9. The only deviation from 

FREQUENCY (C.P.S.) 

Fig. 9 Frequency dependence of the EL brightness of a blue-emit¬ 
ting ZnS:Cu for various applied voltages (from Lehmann). 

this rule seems to be for materials with accidental or 
intentional additions of so-called “killers,” e.g., Fe, Co, 
or Ni, for which the EL output may increase more 
rapidly than linearly with frequency [51]. It may be 
noted that these same materials also show’ “super¬ 
linearity” of brightness as a function of excitation in¬ 
tensity for photoluminescence at room temperature [52], 
I'he characteristics of the embedding dielectric may in 
some cases also have an influence on the frequency de¬ 
pendence of the output. 

With multiply activated phosphors, each characteris¬ 
tic emission band may vary with frequency at a different 
rate, so that the color of the emitted light changes 
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progressively with the frequency. The emission of 
ZnS:Cu, Pb [50, 53] consists of two bands, one green 
«and the other blue; there is not complete agreement 
among various workers as to the origin of these two 
bands but this point is unimportant for the present 
discussion. The blue emission increases more or less 
linearly with frequency, but the green emission ap¬ 
proaches saturation ; at low frequency the intensity of the 
green band is greater than that of the blue band, but the 
opposite is true at high frequency. A similar behavior 
occurs with Cu and Mn activated ZnS [54]. At low fre¬ 
quency the yellow Mn band prevails, but the opposite 
occurs at high frequency so that the emission changes 
progressively from yellow to blue when the frequency 
is increased (Fig. 10). Because of such changes in color, 
the variation of brightness with frequency may be quite 
complicated. 

Fig. 10 Excitation of ZnS:Mn, Cu phosphor with the same po¬ 
tential and two different frequencies. Above: Frequency = 50 cps. 
Only the yellow band of Mn appears. Below: Frequency = 500 cps. 
Two bands, the yellow band of Mn and the blue band of copper, 
are emitted. 

The brightness of the cell, as stated, flickers with twice 
the applied frequency. Two peaks occur in each cycle 
and between two successive peaks the brightness does 
not, in general, fall to zero. Let Bo be the residual bright¬ 
ness between two peaks and Bi be the brightness reached 
at the peak. Bo can be considered as the continuous 
component of the brightness wave and (Bi~Bo) as the 
periodic component, with frequency twice that of the 
applied field. The early experiments described above, 
made with an integrating detecting device, involved 
only the mean brightness; it is obvious that more accu¬ 
rate measurements must take into account the two com¬ 
ponents separately [55], The higher the frequency, the 
higher the continuous component. The periodic com¬ 
ponent, however, first increases with the frequency, 
passes through a maximum, and then decreases. Some 
recordings are shown in Fig. 11 and the variations of 
Bo and (B\ — Bo) are shown in curves 1 and 2, respec¬ 
tively, of Fig. 12. Experimental points obtained with an 
integrating device (barrier-layer photocell and galvanom¬ 
eter) are also shown in Fig. 12, and it is seen that they 
fall close to curve 1. 

The relative importance of the two components de¬ 
pends on the mean lifetime of an excited center. The 
mean lifetime (IO 4 to 10-3 second for a particular sam-

(C) 
Fig. 11 -Brightness waves for different frequencies, but always with 

the same potential applied to the EL cell, (a) f — 50 cps, (b) f = 500 
cps, (c) f = 5,000 cps. 

Fig. 12—Variation with frequency of the two components of the 
brightness wave. Curve 1, continuous component, Bo- Curve 2, 
periodic component, (B, — Bo). Experimental points obtained with 
barrier layer photocell roughly fit curve 1 (continuous component). 

pie [55] can be found from the oscilloscopic trace of the 
afterglow which immediately follows removal of the 
field. Variations of the periodic component compared to 
the continuous components are shown in Fig. 13. As is 
to be expected, the shorter the lifetime, the greater the 
amplitude of the periodic component of the output. 

As a consequence of the mean lifetime, which at high 
frequency becomes appreciable compared to the period 
of the applied field, the phase angle decreases progres¬ 
sively when the frequency is increased, passes through 
zero for a certain frequency, and then becomes negative 
at higher frequency. On the other hand, the brightness 
waves assume a more regular form at high frequency 
than at low frequency (Fig. 14). 

F. Dependence of Brightness on Temperature 

The first experiments on the temperature dependence 
of EL output were reported in the earlier review paper 
[12], but they were made with only one sample (ZnS : Cu, 
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Fig. 13—Ratio of the periodic component (Bi —Bo) to the continuous 
component (Bo) compared with the mean lifetime of an excited 
luminescent center. 

20 c.p.s. 

ISO «.p... 

2,000 o.p.«. 

60 c.p.s. 

600 c.p.s. 

4,500 o.pis. 

Fig. 14—Brightness waves at various frequencies. At low frequencies, 
from 20 to 600 cps, the potential wave (sinusoidal wave) leads the 
brightness wave. At 2,000 cps the potential wave and the bright¬ 
ness wave are in phase, while at higher frequency it is the poten¬ 
tial wave which leads the brightness wave. At high frequency the 
shape of the brightness wave is less disturbed than at low fre-
quency. 

Guntz No. 13) and over a small range of temperature. 
Later experiments have been made with different sam¬ 
ples over a larger range of temperature from —150 to 
200°C [14, 39, 53, 56-61]. Such experiments require EL 
cells in which neither any change in the dielectric con¬ 
stant of the insulator nor any chemical interaction be¬ 
tween the insulator and phosphor occurs. 

Mattier [61] seems to have exercised great care to 
avoid all sources of error by a preliminary systematic 
study of insulators as well as of the electrostatic prop¬ 
erties of EL condensers. In the range of temperature 
from —155 to +155°C Mattier suggests the use of EL 
cells in which the phosphor, embedded in a very thin 
layer of Araldite, is spread upon a sheet of mica, the 
opposite face of which is covered by a thin transparent 
conducting layer of tin oxide. The metal backing is 
directly deposited upon the phosphor layer. The dielec¬ 
tric constant of Araldite changes appreciably at about 
120°C [62], but this change is not of too much conse¬ 
quence for the electrostatic properties of the EL cell, 
at least if the thickness of the Araldite is very small 
compared to the total thickness of the cell. The change 
in the capacity of such a condenser is roughly a few 
per cent between —155 and + 80°C and about 35 per 
cent between +80 and +155°C. 

The temperature dependence of the brightness is 
very different depending upon the phosphor. Some re¬ 
sults of Mattier [61] are reported on Eig. 15. With some 
phosphors (for example, ZnS:Cu, ZnS:Ag, or ZnSzCu, 
Pb) the brightness first increases with the temperature, 
passes through a maximum and then decreases. With 
other phosphors (for example, ZnSZnO:Cu and 
ZnS-ZnSeZnO:Cu) the brightness decreases progres¬ 
sively when the temperature is increased from — 155°C. 
Other workers [57-59] have obtained curves with more 

Fig. 15 -Dependence of EL brightness on temperature (from Mat tier 
[61]). Curve a—ZnStCu, blue. Curve b—ZnS:Cu, green. Curve 
c—ZnS ZnSe ZnO:Cu. Curve d—-ZnS:Mn. 

than one peak. A connection between thermolumines¬ 
cence and temperature dependence of electrolumines¬ 
cence, indicating that electron traps play a role in both 
processes, has been suggested by various observers 
[56-60, 63], 

Here also, as already indicated for the dependence of 
brightness on frequency, with multiply activated phos¬ 
phors each characteristic spectral band may vary in a 
different manner so that the color of the emitted light 
can be changed greatly either by heating or by cooling. 
Thus, Mattier observed that in ZnS:Cu the blue band 
prevails at low temperature, but the green band at high 
temperature. Similarly, for ZnS:Cu, Mn the relative 
importance of the blue or green Cu band compared to 
the yellow Mn band is greater at low temperatures. 
Besides these variations, a progressive shift of the spec¬ 
tral band can occur even in phosphors with only one 
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activator; such variations will be reported later in the 
next section concerning the spectral emission and its 
variations. Brightness wave forms also change progres¬ 
sively with temperature [20. 58, 64]; Mattier |64| and 
Haake [58] have recently shown that the disturbance or 
secondary peak shifts progressively from the descending 
side of a main peak to the ascending side of the following 
main peak as the temperature is lowered (l ig. 16). 

Fig. 16 Disturbances of the brightness waves of EL at low tem¬ 
peratures (from Mattier [64]). (a) 290°K, (b) I99K, (c) 105°K. 
The secondary peak passes progressively from the descending 
side of a main peak to the ascending side of the following main 
peak as the temperature is lowered. 

G. Dependence of Spectra! Emission on Voltage, Fre¬ 
quency, and Ternperature 

I'he spectral emission of EL is in general dependent 
on the following factors: (1) voltage, (2) frequency, and 
(3) temperature. I'wo kinds of modifications, however, 
must be considered separately. 

1. Spectral modifications which occur in phosphors 
with multiple activators; such modifications result 
primarily from a variation in the relative importance 
of the various bands. In case all the bands are not 
emitted at the same time in each cycle of the field 
variation, then periodic spectral changes can also 
occur with twice the applied frequency. 

2. Intrinsic modifications which occur in a single 
band characteristic of one activator. Such effects are 
generally small compared to those involving more 
than one emission band. 

Consider first phosphors with many activators. It is 
obvious that the characteristic spectral bands of dif¬ 
ferent activators, or even two bands of the same activa¬ 
tor. may not be equally sensitive to photoexcitation and 

to EL; one would therefore expect to obtain a different 
spectral emission depending on the kind ol excitation 
112]. Such behavior is shown schematically in Fig. 17 
for a ZnS:Cu phosphor exhibiting the two bands (blue 
and green) of copper; the blue band, in this material, is 
more sensitive to EL than is the green band. 

I'he changes in color with frequency and temperature 
of multiply activated phosphors have already been dis-
cussed. It may be remarked that color shifts produced 
by an increase in frequency are similar to those pro¬ 
duced by a decrease in temperature, and that emission 
oi shorter wavelength is promoted by high frequency 
or by low temperature. Changes in spectral emission 
with voltage are not generally as pronounced as those 
with frequency or temperature. One exception to this 
statement is ZnS:Cu, Mn, where an increase in voltage 
favors the yellow Mn emission at the expense of the blue 
(or green) Cu emission. I'his observation, however, is in 
agreement with the fact that the brightness of ZnS:Mn 
increases faster as the voltage is increased than does 
that oi ZnS:Cu; in the doubly activated phosphor 
each band, therefore, retains its individual behavior. 
Waymouth and Bitter [64a] have also recently reported 
that the spectrum of the light emitted at the removal 
ol a static voltage differs from that emitted at applica¬ 
tion of the voltage. 

Fig. 17 Ihe spectral output of a ZnSCu phosphor showing for 
photoexcitation (below') two bands (green and blue), but giving 
only the blue baud for EL (above). 

All the characteristic bands of each activator are not 
emitted simultaneously during a cycle of field vaiation. 
It has been shown that at low frequency the brightness 
waves lead the applied potential waves by a phase angle 
which (other experimental conditions being similar) is 
different according to the activator; for example the 
phase angle is greater for Cu than for Mn. Thus, with 
ZnS:Cu, Mn the maximum of the Cu band occurs a 
short time before the peak of the yellow Mn band (54] 
(about 10-3 seconds at a frequency of 50 cps). During 
this short time the color changes, passing quickly from 
blue to yellow, and this change is repeated each half¬ 
cycle. Even with some phosphors with only one activa¬ 
tor, the different spectral regions are not emitted simul¬ 
taneously. In this case the brightness waveforms are 
dependent on the spectral region observed [54, 65], 
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Besides the spectral variations discussed above 
intrinsic modifications can also be found for an in¬ 
dividual emission band itself. If the temperature is 
lowered, an effect is found similar to the change which 
occurs in photoluminescence. Variations with frequency 
have not been reported, but small changes with voltage 
have been found [12J. In this last case the peak of the 
emission band can be slightly displaced either towards 
shorter wavelengths (as for example with the green 
band of ZnS:Cu) or towards the longer wavelengths 
(as for example with ZnS:Mn); these variations, how¬ 
ever, are indeed of very small magnitude. 

II. Experiments in High .Magnetic Fields 

A possible quenching of electroluminescence by mag¬ 
netic fields is to be expected if the path length of the 
electrons in the electric field direction is of any conse¬ 
quence. I he most recent effort to observe such an 
effect was by A. N. Ince |66] with magnetic field inten¬ 
sities as high as 130,000 oersteds, but no effect was found 
either on the light output or on the brightness waveform. 

The path ol a free electron crossing mutually per¬ 
pendicular electric and magnetic fields is a cycloid [67]. 
I'he maximum energy (WA,) attained by the electron 
at the peak of this cycloidal curve is 

Il„, = lm(E , fill)-, (12) 

where m is the electron mass, E is the electric field 
strength, II is the magnetic field strength, and // is the 
magnetic permeability. Taking into account that in 
Zn.S the mean depth of a luminescent center is 3 ev and 
assuming this valuefor JT„„ Ince predicts from theabove 
formula that a magnetic field of the order of magnitude 
of 

fill = E(2m ir,,,) 1- (13) 

(th.it is to say, 11= 20,000 oersteds for E= 10,000 
volts cm), should give noticeable quenching. Since a 
magnetic field six times as great is found experimentally 
not to produce any change in the light output, one can 
assume that the light emission is produced in a barrier 
where the local electric field is much higher than the 
mean applied field. 

Ince’s calculation, however, does not take into ac¬ 
count the mean free path length of the electrons. The 
energy gained by an electron between collisions is de¬ 
termined by the projection of the trajectory on the elec¬ 
tric field direction. A possible quenching of EL under 
the action of a magnetic field must be ascribed to a 
diminution of this projection of the mean free path 
which, for a cycloidal path, is given by 

2 I lie exact expression is 6 = />0(| — 0//2) 1 ~ //0(l 

where /o is the distance traveled in the field direction 
without a magnetic field and / is the corresponding value 
in the presence of a magnetic field. 

From this result, similar calculations can be made for 
all theories of EL which assume direct ionization of 
luminescent centers by accelerated electrons. For 
example, in (2) for the voltage dependence, 

B = aE2 exp ( — b/E), (15) 

according to the theory to be discussed later, b should 
depend on the mean free path and the following expres¬ 
sion has been given [12],2

b = bo T qll~ = bo T (0.0220 II /b«E)H2, (16) 

where IF is the energy (in ev) of the center to be ionized, 
E and II are given in practical units (E in volts cm 
and II in oersteds), and b» is the value of b in the absence 
of a magnetic field. For a typical phosphor (PF=3 ev, 
F.= 12,500 volts cm. and 00 = 5X10' volts/cm) this 
equation predicts a decrease of 4 per cent in brightness 
lor II = 10,000 oersteds, a value comparable in order of 
magnitude to that obtained by Ince. Both the above 
formula and that of Ince show that for the same effect 
on output, the required magnetic field intensity is 
lower, the lower the electric field strength. A noticeable 
effect could be then obtained more easily in very low 
electric fields. 

An action of magnetic fields (50,000 oersteds) on 
luminescence was reported long ago by Rupp [68] who 
observed a momentary enhancement of phosphorescence 
similar to the Gudden and Bohl effect. However, Matt¬ 
ier and Destriau [69], working with a magnetic field of 
60,000 oersteds and a large number of phosphors, were 
unable to verify this effect. 

I. Changes of Electroluminescent Brightness with Time 

It has been known for some time [12] that the bright¬ 
ness of an EL condenser increases slowly during the 
first few minutes following the field application, Vigean 
|70] has recently found, with a copper activated zinc 
sulfide, an increase of about 20 per cent between 5 
seconds and 10 minutes after the field application. 

In the same way, the study of brightness waves shows 
that with some ILL phosphors, such as ZnS:Mn or the 
blue band of ZnStCu, the first few peaks start from 
about zero and then increase progresssively while with 
other samples, such as ZnS:Fb or the green band of 
ZnStCu, the first peak is already very noticeable. 
Frankl [71] has observed that equilibrium is attained 
much more rapidly if half-wave rectified alternating 
voltage is used than if both half-cycles are applied to a 
single crystal of Zn.S. 

Other modifications in time involving an effect of 
fatigue or mechanical or chemical mollifications of in¬ 
sulator and phosphor crystallites will be described in 
the section devoted to technical applications of ILL. 
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J. Intrinsic Electroluminescence of Single Crystals 

Electroluminescence of single crystals of zinc sulfide 
has been reported by several workers [71-74, 20a], 
Electrical connection to such crystals is generally made 
by electrodes in direct contact so that the possibility of 
carrier-injection electroluminescence also exists. In¬ 
deed, brightness waves obtained on single crystals 
generally show two well resolved peaks for each half¬ 
cycle of the applied potential. One peak (“out-of-phase” 
component) is approximately 90 degrees out of phase 
with the applied potential and is generally believed to 
be similar in nature to the intrinsic electroluminescence 
of powders; the other (“in-phase” component) is in 
phase with the applied potential and presumably arises 
from carrier-injection from the electrodes. This ex¬ 
planation was first proposed by Piper and Williams 
[72]. Frankl [71] differs with this view, however, and 
believes that all the excitation occurs in phase with the 
applied voltage; the out-of-phase emission he attributes 
to electrons returning to the region of their origin when 
the field decreases later in the cycle. The in-phase com¬ 
ponent increases with voltage at a more rapid rate than 
does the out-of-phase component; hence, at low volt¬ 
ages the latter predominates while at higher voltages 
the former is more important [73]. The spectra of the 
two components are reported to be identical by Frankl 
[71], but this seems in disagreement with the results of 
Watson, Dropkin, and Halpin [73], 

Observations on single crystals of ZnS may be com¬ 
plicated by the faulty crystal structure and the im¬ 
purity content of even the best samples [20a]. Many 
specimens show nonuniformity of potential drop across 
the crystal indicating the presence of internal rectifying 
barriers [73, 74], Piper and Williams [72] found that the 
two output pulses (of each kind) in each cycle originated 
at different electrodes; they found light to be emitted 
only when the electrode considered was becoming nega¬ 
tive in the cycle. Waymouth and Bitter [18] and Zalm, 
Diemer, and Klasens [20] also arrived at the same con¬ 
clusions concerning individual particles of a powder. 
Watson, Dropkin, and Halpin [73], however, observed 
that in their experiments the emitting region was in the 
interior of the crystal and was not affected by a change 
in phase of an applied alternating voltage or by reversal 
of polarity of a direct voltage. Frankl [71] has pointed 
out that if a crystal which seems to show emission at 
localized regions is immersed in a liquid with high op¬ 
tical index of refraction, the emission becomes much 
more uniform. This implies that the apparent localiza¬ 
tion may result from optical scattering and trapping 
effects in the crystal. 

The light output from ZnS single crystals has been 
reported by Piper and Williams [72] to vary linearly with 
the current through the crystal; Frankl [71], however, 
finds that only the in-phase component is strictly pro¬ 
portional to current, while the out-of-phase component 

increases at a slower rate. Scarcity of quantitative data 
on single crystals precludes any extensive discussion at 
the present time. EL of single crystals of CdS and other 
materials has also been reported, but seems generally to 
arise from carrier-injection; discussion will therefore be 
reserved for a later section. 

K. Theory of Intrinsic Electroluminescence? 

The spectrum of intrinsic EL is generally similar to 
the photoluminescent spectrum of the same material in 
the sense that the same emission bands occur in both 
spectra [50], although they occur in different propor¬ 
tions in the two cases depending on temperature, fre¬ 
quency of the applied voltage, etc., as discussed above. 
For this reason it is usually assumed that the activator 
centers responsible for the emission are the same in the 
two cases and that only the excitation mechanism dif¬ 
fers. 

The predominant term in the empirical equation (2) 
for the voltage dependence of EL brightness is, of course, 
the exponential factor. Destriau [12, 75] early pointed 
out the similarity to the results of problems involving 
penetration of potential barriers in high electrostatic 
fields and suggested some unspecified process of in¬ 
ternal field emission. The Zener effect, or direct elec¬ 
tronic transition from the filled valence band to the 
conduction band, is now quite well known in semicon¬ 
ductors. In the case of materials emitting in the visible 
region, and which must therefore have a forbidden 
energy zone wider than two electron volts, however, the 
calculated field strengths for such a process are of the 
order of magnitude of 107 volts/cm, which is much 
greater than the fields experimentally used. A model 
based on direct field excitation of the electroluminescent 
centers meets with similar difficulty, although I eta 
[27] suggests such a mechanism. 

D. Curie [44, 76] studied the problem of EL exten¬ 
sively and proposed a three-step excitation process as 
follows: 

1. Transfer of electrons from donor levels to the 
conduction band under the action of the applied 
electric field and/or temperature. 

2. Acceleration of these electrons in the conduc¬ 
tion band. Carrier multiplication or avalanche forma¬ 
tion may occur. 

3. Collision of these electrons with luminescent 
centers, which are thereby excited or ionized, or with 
the basic crystal lattice itself and the consequent 
production of electron-hole pairs. 

Garlick [77] earlier had mentioned the possibility of 
such a mechanism, but gave no detailed discussion. 

3 Since this section was written W. W. Piper and F. E. Williams 
have published a paper on the “Theory of electroluminescence,” Phys. 
Rev., vol. 98, pp. 1809-1813; June 15, 1955. Williams also presented 
a paper on this topic at the Symposium on Luminescence, Polytechnic 
Institute of Brooklyn; September 9, 1955. 
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Curie was not very specific about step 1 of this process, 
but in any case he assumed that it is not the important 
rate-determining step. The occurrence of the exponen¬ 
tial term in (2) then arises from consideration of the 
free path lengths of the accelerated electrons. It is 
required that the electron attain an energy equal to or 
greater than W=hv from the electric field in traveling a 
path I, or 

W = he = elE. (17) 

It is well known, however, from kinetic theory, that in 
a gas the fraction of particles having path lengths which 
equal or exceed a certain value I is given simply by 

exp (—1/1), (18) 

where I is the mean free path. Combination of these 
equations leads to 

li ~ exp (—W/elE) = exp ( — b/E). (19) 

It may be noted that this result was also given earlier 
by Destriau [12] and in a treatment of dielectric break¬ 
down by Seitz. Curie gave no quantitative discussion 
of the pre-exponential factor of (2), but oidy considered 
it as proportional to the number of accelerated elec¬ 
trons. Although he placed the site of the excitation in 
the bulk of the phosphor crystals, he did indicate that 
surface potential barriers might play a role in the initial 
production of carriers (step 1). 

Piper and Williams [38, 72, 78] also independently 
considered field acceleration of electrons as the exciting 
mechanism of EL. Their quantitative treatment differs 
from Curie’s, however, in that the rate-determining 
mechanism also includes the initial production of car¬ 
riers (step 1, above). They assume the presence of a 
surface potential barrier; this barrier is essentially of 
the Mott-Schottky exhaustion type and arises from 
ionization of shallow donor levels. The phosphor is also 
assumed to possess deep donor levels lying perhaps 
0.5 ev below the conduction band. The concentration 
of deep donors is assumed to be much less than that of 
shallow donors, so that the latter alone determine the 
potential distribution in the barrier region. Most of the 
applied potential appears across the barrier and even 
for moderate applied electric field strengths the field 
in the barrier region will be sufficient to produce ioniza¬ 
tion of these deep donors, and subsequent acceleration 
and collision can lead to luminescence. The process is 
shown schematically in Fig. 18. They assume that the 
donors will be ionized completely if the local field is 
equal to or exceeds a critical value 

Ec = 2.4 X 10V volts/cm, (20) 

Where « is the depth of the donor below the conduction 
band, in electron volts; for E<Ee no ionization is as¬ 
sumed to occur. These authors tried several simple 
assumptions as to the distribution in energy of the 
donors and found best agreement with their experimen¬ 

tal results on single crystals for the case of a linear dis¬ 
tribution; i.e., 

ii(e)de = ncede. (21) 

It is further assumed that the ionizing efficiency of the 
electrons in the conduction band is given by 

n = ¿EAÓ - £?]. (22) 

where Ec is given by (20) and Et is a threshold field 
strength necessary for electrons to be accelerated in the 
conduction band. In this case the integrated light out¬ 
put over a cycle of the applied voltage is given by 

71 
1/2-13 
F2, (23) 

where Vt is a threshold voltage corresponding to E,. 
The fit to their experimental data, however, is not too 
good. 

Fig. 18—Schematic representation of the collision mechanism of 
electroluminescence. Electrons from donor levels in the surface 
barrier region are liberated by the action of the high electric field 
and/or temperature (1), are then accelerated by the field (2) to 
acquire energies above the bottom of the conduction band, and 
collide with activator centers whereby they lose their energy (3) 
and the activator center is ionized (4) or excited. Emission may 
occur immediately, or later in the cycle when the applied potential 
is reversing. 

Burns [29], Zalm, Diemer, and Klasens [20, 79], and 
Fischer [80] have also discussed the theory of EL along 
the same lines proposed by Piper and Williams. How¬ 
ard [81] has extended the quantitative considerations 
pertaining to this model. The major difference from 
Piper and Williams concerns the dependence of the 
rate of ionization of the donor levels upon the field 
strength. For this purpose an expression derived by 
Franz [82] was used, that is, 

p = aE exp ( — beall2e3/2/E), (24) 

where is the width of the forbidden band, e is the 
depth of the donor below the conduction band, E is 
the field strength, p is the rate of the emptying process, 
and a and b are constants. The further assumptions 
which were found to give the best fit to experimental 
data were: (1) donors lying at a single depth below the 
conduction band and of density independent of position 
in the barrier region, and (2) an ionization efficiency 
independent of the energy of the accelerated electrons, 
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and therefore of the applied voltage. The last assump¬ 
tion implies that the potential drop across the surface 
barrier is very great compared to that across the bulk of 
the crystal; the result of the analysis is the same, how¬ 
ever, if an exponential relation similar to (19) above is 
assumed for the ionization ell ciency. The resulting 
expression for the light output is 

where a' and C are constants and Ei is the customary 
exponential integral. If this integral is expanded into an 
asymptotic series the expression simplifies to 

This result is sufficiently accurate for most purposes. 
The fit of (26) to experimental data is shown in Fig. 

19; it should be noted that the fit is good over five dec¬ 
ades in brightness. The data of Fig. 19, however, are 

Fig. 19—Fit of the theoretical equation (26) to experimental data on 
the voltage dependence of EL brightness (from Howard [80]). 

for a powdered phosphor embedded in a dielectric. In 
such a cell it is observed (17, 41, 79] that at very low 
voltages only a few particles are visible; as the voltage 

is increased the number of emitting particles increases, 
and for very high voltages the brightness of all particles 
(regardless of whether they started to emit at low or at 
higher voltages) is practically the same. For this rea¬ 
son, data on an assembly of particles probably should 
not be taken as representative of the process actually 
occurring in individual particles. Waymouth and 
Bitter 117] found that the voltage dependence of the 
emission from a single particle was not the same as that 
of an entire EL cell; they attributed this to the fact 
that different particles have different sensitivities. 
Zalm, Diemer, and Klasens [79], on the other hand, 
report a similar behavior for individual particles and for 
an assembly of particles. Eq. (26), in any case, also 
gives good fit to the data of Piper and Williams on single 
crystals (although it should be noted that only six ex¬ 
perimental points are available). 

Howard’s calculation actually does not take into 
account the sinusoidal variation of voltage usually 
employed and actually used to obtain the data for Fig. 
19. Because of the rapid variation of EL output with 
voltage, however, most of the emission occurs at the 
peak of the voltage wave where the variation in F is 
small so that calculations based only on the peak value, 
or the corresponding rms value, of V are sufficient for 
practical purposes. In experimental support of this 
assumption, Waymouth and Bitter [17] found that the 
integrated light output resulting from application of 
voltage pulses was dependent only on the maximum 
voltage and independent of the rise time of the pulse for 
values between 50 gsec and 50 millisec. Similarly Piper 
and Williams [38] report that the integrated light out¬ 
put produced by a triangular voltage pulse depends 
only on the peak voltage and is independent of the 
width of the pulse if the latter is between 50 gsec and 
0.5 sec. Furthermore, Nudelman and Matossi [18] found 
that brightness data obtained with square-wave ex¬ 
citation could be fitted by the empirical equation of 
Destriau, (2) with n = 2, first proposed for sinusoidal 
excitation. All of the theories advanced thus far assume 
that the excitation is not so intense that the number of 
donors available for emptying by the field changes ap¬ 
preciably during a cycle of the applied voltage; they 
thus cannot be used to describe the approach to satura¬ 
tion. 

Other modifications of the Piper-Williams theory have 
been proposed. Taylor and Alfrey [56] suggest replacing 
the original expression for ionization efficiency, (22), 
by an exponential expression similar to (19), with the 
result 

B = aV^ exp {-b/V1̂ . (27) 

They generalize this result by replacing the exponent 
7/4 by n and indicate that excellent fit to the Piper and 
Williams data is obtained with n=l. This equation 
(with n=l) has also been proposed as an empirical 
result by Schwertz and his co-workers [83]; they claim 
better fit than for the empirical equation (5) discussed 
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earlier, but it should be noted that their data extends 
only over about one and half decades in brightness. 
Taylor and Alfrey [56] also developed a theory involv¬ 
ing thermal, rather than field, ionization of the donors 
and obtain simply 

B = a exp { — b/V 112). (28) 

Zalm, Diemer, and Klasens [79, 84] have also discussed 
the voltage dependence of electroluminescence. Al¬ 
though their various theoretical assumptions as to 
donor distribution, etc., predict a variety of pre¬ 
exponential factors, they conclude that the simplest 
form, (28), is to be preferred. In view of the similarity 
of (26), (27), and (28), and the predominating role of 
the exponential factor, any of these expressions is suit¬ 
able if the observations do not extend over too wide a 
range. Zalm, Diemer, and Klasens [79], however, found 
that their data fit [28] over more than seven decades in 
brightness; with such a wide range of data the choice 
of a pre-exponential factor should be fairly definite. It 
will be noted that (28) predicts a saturation in output 
as the voltage is increased. 

The assumption that a surface potential barrier plays 
an important part in the mechanism of electrolumines¬ 
cence is, of course, consistent with the many examples 
cited in Section IB concerning the sensitivity of EL 
phosphors to surface conditions and surface treatment. 
In such a surface-dominated process, the possible in¬ 
fluence of localized electronic levels at the surface, i.e., 
“surface states,” in determining the barrier height or 
in serving as sources of electrons cannot be excluded. 
O’Neill [85], on the other hand, has assumed that sur¬ 
face states are involved in the light emission process 
itself; in view of the correspondence, as noted above, 
between the emission bands in photoluminescence and 
in electroluminescence, such a view does not seem 
tenable unless one is also prepared to abandon all 
luminescence theories now in vogue. Much work re¬ 
mains to be done, however, on refinement of the calcula¬ 
tions pertaining to the barrier mechanism. Correlation 
of experimental data on EL with the physical constants 
of the barrier as obtained from separate and independent 
types of measurement will also be necessary to estab¬ 
lish firmly the theoretical interpretation. 

A complete theoretical treatment of the frequency 
dependence of EL has not yet been satisfactorily ac¬ 
complished. This problem is, of course, confused by the 
sometimes contradictory behavior of different materials. 
Howard [80] has considered that, for the same voltage 
applied to the phosphor, the voltage appearing across 
the surface barrier (which will be the effective voltage), 
will still be a function of frequency. His equivalent 
electrical circuit for the phosphor particle is simply a 
capacitor representing the barrier in series with a re¬ 
sistor representing the bulk of the particle, and he ob¬ 
tains 

V = V2'2[V + g^(l + gP/V} 112 ]- 112, (29) 

where Vis the applied voltage, V is the effective voltage, 
/ is the frequency, and g and x are constants. This re¬ 
sult, in combination with an a priori assumption that 
for a given voltage across the barrier the ouput will vary 
linearly with frequency (i.e., equal output at each re¬ 
versal of field), seems to explain experimental data in 
many cases. Zalm, Diemer, and Klasens have also dis¬ 
cussed the equivalent circuit of an EL cell and its con¬ 
sequences [20], as well as other considerations pertaining 
to the frequency dependence of electroluminescence 
[79]. _ 

It is obvious that any full explanation of the fre¬ 
quency dependence of EL brightness and the related 
color shifts must also consider the lifetime of the excited 
luminescent centers [55], One determinant of this life¬ 
time, according to the commonly accepted Schön-
Klasens theory of luminescence, will be the behavior of 
holes in the valence band of the phosphor. Zalm, Die¬ 
mer, and Klasens [20] have used the diagram of Fig. 20 

Fig. 20—Energy diagram of a ZnS phosphor containing blue and 
green luminescent centers. The mechanism for the transport of 
energy from the blue to the green centers by hole migration is 
shown by the arrows A, B, and C (from Zalm, Diemer, and 
Klasens [20]). 

to explain the observed shift in emission of ZnS:Cu 
from green to blue as the frequency is increased. An 
empty blue center will be filled by an electron from a 
filled green center if sufficient time and activation ener¬ 
gy for the transition is available (the arrows in the 
diagram refer to the path of the hole which actually 
is responsible for the transition). At high frequencies or 
low temperatures this will not be the case and the blue 
emission will reach its full value. The same model also 
explains the fact that the blue emission decays at a 
faster rate than does the green emission [18,20]. Spatial 
separation of the electrons and the centers from which 
they came, i.e., polarization or trapping, will also play 
a role in the variation of brightness with frequency 
[17, 18, 29, 44] and with temperature. Haake [58, 86] has 
emphasized the fact that the temperature dependence 
and the frequency dependence of EL must be considered 
simultaneously rather than separately. 

D. Curie [44] has obtained a theoretical expression 
for the frequency dependence of EL output on the as¬ 
sumption that the electrons recombine with luminescent 
centers according to a bimolecular law, which is gener¬ 
ally true for sulfide-type phosphors. His result is 
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1 + (una/lf) 
(30) 

where A' is a constant of proportionality, n0 is the initial 
concentration of electrons in the conduction band, and 
a is the recombinat ion coefficient defined by dn/dt = an2. 
If a is large compared to f (i.e., it the lifetime of excited 
centers is short compared to the period of the applied 
field), then the brightness should be proportional to 
f, as is generally observed. If the frequency is made high 
enough (mo«/2/«1), a saturation output should be 
observed, again in agreement with experiment. The 
result as given above is based on very elementary con¬ 
siderations, and Curie has pointed out that no may not 
be independent of the frequency. 

The theoretical treatment of Taylor and Alfrey [56] al¬ 
so yields an expression for the temperature and frequen¬ 
cy dependence of EL brightness which they find in 
good agreement with their data for single crystals ol 
ZnS:Cu. They obtain for the factor a in (28), 

« = 7 exp (-y/4/), (31) 

where 7 is the usual expression for the rate of thermal 
release from traps, 

7 = 5 exp ( — E/kT). (31a) 

Here F. is the energy separation of the trap from the 
conduction band and 5 is the “attempt-to-escape” fre¬ 
quency. Eq. (28) applies only if yV/2irfb>l. Johnson, 
Piper, and Williams [59] also have considered the effect 
of electron trapping on the temperature dependence 
of EL and obtain the relation 

B = 1 — C[1 — exp ( — 72/2/)] exp ( — 71/2/), (32) 

where 72 and 71 are the temperature-dependent rates 
of removal of electrons from, and return to, the excited 
activator centers, as given by expressions similar to 
(31a). Eq. (31) predicts a maximum in B as T is varied, 
while (32) predicts a minimum. In either case, however, 
the reciprocal of the temperature of this minimum or 
maximum should be proportional to the negative 
logarithm of the frequency. Both the theories just dis¬ 
cussed assume that the release of electrons from traps 
to the conduction band is of importance. Haake [58] 
has discussed the effect of such release on the shape of 
the brightness waves. He has also emphasized the neces¬ 
sity of differentiating between the temperature variation 
of the light emission process (which will also be evi¬ 
denced in photoluminescence, for example) and that of 
the electroluminescence excitation process. 

Goffaux [87] has recently discussed the mechanism 
of EL from a slightly different point of view. In a man¬ 
ner analogous to one of the theories of dielectric break¬ 
down (that of Fröhlich), he considers that the equiva¬ 
lent temperature of the electrons may be raised by the 
electric field to a value above the thermodynamic tem¬ 
perature to the crystal lattice. The consequences of this 
method of attack, as applied to EL, have not yet been 
given in detail. 

11. Carrier-Injection Electroluminescence 

4. Experimetnal Observations 

As mentioned earlier, the phenomenon now denoted 
as carrier-injection EL was first observed by Lossew 
[3, 88, 89] on silicon carbide crystals while he was in¬ 
vestigating their properties as radio detectors, a fact 
which may be of historical interest to readers of this 
journal. The EL of silicon carbide has since been studied 
by a number of workers [90 94], Experiments on this 
material are complicated by its refractory nature; 
crystals are generally not very perfect and are of vari¬ 
able impurity content. It is well known that silicon car¬ 
bide crystals exist with both p-type and «-type electri¬ 
cal conductivity [95] and exhibit rectifying properties. 

Lossew [88] observed two different types of EL in 
silicon carbide: 

1. “Luminescence 1” is blue-green in color and 
occurs in localized spots at the electrode when the 
crystal is biased in the reverse direction. 

2. “Luminescence 11” is generally yellow or orange 
in color and extends over the surface of the crystal 
near the electrode contact when the crystal is biased 
in the forward direction. 

Some crystals were found to exhibit only Luminescence 
1, while others could exhibit either type under certain 
conditions, or sometimes both kinds simultaneously. 
Lossew and Claus [90] differ as to the electrode polarity 
for the two effects, but this is presumably due to the 
fact that they used crystals of different type conduc¬ 
tivity-. In general Luminescence 1 is found at the anode 
and Luminescence 11 at the cathode. Lossew commented 
011 the fast response of the EL of SiC. 

The Luminescence II of silicon carbide has been in¬ 
vestigated most extensively. According to Lehovec, 
Accardo, and Jamgochian [93], the spectrum of the yel¬ 
low emission consists of two overlapping bands with 
peaks at 5,5004 and 6,1004 ; in purer crystals, however, 
a green emission with peaks at 4,7504 and 5,2504 was 
observed. The spectrum of the green emission is in¬ 
dependent of temperatures, while in the case of the 
yellow-emitting samples, the 5,5004 peak became 
greater relative to the 6,1004 peak as the temperature 
was decreased to — 150°C. Szigeti, Bauer, and Weisz-
burg [94], however, with better resolution, found five 
peaks at 4,9004, 5,2004, 5,4004, 5,8504, and 6,1004 in 
a single specimen. Such a spectrum must correspond to 
a very complicated activator system; the absorption 
edge of silicon carbide itself lies at 4,2704 (2.9 ev). Al¬ 
though Lossew [88] observed a change in emission color 
as the current (or voltage) was increased, this was ap¬ 
parently due to heating of the specimen; Lehovec, Ac¬ 
cardo, and Jamgochian [93] observed no effect of cur¬ 
rent on the spectrum. 

Lehovec, Accardo, and Jamgochian [93] also find that 
the light output is related to the current by the expres¬ 
sion 

B - bi — a, (33) 
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where a and b are constants and a is interpreted as due 
to leakage around the rectifying barrier or some such 
shunting process. Emission is observed at voltages as 
low as 1.8 volts. Although at room temperature only 
one quantum of light is emitted for 106 injected elec¬ 
trons, the efficiency increases rapidly as the tempera¬ 
ture is lowered, and extrapolation indicates an efficiency 
of unity at about 80°K. 1'his temperature dependence 
has been explained [93, 94J on the usual basis of a com¬ 
peting temperature-dependent non-radiating process. 
G. Curie and I). C urie [96] have commented on the sim¬ 
plicity of the brightness waves obtained with SiC com¬ 
pared to those for ZnS. 

Radiation resulting from the injection of minority 
carriers across p-n junctions (biased in the forward 
direction) in germanium and silicon was first observed 
by Haynes and Briggs [97] and later studied by others 
[98-101], In this case the position of the radiation peak 
is observed to agree very closely with the optical ab¬ 
sorption of the material, i.e., with the width of the for¬ 
bidden energy band between the valence and conduc¬ 
tion bands. For germanium and silicon, therefore, the 
radiation is not visible; in germanium the spectral peak 
is at 1.77 microns (0.70 ev) and in silicon at 1.12 microns 
(1.10 ev). In very thin germanium specimens a second 
emission peak is also observed at 1.5 microns [98]; this 
has been correlated by Haynes with the known com¬ 
plexities of the optical absorption of germanium. The 
emission is quite localized at the p-n junction; emission 
has also been obtained with point contacts. The output 
is proportional to the injected current. For the particu¬ 
lar specimens and operating conditions used by Haynes 
and Briggs [97], one quantum was emitted for about 
5,000 injected minority carriers at room temperature; 
this efficiency was increased by a factor of roughly five 
at the temperature of liquid nitrogen. Because of the 
high refractive index oi these materials, light trapping 
may easily occur [100, 101]; the actual efficiencies of 
photon production may, therefore, be considerably 
higher than the figures given here. An apparently simi¬ 
lar EL phenomenon has been observed by Wolff and 
Hebert [102] in gallium phosphide; here, because of the 
wider energy gap, the radiation lies in the visible red 
and near infra-red regions. T he emission was observed 
near the cathode; presumably, then, the injection oc¬ 
curred at a contact barrier rather than at a p-n junction. 
Similar carrier-injection EL is apparently to be expected 
in other so-called type HI-V semiconductors.4

A different type of emission has been observed in 
silicon p-n junctions biased in the reverse direction by 
Newman and his co-workers [103]. Here the emission is 
yellowish-white and frequently occurs at localized 
spots. 1 he output is very low and corresponds to an 
optical efficiency of 10~8 lumens/watt. The similarity 

* In a recent paper entitled “Radiative transitions in semi-con¬ 
ductors, Phys. Rev., vol. 99, pp. 1892-1893; September 15, 1955 
R. Braunstein discusses EL in GaSb, GaAs, InP, and Ge-Si alloys^ 
At the Symposium on Luminescence, Polytech. Inst, of Brooklvn 
September 9, 1955, G. A. Wolff, R. A. Hebert, and J. D. Broder also're-
l>orted on emission from mixed crystalsof GaP InP and GaP GaAs. 

to the Luminescence 1 observed in silicon carbide is 
quite obvious; correspondingly, the infra-red emission 
which occurs when such a junction is biased in the for¬ 
ward direction may be considered as analogous to 
Luminescence II in silicon carbide. 

The EL of zinc sulfide crystals has been discussed in 
a previous section, where it was pointed out that with 
this material it is difficult to separate intrinsic effects 
and those resulting from carrier-injection. Piper and 
Williams [72] found that the magnitude of their in-
phase component was dependent on the nature of the 
metallic cathode contact; metals with low electronic 
work function resulted in lower threshold voltages than 
those with high work functions. Frankl [71] reports that 
the efficiency of the in-phase component is less than 
that of the out-of-phase component. He found that the 
efficiency drops rapidly as the voltage across the crystal 
was increased; at the lowest voltages employed he ob¬ 
tained one photon for roughly every five electrons pass¬ 
ing through the crystal. It might be remarked that at 
the present time no way is known to make /»-type ZnS. 

Although cadmium sulfide is generally similar in its 
photoluminescent properties to zinc sulfide (all wave¬ 
lengths being shifted to longer values because of the 
narrower band separation of CdS, which is 2.5 ev com¬ 
pared to 3.7 ev for ZnS), the EL properties of single 
crystals of the two materials [23, 104, 105] are quite 
different. 1 his arises, at least in part, from the much 
higher electrical conductivity of CdS compared to that 
of ZnS. Kroger, Vink, and van den Boomgaard [106] 
varied the conductivity of CdS over wide limits by the 
addition of impurities, but were unable to accomplish 
conversion to /»-type conductivity. I he observations on 
EL of ( dS crystals that have been made are confusing 
in many respects because the crystals used by different 
investigators apparently varied widely in conductivity. 

Böer and Kümmel [23] studied CdS crystals at liquid 
air temperature and in static fields of the order of 10 5 

volt/cm. I hey observed emission extending over the 
entire crystal in a narrow range of field strengths just 
below dielectric breakdown, which was thermal in 
nature. I hey state that the EL was identical in color to 
the photoluminescence (which may be green or red 
depending on the conditions of preparation and tem¬ 
perature). Diemer [104] used fields of the same order 
of magnitude and observed his crystals under a micro¬ 
scope. The electrical characteristics and the visual ob¬ 
servations indicated strong similarity to a normal gas 
discharge; regions corresponding to a Townsend 
avalanche, to Meek streamers, and finally to an arc 
could be observed as the current was increased if break¬ 
down was prevented by resistance ballasting. The emis¬ 
sion was orange-red in color, showed slow build-up and 
decay, and was apparently thermal in nature (optical 
absorption measurements indicated a temperature of 
600 C). Spots ot green emission at the electrodes were 
also occasionally observed, although there was no influ¬ 
ence of electrode material. Smith [105] has observed two 
different types of behavior in CdS. In crystals with very 
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high conductivity, a red or straw-colored emission was 
observed at fields of only 150 volts/cm. Such fields were 
near thermal breakdown for these crystals, however, 
and this emission is therefore apparently similar to 
that observed by Diemer. In crystals of lower con¬ 
ductivity a green emission is observed at field strengths 
of roughly 10* volts/cm (probe measurements). The 
crystals which show the best EL have very poor photo¬ 
conducting properties and must be “formed” by appli¬ 
cation of high voltage to produce EL sensitivity; this 
forming action apparently occurs at the anode electrode. 
The green emission may extend over the entire crystal 
but is most intense near the anode; the spectrum seems 
the same as the well-known “edge emission” of CdS, 
which is commonly accepted as arising from band-to-
band transitions. The intensity of the green emission 
varies linearly with the current through the crystal. 
Prior to the onset of the emission the crystal operates 
under space-charge-limited conditions; the contacts to 
the crystal were ohmic. Spots of yellow emission were 
also observed at the anode before the appearance of 
the green emission. 

The intrinsic EL of zinc oxide has been reported by 
Destriau [12], This material is known to exist only with 
re-type conductivity; if prepared under proper condi¬ 
tions the resistivity can be quite low, as little as one 
ohm-cm [107]. The width of the forbidden band is 3.2 ev. 
Carrier-injection EL of ZnO was reported very early 
by Lossew [88], who stated that its output was very 
low compared to that of SiC. Fischer [108] used sintered 
samples of low conductivity and observed emission 
when a point contact was biased in the reverse direction; 
voltages as low as 2.5 volts were sufficient to give de¬ 
tectable ouput. 

Carrier-injection EL has also been observed in several 
other materials. Fischer [108] mentions zinc silicate and 
several zinc-sulfide type phosphors. As early as 1934, 
Güntherschulze and Gerlach [109] found that the typical 
blue luminescence of calcium tungstate or the red emis¬ 
sion of ruby (impure aluminum oxide) could be stimu¬ 
lated by application of direct voltages to the powdered 
material. 

B. Theoretical Considerations 

As discussed in a previous section, it is generally 
believed that in intrinsic EL the activator centers are 
emptied by impact of electrons in the conduction band. 
According to Piper and Williams [72] the only distinc¬ 
tion between the two components of emission observed 
in ZnS single crystals in contact with electrodes is the 
origin of the electrons, the excitation and emission being 
the same in the two cases. The entire emission in ZnS, 
therefore, is attributed to this “collision” process (see 
Fig. 18). One feature of this process is the necessity 
of high electric field strengths so that the electrons may 
gain the required energy of several electron volts (above 
the bottom of the conduction band), either in the po¬ 

tential barrier itself or by acceleration in the conduction 
band. 

Curie [44] and Lehovec and his co-workers [93] have 
suggested a similar collision mechanism for the Lumines¬ 
cence I observed in silicon carbide, and bischer [108] has 
also suggested this mechanism for his observations on 
zinc oxide. As suggested above, the results of Newman 
and his collaborators [103] on reverse-biased silicon junc¬ 
tions also seems analogous to Luminescence I. McKay 
and his co-workers [110] also have correlated recently 
this emission in silicon with avalanche breakdown in 
such junctions. All these phenomena occur when recti¬ 
fying junctions or contacts are biased in the reverse 
direction and the necessary high field strengths for the 
collision process are therefore available. 

We must now consider EL observed when rectifying 
junctions or contacts are biased in the forward direction 
so that high field strengths are not developed. Lossew 
[89] explained his Luminescence II in silicon carbide as 
arising from the loss of energy by electrons as they are 
decelerated, and therefore similar to the “bremsstrah¬ 
lung” which is responsible for the continuous X-ray 
spectrum; Claus [90] also accepted this theory. As 
pointed out by Tetzner [91], however, in this case the 
wavelength of the emitted radiation should shift toward 
shorter values as the voltage is increased, contrary to 
observation. Lehovec, Accardo, and Jamgochain [93] 
first proposed the presently accepted explanation that 
this emission is the result of recombination following 
injection of minority carriers. This process is illustrated 
in Fig. 21. It will be noted that in this mechanism it is 
not necessary that electrons gain energies above the 
bottom of the conduction band (compare Fig. 18). 
Once excess minority carriers have been injected, they 
can recombine with majority carriers without acquiring 
further energy from the field, and this mechanism will 
therefore be designated a “recombination” process to 
distinguish it from the “collision” process discussed 
above. It is obvious that in addition to injection over 
a p-n barrier, as shown in Fig. 21, which will introduce 
electrons into the p-type material and holes into the 
re-type material simultaneously, injection of a single 
kind of minority carrier can occur at appropriate metal¬ 
lic contacts. 

The recombination of minority carriers with majority 
carriers may occur in a number of ways. First, they may 
recombine in a nonradiating manner; as is well known 
in semiconductor techniques such recombination may be 
greatly influenced by surface conditions and by impur¬ 
ity centers. Second, two methods of radiative recom¬ 
bination are possible: (1) by direct band-to-band transi¬ 
tion (or perhaps through intermediate exciton states) 
and (2) through impurity (luminescence activator) 
states. In the case where the emission is characteristic 
of the host crystal lattice itself, the process is commonly 
referred to by workers in the field of luminescence as 
“edge emission,” since it normally lies at the edge ol 
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the optical absorption band. It is well known that the 
recombination of two free carriers is much facilitated 
by the presence of a third “body,” which may be an 
impurity or the surface. For this reason activated emis¬ 
sion normally predominates over edge emission. 

N-TYPE 
(ELECTRON CONDUCTOR) 

P-TYPE 
(HOLE CONDUCTOR) 

-FERMI LEVEL 

_^-<<</>(HOLE CONDUCTION BAND) 

fÍlLED/^Z 

_ (A) thermal equilibrium 

©T ~^APPLJED_ VOLTAGE_| © 

‘RECOMBINATIONS WHICH MAY LEAD TO 
THE EMISSION OF LIGHT QUANTA. 

(8) CURRENT PASSING IN THE EASY FLOW DIRECTION 

Fig. 21—Energy diagrams for a p-n barrier in the absence of an ap¬ 
plied field (a) and for current flow in the forward direction with 
consequent injection of minority charge carriers (b). In addition 
to direct radiative recombination of holes and electrons as shown, 
recombination may also occur via luminescence activator centers 
or in a radiationless manner (from Lehovec, Accardo, and lam-
gochian [93]). 

It is commonly believed, because of the spectral dis¬ 
tribution, that the EL recombination in silicon carbide 
occurs at an activator center. The exact nature of the 
activator, or activators, is not known, although Szigeti 
[94] suggests that it is excess carbon. Tetzner [91] re¬ 
ports that very pure SiC shows no EL. Schön [111] has 
extensively discussed the EL of silicon carbide along 
the lines proposed by Lehovec. In germanium and sili¬ 
con, and in the case of the green emission of CdS ob¬ 
served by Smith [105], the emitted spectrum agrees 
well with the known optical absorption. It is natural, 
therefore, to interpret this as “edge emission” following 
minority carrier-injection, and indeed Haynes and 
Briggs [97] and Smith [105] did make this interpretation. 
In the case of CdS (w-type) hole injection occurs at the 
anode. The theory of recombination radiation has been 
considered by Van Roosbroeck and Shockley [112] and 
by Newman [100], The low efficiency of this process, 
particularly at room temperature, arises from the com¬ 
peting radiationless transitions. Newman observed that 
the application of a magnetic field (20,000 oersteds) 
of appropriate direction to deflect carriers away from 
the germanium surface increased the efficiency by 30 
per cent, while reversing the field so as to deflect carriers 

to the surface decreased the output by 40 per cent. In 
addition to the edge emission of germanium which has 
been discussed here, Aigrain [101] has also observed a 
far infra-red emission with a peak at wavelengths greater 
than 6 microns; this he attributes to recombination via 
traps rather than directly band-to-band. 

Smith [105] attributed the yellow spots he observed 
at the anode of his CdS crystals before onset of the 
green emission to field emission. The reason for the 
difference in color, however, seems obscure. The orange-
red emission observed by Smith in his high-conductivity 
crystals and by Diemer [104] apparently involves ava¬ 
lanche formation and collision processes in the bulk of 
the crystal, but as pointed out by Diemer the situation 
is made very complicated by the nearness to electrical 
breakdown and the high temperature involved. EL 
under such conditions will here be ascribed to a “break¬ 
down” process. 

All of the examples of EL discussed above may there¬ 
fore be described as arising from one of three mecha¬ 
nisms: collision, recombination, or breakdown. Which 
type occurs in a certain material or a certain speci¬ 
men of a given material may depend on a number of 
factors, such as the resistivity, the nature of the con¬ 
tacts, the direction of current passage, etc. For exam¬ 
ple, silicon and silicon carbide, and presumably other 
materials, exhibit collision EL when current flows in the 
reverse direction and recombination EL in the forward 
direction. High-conductivity cadmium sulfide exhibits 
emission of the breakdown type, while material of low 
conductivity shows recombination EL with ohmic con¬ 
tacts; there seems no reason why collision EL should not 
also be observed in this material with suitable rectifying 
electrodes and suitable resistivity. In general, emission 
can occur either through the medium of activators or 
by “edge emission”; the mechanism, and therefore, the 
color of the emission, may be different for the same ma¬ 
terial under different conditions. The collision process 
may also occur without carrier-injection (intrinsic EL). 

Although older than intrinsic EL, carrier-injection 
EL has not thus far received the quantitative study 
accorded the other type. The variety of experimental 
phenomena possible and its close connection with normal 
semiconductor technique, however, make it a very inter¬ 
esting field for future research. 

III. Electrophotoluminescence 
A. The Momentary Illumination Produced in an Excited 
Phosphor by an Electric Field (Gudden and Pohl Effect} 

1. General Introduction. When certain phosphors, 
principally of the zinc sulfide type, are excited (by violet 
or ultra-violet light, X-rays, or alpha particles) and 
then the exciting radiation is removed, a momentary 
flash of light can be obtained if an electric field is ap¬ 
plied [6], These materials may show negligible, or no, 
electroluminescence. If a constant field is applied, one 
can observe other flashes when the field is removed or 
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successively applied and removed many times. This 
behavior arises from the fact that the polarization field 
quickly cancels the internal field when the external 
field is maintained constant; when the external field is 
removed, the internal field rises suddently (polarization 
field) and decreases again quickly to zero. 

In order to avoid such polarization effects, an alter¬ 
nating electric field may be used; this is, of course, 
equivalent to many successive field applications and 
removals. In this case, and with a constant effective 
field strength, one observes a noticeable flash only at 
the first field application, provided the field is applied 
a second time shortly after the first removal. In order 
to obtain a second flash at a subsequent field application, 
without other irradiation, the direction of the field must 
be changed, and this second flash is a maximum fora 
rotation of 90 degrees so that the second field direction 
is perpendicular to the first [12]. The second flash is zero 
if the rotation is 180 degrees. 

On the other hand, a second flash occurs without any 
change in the field direction if the second field applica-
cation follows the first one by an appropriate time. Then 
the emission at the second field application is a func¬ 
tion of T, where T is the time between the two field 
applications; it is zero for T = 0, passes through a maxi¬ 
mum for a certain value of T, and then decreases 
towards zero again when T becomes longer and longer 
[12, 113], 

The flash of momentary illumination can be observed 
not only during the after-glow as described above (after 
removal of the exciting beam) but also during the action 
of the exciting beam. In this case however, as will be 
shown later, the phenomenon can be disturbed by other 
effects such as quenching and enhancing effects. A simi¬ 
lar flash of momentary illumination also occurs at field 
removal if irradiation by the exciting beam has been 
carried out in the presence of an electric field. 

2. Theoretical Considerations. It seeems convenient 
to ascribe this phenomenon to the emptying of electron 
traps either by electrons accelerated in the conduction 
band or by the direct action of the electric field on the 
traps; the effect,is then similar to thermoluminescence. 
A direct action of the field on the energy structure of 
the phosphor, chiefly a disturbance of the impurity 
levels, is suggested by the observed spectral changes 
which will be described later. If these speculations are 
correct, thermoluminescence after prior field applica¬ 
tion should be weaker than the usual thermolumines¬ 
cence without previous action of the field. As a matter 
of fact, this initial diminution is observed but one of the 
authors (Destriau) has found, surprisingly enough, 
with some phosphors two curves of thermoluminescence 
which cross (see Fig. 22). 

It should be noted, however, that although thermo¬ 
luminescence and even infra-red stimulation can occur 
after action of the field, application of a field after 
thermoluminescence or infra-red stimulation, on the 
other hand, does not produce any emission [12], From 

this observation one might conclude that the field has 
an effect only on shallow traps; this conclusion is not 
certain, however, because the field obviously has a 
directional character, whereas temperature or infra¬ 
red radiation do not. The directional action of the field 
is clearly demonstrated by the second flash obtained 
when the field is reapplied in a direction perpendicular 
to the original orientation. There are several possible 
theoretical explanations for the directional effect, but 
at the present time they must be regarded as purely 
tentative and will not, therefore, be discussed here. The 
flash of momentary illumination obtained at reapplica¬ 
tion of the field, in the same direction, following a time 
of rest T after the first application, can be ascribed to 
electron exchange between shallow and deep traps 
according to a statistical mechanism as recently shown 
by D. Curie [114], or by electron redistribution over 
traps which would respond to fields oriented in different 
directions. 

Fig. 11—Schematic representation of thermoluminescence, depend¬ 
ing upon whether an electric field has been previously applied 
(curve 2, dashed line) or not (curve 1, fidl line). In both cases the 
phosphor has been brought immediately to a temperature T at 
time 0 and maintained at this temperature during the decay. 

3. Dependence of the Light Sunt on Field Strength, on 
Time, and on the Amount of Previous Excitation. Quanti¬ 
tatively the flash intensity is characterized by the total 
light energy liberated; in phosphor nomenclature the 
similar quantity in stimulation experiments is called 
the “light sum,” and the same description will be used 
here. This light sum is lower when the field is applied a 
long interval of time after irradiation than if the field 
is applied immediately after irradiation. Furthermore, 
with some phosphors, chiefly certain mixtures of zinc 
and cadmium sulfides, the light sum obtained after two 
identical and successive excitations and field actions 
is not constant, but is lower at the second experiment 
than at the first; in this case a long time must be al¬ 
lowed between two successive experiments in order to 
obtain comparable results. The light sum also depends 
on voltage; the higher the applied voltage the greater 
the light sum. 

The dependence of the light sum on the amount, r, 
of absorbed exciting radiation is more complicated. 
It first increases with r, passes through a maximum for 
a certain value, rm, of r, and then decreases again. This 
behavior is shown in Fig. 23, where the excitation was 
made by X-rays and a copper X-ray filter, the thickness 
of which varied by steps, was placed against an EL cell. 
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Since the thickness oí the filter was greater at the center 
than at the periphery, the exciting beam intensity 
falling upon the EL cell, and thus the energy absorbed 
by the phosphor per unit time, is greater near the periph¬ 
ery. After a short duration of irradiation, the flash ob¬ 
tained upon application of a field is greater near the 
periphery than near the center [Fig. 23(a)]. With a 

Fig. 23—Dependence of the light sum in the Gudden-Pohl effect on 
the amount of absorbed exciting X-radiation (stepped copper 
X-ray filter), (a) Previous irradiation of short duration. The flash 
is a maximum at the periphery under the thinnest step of the 
filter, (b) After longer irradiation the flash is a maximum under 
the intermediate step of the filter, (c) After very long previous 
irradiation the flash is a maximum under the central step, the one 
of greatest thickness. 

greater duration oi irradiation, the optimum intensity 
is reached under the second step where the flash is then 
maximum [Fig. 23(b)], Lastly, if the duration of excita¬ 
tion is further increased, the optimum intensity is 
reached at the central step where the flash is then maxi¬ 
mum [Fig. 23(c)], Such a technique, which is able to 
emphasize a certain thickness of material, has been 
called “electrophotoradiography” [12]. 

7. Dependence of the Light Sum on Temperature. 
Experiments on temperature effects have been made 
only in a small range between 15 and 80°C. [115, 116]. 
1'he value, rm, of the amount of exciting radiation which 
corresponds to the maximum light sum decreases 
linearly when the temperature is increased, and the 
light sum obtained for r = rm first increases with the 
temperature up to about 50°C (for the particular speci¬ 
men studied) and then decreases for higher tempera¬ 
tures (Fig. 24). 

Similar observations can be made for each of the 
flashes one obtains at application of the field (when 
irradiation is made without the field) or at removal of 
the field (when irradiation is made with the field). The 
maximum, however, is not reached at the same tempera¬ 
ture in the two cases. Krautz [116a] has made measure¬ 
ments on both kinds of stimulation for several phos¬ 
phors at the temperature of liquid nitrogen. 

5. Dependence of the Light Sum on Frequency of the 
Applied Field. Nudelman and Matossi [117], using ZnS 
phosphors excited by continuous ultra-violet radiation, 
have recently shown that if the frequency is increased, 
the momentary flash at the application of the field first 
decreases until a frequency of about 20 keps is reached, 
and then either remains constant at higher frequency 
or increases slightly up to 100 keps. The momentary 
flash obtained at removal of the field increases with 
frequency over this entire range. 

6. Quenching of the Light Sum by Irradiation with 
Long Wavelength Light. It has already been reported 
[12] that the flash of momentary illumination is 
quenched by exposure of the phosphor to infra-red ir¬ 
radiation before or during the excitation. This effect has 
recently been studied more accurately by Vigean [118]. 
She first showed that the maximum quenching was ob¬ 
tained with yellow light. Let 50 be the light sum ob¬ 
tained with no yellow irradiation, and Si be the light 
sum with identical exciting irradiation and identical 
field strength but with an additional irradiation by the 
yellow light of sodium. The ratio y = Si/S0 gives, quan¬ 
titatively, the quenching effect of the yellow light. 

Fig. 24—-Dependence of the light sum in the Gudden-Pohl effect on 
the duration of the previous irradiation at different temperatures. 
Curve 1, 20°C; curve 2, 36°C; curve 3, 48°C; curve 4, 52°C; 
curve 5, 61 °C. 

If this irradiation with yellow light is made before 
the exciting irradiation (X-rays or ultra-violet radiation) 
and the field is applied at a fixed time after excitation, 
the ratio y assumes a constant value, yi, independent 
of the time when yellow light is applied, even if it is 
many hours before the excitation. If the irradiation 
with yellow light is made either during or after the excit¬ 
ing irradiation, however, the ratio y decreases, first 
quickly and then more slowly, the shorter the time be¬ 
tween the application of the yellow light and the field. 

The quenching action of long wavelength radiation 
on phosphorescence is well known but the effect of such 
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radiations on the flash of momentary illumination is 
greater than that on phosphorescence. For the same 
conditions of time, exciting beam intensity, and field 
strength, the light sum (SJ emitted in the flash is a 
decreasing exponential function of the amount L of 
yellow light received by the phosphor, 

Si = So exp (—kL). 

Vigean and D. Curie [119] have suggested that this 
quenching can be ascribed to a mechanism involving 
two processes: (1) photodisturbance of sulfur atoms in 
the neighborhood of luminescent centers, as indicated by 
M. Curie [120] and by Garlick and Mason [121], and (2) 
upon application of the field, electrons from these dis¬ 
turbed atoms may fill some of the empty luminescent 
centers without radiation. D. Curie also points out that 
another process might be considered; this is emptying 
by the yellow radiation of the filled traps responsible 
for the Gudden-Phol phenomena. Such an explanation 
could apply only if the ultra-violet excitation preceded 
the yellow irradiation, and not in the reverse situation. 

7. Brightness Waveforms. Some recordings of bright¬ 
ness waves of the momentary illumination are shown in 
Fig. 25. The emission lasts for several cycles of the 
alternating field, and the amplitudes of the successive 
maxima decrease quickly. As in the observations on 
intrinsic EL, a peak occurs in each half-cycle near the 
time when the field is maximum, and at low frequency 
the brightness wave leads the potential wave, while the 
opposite occurs at high frequency (higher than 2,000 
cps) [122]. 

Fig. 25—Brightness waves in the Gudden-Pohl effect. The phase 
difference between the potential wave and the brightness wave 
decreases progressively in the successive half cycles. 

different magnitude; the successive odd peaks and the 
successive even peaks fall upon two different decreasing 
curves (see Fig. 26). Such behavior must be ascribed 
to a polarity effect [122]. 

8. Emission Spectrum. The spectral band emitted 
at the flash of momentary illumination is different from 
the spectrum of phosphorescence. Because of the short 
duration of the flash, only rough experiments have 
been made with optical filters; in some cases the dis¬ 
turbance is great enough to be noticeable to the eye 
[123], 

Fig. 26—Polarity effect in the Gudden-Pohl flash. Odd peaks and 
even peaks decrease progressively, following two different curves. 

B. Quenching or Enhancing Effects of Electric Fields 
on Photoluminescence 

1. General Introduction. When certain phosphors, 
irradiated by X-rays or by ultra-violet radiation, are 
simultaneously subjected to an electric field, the lumi¬ 
nescence may be either quenched or enhanced, depend¬ 
ing upon the phosphor. The quenching effect was first 
observed by G. Destriau [8]; the enhancing effect with 
X-ray excitation was first observed by G. Destriau and 
M. Destriau [9, 124], while that for ultra-violet excita¬ 
tion was first obtained by Cusano [125], 

Fig. 27—General behavior of the quenching and enhancing effects of 
an electric field. The exciting radiation is applied at time zero, 
while the field is applied at h and removed at h. 

We must also consider that in this phenomenon the 
shift of brightness wave compared to the sinusoidal 
potential wave is greater for the first peak than for the 
second, and that this shift decreases quickly in the fol¬ 
lowing peaks. This fact must be ascribed to the con¬ 
ductivity of the phosphor, which is determined by the 
number of free electrons, and is greater at the time of 
the first half-cycle of field variation than in those 
following [122]. 
In some cases, similar to observations made in intrin¬ 

sic EL, alternate peaks of the brightness wave are of 

Fig. 27 shows schematically the variation of bright¬ 
ness with time; the brightness increases according to 
curve 1 (OAP) without a field and according to curve 2 
IODFQ') if a field is applied. Let Bo be the equilibrium 
brightness reached at the plateau of curve 1 and Bi 
be the plateau reached by curve 2. The ratio z = B\/B ü 

is either smaller than unity (quenching effect) or greater 
than unity (enhancing effect). 

If the field is applied only between times h and /2, 
the brightness first raises progressively, following OA 
on curve 1 ; as soon as the field is applied (time tf) the 
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brightness immediately falls (quenching effect) or rises 
(enhancing effect) from A to C and then it varies pro¬ 
gressively, following CO towards the plateau of curve 
2. At time ti, when the field is removed, the brightness 
falls, or rises, again immediately to FII and then it 
varies progressively, following HP towards the plateau 
of curve 1. 

In both cases, i.e., for either the quenching or the 
enhancing effect, the time of field application as well 
as the time of field removal are followed by a transient 
period of relatively short duration in which the bright¬ 
ness changes progressively. With some phosphors, which 
show simultaneously a Gudden and Pohl effect, the 
curves of Fig. 27 are disturbed during the short transient 
periods at times h and fa. On the other hand, quenching 
is also observed, but with a smaller intensity, when the 
field is applied and removed a certain time before irradi¬ 
ation. In this last case, the brightness during the first 
minutes of irradiation is lower than if no field had been 
applied [126]. 

2. Magnitude of the Quenching or Enhancing Ratio and 
Its Dependence on Field Strength. In the earliest experi¬ 
ments [9, 124], using powders, the enhancing effect 
was found in manganese-activated sulfide phosphors 
excited by X-rays; such materials under ultra-violet 
excitation, and all other phosphors tried under either 
type of excitation, showed only the quenching effect. 
Since the phosphor powder was embedded in a dielectric, 
it was necessary to use alternating potentials. With 
phosphors showing the quenching effect, the higher the 
electric field strength the higher is the quenching ratio. 
With phosphors showing the enhancing effect, however, 
as the field strength is increased the ratio z first in¬ 
creases and then approaches a plateau for some samples 
or passes through a very flat maximum for some others. 
Values of the enhancing ratio as high as 4.5 have been 
obtained; the quenching ratio may approach zero. 

Recently, with a different experimental arrangement 
(electrodes in contact with a thin transparent ZnS:Mn, 
Cl film) and direct potentials, Cusano [125] has found 
an enhancing effect in which the ratio z can reach values 
as high as 90. In these experiments, the brightness is 
enhanced regardless of the type of excitation (X-rays 
or ultra-violet radiation). It is found that the enhance¬ 
ment ratio varies inversely as the square root of the 
exciting intensity.* For low exciting intensity 10 visible 
quanta are released for each incident ultra-violet quan¬ 
tum, so that despite the wavelength conversion there 
is still an increase in radiant energy; i.e., true “amplifi¬ 
cation”; this is, of course, not true for X-ray excitation 
because of the high energy of the incident quanta. 
Above a certain threshold field strength (about 1X104 

volt/cm) the output for constant excitation intensity 
varies linearly with the applied field (up to 1X105 

volt/cm). It may be noted that these films show negligi¬ 
ble electroluminescence (for either ac or de) and that 

6 Matossi [161] has recently commented on this point. 

the enhancement shows a polarity effect. The time con¬ 
stant for changes in the electric field is of the order of 
milliseconds, but is a few seconds for changes in the 
intensity of the exciting radiation. 

3. Dependence of the Quenching or Enhancing Ratio 
on Temperature. It is well known that the intensity of 
fluorescence, Ba, is lowered when the temperature is 
raised. A similar behavior occurs for the fluorescence, 
Bi, when the phosphor is simultaneously subjected to 
an electrical field. The ratio z depends on temperature 
through both quantities Bo and Bi. Some experiments 
have been described [116, 127] which show a strong 
diminution of the quenching ratio when the temperature 
is increased. With some phosphors the brightness when 
the field is applied falls nearly to zero for temperatures 
above 90°C. Experimentally it is found that curves 
giving the expression (z-1 —1) is a function of the field 
strength, for a constant value of the temperature, can 
be superimposed by a simple change in the scale of 
ordinates (see Fig. 28). 

Fig. 28—Field dependence of (z-1 — 1) at various temperatures. 

In contrast with the above results, the enhancing ratio 
is not dependent on temperature, at least within the 
range of 20 to 60°C [124]. 

4. Dependence of the Quenching or Enhancing Ratio on 
Frequency. The enhancing ratio is not dependent on 
the frequency of the applied alternating field [124], but 
the behavior of the quenching effect is different accord¬ 
ing to the frequency employed. 

Matossi and Nudelman [128] have found that the 
first drop (at the application of the field) is greater at 
high frequency than at low frequency. It is the opposite, 
however, for the second drop (at removal of the field) 
and this second drop is even replaced by a flash of 
momentary illumination for elevated frequencies. 
Similar results have been indicated by Olson [129], who 
observed chiefly the action of the field upon the after¬ 
glow of a phosphorescent material. The quenching 
ratio increases with the frequency as does also the sud¬ 
den brightness increase at field removal. Studies of 
electrical quenching have been made with frequencies 
up to 50 meps by Miller [130]; quenching ratios as small 
as 0.5 were obtained and in some cases peaks were 
observed in the curves above 10 meps. 
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5. Spectral Changes in the Quenching and Enhancing 
Effects. Spectral disturbances occur in the light emis¬ 
sion when the field acts so that the quenching ratio [123] 
as well as enhancing ratio [131] are different according 
to the spectral region observed. With some phosphors 
the spectral change is great enough to be noticeable by 
direct visual observation. Sometimes, but rarely, a 
strong red flash occurs either (depending on the phos¬ 
phor) at field application or at field removal. As a mat¬ 
ter of fact, with such samples, the light emission is 
simultaneously quenched in a certain spectral region 
but enhanced in another. 

For example, a phosphor prepared by Levy and West 
in 1937 for fluoroscopic screen applications (silver-
activated ZnS with small additions of nickel) gives a 
noticeable red flash only at the field removal (see Fig. 
29). On the other hand, some ZnS-CdS mixtures acti¬ 
vated with silver and manganese show strong permanent 
spectral changes at field application [131]. However it 
is not known at the present time whether this results 
from a spectral change in a single band or from a differ¬ 
ent sensitivity to the electric field of two different and 
overlapping spectral bands. 

Fig. 29—Spectral disturbances in the quenching effect. Curves ob¬ 
tained with the same phosphor (Levy-West). The field was ap¬ 
plied only between times 10 and 20 minutes after the beginning 
of irradiation. Note the difference in the quenching ratio when 
observed through red and green optical filters, and particularly 
the difference at removal of the field. 

6. Brightness Waves and Transient Disturbances at 
Application of the Field. One must distinguish whether 
the irradiation is made by an exciting beam of constant 
intensity (X-ray generator or ultra-violet lamp operat¬ 
ing on de) or by an exciting beam giving pulses of light 
(X-ray generator or ultra-violet lamp operating on ac). 
In the latter case the brightness waves for the quenching 
effect are greatly perturbed, chief!y by a sharp secondary 
maximum which occurs near the time when the poten¬ 

tial passes through zero in each half-cycle. This sharp 
maximum increases and then decreases quickly during 
the first few cycles which immediately follow the field 
application; during the same time the chief maximum 
is first lowered and then it increases again. After a 
certain time the brightness wave remains in a constant 

Fig. 30—Rapid change of the brightness waves in the quenching 
effect immediately after the field is applied, (a) Sinusoidal field 
wave and brightness wave excited by a half-wave X-ray generator 
(no field on the cell), (b) At application of the field, small second¬ 
ary peaks occur at A and li while the main peak is lowered, (c). 
(d), and (e) show rapid changes of the sharp secondary peaks: 
(c) 0.06 second after field application, (d) 0.12 second after field 
application, (e) 0.18 second after field application, (f) brightness 
wave 2 seconds after field application. 

disturbed form [132] (see Fig. 30). In the enhancing 
effect of CdSZnS: Mn only a few of the brightness waves 
are disturbed; the sharp and momentary peak is verj' 
small and, for some samples, does not even occur, so 
that at the field application one observes only an in¬ 
crease in the height of the main peak [9, 124], 

When a direct potential is applied to the X-ray tube 
or to the ultra-violet lamp the light emission of the 
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phosphor is itself of a constant intensity; when an ac 
potential is then applied to the EL cell the light is 
modulated with a frequency twice the frequency of the 
field. The wave giving the light modulation changes 
during the first few cycles after application of the field 
and then tends towards a permanent form [133]. 

Steinberger, Low, and Alexander [134] have recently 
studied such disturbances in a more accurate manner. 
They consider separately pulses (designated A) which 
occur when the transparent electrode through which the 
irradiation is made is positive and pulses (designated 
B) which occur when this transparent electrode is nega¬ 
tive. Type A pulses do not depend on the phosphor, but 
type B pulses do. The curves giving the changes in 
time of pulses A and B cross so that B is higher than A 
during the first cycles following the field application, 
but the opposite becomes true after a certain time. 
Lastly, when the field strength is raised the amplitude 
of the pulses first increases, reaches a maximum for a 
certain field strength, and then decreases when the field 
becomes still higher. 

7. Theoretical Considerations. In order to explain the 
behavior of the quenching effect Matossi [135] has pre¬ 
sented an extensive mathematical analysis which in¬ 
cludes two assumed actions of the applied electric 
field. These are: (1) emptying of electron traps by the 
field (by a mechanism not specified in detail) and (2) 
a loss of electrons due to field-induced nonradiative 
transitions. The exact mechanism for the second effect 
is also not specified, but it is suggested that a possible 
process is migration of electrons to the surface under 
the action of the field, with resultant nonradiative com¬ 
bination at surface states or impurity levels. This analy¬ 
sis predicts results which seem in general accord with 
experiment. It does not however, explain the fact that 
for the same material one may obtain a quenching effect 
for ultra-violet excitation and an enhancing effect for 
X-ray excitation. In a study of the brightness waves of 
an EL phosphor with superimposed ultra-violet exci¬ 
tation, Matossi and Nudelman [117] have shown that 
the quenching and EL effects have different origins. 

The theoretical basis for the light amplification effects 
observed by Cusano [125] has been presented by 
Williams [136], and is similar to that proposed by Piper 
and Williams [39] for EL and discussed above. Electrons 
liberated by incident radiation are accelerated by the 
high electric field existing in a potential barrier region 
in the same manner that electrons liberated from donor 
centers by the field are accelerated in EL; the collision 
excitation and emission process is the same in the two 
cases. The polarity effect observed is indicative, of 
course, of the presence of a potential barrier. Cusano 
also observed a 10(L4 shift of the emission spectrum 
toward shorter wavelengths as the applied field is in¬ 
creased, and this is interpreted as a kind of Stark effect 
arising from the high barrier fields. Williams [136] 
also suggests the possibility of amplification effects in 
minority carrier-injection EL by the action of space¬ 

charge effects. As pointed out by von Hippel and his 
co-workers [137] the space charge produced by optically 
liberated carriers may also produce field emission of 
electrons from the electrodes; such a mechanism might 
also lead to light amplification, although no work along 
these lines has been reported. 

One outstanding fact which is as yet unexplained is 
that enhancement effects have been found thus far only 
in manganese-activated sulfide phosphors; this is equal¬ 
ly true for transparent films as for phosphor powders.6 

C. Effect of Electric Fields on the Quenching or Stimulat¬ 
ing Action of Infra-Red Radiation 

It has been shown by Destriau [10] that with some 
phosphors the well-known quenching effect of infra¬ 
red radiation upon phosphorescence is increased when 
the phosphor is subjected to an alternating field during 
the excitation and infra-red irradiation. No other ex¬ 
periments have been made on this phenomenon since 
the earlier review paper [12], In order to summarize 
briefly these first results, let: be the brightness ob¬ 
tained at a certain time t during the after-glow after 
excitation, B\ be the brightness at the same time if 
infra-red irradiation is applied simultaneously with the 
exciting beam, B2 be the brightness at the same time I 
if an electric field is applied during excitation and 
maintained during the after-glow, and B¡ be the bright¬ 
ness reached, also at the same time t, when the above 
infra-red irradiation as well as the above field action 
are superimposed. 

The quenching ratio for the infra-red irradiation is 

"m — B\/Bq. 

The quenching ratio for the electric field is 

Ze = B2/Bq. 

Experiments have shown that ratio BffB0 is smaller than 
the product zPXz/«. 

Many phosphors, such as some of the doubly-acti¬ 
vated alkaline earth sulfides, show the phenomenon 
of infra-red stimulation. To demonstrate this effect the 
material is first excited (by ultra-violet light, for exam¬ 
ple) and then the emission allowed to decay after the 
exciting source is removed; if then infra-red radiation is 
allowed to fall on the phosphor a burst of visible emis¬ 
sion is observed. Low, Steinberger, and Braun [11] 
have shown recently that with some phosphors (for ex¬ 
pie, SrS:Eu, Sm) this stimulation is enhanced consider¬ 
ably if the phosphors are subjected to an alternating 
electric field simultaneously with the ultra-violet exci¬ 
tation. The ratio between the initial brightness in the 
two cases (with and without field during excitation) 
may be as high as 1.5. 

One of the interesting aspects of this new phenomenon 
is the memory of the phosphors. Even several hours after 

' Woods and Wright [162] have recently observed field enhance¬ 
ment of the cathodoluminescence of magnesium oxide. 
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the simultaneous action of field and ultra-violet radia¬ 
tion, the infra-red stimulated luminescence remains 
stronger than that obtained following normal excitation 
by ultra-violet radiation without field. Such a memory, 
pointed out also by Vigean [118] in the quenching by 
infra-red or yellow radiation of the Gudden and Pohl 
effect, seems to be a specific aspect of all infra-red action 
on luminescence. 

IV. Applications of Electroluminescence and 
Electrophotoluminescence 

A. Electroluminescent Lamps 
Electroluminescence is obviously of great interest 

from the point of view of application to light sources. 
In devices which are now commercially available for 
the production of light by means of luminescence, the 
phosphor is excited by ultra-violet photons or by elec¬ 
trons which must themselves be produced by a gas dis¬ 
charge or by thermionic emission and subsequent ac¬ 
celeration in an electric field. In an EL device, however, 
the light would be generated by the direct action of the 
field on the phosphor, with no intermediate processes. 
The first suggestion of an EL lamp was apparently 
due to Bay and Szigeti [138] in 1939. They suggested 
use of the carrier-injection EL of silicon carbide or simi¬ 
lar materials. Sherwood and Skinner [139] have also 
described a similar lamp. 

The possibility of a practical light source by means 
of intrinsic EL was mentioned by Destriau [12] as early 
as 1947, at which time he also described EL cells in 
which the phosphor is embedded in a plastic dielectric 
rather than a liquid. The first practical interest in such 
light sources was that of Payne, Mager, and Jerome 
[140]; more recent work has been reported by several 
workers [50, 141-143], One feature of EL lamps which is 
of great importance is the fact that they offer the possi¬ 
bility of a large area source of uniform illumination; 
sources of other geometry have been described, however 
[144, 145]. An additional advantage is that the intensity 
may be continuously controlled by varying the applied 
voltage; with sources involving gas discharges this is not 
as conveniently possible. 

The four primary requirements of a light source for 
purposes of general illumination are (1) high brightness, 
(2) reasonable luminous efficiency, (3) satisfactory color 
rendition, and (4) adequate maintenance of these char¬ 
acteristics during life. EL phosphors are available in a 
wide variety of colors so that there is no apparent diffi¬ 
culty in producing light with a desired spectral distribu¬ 
tion by blending as is done today with phosphors for 
fluorescent lamps and television picture tubes. Since 
the EL emission color generally depends on frequency 
(and also on temperature and sometimes on the applied 
voltage) it would be necessary to design such blends for 
operation at specified conditions, but for illumination 
purposes this would be of no great consequence. 

Although presently available commercial EL lamps 

give brightnesses of only five or ten foot lamberts when 
operated at 60 cps [142, 143], higher output can be 
obtained, of course, by increasing the frequency. The 
highest figure reported in the literature is about 180 
foot lamberts (at 4,000 cps) [144], but values of more 
than 1,700 foot lamberts may be obtained in the labora¬ 
tory at a frequency of 20,000 cps [146], At elevated fre¬ 
quencies, therefore, ample brightness is available for 
lighting a room by means of a luminous ceiling, which 
would require no more than 100 foot lamberts. 

The brightness of EL lamps is observed to decrease 
during life of the lamp [20, 142, 143], although it may 
show an increase during the first few hours of operation. 
Plastic-embedded lamps may retaion 90 per cent of their 
initial (or peak) brightness after 1,000 hours of opera¬ 
tion and 75 per cent after 4,000 hours [142, 143]; cor¬ 
responding figures for ordinary fluorescent lamps are 
95 per cent and 85 per cent (and 82 per cent at 8,000 
hours). Maintenance of output is largely conditioned 
by the embedding material and particularly its inter¬ 
action with the phosphor; acid-neutralizing additions 
to the plastic were found by Mager [141] to improve 
the maintenance. EL cells must also be protected from 
the action of atmospheric moisture; Jenkins [145] re¬ 
ports that hermetic sealing in an inert atmosphere gives 
90 per cent maintenance at 3,000 hours. Rulon [147] has 
described EL lamps in which the phosphor powder is 
embedded in an inorganic material (glass or enamel) 
rather than an organic material. The maintenance of 
such lamps is reported to be essentially the same as for 
plastic-embedded lamps. These lamps are made with 
a thick metal backing and are quite rugged mechanically 
and simple to produce, even in complicated shapes, by 
techniques standard in the porcelain enameling industry. 
Bramley and Rosenthal [26] also described earlier an 
EL cell consisting of a silicate phosphor embedded in 
glass. 

The efficiency of EL lamps at first increases as the 
voltage is increased, but then passes through a maximum 
and decreases again for higher voltages. The maximum 
luminous efficiency reported is between 4 and 5 lumens/ 
watt [142], This value is to be compared with about 16 
lumens/watt for incandescent lamps or 65 lumens/watt 
for ordinary fluorescent lighting. The figure for EL 
quoted above, moreover, is not for a source blended to 
produce white light but rather for a greenish emission 
of higher luminous efficiency than a white source. 
Even under optimum conditions, therefore, the EL 
efficiencies now available leave much to be desired. 
Furthermore, even these efficiencies cannot be obtained 
simultaneously with maximum brightness. For these 
reasons, EL lamps are not applicable at the present for 
general illumination purposes but only for special or 
novelty applications. They are suitable for clock faces, 
radio dials, aircraft instrument lighting, house numbers, 
photographic dark room illumination, etc. Since EL 
lamps are essentially capactivie devices, they have a 
very small power factor. This is generally disadvantage-
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ous, although it is conceivable that such a feature might 
be used to advantage for power factor correction in 
industrial applications, should this ever become feasible. 

Although they are not now applicable for general 
lighting purposes, EL lamps are still in their infancy, 
having been introduced only five years ago, and it is 
still too early to predict their eventual development. The 
EL lamps of the future may not employ intrinsic EL 
as do the present designs, but rather carrier-injection 
EL. Low efficiency now seems to be the major impedi¬ 
ment and this may be a difficulty inherent in intrinsic 
EL; it must be recalled, nevertheless, that although 
good efficiency may theoretically be possible with 
carrier-injection EL, it has not yet been demonstrated 
experimentally. Lehovec [148] has shown, however, 
how “graded-seal” p-n junctions might be constructed 
from two different materials so that light emitted at 
the junction would not be absorbed in the material 
through which it has to pass before emerging even 
though it were generated initially by “edge emission.” 
If the emission is achieved via a luminescence activator 
center, on the other hand, then such self-absorption 
presents no problem. Halsted and Koller [39, 149] have 
described EL cells employing transparent phosphor 
films rather than powers. The problems associated with 
embedding materials are obviously avoided in this con¬ 
struction; no practical performance data is yet available, 
however. 

B. Other Applications 

Very early Lossew [88], noting the rapid response of 
the EL of silicon carbide to changes in voltage, sug¬ 
gested its use, in conjunction with a moving photo¬ 
graphic film to record the output, as an oscillograph. 
This proposal, of course, antedated the modern cathode¬ 
ray oscilloscope. Schwertz, Haller, and Mazenko [150] 
have used EL, in conjunction with xerography, to pro¬ 
duce self-luminous halftone reproductions. Dietz and 
Jordan [151] suggest the use of EL in an indicating 
electrical fuse. 

Piper [1952] has proposed the use of EL in an essen¬ 
tially two-dimensional television display device which 
would occupy much less space, particularly for large-
size pictures, than the conventional cathode-ray tube. 
If some method of information storage can be incorpo¬ 
rated into such a scheme, currently available bright¬ 
nesses are adequate, although efficiency might still pre¬ 
sent a problem. The greatest difficulty with this method 
at present probably lies in the necessary signal distribu¬ 
tion system to replace the scanning mechanism of the 
cathode-ray tube. 

The use of the Gudden-Pohl effect in “electrophoto¬ 
radiography” has been mentioned in a previous section. 
Low [153] has suggested the application of an electric 
field to enhance the output of scintillation counters for 
radiation detection. 

Bramley and Rosenthal [154], commenting on the 
rapid rise in EL brightness with increasing voltage, 

suggested its application as an overvoltage indicator. 
They also pointed out that if a photoconductor is con¬ 
nected in series with the EL cell and the voltage supply 
and so located that the emission of the EL cell falls up¬ 
on it, then a “lock-in” action will be obtained and the 
emission will continue even after the overvoltage has 
been removed. Marshall, Schwertz, and Bowman [155] 
have shown that if a parallel resistor-capacitor combi¬ 
nation is placed in series with such an EL cell-photo-
conductor arrangement, then a bistable circuit should 
be obtained which will be responsive to external pulses 
of light. These workers suggest application as an infor¬ 
mation storage device in digital computer systems: ap¬ 
parently, however, a working model has not yet been 
constructed. 

If provision is made to prevent optical feedback from 
the EL cell to the photoconductor in the arrangement 
described above, then lock-in is not obtained, but light 
amplification results; the intensity of the EL output 
will be a continuous function of the intensity of the 
incident radiation. The thickness or electrical char¬ 
acteristics of the photoconducting and EL materials 
must be so chosen that with no incident radiation only 
a small fraction of the applied voltage appears acrogs 
the phosphor. The excitant need not be visible, but 
rather radiation of any wavelength to which the photo¬ 
conductor is sensitive. If a multiplicity of such elements 
is arranged in a planar array, then an image intensifier 
or converter is obtained [156-160], Orthuber and Ullery 
[157] reported a brightness gain of 24 for a single-element 
device, but were able to obtain only a value of 2 for a 
multi-element arrangement. Gains as high as 50 have 
since been reported, however, by Kazan and Nicoll 
[158], 

It is also possible, of course, to make a light intensi¬ 
fier or amplifier by utilizing field enhancement of photo¬ 
luminescence (electrophotoluminescence) instead of 
electroluminescence. Destriau early suggested the ap¬ 
plication of this effect to X-ray fluoroscopic or intensify¬ 
ing screens; even with the phosphor powders which 
show the greatest enhancement, however, the resultant 
brightness is still below that of commercial X-ray 
screens because of the low photoluminescent efficiency 
of these materials. The use of transparent phosphor 
films in image amplifiers, as described by Cusano [125], 
offers many possible applications to television and imag¬ 
ing devices in general. The maximum brightness ob¬ 
tained thus far seems to be about 4 foot lamberts, with 
an efficiency of 0.2 lumen/watt. Both these figures and 
the optical time constant of the device will have to be 
improved before extensive use can be made of such 
amplifiers. Here again, as in the case of EL, one is con¬ 
cerned with a very new development and it is difficult 
at the present time to predict future improvements 
and possibilities. 

In conclusion it may be said that just as solid-state 
devices such as the transistor have caused a revolution 
in the field of electrical amplification and control, so 
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too the direct generation and control ol light in solids 
by electric fields may in the near future create a revolu¬ 
tion in the field of luminescence and related subjects. 
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The Physical Chemistry of Crystal Phosphors* 
F. A. KROGER t 

Summary—After a historical introduction, a survey is given of 
the present views regarding the constitution and the preparation of 
inorganic crystal phosphors. Particular attention is paid to the in¬ 
corporation of atoms with a valency deviating from that of the atoms 
of the base material, and to the stabilization of atoms in a particular 
valency. 

I. Introduction 

HOSPHORS in use in industry are for the greater 
part inorganic crystalline solids. In principle all 
crystalline solids show luminescence, provided the 

temperature is sufficiently low. Above a certain critical 
temperature, however, the luminescence is invariably 
quenched. The spectrum that is emitted in fluorescence 
may vary over a wide range. In engineering we are 
mainly interested in phosphors which show fluorescence 
up to a temperature well above room temperature and 
having a spectrum lying in an appropriate range. De¬ 
pendent on the application, this may be the ultraviolet, 
the visible, or the infrared part of the spectrum. 

Both the quenching temperature and the spectral 
distribution of the fluorescence have been found to be 
strongly dependent on the presence of a small concen¬ 
tration of “centers” in the crystals. Such centers may be 
formed by foreign atoms, or by regions in the crystals 
that are perturbed in some way or another, e.g. by the 
fact that atoms of the crystal that should be present 
according to the crystal structure are lacking (vacancies) 
or that sites which should not be occupied are occupied 
(interstitials). Dislocations might also play a rôle. 

Centers may have favorable or unfavorable effects. 
The former are called activators, the latter killers or 
quenchers. In some cases the absence of killer centers is 
sufficient to get a good phosphor. This is the case, for 
instance, for the tungstates such as CaWO4 and MgWO4, 
and also for barium platin cyanure (BaPt(CN)4), one of 
the oldest substances used for X-ray intensifier screens. 
In others the required properties only come into 
existence by the introduction of activators. It is the task 
of the chemist to prepare systems in which centers 
having unfavorable effects are absent and in which 
centers having favorable effects are present in the 
optimum concentration. 

II. Historical 

The first phosphors known are probably alkaline 
earth sulfides. Thus Livy (200 B.C.)‘ describes nightly 
orgies (Bacchanalia) in which women, initiated into the 
orgiastic proceedings, dipped torches into the waters of 

• Original manuscript received by the IRE, August 5, 1955. 
f Philips Research Labs., N. V. Philips Gloeilampenfabrieken, 

Eindhoven-Netherlands. 
1 W P Jorissen, “The use of phosphorescent calcium sulfide by 

the Bacchantes,” Jour. Chern. Ed., vol. 25, pp. 685-686; December, 
1948. 

the Tiber without them being extinguished. These 
torches were probably covered with luminescent cal¬ 
cium sulphide. Recipes for the preparation of such 
phosphors have been re-invented several times (Cas-
ciarolo, 1602, Homberg, 1694, Canton, 1768, Balmain, 
1881 and many others).2

The recognition of the rôle a particular element may 
play in causing luminescence, i.e., the function of the 
activator, seems to be due to Homberg3 who found that 
stones from Bologna ( = BaSO4) became luminescent 
when heated with sulfur after being pulverized in a 
bronze mortar, but not when an iron mortar had been 
used. Copper proved to be the necessary ingredient for 
obtaining a phosphor. 

A great many activators were found at the end of the 
19th century: Verneuil4) showed that bismuth was the 
activator in a calcium sulphide phosphor prepared by 
Balmain. Becquerel6 and Lecoq de Boisbaudran6 found 
the activator action of manganese, chromium, and 
several rare earth atoms for various sulphates, car¬ 
bonates, and oxides. 

Many of these phosphors could be prepared by 
simply heating together the base compound and a small 
quantity of the activator. In some cases, however, other 
compounds must be added to get good results. Thus 
Becquerel7 and de Visser8 found that CaS-Bi phosphors 
only become good phosphors when salts of sodium, 
lithium, or rubidium were added in the preparation. A 
great many of such phosphors were later found and 
studied by Lenard and his co-workers.9 Phosphors of 
this group are therefore often indicated by the name of 
Lenard phosphors. According to Lenard the extra sub¬ 
stance added was required to enhance reaction at a low 
temperature by causing the formation of a melt, but 
every substance having this effect could not be used 

’ F. Fritz, “Leuchtfarben, Verlag Bodenbinder,” Steglitz, Berlin, 
pp. 13-30; 1940. 

• Hist. Acad. Sei. (Paris), Tome II, p. 133; 1733. See ref. 2, p. 21. 
4 A. Verneuil, “Sur la préparation du sulfure de calcium à phos¬ 

phorescence violette,” Compt. Rend. (Paris), vol. 103, p. 600; 1886. 
“Sur les causes déterminantes de la phosphorescence du sulfure de 
calcium,” Compt. Rend. (Paris), vol. 104, p. 501; 1887. 

6 E. Becquerel, “Action du manganèse sur le pouvoir de phos¬ 
phorescence du carbonate de chaux,” Compt. Rend. (Paris), vol. 103, 
p. 1098; 1886. 

6 L. de Boisbaudran, “Fluorescences du manganèse et du bis¬ 
muth,” Compt. Rend. (Paris), vol. 103, p. 1064; 1886. “Sur la Fluor¬ 
escence rouge de l'alumine,” Compt. Rend. (Paris), vol. 103, p. 110; 
1886. 

7 E. Becquerel, “Sur la préparation des sulfures de calcium et de 
strontium phosphorescents,” Compt. Rend. (Paris), vol. 107, p. 892; 
1888. 

8 L. E. O. de Visser, “Essai d’une théorie sur la phosphorescence 
de longue durée, spécialement sur celle des sulfures alcalinoterreux,” 
Rec. Trav. Chim. Pays Bays, vol. 20, p. 435; 1901. “Sur la phos¬ 
phorescence du sulfure de calcium bismuthifère, préparé en présence 
de traces de sodium,” Rec. Trav. Chim. Pays Bays, vol. 22, p. 133; 
1903. 

• P. Lenard and V. Klatt, “Ueber die Phosphoreszenzen des 
Kupfers, Wismuths und Mangans in den Erdalkali Sulfiden,” Ann. 
Phys., 3, vol. 38, p. 89; 1889. 
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with equal success, and each phosphor required its par¬ 
ticular “flux.” As shall be shown below it has proved 
possible to give a simple explanation for the specific 
effect of the flux. 

Rather than following the ups and downs of former 
research and development in this field, we shall discuss 
in the following sections the preparation of phosphors in 
terms of the present knowledge of the process. 

III. The Present Status oe Phosphor Preparation 

The preparation of a phosphor usually comprises the 
following steps: (1) purification of primary materials, 
(2) reaction of the primary materials, to give the re¬ 
quired compound, and (3) the formation of well-formed 
flowless crystals of the appropriate size from the com¬ 
pound with addition of the proper amount of foreign 
atoms necessary for the appearance of luminescence. 

The first step is often carried out in aqueous solution, 
using the well-established chemical techniques of puri¬ 
fication, such as recrystallization, partial precipitation, 
absorption at active surfaces, etc. As nowadays more 
and more high-grade chemicals are available on the 
market it is often advisable to delegate the carrying out 
of this step to the suppliers of the primary materials. 

The second step may also be carried out in solution. 
This method is used, for instance, for the formation of 
ZnS, which is mostly precipitated from a pure solution 
of a zinc salt with H2S or (NH4)2S. This step may, how¬ 
ever, also be carried out in the solid state. Thus CaWO4 

is formed by mixing calcium carbonate (CaCO3) and 
tungstic oxide (WO3) and heating the mixture at an ap¬ 
propriate temperature (l,000°C.). 

The final step, the formation of the actual phosphor, 
must be carried out under such conditions that the com¬ 
ponents of the system are sufficiently mobile to allow 
recrystallization to take place. This may be achieved by 
heating at a high temperature. In general a temperature 
equal to or exceeding two-thirds of the absolute tem¬ 
perature of the melting point is sufficient. As this tem¬ 
perature may be unpleasantly high it is often advisable 
to add foreign compounds which, together with the 
phosphor base, form a system with a lower melting 
point (flux). 
Thus pure ZnS may be crystallized by heating at 

T=l,200°C.; when suitable fluxes like NaCI or CaCl2are 
added, however, crystallization becomes possible at 
temperatures as low as 800°C. 

It must be expected that phosphors prepared with 
addition of a flux contain atoms of the flux in the crystals 
of the phosphor proper. For this reason the flux must 
not consist of atoms of a type that are harmful to the 
luminescence (killers). As we shall see, the atoms of the 
flux may also have a favorable effect in the phosphor. 
I n fact in many cases this favorable effect is at least as 
important as its mineralizing action. 

When activated phosphors are prepared with addition 
of fluxes, the activator will in general distribute itself 
over the phosphor phase and the flux. Equilibria of this 

kind have been studied in detail by R. Ward and his co¬ 
workers” for infrared sensitive SrS and SrSe phosphors 
activated by europium or cerium and samarium, pre¬ 
pared with SrCl2 as a flux. 

IV. The Incorporation of the Activator 

Inorganic crystals used as a base for phosphors are 
mostly solids built up of ions. Foreign atoms built in 
such crystals are also present as ions, which take the 
place of one of the ions of the base. The activator action 
of such ions is closely related to the valency with which 
they are incorporated. Thus for manganese as an acti¬ 
vator the luminescence due to divalent manganese 
(Mn*+) differs markedly from that due to tetravalent 
manganese (Mn4+), whereas trivalent manganese does 
not give rise to luminescence. 

If the activator ions have the same valency as the ion 
which they replace, incorporation takes place without 
complications, provided the ionic radii do not differ too 
much; e.g., 

(1 — ô)ZnS + ôMnS —> Zn (i_j)Mn3S. (1) 

When the valencies differ, however, complications arise 
because a molecule of the activator compound does not 
fit in the place of a removed molecule of the base. Two 
types of complications may occur: (1) atoms (or ions) 
that do not fit in the normal lattice are incorporated at 
sites that are normally not occupied (so-called inter¬ 
lattice sites), or (2) vacancies are formed. For incor¬ 
poration of the silver activator in ZnS the latter possi¬ 
bility may be formulated as follows: 

(1 — 2ô)ZnS + 8Ag2S —♦ Zn(t-M)AgtjS(i_j)(Fs)», (2) 

in which Vs stands for a sulfur vacancy. Similarly, upon 
incorporation of chlorine, zinc vacancies are formed: 

(1 — 2ô)ZnS + ôZnCl2—♦ Zn(i_j)(Tzn)»S(i_2j)Cl23. (3) 

The formation of vacancies (or interstitials) usually 
involves a large amount of energy. Therefore, in such 
cases, the concentration of foreign atoms that can be 
dissolved in the base may be extremely low and—as far 
as an activator is concerned—too low to give a good 
phosphor. 

Thesolubility may be markedly increased if we manage 
to prevent formation of vacancies or interstitials. This 
can be achieved by incorporating atoms like silver, 

10 R. Ward. “Infrared-sensitive phosphors of the alkaline earth 
sulfides and selenides,” Jour. Electrocheni. Soc., vol. 93, pp. 1-176; 
May, 1948. 

R. W. Maison, C. F. Hiskey, and R. Ward, “The use of radio¬ 
active tracers in a study of activator distribution in infrared-sensitive 
phosphors,” Jour. Am. Chern. Soc., vol. 71, pp. 509-514; February, 
1949. 

J. Prener, R. W. Maison, and R. W’ard, “The use of radioactive 
tracers in a study of activator distribution in infrared-sensitive 
phosphors; Effect of strontium oxide,” Jour. Am. Chern. Soc., vol 
71, pp. 1803 -1805; May, 1949. 

A. Dreeben and R. Ward, “Radioactive tracer study of activator 
distribution in infrared phosphor systems; the effect of oxide and 
calcium ions,” Jour. Am. Chern. Soc.. vol. 73, pp. 4679-4680; October, 
1951. 
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that tend to produce sulfur vacancies together with 
atoms like chlorine that tend to give zinc vacancies: 11

/ 35\ 5 Ô 
(1-) ZnS + — ZnCl2 d-Ag2S 
\ 2/ 2 2 

(1 - S)ZnS + ôAgCl = Zn {1_4)Ag4S(i_»)CI4. (4) 

If ZnS and AgCl are supposed to consist of Zn2+, S2~, 
Ag+ and Cl- ions, the effect of chlorine on the solubility 
of silver and vice versa can be described in terms of 
charge compensation: the lack of positive charge result¬ 
ing from the replacement of Zn2+ by Ag+ is compensated 
by the lack of negative charge due to the replacement 
of S2- by Cl-. As is shown by the reaction equation (4), 
however, the assumption of ions is not essential for the 
effect: it occurs quite generally, independent of the way 
in which charges are distributed over the atoms in the 
solid. This effect of chlorine (and also of similar atoms 
like bromine or iodine) now explains why, in the case 
of ZnS phosphors, chlorides and bromides, when used 
as flux, have been found to produce particularly good 
phosphors: the flux acts as a source of chlorine or 
bromine atoms required for the enhancement of the 
solubility of monovalent activator ions. It is easily seen 
that compensation similar to that achieved by chlorine 
is also affected by metal atoms having a valency higher 
than that of zinc; e.g., aluminum, gallium, praseo¬ 
dymium, etc: 12

(1 — 4<5)ZnS + SAgíS + ôA12Ss —♦ Zn (l_44)Ag24Al 24 S. (5) 

As in this case the mineralizing action of the chloride 
is lacking, good phosphors are only obtained when the 
preparation is carried out at a higher temperature 
(~l,200°C). In the case of ZnS-Ag, Al the monovalent 
atom (silver) is the activator. It may also happen, how¬ 
ever, that the activator is a trivalent atom. This is the 
case for instance in CaS-Bi. Now monovalent metal 
atoms are necessary to increase the solubility of the 
bismuth. This explains why in this case substances con¬ 
taining monovalent metal atoms like Na2SO4 have been 
found to be good fluxes (Section II). 

From the fact that it is possible to give a satisfactory 
explanation of the rather complex experimental data on 
the basis of the simple considerations given above it 
may be concluded that the assumptions underlying 
these considerations are correct; viz., that (1) the 
activators are actually monovalent (in ZnS) or trivalent 
(in CaS), and that (2) they are present at normal lattice 
sites, replacing atoms of the base. 

V. Electron Traps 

So far we have only paid attention to the activator 
centers required for the actual luminescent electronic 
transition. If a phosphor shows a long persisting tem-

11 F. A. Kröger, and J. E. Hellingman, “Chemical proof of the 
presence of chlorine in blue fluorescent zinc sulfide,” Jour. Electro-
chetn. Soc., vol. 95, pp. 68-69; February, 1949. 

” F. A. Kröger, and J. A. M. Dikhoff. “Trivalent cations in 
fluorescent zinc sulfide,” Physica, vol. 16, pp. 297-316; March, 1950, 

perature-dependent afterglow, this is due to the presence 
of other centers which are able to bind free electrons 
and which release these only when vibrational collisions 
with the surrounding atoms provide the required energy. 
Such centers are called electron traps. It has been found 
that these traps, just as the fluorescence centers, may be 
due to the presence of foreign atoms. Thus in Zn2SiO4 

— MnSiO4, arsenic forms traps. 
In ZnS phosphors the co-activators, like chlorine and 

aluminum, which make possible the incorporation of the 
monovalent activators, themselves act as traps. This 
can easily be understood: when sulfur is replaced by 
chlorine or when zinc is replaced by aluminum, centers 
are formed that have an effective charge +/e/ relative 
to the normal crystal, and electrons may be bound in 
the field of this effective-positive charge. 

VI. Stabilization of the Activator in a 
Particular Valency 

In the introduction we have seen that the activator 
action of a particular atom is closely related to the 
valency with which it is incorporated. In cases in which 
an activator may occur with various valencies the 
principle of compensation outlined above may be used 
to stabilize the activator in a particular valency. 13 Thus 
if manganese is incorporated in a substance like MgO, 
it dissolves mainly in the divalent form 

(1 — ô)MgO + ôMnO —> Mgd-jjMnjO. (6) 

Under strongly oxidizing conditions incorporation may 
take place in a higher valency, but now vacancies are 
formed: 

5 
(1 - 23)MgO+5MnO+—02->Mg (l_2i)MnJ(7M,)40.(7) 

As a consequence, only a small quantity of manganese 
can be incorporated, the rest remaining as a separate 
phase (MnO2, Mn»04, Mn2Oa, etc.). 
When atoms having a lower valency than magne¬ 

sium; e.g., monovalent lithium, are added, however, the 
solubility of manganese in a valency higher than two 
may be increased. 

Trivalent manganese is stabilized if one lithium is 
added for each manganese present: 

Ô 5 
(1 - 2«) MgO + «MnO +— Li2O d-O2

2 4 

—» Mg(i_28) MnjLi4O. (8) 

Tetravalent manganese, however, is stabilized if two or 
more lithium atoms are present for each manganese: 

Ô 
(1 - 3S)MgO + 5MnO + 5Li2O d-C)2

2 

~♦ Mg(i_s4>Mn4Li24O. (9j 

13 J. S. Prener, “A magnesium oxide phosphor activated by tetra¬ 
valent manganese,” Jour. Chern. Phys., vol. 21, pp. 160-161 : January 
1953. 
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This principle has been used by Klasens 14 to make stable 
red luminescent arsenate phosphors activated by tetra¬ 
valent manganese. 

VII. Vacancies as Activators 

In the discussion given so far the problems with 
which we have to deal have been simplified by assuming 
that the energy involved in forming vacancies was prac¬ 
tically prohibitive for their formation. This is not 
quite correct. 

Although application of the compensation principle 
leads to better phosphors in many cases, the effect is of 
a quantitative rather than of a qualitative nature. Thus 
vacancies may be present, albeit in comparatively low 
concentrations. It has even been found that some types 
of vacancies may form fluorescence centers, and thus act 
as activators, viz., zinc vacancies in zinc sulphide phos¬ 
phors. Some of these vacancies may already be present 
in pure ZnS as a consequence of the gain of entropy. 16 

The concentration is increased, however, in the presence 
of atoms like chlorine and aluminum, as the incorpora¬ 
tion of such atoms is accompanied by the formation of 
vacancies (Section IV). 16 Actually the blue luminescence 
of so-called “self-activated” ZnS, which is due to zinc 
vacancies, is shown particularly by samples prepared 
with addition of ZnCU or AI1S3. 

VIII. A More General Theory; Future 
Developments 

Although we have attempted to give some insight into 
the factors governing phosphor formation, the treat¬ 
ment here has been too limited and too simple to tell 
exactly what happens during the preparation of a 
phosphor. We might also put it like this: we have given 
a picture in black and white, whereas the reality shows 
a lot of gradation. In the case of the oxidation of man¬ 
ganese, for instance, it has been stated that lithium 
favors the incorporation of high valent manganese. 
From the reaction equations (8) and (9) it is seen, how¬ 
ever, that oxygen from the atmosphere is involved. 
When there is no oxygen, oxidation cannot occur. Ac-

14 H. A. Klasens, “Temperature dependence of the luminescence 
and chemical stability of basic magnesium arsenate activated with 
tetravalent manganese,” Philips Res. Rep., vol. 9, pp. 377-390; 
October, 1954. 

15 R. H. Rube, “A luminescence and trapping in zinc sulfide 
phosphors with and without copper activator," Phys. Rev., vol. 80, 
pp. 655; 1950. “The host crystal luminescence of zinc sulfide phos¬ 
phors,” Jour. Chem. Phys., vol. 20, pp. 708-718; April. 1952. 

R. H. Bube, and S. Larach, “Luminescence and trapping in 
phosphors containing gallium,” Jour. Chem. Phys., vol. 21, pp. 5-11; 
January, 1953. 

*• F. A. Kröger, and H. J. Vink, “The origin of the fluorescence 
in self-activated ZnS. CdS and ZnO.” Jour. Chem. Phys., vol. 22, pp. 
250-252; February, 1954. 

cordingly the degree of oxidation and therewith the 
properties of the phosphor must depend on the partial 
pressure of oxygen in the atmosphere. Similar effects 
exist in nearly all cases. 

A quantitative theory for the way in which the com¬ 
position of solids varies as a function of the atmosphere 
in which they are being prepared has been given a long 
time ago by Schottky and Wagner, 17 with special 
reference to their semiconductor properties. 

In agreement with experiments on pure solids, the 
theory predicts a gradual variation of properties of the 
crystals when the composition of the atmosphere is 
changed. Verwey el al.,1* and later also Hauffe, et al.,1* 
have shown that the dependence changes markedly 
when foreign atoms with a valency different from that of 
the atoms of the base crystal, are present. In this case 
the properties are practically independent of the at¬ 
mosphere over a wide range of atmospheres but they 
change outside this range. 

Recently the Schottky-Wagner theory has been ap¬ 
plied also in such complicated cases, and it has been 
found possible to give a complete description of the 
properties of solids containing foreign atoms over the 
entire range of atmospheres. 20 It is probable that this 
theory will also prove to be of value in the phosphor field. 

Its application has two aspects: In the first place the 
theory may aid in interpreting experimental results. It 
can only be applied, however, if the experimental con¬ 
ditions are accurately known. Therefore the tendency 
to use the theory will stimulate the carrying out of 
experiments under well-defined—as well as simple— 
conditions. 

It may be expected that this combination will prove 
to be extremely favorable for further developments in 
the physical chemistry of crystal phosphors. 

17 C. Wagner, and W. Schottky, “Theorie der geordneten 
Mischphasen, I,” Z. physik. Chem. B, vol. 11, p. 163; 1931. 

C. Wagner, “Theorie der geordneten Mischphasen, II.” Z. physik. 
Chem. Bodenstein Festband, pp. 177-186; 1931. “Theorie der ge¬ 
ordneten Mischphasen, III,” Z. physik. Chem. B, vol. 22, pp. 181-
194; 1933. 

C. Wagner, “Fehlordnungs-erscheinungen in kristallisierten 
polaren Verbindungen als Grundlage für Elektronen und lonen-
leitung, Z. Elektrochem., vol. 39, pp. 543-545; July, 1933. 

W. Schottky, “Teber den Mechanismus der lonen-bewegung in 
festen Elektrolyten,” Z. physik. Chem. B, vol. 29, pp. 335-355: 1935. 

18 E. J. W. Verwey, P. W. Haayman, and F. C. Romeyn, “Over de 
electrische eigenschappen van metaaloxyden met vreemde atonten 
in het kristalrooster,” Chem. Weekbl, vol. 44, pp. 705-708; December 
4, 1948. 

E. J. W. Verwey, P. W. Haayman, F. C. Romeyn, and G. W. 
van Oosterhout, “Controlled-valence semi-conductors,” Philips Res 
Rep , vol. 5, pp. 173-187; June, 9950. 

18 K. Hauffe, “Fehlordnungs-erscheinungen und Leitungsvor¬ 
gänge in ionen und elektronen leitenden festen Stoffen,” Ergehn, 
exakt Naturw., vol. 25, pp. 193-292 (particularly page 271), 1951. 

” F. A. Kroger, H. J. Vink, and J. van den Boomgaard, “Con¬ 
trolled conductivity in CdS single crystals,” Z. physik. Chem., vol. 
203, pp. 1-72; 1954. 
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Some Properties of Ferrites in Connection 
with Their Chemistry* 

E. W. GORTERf 

Summary—After an elementary introduction on the origin of 
magnetism, intended for the reader who is not acquainted with the 
subject, it is shown how the molecular-field hypothesis can account 
for the magnetic properties of ferromagnetics and antiferromagnetics, 
and for the noncompensated antiferromagnetics, with which latter 
materials we are concerned here. A brief description of the spinel 
lattice is given, and an account of the crystal chemistry of the spinels 
which is necessary to understand the experimental saturation mag¬ 
netizations which are discussed. A short survey of methods of prepa¬ 
ration is given. The second part discusses the anisotropies, and 
some of the magnetization processes which influence permeability, 
and the factors which influence high-frequency permeability and 
losses. Among these are the ferromagnetic resonance phenomenon 
and the dimensional resonance and relaxation phenomena. In this 
part the way in which these factors are influenced by chemical com¬ 
position and preparation technique is indicated. 

Finally, a short history of the development of the ferrites is given 

I. Origin of Ferromagnetism of Oxides 

A. Introduction 
XT XT YII EN A MATERIAL is subjected to a magnetic 
a/a/ field H, a magnetization I (e.g., per cm3) is pro-
v v duced. The susceptibility (e.g., per cm3) x = I/II 

is either very small and negative (diamagnetism), 
or small and positive l^X>0 (paramagnetism), or 
very large and positive x=l (ferromagnetism). 

The origin of these magnetizations lies in the orbital 
motion of the negatively charged electrons around the 
atomic nuclei, and in the spinning motions of the elec¬ 
trons around their own axes. These “circular” motions 
of an electrically charged particle may be likened to a 
flow of an electric current through a circular wire, which 
also produces a magnetic moment. 

Let us first consider a free atom and see what spectra 
has taught us. We shall use the notation of the old 
quantum theory and introduce some corrections later. 
The electrons move in different orbits, the energy of 
which is determined mainly by the principal quantum 
number n, connected with the average distance from 
the nucleus: the principal axes of the elliptical orbits 
are proportional to n2. An electron having a certain 
value of n may have different discrete values of the 
orbital angular momentum, (and therefore, different 
eccentricities of the elliptical orbits) equal to I units 
li — h/hr (A = Planck’s constant), in which I may be any 
integral number between 0 and n— 1. Orbits with 1 = 0, 
1, 2, 3, 4, 5 are indicated by s, p, d, f, g, h, etc.; i.e., for 
n = 6 : by 6s, 6p, 6f, 6g, and 6h, respectively. 

The orbital motion of the electron causes an orbital 
magnetic moment 

e eh 
=-pi = I units-> 
2mc 2mc 2tt 

* Original manuscript received by the IRE, November 7, 1955. 
+ Philips Research Labs., N. V. Philips’ Gloeilampenfabrieken, 

Eindhoven, Netherlands. • 

which are called Bohr magnetons, ub, (e = charge-, 
m = mass of the electron, c = velocity of light). 

The angular momentum of the spinning motion is 5 
units in which s = %. 
The magnetic moment n, caused by the spinning mo¬ 

tion appears not to be sy.b, but n, = (e/me) pa — 2 
We shall first consider the case in which only one 

electron is present. When a strong magnetic field is ap¬ 
plied at 0°K the angular momenta pi and p, are oriented 
in the direction of the field ; at higher temperatures they 
will have any positions provided that their projec¬ 
tion on the direction of the field is an integral number 
nil, or a half-integral number m, of units h. m, may be 
+| or —I; mi may be I, l—l • • • 0 • • • —Z-J-1, I. This 
means that pi and p, will process at certain angles with 
respect to H. 

The electron can therefore occupy several different 
energy levels, characterized by the possible values of n, 
I, mi, m,. 
The Pauli principle states that an energy state 

characterized by certain values of n, l, mi, and ma can 
only contain one electron. This law determines the 
maximum number of electrons that can occupy energy 
levels with a certain I value; viz., 2(2/-f-l). There can be 
two 5 electrons ^1 = 0) in each principal orbit, six p elec¬ 
trons (Z= 1), ten d electrons (Z = 2), fourteen / electrons 
(Z = 3), etc. Thus in the orbit with n=l there are two 
electrons; for n = 2, eight electrons; for w = 3, eighteen 
electrons; generally for n = n, 2«2 electrons (see Table I.) 

Before we turn to the chemical consequences of this 
law; i.e., the periodic table of elements, we shall see 
what happens when more than one electron is present 
per atom. 

B. Free Atoms 
When a number i of electrons are present in an atom 

the angular momenta interact with one another. In a 
weak magnetic field the orbital angular momenta, each 
of T units, may be added vectorially to give a to¬ 
tal atomic orbital angular momentum of L units h. The 
value of L may be 0—> ̂ li. Similarly, a total atomic 
spin angular momentum of 5 units is produced by vec¬ 
torial addition of the spin angular momenta of each 
electron. 5 = 0—> (integral values) or (half¬ 
integral values) for an even and odd number of elec¬ 
trons respectively (Fig. 1(a) and (b) on page 1947). 
The total atomic angular momentum obtained by 

vectorial addition of 5 and L must amount to J units 
h (J=L+S, L+S-l • • • I L — 5|) (Fig. 1(c)). The 
laws governing the paramagnetic behavior of atoms is 
dependent on the strength of this spin-orbit coupling 
and may be mainly a function of J, or of 5 and L 
separately. 
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TABLE 1 

Principal quantum number n 
Orbital quantum number 7 
Name of shell 

1 
0 
15 

2 
0 1 
2s 2p 

3 
0 1 2 
3f 3p 3d 

4 
0 12 3 

4/> Ad Af 

5 
0 12 3 4 
5s 5p 5d 5f 5g 

<> 
0 
65 

Z Element Symbol 

1 

2 

4 

10 

12 

18 

20 

30 

36 

38 

48 

54 

56 

57 

71 

hydrogen 

helium 

beryllium 

neon 

magnesium 

argon 

calcium 

zinc 

krypton 

strontium 

cadmium 

xenon 

barium 

lanthanum 

lutetium 

H 

He 

Be 

Ne 

Mg 

A 

Ca 

Zn 

Kr 

Sr 

Cd 

Ba 

La 

Lu. 

noble gas 

noble gas 

noble gas 

1st transition series 

noble gas 

2d transition series 

noble gas 

rare earths 

1 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

0 
! 2 

2 

7 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

0 
I 
6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6

0 
I 
2 

2

2 

2 

2 

2 

2 

2 

2 

2 

2 

0 
1 
6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

0 

T 
1 
10 

10 

10 

10 

10 

10 

10 

10 

0 
1 
2 

2 

2 

2 

2 

2 

0 
I 
6 

6 

6 

6 

6 

6 

6

: 
|10| 

10 

10 

10 

10 

0 
I 
U 

0 
I 
2 

2 

2 

2 

2 

2 

0 
1 
6 

6 

6 

6 

1 

1 

0 
! 2 

2 

2 

We see that a great number of energy levels are pos¬ 
sible through different possible vectorial additions of 
the momenta, and even more in a magnetic field. It 
will be of interest to know the state of lowest energy. 
This is given by Hund’s rules: 

1) Coupling of pi, to pL and of pu to ps proceeds in 
such a way that pi, and ps are maxima. If both 
cannot have their maximum value because of 
Pauli’s law, ps is maxima. 

2) In each group with equal n and I, the angular 
momenta ps and pL are antiparallel in the first half 
of the group, and parallel in the second half. 

For a strong pL — ps coupling the resultant angular 
momentum pj will precess around an applied field II 
so that mj in the direction of II is again either an integral 
ora half-integral number of units h. The magnetic mo¬ 
ments connected with the angular momenta pL and ps 
are L^b and 2S/jlb respectively; the magnetic moment 
connected with pj does not lie on the same axis as pj 
but precesses around it (see Fig. 1(d)). Fig. 1(d) also 
shows that hj = J+S cos a and application of the 
cosine rule gives 

/ J2 + S2 -
Mj = I 1 +--——-) hb or nj = guB-

Quantum mechanics teach us that the above expres¬ 
sion should be modified in such a way that J2 must be 
replaced by 7(7+1) or 7*2, S3 by S*2, L2 by L*2. 

As a result, e.g., the expression pi = h changes to 
pi= v^^+l). Ä or l*h, and the expressions for p,, ph

Hi, H*, Pl, ps, p.i, Hl, Hs, hj change similarly in all cases 
where there is a precession around a non fixed axis. The 
projections of the mechanical and magnetic moments in 
a fixed direction, e.g., in an applied magnetic field, are 
not changed. They are mjh and gmjHB, respectively. 

C. The Periodic Table of Elements 
The Pauli principle is the basis for the periodic sys¬ 

tem of the elements; i.e., for the chemical behavior of 
the elements. Each element is characterized by the 
positive charge Z of the nucleus, or by the number Z of 
electrons moving around it. The electron configurations 
of a few elements are given in Table I, above. 

It is seen that up to the element argon (Z = 18) the 
orbits are filled up in the order n = 1, 2, 3, and in each 
of these, in the order 1=0, 1, 2; in calcium, 2 electrons 
are present in the 4s shell, although the 3d shell is still 
empty. This shell is filled up in the elements between 
scandium (Sc, Z=21) and Zn, which are called the ele¬ 
ments of the first transition series. A similar transition 
series occurs between the elements yttrium (Y, Z = 39) 
and Cd. 

In Ba, two electrons are present in the 6s shell, al¬ 
though the 4/, 5d and 5/ shells are still empty. In La, 
one electron is added to the 5d shell and now only the 
4/ shell is completely filled up in the elements between 
Cerium (Ce, Z = 58) and Lu, which are the rare earth 
metals.1

1 These data are obtained from spectra; some irregularities found 
in the electron distributions among 4s and 3d, 5s and 4d, and 5p 
and 4/ shells are disregarded here, because later we shall discuss not 
atoms but ions, in which these irregularities do not occur. 
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The electron configuration of the noble gas atoms 
with two 5 and six p electrons in the outer shell is gen¬ 
erally very stable; therefore ions that have this con¬ 
figuration easily occur in an ionic lattice; e.g., oxygen 
(Z = 8) with double negative charge (with Ne con¬ 
figuration), lithium (Z = 3) with single positive charge 
(Li 1+) («He), Mg with double positive charge 
(Mg2+) («Ne), and Al with triple positive charge 
(Al3+) ( «Ne). The elements of the two transition series 
generally do not give ions with noble-gas electron con¬ 
figuration, but ions with lower charge. Often one transi¬ 
tion element can form ions with different charge, as in 
the case of manganese: Mn2+, Mn3+, Mn4+, Mn B+, Mn 6+ 

and Mn’+. 

D. Magnetism in Chemical Compounds 

In atoms and ions having only completely filled I 
shells (the noble gas atoms, the alkali earth metal atoms 
Be, Ca, etc.) the orbital and spin angular momenta 
cancel each other, and therefore have J=0. They have 
no permanent magnetic moments but only induced 
magnetic moments, which are the cause of diamag¬ 
netism. Similarly, e.g., in hydrogen molecules (H2) in 
which the two electrons are likewise “paired,” the re¬ 
sultant angular momentum is zero. The formation of 
covalent compounds from the atoms usually causes a 
decided change in the distribution of the electrons and 
therefore in the magnetic behavior. 

1 n metals, a number of electrons are not present in the 
energy levels provided by the above picture for free 
atoms, but move freely through the lattice, and this may 
give rise to a weak paramagnetism in many cases. 

In ionic compounds, which are the ones we shall deal 
with, the ions are subjected to strong electrical fields, 
but this does not seriously change their electron dis¬ 
tribution. Thus sodium chloride, which consists of 
Na+ and Cl- ions, both with noble gas distribution, is 
diamagnetic. The ions that interest us here are those 
with incompletely filled 3d, 4d or 4/ orbits; i.e., those of 
the first and second transition series and the rare earth 
metal ions. 

Hund’s rules (see section B) determine L, S and J in 
these series. As an example the values for the first transi-

Fig. 1—(a) 1'he three possibilities of vectorial addition of the orbital 
angular momenta of two electrons, each pi = A, to a total orbital 
momentum, (b) The three possibilities of vectorial addition of the 
spin angular momenta of four electrons to a total spin angular 
momentum, (c) Vectorial addition of the total orbital angular 
momentum pt, and the total spin angular momentum ps to a 
total angidar momentum pj, in units h. (d) Vectorial addition of 
total spin magnetic moment Ms = 2Sand total orbital magnetic 
moment ml to the projection of pr on the axis of pj (see central 
figure of (c)) is the total magnetic moment hj. 

tion series are given in Table II. These ions have the 
configuration of the argon atom (see preceding section) 

TABLE II 

X umber oí 
Id electrons 

1 2 3 4 5 6 7 8 

I. 5 J J* g* CJ* 
2S* 

M param, 
in mb 

2S 
M ferrom. 

in mb 

Î 
2 
3 
4 
5 
6 

8 
0 
in 

Ca’+, Sc’+, Ti<+ 
Tia+
V>+
Cr’+,Mn<+ 
Mn ,+

Mn*+, Fe 3+
Fe2+ 
Co2* 
Nis+ 
Cu,+ 
Zn,+

0 
2 
3 
3 

Í 

i 

» 

0 
1/2 
2/2 
3/2 
4/2 
5/2 
4/2 
3/2 
2/2 
1/2 
0 

0 
3/2 
4/2 
3/2 
0 
5/2 
8/2 
9/2 
8/2 
5/2 
0 

0 
1.94 
2.45 
1 .94 
0 

2.96 
4.48 
4.98 
4.48 
2.96 
» 

1 
0.80 
0.61 
0.40 

1 
2 

1.50 
1.33 
1.25 
1.20 

0 
1.55 
1.64 
0.78 
0 

5.91 
6.74 
6.62 
5.60 
3.55 

0 
1.73 
2.83 
3.87 
4.90 
5.92 
4.90 
3.87 
2.83 
1.73 
0

0 
1 
2 
3 
4 
5 
4 
3 
2 
1 
0 
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and contain in addition the following number of 3d elec¬ 
trons (see Table II). 
Surprisingly, the magnetic moments in Bohr mag¬ 

netons derived from paramagnetic measurements on 
“dilute” compounds, such as alums M 3+(NH4)+(SO4)22-
•12 H2O, do not agree with the g*J* values (nor with 
an expression for no spin-orbit coupling: 45(5+1) 
+L(L + 1)), calculated for free ions, but agree fairly 
well with 25*. In the series of the rare earth ions a 
similar table can be made. Here, after some necessary 
corrections, the paramagnetic measurements give values 
which do correspond with g*J*. (The ions with incom¬ 
plete 4d, 5d and 6d shells generally give very much 
lower magnetic moments than the assumptions made 
above indicate.) 

The cause for this discrepancy is that in the first 
transition series the 3d electrons move near the surface 
of the ion so that the orbital motion is strongly in¬ 
fluenced by the strong periodic electrical fields caused 
by the adjacent positive and negative charges of ions 
or water dipoles. In fact the orbital momentum is so 
strongly coupled to the lattice that practically only the 
spin momentum contributes to the magnetic moment. 
Since hj = g*J*hb and pj = J*h, and [iBlh=el2 me, we 
have g*e/2 mc=iu/pj. The ratio y-j/pj can be obtained 
from measurements of rotation by magnetization or 
magnetization by rotation. Such measurements give 
good agreement with the values calculated for com¬ 
pounds of the rare earth ions, but give values ^2 for 
those of the first transition series ions; i.e., ~2 for the 
first half of the series, but slightly smaller for the second 
half. These latter values show that there still is some 
contribution of the orbital momentum, in agreement 
with the magnetic moments, which are slightly higher 
than 25*. We shall now introduce a new g factor, 
g'= (hs+hl)/Ps obtained from the experimental values 
of the magnetic moments, which are put equal to g'S. 
This latter g factor is slightly above 2 for the second 
half of the first transition series. 

E. Paramagnetic Behavior as a Function of Temperature 
We have seen that a magnetic moment pi in a mag¬ 

netic field H precesses around the direction of II with 
certain angles a. It can easily be shown that the po¬ 
tential energy then is E(a) = —piZL cos a. Before the ad¬ 
vent of quantum theory a was assumed to have no par¬ 
ticular value. In that case the number of electrons in the 
solid angle do; = 1/2 sin ada between the cones with an¬ 
gle a and a-fda is 

dN = (1) 

(k = Boltzmann’s constant). 

This can be understood qualitatively according to ordi¬ 
nary Boltzmann statistics, because increasing II tends 
to decrease the average value of a, (ã), but the thermal 
motion tends to make ã larger with increasing tempera¬ 
ture T. 

A is found by integrating over all values of a; i.e., 
from 

/
» (T“F 

co» a s¡n
a—0 

and the average moment in the direction of the field, 
pi cos a, is found by multiplying both sides of (1) by 
pi cos a, eliminating A, and integrating the resulting ex¬ 
pression. 

The result per mole is the Langevin function L: 

In the new quantum theory a may only have discrete 
values and the Langevin function changes to a Brillouin 
function B: 

/ uH\ fJg*uBIl\ 
I = A+B( — ) = A+B——- = -VM B(y), 

\ kT / \ kT / 
in which 

B(y) = 
2J + 1 
2J 

2Jy + y co th --2J 
i y - coth — 

This function may be developed into a series and for 
small values of H/T we may only use the first power 
terms in g* p. bH/ kT : 

(J + 1 
\ iRL 

This gives 

j(j + i)H cn = Ng^-—-— = — 3kT T 

mole 

(4) 

(5) 

which is Curie's law found experimentally for many par¬ 
amagnetic substances. 

Many other substances at temperatures which are not 
too low follow a law %moie = Cmoi0/(T+A) (in which A 
may be several tens of degrees) from which the magnetic 
moment may be similarly derived. From the expression 
(4) we may calculate the magnetic moment J*g*p.B from 
the measured susceptibility. 

F. Exchange Interaction 
So far we have discussed materials in which the mag¬ 

netic ions are widely separated. In other materials, 
such as the metals or oxides, the magnetic atoms or 
ions are very close together. Among these materials 
we find the ferromagnetics, in which all spin magnetic 
moments may be parallel, even without an external 
field. In such materials there is an interaction between 
the spin moments, “spins,” of neighboring atoms or 
ions. This exchange interaction is connected with the 
overlap of the orbitals of the outer electrons of two 
adjacent atoms or ions. This exchange interaction is of 
the same type as the covalent bond formation in the 
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hydrogen molecule, H2, and in many carbon compounds. 
For atoms with incomplete 5 and p shells it also gives 
antiparallel spin orientation. For 3d and 4/ electrons 
the exchange interaction may be either negative (anti¬ 
parallel spins) or positive (parallel spins), and according 
to Slater-Néel the sign is dependent on the distance 
between the two 3d (resp. 4/) shells; i.e., it changes from 
— to + for increasing distance. At still larger distances 
the interaction decreases rapidly so that only near 
neighbors have to be taken into account. 

It may be mentioned that these exchange interactions 
are very much stronger than the magnetic interaction 
between the magnetic moments of the ions: the latter 
can easily be shown to be of the order of a thermal 
energy kT corresponding at the most to a few °K. We 
see, therefore, that it cannot explain ferromagnetism 
at room temperature. Moreover such a dipole-dipole 
interaction is different in magnitude and sign whether 
the relative orientation is “abreast” or “astern.” 

G. Weiss Molecular Field Approximation for Ferromag¬ 
netics and Antiferromagnetics 

Let us look at a ferromagnetic like iron, the structure 
of which is given in part in Fig. 2 (disregarding the 
arrows). Even if the positive exchange interaction be¬ 
tween nearest neighbors (empty and hatched spheres) 
is known, the calculation of the magnetic behavior of the 
total lattice is a much too complicated statistical prob¬ 
lem. 

Fig. 2—Part of body-centered crystal lattice; each atom A has 
eight nearest neighbors B vice versa. Iron and chromium have 
this crystal structure. The arrows show antiparallel orientation 
of spins of nearest neighbors (perhaps present in chromium). 

i.e., in the Curie law for the paramagnetic behavior, 
which becomes 

(6) 

It now appears that there is a temperature below which, 
even for H=0, there is a magnetization I, viz. the 
Curie temperature Q = yC. Below this temperature 
there is a long-range parallel order of the spins, which 
gives a spontaneous magnetization, i.e., ferromagnetism. 

In the case of negative exchange interaction [1] be¬ 
tween nearest neighbors in the same structure, we would 
have I — C(,H—yI)/T, in which 7 = positive, which 
would give 

Here also a temperature exists below which there is a 
long-range order of the spins; now however, the spins lie 
in opposite directions for every pair of neighbors, i.e. for 
the two “sublattices” A and B (empty and hatched), 
so that no spontaneous magnetization results. Such a 
material is called antiferromagnetic. The temperature at 
which this order sets in cannot be found without taking 
into account the interaction between the ions inside 
each sublattice. 

For the paramagnetic behavior of such a material we 
write 

7a = —(H- X - Mb) (8) 
T 

~Ib = ~(h - - Ma) (9) 
T 

in which IA and IB, are the magnetizations per gram¬ 
atom of the sublattices A and B,a is the interaction par¬ 
ameter between ions A and A, or B and B, and ß 
between ions A and B. 

Adding and rearranging the two equations we obtain 

for I = Ia~\Mb: 

I 2C 
H " T + C\a + ß) ’ 

One therefore still makes use of an approximational 
method given by Pierre Weiss in 1907, in which the 
interactions of the surrounding atoms with a certain 
atom are represented by a “molecular” field h which 
is put proportional to the magnetization of the surround¬ 
ing lattice. For positive interaction we have pro grama¬ 
tom: h = yl, in which 7 is a positive constant, so that 
the effective field this ion feels is Hettective = H+ y I. 

This field is put in the Brillouin function, (section E), 

or for one gramion 

C C 

T + IC^ + 3) ~ T + e 

The inverse of (5), (6), and (7), are given by the 
straight lines in Fig. 3, as l/x=/(T): © is called the 
asymptotic Curie temperature. 

The temperature below which the spin order given 
in Fig. 2 (arrows) occurs is, however, not 0, because 
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Fig. 3—The inverse of the susceptibility vs temperature (a) for two 
antiferromagnetics (negative interaction): dash-dot line is the 
special case of nearest-neighbor-interaction in a body-centered 
lattice; (b) fora dilute paramagnetic salt which follows Curie's law, 
and (c) for a ferromagnetic (positive interaction). The thick lines 
show the antiparallel sublattice spontaneous magnetizations Ia, 
and Ib, for the antiferromagnetics and the spontaneous mag¬ 
netization I, of the ferromagnetic. 

we must now find T for which both (8) and (9) still have 
a finite I a or Ib for II =0. Putting II =0 we can elimi¬ 
nate I a and Ib, and find a positive solution T = (ß — a)C 
or Tn = 2^~a)C (see above).2

This point, the Néel temperature, is recognizable 
from the x measurement by a break in the 1/x vs T 
curve (Fig- 3), and further by a specific heat peak, like 
that occurring at the ferromagnetic Curie temperature. 

II. Behavior of Ferromagnetics and Antiferromagnetics 
Below the Curie {Néel') Temperature 

Below the Curie or Néel points of ferromagnetics or 
antiferromagnetics the technically available field 
strength II may be neglected against the very large 
molecular field h. Only h appears in the Brillouin func¬ 
tion (3) and the resulting shapes of the spontaneous 
magnetization Is and sublattice magnetizations IA, and 
Ib, are given schematically in Fig. 3. (The cause of the 
change of x with T below Tn is not discussed here.) 

At 0°K all spins in a ferromagnetic are rigorously 
parallel. Nevertheless, a piece of iron is not a permanent 
magnet. This is because each crystal is subdivided in 
Weiss domains, inside each of which the spins are 
parallel, but which have different domain orientations. 
These orientations are determined by the coupling of the 
domain magnetization to certain crystallographic direc¬ 
tions, to directions of stress, and to the macroscopic 
shape of the piece of iron. 

The energies connected with these anisotropies (to be 
discussed later) are not large with respect to the mag¬ 
netization energy (/¿HI) in technically available mag¬ 
netic fields («30,000 oersteds), so that at 0°K it is pos¬ 
sible to obtain a state of saturation in which all spins 
throughout the material are parallel. At higher tempera¬ 
tures the spins are not rigorously parallel, since they 
then precess with specific angles a with respect to II. 

2 Metallic chromium has this crystal structure and is antiferro¬ 
magnetic; it may have the above spin order. 

At higher fields the number of spins in states with 
small a will be larger, and in extremely high fields 
(e.g., 106 oersteds), of the order of the molecular field h, 
the saturation magnetization would still be equal to that 
of 0°K. 

In order to measure a value for the spontaneous mag¬ 
netization I, inside the Weiss domain in the absence 
of a magnetic field H, it is customary to measure I 
as a function of II until the I/1I curve is a straight line, 
and to extrapolate towards 11 = 0 along this line, since 
the paramagnetic susceptibility due to the alignment of 
the spins against thermal agitation will follow a Curie 
law. In order to find exact Curie temperatures other 
methods have to be used [2]. 

I he interesting unit in which to express the saturation 
magnetization is the Bohr magneton per formula unit 
or “molecule.” 

I he spontaneous magnetization is: 

in cgs units per cm3, 

per gram (d = specific weight), 

per mole or gramatom (A = molecular weight, 
or atomic weight respectively), 

in cgs units per formula unit or “molecule” 
(resp. atom) (N = Avogadro’s number = num-
ber of formula units per mole, or atoms per 
gramatom), or 

Bohr magnetons per formula unit ( Am« = 5585). 

(10) 

I. 

I, 

d 

I, 
-.1 
d 

I. .1 

d N 

I. A 

d Nub 

For the spontaneous magnetization in Bohr mag¬ 
netons per atom or ion at 0°K, hereafter called the 
saturation moment, one should expect a value 25 if there 
is no orbital contribution, or gS if there is an orbital 
contribution: g is defined as 

Exchange interaction is to be expected in the first 
place in those materials where the magnetic atoms 
touch each other; i.e., in the metals. It must be re¬ 
membered that in the ferromagnetic metals with in¬ 
complete 3d shells (iron, cobalt and nickel) the metallic 
bond is formed by electrons which move freely through 
the lattice. For free atoms we would expect saturation 
moments for Fe: 4 ub, Co: 3 mb, Ni: 2 ub, (see Table 11, 
column 8) but one actually finds: Fe: 2.22 hb, Co: 
1.71 hb, Ni: 0.6 gB. 

Although there are different theories to account for 
this discrepancy, a current picture for cobalt is that 
there are only 0.7 electrons in the conduction band, 
(an equal number with + and —spins) and an average 
of 8.3 electrons in the 3d band of which 5 have ¿-spins 
and an average of 3.3. have —spins. Similar models have 
been proposed for Fe and Ni. 
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Fig. 4—Part of the crystal structure of MnO; the Mn!+ ions form a face-centered cubic lattice. Each A ion has four nearest neighbors be¬ 
longing to each of the B, C, and D sublattices, and six next-nearest neighbors belonging to the A sublattice. The arrows indicate the 
arrangement of the spins deduced from neutron diffraction experiments. 

I. Superexchange Interaction 

As we have seen, ionic bond formation does not gen¬ 
erali)- alter the electron configuration of the ions. Since 
Hund’s rule gives us the quantum number 5, we should 
therefore expect a much simpler behavior for ionic fer¬ 
romagnetic compounds like the ferrites which we are 
going to discuss, which contain ions of the first transi¬ 
tion elements. Thus for a material like the mineral mag¬ 
netite, Fe3O4, which may be taken to consist of 1 Fe2+ , 
2 Fe3+ and 4 O2- ions, a saturation moment of 4 + 5 + 5 
= 14jUB is expected. 
The experimental value of Weiss and Forrer (1929) 

however, is, 4.08 /x«. This baffling discrepancy has re¬ 
mained unexplained for 19 years. Néel in 1948 [3] 
showed that the exchange interactions in this material, 
and in all ferrites, are negative. In order to understand 
how this can result in a ferromagnetic material we shall 
study the crystal structure of these materials (Part II, 
section A) and show what magnetic properties were 
predicted by Néel by the application of the Weiss molec¬ 
ular field theory, and how these were confirmed by ex¬ 
periment. 

Before doing so, however, we shall first turn our 
attention to another antiferromagnetic oxide, man¬ 
ganous oxide, MnO, the crystal structure of which 
X-ray diffraction3 has shown to be that in Fig. 4 (with¬ 

out arrows), in which Mn2 and O2- ions alternate in 
endless rows in three perpendicular directions. Unlike 
the case of Fig. 2, here it is impossible for an ion (e.g., 
Al in Fig. 4) to have a spin direction antiparallel to 
that of all its nearest neighbors, since a third of its 
B, C and D neighbors (at the distance ̂ a-^l) must have 
parallel spins to give equal number of west and east 
spins in the lattice. Among all possible spin orders there 
is however one in which the spin of one ion (e.g., Al) is 
antiparallel to those of all its next-nearest neighbors (A) 
at a distance a, and the spin order given by the arrows 
is actually that found by neutron diffraction [4],4 The 
spin orientations of B, C, and D may be independent 
of that of Ai. but according to the neutron diffraction 
results are parallel in the oblique plane shown in 

3 X-rays have wavelengths of the same order of magnitude as 
the interatomic distances in crystals («10-8 cm). Since the lattice is 
strictly periodic, in the diffracted beams sharp reflexions result from 
which the crystal structure can be obtained. X-rays are diffracted by 
the electrons, and will indirectly give the locations of the nuclei since 
the electron densities are greatest near the nuclei. 

‘ Neutron beams having wavelengths of the order of the inter¬ 
atomic distances are scattered by the atomic nuclei, which gives the 
same diffraction pattern as X-rays, and by the magnetic moments of 
the unpaired electrons. These two scattering amplitudes are added 
so that the scattering power of a Mn,+ ion with spin pointing west 
is different from one with spin pointing east. Below the Néel tem¬ 
perature, therefore, antiferromagnetics show extra reflections, from 
which the spin orientation can be found. This possibility was first 
suggested by J. S. Smart |4]. 
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Fig. 4.6 But now the Mn 2+ ionsyl are separated by theO2-
ions, and the question arises how the electron densities 
can possibly overlap so as to give exchange interaction. 

Kramers [5] as early as 1934 showed theoretically the 
possibility of indirect exchange interaction via anions, 
and Anderson [ó] in 1950 worked out a theory; the main 
results are briefly given here. To the ground state (state 
of lowest energy) of a pair of ions Mn2+O2- : 

Mn2+ O2-

is admixed a state of higher energy in which one of the p 
electrons of the O2- has gone over to the Mn2+ ion: 

Mn2+ 

^3^^ 2p2

in which the electron enters the 3d orbit with anti¬ 
parallel spin according to Hund’s rule. The electron 
density of a p orbit has dumbbell shape: », and thus 
the unpaired p electron of the O~ ion can give negative 
exchange interaction {e.g., give a covalent bond) with 
the Mn 2+ ion on the other side of the dumbbell so that 
we obtain 

Mn'+ O1“ Mn2+

The mixture of the two states has lower energy than the 
original ground state according to quantum mechanics, 
and the above-mentioned valence bond lowers the 
energy even more; the latter decrease 0 is the superex¬ 
change energy. 

The net result was a negative indirect interaction in 
colinear Mn2+ —O2“—Mn2+ configurations. In Ander¬ 
son’s theory the indirect or superexchange interaction is 
strongest for such colinear configurations and weakest 
for right-angle configurations 

Mn2+—O 
I 
Mn2+ 

This agrees very well with the findings in ferrite-like 
materials, as we shall show, but not in MnO, where a 
molecular-field treatment similar to that given in Part 
I, Section G would deduce from the experimental ratio 
Q/Ty a ratio between a {AA interaction parameter) and 
ß {AB, AC or AD interaction parameter) equal to 
a/ß=^, instead of a//3»l [ó]. According to the above 
picture superexchange between ions with less than half¬ 
filled 3d shells should have a positive sign, because the 
p electron can now enter the 3d orbit with parallel spin 
(Hund’s rule), but many oxides containing such ions are 
antiferromagnetic; e.g., Cr23+O32~ [7] and Ca 2+Mn4+O32-
[8]. In solid solutions of La3+Mn3+O32- and 
Ca2+Mn4+O32- which have a (perovskite) structure in 
which only colinear configurations Mn—O—Mn occur, 

8 This makes the magnetic structure non-cubic and should make 
the crystal structure non-cubic; a small deviation from the cubic 
structure has indeed been found by means of X-ray diffraction. 

positive interaction, or real ferromagnetism, has indeed 
been found [8]. For such a case, where the same metal 
ion occurs with different valency states, (which accord¬ 
ing to de Boer and Verwey [9] is the condition for con¬ 
ductivity in ionic semiconductors), Zener [ 10] has pro¬ 
posed a different exchange mechanism, “double ex¬ 
change,” in which an electron jumps from a Mn3+ ion to 
a adjacent O 2- ion, while simultaneously an electron 
with parallel spin jumps from the O 2- ion to the Mn4+ 
ion. The energy is lower for parallel orientation of the 
ionic moments than for antiparallel orientation, the 
difference being twice the exchange energy. J. Smit has 
given another type of exchange for these materials [11]. 

Since no oxides are known which show positive ex¬ 
change interaction, but no conductivity, it cannot be 
said with certainty that the Anderson superexchange 
can yield a positive interaction. We can still summarize 
the cases discussed above as follows: 

Recently modified versions of Anderson’s theory have 
been suggested [12]. 

Exchange 
Interaction Positive Negative 

direct Fe Cr 

indirect Lao.6&3+Cao.352+M no.tt8+M no354+032̂ Mn!+O>-

II. Factors Determining the Saturation 
Magnetization of Spinels [14] 

A. The Crystal Structure of Ferrites {“Spinel” Structure) 
The crystal structure of the ferrites [13], e.g., 

Fe 2+Fe23+O4 2-, is more complicated than the ones pre¬ 
viously depicted (Figs. 2 and 4), and is shown in Fig. 5. 

F!g. 5—The total cube represents the unit cell of the spinel lattice 
which consists of eight small cubes (octants). The positions of the 
ions are different in two octants sharing a cube face and are only 
shown for two such octants. A and B ions are metallic ions sur¬ 
rounded by four and six oxygen ions (large circles) respectively. 

The total cube is the unit cell, the smallest single type 
“brick” from which the structure can be built by stack¬ 
ing them in three perpendicular dimensions. This unit 
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cell consists of 8 smaller cubes “octants,” of which there 
are two different types. Two octants sharing a face are 
different, those sharing an edge are equal. Both types of 
octants contain 4 0 2- ions about half-way on the body 
diagonals and 4 metal ions A in alternate corners; the 
left octant contains one metal ion A in its center, the 
right one, 4 metal ions B half-way on the body diag¬ 
onals. Considering that the ions lying in the faces of 
the unit cell belong to two adjoining cells, and those in 
the corners to eight cells, the total number of ions in the 
unit cell is 4 A ions, 8 B ions and 32 oxygen ions, cor¬ 
responding to eight formula units of e.g., MgAl2O4 (the 
mineral spinel, from which the structure derives its 
name). 

The differentiation between A and B ions is made 
because the A ions are surrounded by 4 oxygen ions 
forming a regular tetrahedron, and the B ions by 6 
oxygen ions forming a regular octahedron. This is im¬ 
portant because: 

a) some metallic ions will preferably occupy tetra¬ 
hedrally surrounded sites, others octahedrally 
surrounded ones; 

b) the magnetic ions in A and B sides have the 
strongest tendency to have mutually antiparallel 
spin orientation, which we shall explain now. 

In Fig. 6 we show the most important configurations 
of A and B ions with respect to the oxygen ions. In (b), 

Fig. 6—Some of the angles metallic ion-oxygen ion-metallic ion 
occurring in spinels. Small open and hatched circles are metallic 
ions in A and B sites respectively. 

(a) and (d) the angle M-O-M (M = metal ion) is 
favorable for superexchange, but in (&) and (¿) one dis¬ 
tance M-0 is large, and since the exchange interaction 
depends on the overlap of the electron densities of the 
adjoining ions, this distance is unfavorable, in (c) both 
distances are favorable, but the angle is unfavorable, 
whereas in (e) both angle and one distance are un¬ 

favorable. Thus we see that the AB interaction will be 
stronger than the BB and AA interactions—a fact 
recognized by Neel before Anderson’s theory had been 
worked out—and that the AA interaction will be 
weakest. 

Since it influences the angles, it is of some interest to 
note that the oxygen ions are situated a little further 
away from the A ions than half-way on the body-
diagonals of the octants. As a result, the octahedron 
around the B ions is slightly distorted. 

B. Solid Solutions of Spinels 
The number of different metallic ions that can occur 

in the spinel lattice is very great, the primary condition 
being that they are small enough to keep the oxygen 
ions near to each other, since the building would become 
unstable otherwise. The radius of the oxygen ions is 
1.32 Â (1 Â=1 Angstrom unit=10-8 cm), and the 
radii of the metallic ions occurring in spinels lie, with a 
few exceptions, between 0.5 and 1 Â. The charge of the 
ions may be anything between 1 and 4 and may be even 
6. A few of these ions with their radii in Â are listed in 
Table III, below. 

Spinels containing only two types of ions may have 
formulas like the following: 

valencies 
metallic 
ions: 

(a) 1, 3 Lio.6IFe2.5III04; LioVAl^O«. 
(b) 1, 4 L^Ti^Ch. 
(c) 1, 6 Agi’Mo^Oi^aj’^O«: Na’.Ag’.Mo^and 

WVI occur only in such 1.6 compounds. 
(d) 2, 3 MgnAl2inO4; Mg^e^C^; ZnnFe2niO4, 

ConFe2inO4, MnCr2O4 and generally-
aluminates, chromites and ferrites of the 
divalent metals listed. 

(e) 2, 4 Mg2nTiIVO4 and other titanates. 

When metal ions are present which can occur in differ¬ 
ent states of valency (Fe 2+ and Fe3+ ; Co 2+, Co3+, Co4+ ; 
Mn2+, Mn3+, Mn4+ ; Ti3+, Ti4+) it is possible by chemical 
analysis to determine only the oxygen excess or shortage 
with respect to a certain valency state; e.g., Fe3+, Co 2+ , 
Mn 2+, Ti4+, but not whether MnA is MnnMn2lnO4 or 
Mn2nMnIVO4 (or likewise for CO3O4) or whether MnFe2O4 

is MnnFe2niO4 or MnniFenFeinO4, or whether Fe2TiO4 

TABLE III 

Valency 1 2 3 4 6 

Li+ (0.78) 
Na+ (0.98) 
Ag+ (1.13) 

Mg2+ (0.78) 

Mn2+ (0.01) 
Fe2+ (0.83) 
Co2+ (0.82) 
Niî+ (0.78) 
Cu2+ (0.85) 
Zn2+ (0 82) 
Cd2+ (1.03) 

AP+ (0.57) 

Cr«+ (0.64) 
Mn’+ (0.70) 
Fe 3+ (0.67) 

Ti‘+ (0.69) 

Mn'+ (0.52) 

Mo«+ (0.62?) 
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is Fe2nTiIVO4 or FenFein TiraO4. For MnFe2O4 the 
former formula may be deduced from the saturation 
moment (see Table IV), for Fe2TiO4 the former formula 
is more likely in view of the analogy with Mg2nTiIVO4. 
It seems unlikely, however, that two metals in one 
compound will both be present in more than one valency 
state: e.g., the states Mn3++Fe2+ and Mn 2++Fe3+ in 
the lattice will have different energies, and because the 
change of the one ion pair into the other involves, 
roughly speaking, only the transfer of an electron, this 
will occur very easily. The spinels containing mono-, 
di-, tri-, and tetravalent metallic ions can form solid 
solutions with each other in any proportions, provided 
the number of ions is 3 6 and the total number of posi¬ 
tive charges is 8. Such solid solutions exist because, 
apart from the energy of the system, the probability of 
a mixture on an atomic scale (a solid solution) of two 
simple spinels is greater than that of a mixture of crys¬ 
tals of the simple spinel and crystals of the other simple 
spinel. In thermodynamic language: the free energy 
F= U—TS tends to be a minimum. ( U is the energy, 
and 5 the entropy, which is connected with the above 
probability.) At high temperature TS is predominant, 
at lower temperatures, U. At 0°K, therefore, no solid 
solution is really stable, but in practice they can exist 
down to 0°K, because the movement of cations through 
the lattice, necessary for separation into separate crys¬ 
tals of two simple spinels, is difficult. This is because the 
ions have to slip through narrow passages where they 
are subjected to strong repulsive forces, so that the 
diffusion rate, the number of ions changing position per 
second, is large only at high temperatures. Therefore 
for a given cooling rate, a temperature is reached at 
which we do not allow sufficient time for equilibrium 
(the state of lowest free energy) to be maintained. 

For spinel solid solutions this temperature usually 
lies above that at which the solid solution becomes 
energetically unstable, but sometimes is below it. In 
the series CoFe2O4—Co3O4 and MgFe2O4—MgAl2O4 a 
“miscibility gap” occurs, which at higher temperatures 
becomes narrower and finally disappears. 

Solid solutions may occur with “compounds” which 
either do not exist in the free state, or have a different 
crystal structure: [Nao.5Fe2.504] does not exist,7 but may 
give solid solutions with Lio.sFe2 504, or in other words: 
part of the Li4 ions (—40%) in this compound may be 
replaced by Na+ ions. CaFe2O4 does exist, but has a 
completely different, unknown crystal structure. In 
ZnFe2O4 up to 35 per cent of the Zn 2+ ions can be re¬ 
placed by Ca 24 ions at high temperatures: separation 
into ZnFe2O4 (still containing some Ca) and CaFe2O4 

crystals (containing some Zn) is prevented by rapid 
cooling (“quenching”) from a high temperature (e.g., 
1,250°C [14], 
Some spinels have a slightly elongated unit cell, 

6 See, however, below, for solid solutions with Fe2O2. 
’ A mixture of Na2CO3+5Fe2O3 heated to complete reaction 

gives 2NaFeO2 and leaves 4Fe2O2 unused. 

with an axial ratio (height : width) of e.g., 1.16 (Mn3O4), 
or 1.06 (CuFe2O4). These tetragonal spinels with cubit-
spinels form solid solutions in which the axial ratio 
decreases with the ratio tetragonal:cubic spinel and is 
unity for about a 1:1 ratio. In several cases a miscibility 
gap has been found. 

What is usually called a non-stoichiometric ferrite is a 
solid solution MnFe2niO4—Fe2O3 which might be re¬ 
garded as a solid solution with a cubic form of Fe2nlO3, 
“7-Fe2O3” which has the spinel structure and has been 
assigned a formula Fe8/3nl Di/3O4 [15] in which □ is a 
cation vacancy. Such solid solutions again follow the 
general rule of greater solubility at higher temperature 
and on cooling slowly crystals of a-Fe2O3 with another, 
hexagonal, crystal structure are formed between the 
spinel crystals. Such a second phase may be detected 
by the appearance of its own specific reflections in the 
X-ray diffraction pattern, or by observing a polished 
surface of the material under a microscope in reflected 
light (Fig. 7(d)). It is difficult to decide whether a small 

Fig. 7—Photomicrographs of polished surfaces of ferrites observed 
in reflected light. (400X) (a) Ordinary sintered NiZn ferrite: the 
dark areas are air pores, (b) A similar ferrite sintered at a high 
temperature; there are fewer pores, and they are more spherical, 
(c) Very dense ferrite for square-loop, (d) Ferrite showing a sepa¬ 
ration of thin plates of a-Fe2O2, which has stronger reflectivity. 

excess of MO (M = Mn 24 , Ni 24 etc.) can dissolve in the 
spinel lattice of a ferrite MFe2O4 since all these oxides, 
except ZnO, have the structure given in Fig. 4. The edge 
of their unit cell in many cases is very nearly equal to 
half that of the spinel unit cell, so that the X-ray re¬ 
flections practically coincide with some of the spinel 
reflections, and therefore only alter their intensities. 
Since simple spinels have unit cell edges of the order of 
8 Â, which differ by several times 10-2 Â, whereas cell 
edges may be determined with an accuracy of some 
units 10-2 Â, a sensitive way to detect solid-solution 
formation is to look for a change of cell edge with 
composition. 

In some cases no solid solution of MO in MFe2O4 was 
found (e.g., in ZnFe2O4), but since the cell edge changes 
appreciably with heat treatment, even for one exact 
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composition, this method must be used with extreme 
care.8 If the material is allowed to take up oxygen from 
the atmosphere in which it is heated, MnO may dissolve 
in MnFe2O4 as Mn3O4. (See Part III.) 

C. Cation Distribution in Oxides with Spinel Structure 

Eight formula units MM2'O4 of a binary spinel like 
MgFe2O4 must occupy the sites of a unit cell AsBieOs*. 
It appeared logical to place the M ions on A sites, the 
Ms' ions on B sites. We shall call this the “normal” ar¬ 
rangement and write the ions in B sites between brack¬ 
ets Mnn(A) [Alin ](B)O4 or simply Mn[Al2]O4. 
Among the ferrites, only Zu 11 [Fe2nl ]O4 and 

Cd 11 [Fes111 ]O4 are normal, the others are all inverse: 
Fe’HtMn’WHjO,. Feni [FenFein ]O4, Fe[Co Fe]O4, 
Fe[Ni Fe]O4; Fe[Cu Fe]O49and Fe(Mg Fe)O4. These 
results were first obtained directly from X-ray diffrac¬ 
tion intensities for Zn-, Cd, Mg and Cu ferrites [16], 
and indirectly from a comparison of cell edges with 
those of corresponding chromites or aluminates for the 
others [17], Although for every spinel MM2'O4 there 
will be an energy difference between the normal and in¬ 
verse arrangements M [M2']O4 and M'[MM']O4, at low 
temperatures either the one or the other is stable. 
Higher temperatures will tend to cause intermediate 
arrangements MLiMi[Mi_iMÍ+i ]O4 to be formed, 
with x=l/3 for a hypothetical completely random ar¬ 
rangement at extremely high temperature, and x 
changing towards 1 or 0 for normal or inverse spinels 
with decreasing temperature. 

The values x = 0 and x = 1 are only obtained if equi¬ 
librium is maintained down to the lowest temperature; 
in practice, with practical cooling rates (down to 
15°//z) the diffusion between A and B sites stops at, 
say, 300-600°C. For MgFe2O4 the inversion parameter 
has been determined by X-ray [18] and magnetic [19] 
measurements down to about 400°C: it follows a Boltz¬ 
mann distribution law: 

D. Specific Preference of Cations for A and B Sites 

We have seen that many ions may occur in both A 
and B sites. This is specially true for ions with noble¬ 
gas configuration: Li+, Mg2+, Al3+ , Ti4+, and those with 
a half-filled 3d orbit: Mn 2+ and Fe3+. In these cases the 
most stable cation distribution is determined by their 
size and charge, as can be calculated from an electro¬ 
static model of charged spheres [20]. Apart from this 
there are specific effects: Zn 2+ and Co2+ have equal 
radii but Zn[Fe2]O4 is normal, Fe[CoFe]O4 inverse. 
Such specific effects are the formation of covalent bonds 
of Zn 2+ and Cd 2+ involving their two 4s or 5s electrons 
respectively and six 2p electrons of the oxygen, giving 

8 This is due to a change in cation distribution (see section F). 
’ Mainly inverse, as has since been shown. 

four bonds directed towards the four corners of a tetra¬ 
hedron. This means they will tend to occur in A sites. 
Among the other ions only Ni2+ and Cr3+ have a 

strong preference for octahedral surroundings; i.e., B 
sites. This is connected with the electric fields created by 
the neighboring ions, which influence the energy levels 
and the spatial distribution of the 3d electrons [21]. 

The other transition ions have weaker specific pref¬ 
erences for A or B sites, which have the same origin. In 
solid solutions containing three or more different ions, 
those ions which have specific preferences for either A 
or B sites, will still all be present in these sites; e.g., Zn 2+ 

in A, Ni 2+ in B sites. Those without specific preferences 
will generally be found in both sites also when two of 
these are present, because a higher-temperature equi¬ 
librium is frozen in. 

This distribution is influenced greatly by the presence 
of other ions which do have a specific preference, as Ni 2+ 
and Cr3+. In Mg[MgTi]O4 all Ti4+ is reported to be in 
the octahedral B sites, and no substance with Ti4+ sur¬ 
rounded by 4 oxygen ions had yet been reported. In 
Feo.7Tio.3[Ni1.6Feo.3Tio.2]04, however, the larger part of 
the Ti4+ ions is present in A sites, because of the pres¬ 
ence of the Ni 2+ ions in B sites [14]. In Fe[Lio.5Fei.5]04 

all Li+ ions are in B sites; if we replace 1.5 Fe3+ by 1.5 
Cr3+ we have a distribution Feo.sl ¡0.2 [I -Í0..3I 'eo.2Cri.5]() 4 

[14]. The possible causes for such “anomalous” distri¬ 
butions are discussed elsewhere [14]. 

The cation distribution may be deduced directly 
from magnetic saturation measurements combined with 
the effective g factor obtained from microwave reso¬ 
nance measurements and from X-ray diffraction pat¬ 
terns and neutron diffraction patterns.10

E. Some Results of Néel's Molecular Field Theory for 
Ferromagnetic Spinels 

Using the rule for the angle-dependence of the super¬ 
exchange interaction, we can understand that the AB 
interaction is larger than the AA and BB interactions. 
Using the experimental crystallographic data of section 
C we can now understand why 

O. 
5 4 5 

Fe3+ / Fe2+ + Fe3+

has 4 ub per formula unit. This behavior is called non¬ 
compensated antiferromagnetism or ferrimagnetism. 

We shall now give the main results of molecular-field 
theory applied by Neél to the materials like spinels [3]. 
Let us take a spinel Fe^, Mi_tr [FeIß , Mi_Ifl ]O4 in 
which M is a nonmagnetic ion and Xa and Xb are the 

10 The scattering power for X-rays depends on the number of 
electrons Z; for the different transition metals the difference in scat¬ 
tering power is therefore small. The scattering power of the atomic 
nuclei for neutrons may be widely different for metals with almost 
equal Z, so that for crystallographic problems involving materials 
which contain such metal ions, neutron diffraction is a powerful, 
although so far scarcely used, tool. The cation distribution in, e.g., 
MnFe2O4, where all other methods fail, can be found by neutron 
diffraction. 
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number of ferric (Fe3+) ions on A and B sites respective¬ 
ly. We now have to consider three exchange interactions; 
i.e., three interaction parameters, which we call — n for 
AB, an for A A, and ßn for BB interactions. 

For the paramagnetic behavior we have 

I = XaIa + XbIb (12) 
—> —> —* 
hA — n(— XbIb + « XaIa) (13) 

hß = n( — XaIa + ßxßlß) (14) 

Ta = (H aTia) (15) 

Tb = —{h+Tb) (16) 
T 

in which the molecular fields Iia and hß and the sublattice 
magnetizations Ia and Ib have the same meaning as in 
Part I section G. Elimination of Jia, hß, Ia and IB from 
(13-16) gives a form 

Anole Xmole Amole Xo 

in which l/xo> 5 and 0 are functions of Xa, Xb, a, ß, and n. 
This expression (17) represents a hyperbolic curve for 
1/x vs T, and the paramagnetic measurements on 
ferrites do indeed give such curves (Fig. 11). 

The behavior below the Curie temperature is given by 

I, = XbIb. — XaIa. (17a) 

(the suffix 5 means saturation) 

hA = n( — XbIb. + uxaIaÙ 

hß = n(— XaIa. + ßXßlB.) 

Ia. = NgS/j-ß ■ B 
ÇgSiiBhA) 

kT 

{gSußhB) 

kT 
Ib. = A gSfiB • B. 

(18) 

(19) 

(20) 

(21) 

in which B, is the Brillouin function of Part 1 section E. 
In these Brillouin functions H may be neglected with 
respect to Iia and hß-

Néel from these equations deduced the different possi¬ 
ble I, vs T curves when xA/xB is kept constant and a and 
ß are varied. Since the author is a chemist and is inter¬ 
ested in the behavior of a series of solid solutions in 
which xA and xB are varied, he gives a picture of Néel’s 
results in such a way that xA/xB is varied and « and ß are 
kept constant (Fig. 8). At 0°K (where Ia.= Ib.) A = 0 
when Xa = xb. At higher temperatures this is only true 
if JiA=hB, and this is only true if a = 8. This would be a 
very rare coincidence, so that at higher temperatures 
1,^0, see curve (L) (Fig. 8). Near the absolute zero and 

Fig. 8—Theoretical spontaneous-magnetization vs temperature 
curves for a varing ratio of ferric ions in A and B sites (xx and Xb 
respectively). The capitals refer to Néel’s nomenclature. 

Curie temperatures simplified expressions may be used 
for the Brillouin curve, which give dI,/dT=G near 0°K 
for 

, 1 -ß 
Xa/xb = --> 

1 — a 

and dl./dT = 0 near the Curie temperature for 

, 1 + ß 
Xa/Xb = —-’ 

1 + a 

giving curves (b) and (/), respectively. Between the 
“normal” curves (a) and (g) a number of strange curves 
are seen among which (P) and (N) are the strangest of 
all. The series of solid solutions NiFcsO«—NiFeAlO 4 

(Fig. 14) is an example of a series where all these 
strange curves indeed occur. 

Néel found from his theory that a variation of the 
parameters a, ß, xa and Xb, gives four conditions for 
which the energy W of the molecular field is minima, 
even at 0°K. 

a) Both A and B sublattices are saturated. 
b) I a. and Ib. are 0. (IT = 0) 
c) The A sublattice is saturated but the B sublattice 

is not. (from dW/dIßt = G) 
d) The B sublattice is saturated, but the A sublattice 

is not. (from dW/dIA, — ^Y 

A nonsaturated sublattice means that the spins inside 
the sublattice are not parallel. Yafet and Kittel [22] 
have shown theoretically that the lowest energy for 
nonparallel spins inside a sublattice occurs when these 
are ordered in 2 “face-centered” sublattices A' and A", 
and four face-centered sublattices B1, B2, B3, B3, inside 
each of which the spins are parallel. 

For the theory it is sufficient to use only two sub-
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lattices B' and B"; i.e., a plane projection of Bl, B2, B s 

and B*. The equilibrium between the tendency of IB/ 
and Ib," to be both antiparallel to IA, (interaction 
parameter = — n), and the tendency to be mutually 
antiparallel because of the B'B" interaction (interaction 
parameter = «72) results in an angle between IA and 
Io.' (and IB,") (Fig. 9 (a)). 

Fig. 9—Arrangement of the sublattice magnetizations (a) and of 
the molecular fields (6) in a ferrite with comparable AB and BB 
interactions. 

We have hA-}-hB" = hB', and since the molecular 
fields have the same directions as the magnetizations 
and hB" must be equal to hB', we may substitute 

n{xAIA, + ytxBJB,") = nytxBIB,' 

and 

sin — hA/lhB — — xAJA,/lxBIB,'yr (Fig- 9(b)) 

Since 

7, = 2xbIb,' sin — xAIA, (Fig 9(a)) 

we have 

/ 1 \ 
E — — xAIA. I 1 4-I. 

\ y,/ 
(22) 

Thus, we find, surprisingly, that for the case of strong 
B'B" interaction Is is independent on IBt (and simi¬ 
larly for strong A ’A" interaction independent of IA,). 
The magnetizations for Néel’s four cases of minimum 

energy, in Yafet and Kittel’s interpretation, are shown 
in Fig. 10. These may, according to the theory, occur in 
one spinel for different temperatures. 

In a series of solid solutions between materials having 
the arrangements (al) and (a2) at all temperatures, the 
change of sign of I, at 0°K should not be accompanied 
by the occurrence of the strange I, vs T curves as de¬ 
picted in Fig. 8. We have found such a behavior in the 
system MnFesO«—MnCrjCh [14]. 

For ferrites that contain, in addition to Fe3+ ions, one 
or more other magnetic ions M, there are already 10 
different interactions represented by lines in the follow¬ 
ing diagram : 

[M Fe 
on A sites ] \ / 

M—Fe 
I I 
Fe—M 

on B sites ] / \ 
(Fe AI 

Using Néel’s simple theory means assuming the M—M, 
M—Fe and Fe—Fe interactions to be equal, which is a 
very crude approximation. Nevertheless the m/T curve 
calculated in this way with the interaction constants ob¬ 
tained from mT-0 and the shape of the 1/x vs T curve 
agrees remarkably well with experiment for various 
simple ferrites (Fig. 11) [19], 

F. Some Experimental Data on Saturation Magnetization 

The saturation moments of the single ferrites agree 
well with the assumption of completely antiparallel 
spins in the A and B sublattices (17a). The saturation 
moment pro formula unit MFe2O4 is 

™ = r - E {x^S^b (23) 
» * 

in which x,, gi and 5,- are the number of ions, the g 
factor and the total spin quantum number of the ith 
magnetic ion in A and B sites respectively. For a com¬ 
pletely inverse ferrite Fe[MHFe]O4, for Fe8+ xgS is 5 on 
both sides, so that m= gS^B1)-

In Table IV, p. 1958, the average experimental val¬ 
ues of m obtained by Guillaud, Pauthenet and author 
are compared with the values of 2S(mH). (A detailed 

Fig. 10—Four different theoretically possible orientations of the moments in the sublattices A and B for different ratios between AA, 
AB and BB interactions, ¡(a) Interactions AA and BB both small with respect to AB. (b) Interactions AA and BB large with re¬ 
spect to AB. (c) Interaction BB comparable to AB, and AA small with respect to AB. (d) Interaction AA comparable to AB, and BB 
small with respect to AB. 
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TABLE IV 
— 

25(37") 
r- • . Curie temp. 

° C. ¿exp 
Cell edge a 
in Ä units 

X-ray density 
in g/cm’ 

MnFe2O4 
Fe'TeoOj 
CoFeXh 
NiFe2O4 
CuFe2O< 

MgFe2O< 
Lio.5Fe2.5O4 

5 
4 
3 
2 
1 

0 
2.5 

4.6-5.0 
4.1 
3.7 
2.3 
1.3 

1.1 
2.5-2.6 

300 
585 
520 
585 
455 

440 
670 

2.00 
2.06 
2.9 at 300° C. 
2.25 
2.15 

2.05 
2.08 

8.50 
8.39 
8.38 
8.34 
8.68/8.24 

(tetragonal) 
8.36 
8.33 

5.00 
5.24 
5.29 
5.38 
5.38 

4.52 
4.75 

Fig. 11—-The inverse of the susceptiblity x and the saturation mag¬ 
netization per formula unit m in Bohr magnetons for nickel 
ferrite (after Pauthenet [19]. It is seen that the theoretical curve 
(w the or) agrees well with the experimental curve mA and 
ma are the antiparallel sublattice magnetizations, drawn sche¬ 
matically. 

discussion of these values and literature references are 
given in [14].) 

The discrepancies between the first two columns are 
explained as follows: 

For MnFe2O4 no explanation can be given by us. 
For CuFe2O4 and MgFe2O4 the arrangement is not 

completely inverse but only mainly so. This is proved 
by the fact that for samples quenched from a high tem¬ 
perature m is higher (see Part 11, section C). 

For CoFe2O4 and NiFe2O4 m is the same after quench¬ 
ing from a high temperature so that this explanation is 
not valid here. The discrepancies must therefore be 
ascribed to a contribution of the orbital moment; i.e., 
to g being >2. This has been confirmed for NiFe2O4 by 
measurements of the effective g factor, 

22 (xigiSi)A - £2 (xigiSÒB 
i i 

22 (-^ûi - 22 (24) 

From a comparison oi the moments found tor paramag¬ 
netic salts with 2S* in Table 11 it follows that there the 
orbital contribution is largest for the same two ions C o2+ 
and Ni2+ and that it also plays a part, although a smaller 
one, in salts of Fe2+ and Cu 2+. We assume, therefore, 
that for FeFe2O4 and CuFe2O4 also, g >2. The antiparal¬ 
lel spin arrangement has been confirmed for several fer¬ 
rites by neutron diffraction. 

The saturation moments of solid solutions between 
the inverse ferrites and zinc ferrite all show a similar 
behavior which we shall illustrate for nickel-zinc ferrites 
Zn„Fei_a[Nii_oFe1+a ]O4 (Fig. 12). 

Fig. 12—Experimental saturation moment m in Bohr magnetons 
obtained from low-temperature measurements, for solid solutions 
NiFe2O4—ZnFe2O4. It is seen that m = sin — m„. Broken line 
m = mB — niA'- theoretical for case (a) of Fig. 10. Broken line 
m- — wall + fl/Ta)]: theoretical for case (c) of Fig. 10. 

For a<0.4 the saturation moments agree with those 
calculated with (17a); i.e., m = 10a + (l — a)x2.3. At 
a >0.7 the saturation moments agree with a formula 
like (22). For 0.4 <a <0.7 the curvature may be due to 
fluctuations in the ratio of Zn 2+ and Fe3+ ions on A sites 
around each B site [23] 
For a=l (ZnFe2O4) there is complete antiferromag¬ 

netism, but the spin order seems to be very complicated 
and must be regarded as an unsolved problem. The Néel 
temperature is 10°K [24]. 

The Curie temperatures in all MZn ferrites decrease 
with increasing Zn content, which can also be accounted 
for by the theory. 

In Fig. 13 a three-dimensional diagram is given of the 
system Zi^Mm-J-eTh in which in three different planes 
we see the m vs T curves for different a, the curves giv¬ 
ing m vs the composition parameter a for different tern-
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T(°K) 
► 

Fig. 13— Three-dimensional graph showing m vs T curves of differ¬ 
ent compositions a in the MnZn ferrite series of solid solutions 
Mni-aZiioFejO«, and ni vs compositional different temperatures. 
At 0°K introduction of ZnFe2O4 (i.e., increasing a from a=0) 
increases nt, but at 300°K it lowers m. 

peratures, and the Curie temperature vs a. Guillaud’s 
[25] datii have been used. It is seen that although nt in¬ 
creases when a is increased from 0 to, e.g., 0.2 at 0°K, 
this is not the case any more at 300°K or room tempera¬ 
ture. At room temperature MnFe2O4 has the highest m 
i.e., the highest Is (see Part I section II) in this system, 
contrary to the NiZn ferrite system in which the maxi¬ 
mum of I, at about a = 0.4 persists up to above room 
temperature. 

Finally in Fig. 14 the same type of diagram is given 
for the system NiFe2O4 NiFeA104 [14, 26] (for the 
complete diagram NiFe2O4—NiAl2O4 see [26]). It is 
seen that the Curie temperature also decreases when 
Al3+ ions are introduced, which occur mainly, but not 
completely [26a], on B sites. For slowly cooled materials 
mr-o changes sign at a = 0.62. For slightly higher a, m 
changes sign with temperature. 11 When these materials 
are quenched mr-o remains positive (broken line), and 
the m/T curves (not shown) are of the normal type Q of 
Fig. 8. 
Generally substitution of nonmagnetic metal ions 

which go mainly into A sites (Zn 2+, Cd+, Ga3+ [26], In3+ 
[27] at first increases the saturation moment, whereas 

11 This curve is not found by saturation magnetization vs 
temperature measurements, which only give the absolute value of the 
spontaneous magnetization. The point m = 0 is not found since the 
temperature at which it occurs is strongly dependent on the dis¬ 
tribution of Al3+ ions amongst A and B sites, and one does not succeed 
in making this distribution homogeneous throughout the material. 
The curve N shown is obtained from remanent magnetization vs T 
measurements. In the system Fe[Li06Fei.s]O4 —Feo.6Lio.s[Cr2]0 4 
such curves of type N occur in a wide range of compositions, so that 
they are found also from saturation magnetization measurements. 
Moreover for Lio sFe1.2sCr1.2sO4 the point m = 0 lies at «38° C, so 
that it can serve for a demonstration of ferrimagnetism [28, 14]. 

TW 

Fig. 14—Three-dimensional graph showing m vs T curves of different 
compositions a in the series of solid solutions NiFeî-aALOi, very 
slowly cooled. The shapes of the curves are all those predicted 
from Néel's theory (see Fig. 8). Introduction of Al3+ (i.e., in¬ 
creasing a from a = 0) lowers m at all temperatures. The broken 
m vs a curve at 0°K is that for quenched samples. 

substitution of metal ions which go mainly into B sites 
(AI3+, Sc3+ [27], Ni*++Ti3+ [14] but also Cr3+) lowers 
the saturation moment even at low concentrations. 

In all cases, however, the Curie temperature is de¬ 
creased by these substitutions, also in the case of substi¬ 
tution of Fe3+ by magnetic ions like Cr3+, although 
slight anomalies can occur |14]. 

III. The Preparation of Ferrites 

The ferrites are prepared by a ceramic technique. The 
raw materials, e.g., oxides or carbonates, are milled, 
usually in steel ball-mills, and the mixture of very fine 
particles obtained is dried and prefired in order to ob¬ 
tain a homogeneous endproduct. This prefiring process 
may be repeated if necessary. After the prefiring the 
material is milled again. 

Snoek [29] has shown in extensive experiments that 
the useful magnetic properties are very sensitive to 
homogeneity and to the oxygen content of the material. 
The homogeneity is influenced by the prefiring and 
milling treatments, and the necessary treatments are 
prescribed by: 

a) The state of reactivity of the raw materials, which 
in turn depends on their method of manufacture, 

b) on the composition of the final material, because 
the presence of some ions (e.g., Cd 2+, Li+) en¬ 
hances sintering at much lower temperatures than 
that of others (e.g., Cr3+, Al3+), 

c) on the temperature adopted for the subsequent 
final sintering. 
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After the treatments mentioned, the powders are 
pressed in steel dies to the final shape, according to 
usual ceramic technique, which may involve the use of a 
preferably organic binder, which is burned out during 
the subsequent sintering process. The shapes are sin¬ 
tered in a stationary or a push-through furnace at tem¬ 
peratures between 1,100and l,450°C. During this sinter¬ 
ing process the pressed piece shrinks (but equally in all 
dimensions if the process is well controlled) and the de¬ 
gree of shrinkage can be controlled within a few per 
cents by varying the prefiring and final sintering tem¬ 
peratures and durations. The finished parts may be 
treated by grinding and polishing of the surfaces. 

Since there is a limit to the shrinkage control, the 
question may be asked why ferrites are not cast, like 
metals. The answer is that at the melting points, which 
usually lie above l,600°C, the equilibrium oxygen pres¬ 
sures are very high, so that very serious reduction of 
Fe3+ to Fe2+ ions occurs. Reduction may occur but to a 
lesser degree, at the higher sintering temperatures, but 
in this case the FeO content usually remains below 1 per 
cent. 

Using a sintering process we have to take a certain 
porosity into the bargain. This porosity depends on 
composition, pressing technique, and temperature and 
duration of the heat-treatments. 

Examples of photomicrographs, made in reflected 
light of polished surfaces of some ferrites are given in 
Fig. 7. The number of pores is important for the mag¬ 
netic properties as is discussed in Part IV, section D. 

The shape of the pores also is important for the mag¬ 
netic properties; when the sintering is good, as at a high 
sintering temperature, the pores of irregular shape 
coalesce to fewer, larger, and more sperical pores 
(Fig. 7(b)). 

Another property that is influenced by the manu¬ 
facturing technique is the internal strain in the material. 
Rapid cooling after sintering introduces large strains in 
various directions since the flow of material, which tends 
to relieve strains set up by the unavoidably unequal 
cooling rates for different parts of the piece, has a rate 
strongly decreasing with decreasing temperature, so 
that it cannot maintain equilibrium down to room tem¬ 
perature. Very slow cooling and long annealing treat¬ 
ments decrease the strains but it is impossible to get rid 
of them altogether, so that one must reckon with a mini¬ 
mum internal strain of the order of 109 dynes/cm2. The 
presence of a second phase as a-Fe2O3 (Fig. 7(d)), apart 
from acting in the same way as air pores do, presumably 
increases such strains because of the unequal thermal 
expansion coefficients of the two phases. 

We have seen that the oxygen content is important 
for the magnetic properties. Apart from the firing tem¬ 
perature, the oxygen content of the atmosphere in which 
the material is sintered influences this to a great extent. 

Let us for example assume that we wish to prepare 
MnnFe2IHO4. Depending on the oxygen content of the 

atmosphere we may obtain the following results at a 
certain temperature high enough to give equilibrium 
inside the time during which it is maintained. 

a) Much too large oxygen content: 
MnO + Fe2O3+l/3[O]—>l/3Mn3O4 + lFe2O3, in which 

at 1000°C at least part of the Fe2O3 is present as a sec¬ 
ond phase. Such products and those with even higher 
oxygen content, such as Mn2O3-2Fe2O3 solid solutions 
and MnO2+Fe2O3, can only exist in atmospheric oxygen 
at temperatures much lower than those at which ferrites 
are manufactured, so that they may be disregarded 
here. 

b) Too large oxygen content: 
MnO+Fe2O3+a[O]—>(1 —3a) 
M n Fe2O4 ■ a M n3O4 • 3a Fe2O3, 

which, as we have seen in Part II section B, is a solid so¬ 
lution for small values of a and not too slow cooling. For 
larger values of a and slow cooling part of the Fe2O3 sep¬ 
arates, we obtain: 

( 1 — 3a) M n Fe2O4 a M n3O4 • (3a — y) Fe2O3+y(a — ) Fe>Os. 

c) Correct oxygen content: 

MnO + Fe2O3—>MnFe2O4. 

d) Too low oxygen content: 

M nO + Fe2O3 - a [O ] ->( 1 - a) MnFe2inO4 +a (M nO ■ FeO) 
in which however, the Mn2+ and Fe2+ ions give an equi¬ 
librium among the two phases, so that the spinel phase 
shows conductivity. 
Further reduction leads to: 

e) MnO + Fe2O3-[O]->MnO-2FeO, 

f) MnO + Fe2O3- [3O]^MnO+2Fe, and finally 

g) MnO+Fe2O3 — [40]—>Mn-2Fe in this order. 

In principle the state of oxidation after the firing is 
independent of that before the firing, so that the at¬ 
mosphere during the presintering is generally unim¬ 
portant. 

A firing in air at l,300°C will for MnFe2O4 give a 
single-phase product of type b; for MgFe2O4, a product 
of type d. Products of type b exist for CoFe2O4, but 
obviously do not exist for MgFe2O4 and ZnFe2O4, not 
even at lower temperatures, because Mg and Zn have 
no higher valency states. Ni3+ and Fe4+ ions exist in 
other compounds, but are so unstable that they do not 
occur in spinels at “normal” firing temperatures. 

Products of type d will reoxidize on cooling in the 
same atmosphere in which they were fired, since the 
equilibrium oxygen pressure of the materials decreases 
strongly with temperature. Since the oxidation is suffi¬ 
ciently rapid only at the surface, the reoxidation will be 
the more complete the more porous the structure [29]. 

If we wish to preserve a material containing ferrous 
ions, a very dense material, or a rapid cooling, or an in¬ 
creasingly reducing atmosphere during cooling must be 
used. 
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TABLE V 
Some Properties of Ferrites at Room Temperature 

ferrite AX10-» X.X10« XlnX10« XiooXlO* 4ir/s for theor. density 
MnFe2O4 
FenFe2O4 
CoFe2O4 
NiFe2O< 
CuFe2O4 
MgFe2O4 
Lio.5Fe2.fiO4 

- 0.03 
- 1.1 
+38 

0.62 

- 5 
+41 +81 - 19 

+ 120 -590 
-26 
-10 
- 6 
- 1 

5,200 
6,000 
5,000 
3,400 
1,700 
1,400 
3,900 

IV. Physical Properties of Ferrites in 
Relation to the Chemistry [11] 

A. Permeability and the Basic Properties and Processes 
on Which it Depends 

We have discussed the susceptibility y and the magne¬ 
tization I: x=I/II, in which I may be expressed in cgs 
units/cm3. In ferromagnetism it is customary to use the 
induction B and the permeability p =B/H: B =H-\-4ttI 
and p = 1 -p4irx, using Gaussian units. In high-frequency 
technique we are interested in the high-frequency per¬ 
meability which depends on the amplitude of B. In 
many applications the materials are used in the demag¬ 
netized state (B=0, II = 0), in very weak alternating 
magnetic fields, so that we are then interested in 
IdB/dIF=Pi, the initial permeability. When a 
larger field is applied, the induction first follows the vir¬ 
ginal curve, and on decreasing the field a hysteresis loop 
occurs in which the remanence B or irr I for H = Q and 
coercive force II for B = 0 (or for I = 0) are characteristic 
points. On the loop obtained after saturation we call 
these constants the retentivity Br=AirI and the co¬ 
ercivity bIE (or ¡Ilf) respectively. (For small values of 
lie, bHc= iHc=Hc) (see Fig. 24). When a static biasing 
field is used in addition to an alternating field ÒH which 
causes an alternating induction ôB the permeability for 
81I —rd is prm =bB/bH, the reversible permeability. This 
permeability is usually quite different from the relevant 
slope of the B-H curve, and is, if the biasing field is too 
small to saturate material, of the same order as Pi. We 
shall concern ourselves here with the variation of pt with 
temperature and with frequency, and the variation of p 
with the amplitude of ZZ and with frequency. 

In paramagnetic salts the magnetic field has to turn 
the isolated spins of the magnetic ions against the disor¬ 
dering influence of thermal agitation. In ferromagnetics, 
where below the Curie temperature in large domains all 
spins are parallel due to the exchange interaction, ther¬ 
mal motion obviously has no influence on the total do¬ 
main magnetization. If there were no opposing forces an 
infinitely small field would turn all spin vectors in the 
field direction; i.e., p would be infinite. In fact there are 
several factors binding the domain magnetization vec¬ 
tors to certain directions, and energy has to be supplied 
to turn these vectors into the field direction. These 
factors are listed in the following sections. 

B. Crystalline Anisotropy 
In each crystal the spontaneous magnetization is 

bound more or less tightly to certain crystal directions. 
The energy Ee depends on the orientation of the mag¬ 
netization with respect to the crystal axes, and for cubic 
crystals in first approximation is given by 

Ec = K\(a 2av2 + a^a,2 + av2a2) 

+ K 2(a Safa,2) + • • • (25) 

in which ax, au and a, are the cosines between the direc¬ 
tion of magnetization and the three crystal axes x, y 
and z respectively. These constants K may be either 
positive or negative. For A\>0, Ec is a minimum for, 
e.g., ax=l and au = a, = 0, or any 100 (cube-edge) di¬ 
rection is a direction of preferred magnetization. For 
K<0, Ec is a minimum for ax = au=ax, or any 111 
(cube-diagonal) direction is a direction of preferred 
magnetization. (K2 is neglected in both cases.) 
A good measurement of Kx and K2 involves measure¬ 

ment on not too small single crystals which are more 
easily obtained pure for metals than for ferrites. For 
Fe: A^+SXIO6, A2=+1.5X106; for Ni: Ai=-0.6 
X106 erg/cm3. Some values of Ki for ferrites 12 are given 
in Table V. Until recently all ferrites were thought to 
have negative values of Klt but recently Bozorth has 
shown it is positive for CoFe2O4. It may be noted that 
large values of Ki occur in those ferrites which contain 
ions with a high g factor (for completely inverse ferrites 
equal to gelt. (see Part II section F (24)) so this high Ai 
is presumably due to spin-orbit coupling, the orbital mo¬ 
mentum being strongly coupled to the lattice. In ferrites 
with magnetic ions with i = 0 in the ground state, in 
which therefore practically no spin-orbit coupling can 
occur, the crystalline anisotropy is low in the case of 
MnFe2O4, but certainly higher for MgFe2O4 and for 
Lio 6Fe2.6O4; this is due to unknown causes. The values 
of Ki and K2 of Fe and Ni are known to decrease 
steeply with temperature, so that they are zero well 
below the Curie temperature; it seems likely that this is 
a general phenomenon. 

C. Strain Anisotropy 

When a rod of a ferromagnetic material is magnetized 
lengthwise, it either decreases or increases in length. 

12 Most of these have not the correct stoichiometric ratio and 
may contain cation vacancies or ferrous ions. 
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The relative change in length dl/l = \ is then negative or 
positive respectively. Conversely, when a tensile stress a 
is applied, the direction of stress for X>0 is a preferred 
direction of magnetization, but for X<0 any direction 
perpendicular to the stress, when no other anisotropy is 
present. When the material is magnetized to saturation 
the magnetostriction is X, and the strain anisotropy 
(3/2)Xsa. 

For a certain direction of magnetization the strain 
anisotropy energy is again a function of the angle be¬ 
tween the magnetization and the crystal axis, and the 
behavior is usually adequately described by two terms 
containing the constants Xmo and Xm respectively. Some 
values of X, and of Xm  and Xioo, obtained for the same 
single crystals as above, are given in Table V. It may 
be noted that all X, values and all X values measured in 
the preferred direction are negative, except for FesO^ 
The magnetostriction also decreases with temperature, 
but more slowly than the crystalline anisotropy in most 
cases. 

D. Shape Anisolropy 

In a magnetized piece of a ferromagnetic “free poles” 
exist on the surface which create a demagnetizing field 
in the material. Only for an ellipsoid is this demagnetiz¬ 
ing field homogeneous, and here the demagnetization 
energy is 

Ed = + ^7/ + NJTA 

in which Nx, Ny and Nx are demagnetization coefficients 
connected with the shape of the ellipsoid, and h, Iv and 
I, are the projections of I on the three axes x, y, and 2 of 
the ellipsoid. The components of this demagnetizing 
field are NXIX etc. We have NxT Nv + Nx = 4tt ; for a 
comparatively very long dimension z, NX = Q; i.e., we 
have 

for a long thin needle 
for a large thin plate 
for a sphere 

Nx 

2tt 
0 

(4/3)tt 

Ny N, 
2?r 0 
0 4tt 

(4/3)ir (4/3)tt. 

The values of 4irls at room temperature for completely 
dense ferrites are also given in Table V. An air pore in a 
spontaneously magnetized domain acts in the same way: 
free poles exist and a demagnetizing field is created. 
Since nonspherical pores will generally lie in random 
directions, the smallest demagnetization energy is 
caused by spherical pores. For this reason, the presence 
of crystals of a second nonmagnetic 13 phase like a-Fe2O3, 
which separates in very large thin plates (Fig. 7(d)) causes 
a larger shape anisotropy than spherical air-filled pores, 
in addition to increasing the internal strain and there¬ 
fore the strain anisotropy. Recapitulating, we see that 
the crystal anisotropy is dependent on the chemical 
composition, the strain anisotropy both on chemical 
composition (X) and manufacturing technique (a), the 

13 The extremely small saturation magnetization of a —Fe2O3 of 
the order of l/200Xthat of the ferrites, may be disregarded here. 

shape anisotropy on chemical composition (Z,) and on 
manufacturing technique (7V-values). The values of K, 
X and Is in the ferrites are such that the demagnetization 
energy is largest; -i.e., free poles are unlikely to occur. 

E. Weiss Domains and Bloch Walls 

The reason that a spontaneously magnetized piece of 
ferromagnetic is not a permanent magnet is that by the 
formation of Weiss domains the number of free poles 
and therefore the demagnetization energy is decreased. 
For predominant crystal anistropy the angles between 
the domain orientations are 180° and (for X>0) 90° or 
(for K <0) 71 or 109° ( = the angle between the cube di¬ 
agonals). The domains are separated by boundaries, 
Bloch walls, in which adjacent spins (meaning, in a 
ferrimagnetic, the excess spin of one of the sublattices) 
are not exactly parallel, but make a very small angle, so 
that the orientation of the spins gradually changes from 
the first domain orientation to the second in such a way 
that no free poles are created in the wall. 

For the creation of the wall, energy has to be supplied 
against the exchange energy for the formation of angles 
of adjacent spins, and against the crystal anisotropy 
because the spins in the wall are not in a preferred 
direction. The thickness of the wall is a simple function 
of these two quantities. This energy must be supplied by 
the decrease in demagnetization energy, and since this 
is connected with volume, but the wall energy with sur¬ 
face, there is a certain critical diameter below which no 
wall can be present. For the cubic ferrites, however, this 
is extremely small (10-6—10-6 cm). 

a b 

Fig. 15—Decrease of demagnetization energy when a domain 
wall intersects a pore or inclusion. 

Under the influence of an external field the wall 
moves in such a way that the domain having a mag¬ 
netization vector nearest to the field grows at the ex¬ 
pense of its neighbor. It would seem that such a wall 
displacement might take place very easily since its 
energy does not change with its location, disregarding 
pores and strains. Due to the fact that the spins precess 
during wall movement, damping of this precession will 
cause energy dissipation. Sintered ferrites, moreover, 
contain a number of pores, and the Bloch walls will be 
fixed to these pores, thus diminishing the number of 
free poles on the pore (Fig. 15). Intricate domain pat¬ 
terns for various cases have been calculated by Néel, 
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and these have been observed by Williams in metals and 
by Galt in ferrites. 

The other magnetization process is the rotation of the 
domain magnetization vectors towards the direction of 
the applied field in which energy must be supplied to 
overcome the crystal anisotropy and the strain aniso¬ 
tropy. For pure domain rotation and negative Ki it can 
be shown that 

M - 1 = 2tZ,7 I K, I . (26) 

We shall now see how the factors discussed above in¬ 
fluence the initial permeability and the hysteresis loop. 
From the foregoing it is clear that in order to have very-
high permeability, we expect we must have: 

a) a very dense material 
b) X = 0, Ki = 0. We shall disregard Ki in what fol¬ 

lows. We can make X = 0 either by making solid solu¬ 
tions between ferrites with X<0 and Fe3O4 with X>0, 
or we can make X small by taking a material in which 
the Curie temperature is not too far above room tem¬ 
perature. This can be achieved by using solid solutions 
with zinc ferrite, which, as we have seen, lowers the 
Curie temperature. As regards Ki we can again make 
Ä\ = 0 by making solid solutions between a ferrite with 
Ki <0 and Co ferrite which, as we saw, has a very large 
positive Ki. Another method to reduce Ki is to take a 
ferrite with a Curie temperature not far above room 
temperature. Snoek found that materials with low 
Curie temperature, e.g., Cuo^Ziio.eFesOi, «Mn0.6 
Zno.jFe-iO« and Nio.sZno.jFejCh, can have very high 
initial permeabilities of 1,500, «1,000 and 4,000 re¬ 
spectively, which he ascribed to the fact that Ki and X 
are very low, not far below the Curie temperature. He, 
moreover, reduced X to practically zero by incorporating 
a few per cent of Fe3O4 into these solid solutions, and 
found that for the MnZn ferrite Hi was substantially in¬ 
creased; e.g., to 3,000. The Curie temperature effect 
cannot be the entire story, however, since nickel ferrite 
and nickel zinc ferrites with higher Curie temperatures 
do show a peak of ju, just below the Curie temperature, 
but a very much lower one (Fig. 16). It seems probable 
that already at low temperatures the anisotropies of the 
solid solutions with Zn ferrite are lower than in the 
simple ferrites and that X does not decrease with tem¬ 
perature so steeply as Snoek supposed. It is noteworthy 
that a decrease of the Curie temperature by the re¬ 
placement of Fe3+ ions, e.g., by Al3+ ions does not give a 
rise in nt, which even allowing for the influence of den¬ 
sity and saturation magnetization, does not fit in the 
“Curie temperature effect” picture. As regards the in¬ 
fluence of density on nc it appears that this is very 
marked if Ki is very small. Snoek [29] showed that the 
same composition Nio.3Zn0.7Fe204, which showed the 
highest initial permeability, only had g,= 80 when 
fired at a very low temperature of l,000°C. In the latter 
case the shape anisotropy determines /x¿. 

Wijn [11] showed, however, that a material with 
higher Klt Nio.66Ziio.34Fe204, shows no difference in 

Fig. 16—Initial permeability vs temperature for a series of nickel¬ 
zinc ferrites with the composition« Ni,_oZnaFe204. A: a «0.36; 
B: a«0.5; C: a«0.64; D: a«0.2; E: a«0. 

Mo( ~ 90) when fired at l,250°Cor at l,460°C (in the latter 
case some Fe 2H‘ ions are formed and probably a small 
amount of cubic second phase, which acts mainly in the 
same way as air pores). The coercive force is however 
decreased four-fold by higher firing temperature, and 
maximum permeability increased five-fold (Fig. 17). 

Fig. 17—Hysteresis loops of NiZn ferrite, composition like C in Fig. 
16. Broken line curve: fired at 1,25O°C in oxygen, porosity 23 per 
cent. Solid line curve: fired at l,460°C in oxygen, porosity 12 
per cent. 

A very steep rise (or fall) of B vs H (near Hc and where 
Mmax occurs) must be due to irreversible wall displace¬ 
ments, (irreversible because reversal of the field gives it 
totally different slope of B vs H, and wall displace¬ 
ments, because rotations give a more gradual change of 
B vsH) (seealso below). The decrease of Hc with higher 
firing temperatures means that wall displacements be¬ 
come much easier, which is understood from Fig. 15 if 
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we take IIc to be the field necessary to dislodge the walls 
from the pores. The constancy of Hi is, therefore, proof 
that ju, is not influenced by wall displacements and that 
Hi has to be caused by rotations only. The coercive 
forces for this material and for other NiZn ferrite com¬ 
positions, fired at these different temperatures, have 
been found by Wijn to agree well with an expression de¬ 
rived by Néel for Hc as a function of the porosity p. 
(P 1 (^apparent/ t/x.ray) , m which /apparent = Weigh t/eX-
ternal volume of the sintered piece and dx.ray = weight 
/volume of a unit cell = (8A/Ni'a3). In this expression I, 
and Ki appear and K¡ is derived from jU,, using (26). 

In the above picture, it was assumed that the steep 
slope of B vs II at field strengths of ~HC is due to wall 
displacements. This has been shown by Wijn to be true, 
from measurements on rods under lengthwise tensile 
stress or pressure. Since the magnetostriction is nega¬ 
tive, tensile stress will give preferred orientations per¬ 
pendicular to the length of the rod, and pressure a pre¬ 
ferred orientation in that direction. 

It follows that tensile stress will favor the occurrence 
of rotational processes and pressure that of 180°-wall 
displacements. In practice the stresses and pressures are 
limited by the mechanical strength of the material, so 
that the spins will not all turn into these stress aniso¬ 
tropy directions. Nevertheless for fields tensile 
stress increased B, and pressure decreased B, which 
proves that the magnetization process at these field 
strengths is related to Bloch wall displacements. 

F. Frequency Dependence of the Permeability 

1. Frequency dependence of the amplitude permeability 

Since ferrites are used at high frequencies it is inter¬ 
esting to see how its useful properties depend on fre¬ 
quency. 

A sinusoidal field with amplitude //max gives an in¬ 
duction with amplitude /Lax, which lags behind H in 
time. This time lag gives rise to losses. Wijn [30] meas¬ 
ured Smax///max curves for several fixed frequencies for 
many ferrites. The results for two NiZn ferrites with 
approximately equal composition, but sintered at dif¬ 
ferent temperatures, are given as an example in Figs. 
18(a) and (b). In Fig. 18(a) the magnetization 
curve; i.e., the amplitude permeability defined by 
M = ^max///>nax, is independent of frequency up to «1.8 
mc/sec. In Fig. 18(b) the magnetization curve changes 
considerably with frequency. From a comparison with 
the results mentioned in the foregoing section it is clear 
that in the latter case the irreversible domain wall dis¬ 
placements cannot follow the high-frequency field be¬ 
cause they are damped. The theory of a possible damp¬ 
ing mechanism is not given here. It suffices to say that a 
certain damping coefficient derived from domain wall 
velocities measured on single crystal specimens [31] 
agrees qualitatively with that obtained from Wijn's 
measurements. It may be deduced from the latter ex¬ 
periments that generally all ferrites with ¿i >400 show a 
decrease of the amplitude permeability n with fre-

Fig. 18—Amplitude B^ as a function of field amplitude for different frequencies, of two NiZn ferrites with compositions 
approximately as in B in Fig. 16. (a) Fired at l,250°C in oxygen, (b) fired at l,450°C in oxygen. 
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quency; those with 200</z<400 show a marked de¬ 
crease with frequency only when fired at a high tem¬ 
perature; those with g <200 do not show such a de¬ 
crease even when fired at ~l,450°C. 

2. Natural Ferromagnetic Resonance 
We saw in Fig. 18 that the initial permeability of 

the ferrites concerned was independent of frequency up 
to «1.8 mc/sec. We shall now see how the initial per¬ 
meability changes when the frequency is further in¬ 
creased. Since this change is connected with by far the 
most important losses occurring in ferrites in small 
alternating fields, we shall take into account the phase 
angle ô of B with respect to II. For (Æmax/ZZmax)cos 5 = ^' 
and (Bmax/ZZmax)sin 5=/*" we can write g, = /x'—ju" and 
p"Ip' = tan 8. Graphs giving p' and p" as a function of 
the frequency / on a doubly logarithmic scale are given 
for a number of NiZn ferrites in Fig. 19 [32]. It is seen 

Fig. 19—Real and imaginary parts of the initial permeability for 
nickel-zinc ferrites with the same composition as those of Fig. 16, 
as a function of frequency f. The broken line connects the points 
where / has dropped to half its low-frequency value. 

that for every material p' first slightly increases with 
frequency and then starts to decrease at a frequency 
slightly below that at which p" has a maximum, and 
that for the material E, p' - 1 is shown to be negative at 
the highest frequencies. 

Snoek, who first observed this phenomenon [33], 
ascribed this to a resonance mechanism, theoretically 
predicted already in 1935 [34], which is briefly ex¬ 
plained here. 

We have seen that the electron has a magnetic mo¬ 
ment eh/2 me and an angular spin momentum h/2. Thus 
the electron can be considered as a spinning top of 
which we know that it can perform precessional motions 
the frequency of which depends on the stiffness with 
•which it is bound to its equilibrium position. Let the 

stiffness be only caused by an external static magnetic 
field II,, then the application of an ac field perpendicu¬ 
lar to H, will cause resonance when its frequency is 
equal to the natural precession frequency in the static 
field, and it follows from the equation of motion that 
this resonance frequency fr obeys 

/ e \ 
= 2irfr = yII, = — g I- ) II„ (27) 

\ 2mc / 
In paramagnetics such resonance phenomena can be 

observed. In ferromagnetics, due to the exchange inter¬ 
action. the spins of a complete Weiss domain precess in 
unison. 

When there is no external field II, there is still the 
stiffness of the anisotropy forces. Their action can be 
simulated for small deviations from the equilibrium 
position by that of a magnetic field which we call the 
crystalline anisotropy field IIA. Its magnitude is easily 
shown to be HA = 4| Ä'i| /SI, for Ä\<0, and it points 
into the equilibrium orientation of the magnetization. 
Eliminating Kx by using (26) we obtain Snoek’s equa¬ 
tion 

4 
(p. - l)/r = y yl, (28) 

i.e., for high low-frequency permeability pi one obtains 
a low/r vice versa. In the above picture the resonance 
would occur at one sharp frequency/ and have infinite 
amplitude. In reality this is not true, due to damping of 
the precession of the spins, which may be compared 
with the viscosity of a liquid, and which is due to inter¬ 
action with the other spins and with the crystal lattice. 
Therefore the resonance amplitude is finite and the 
resonance peak occurs in a frequency range around/,. 

If we take/r to be the frequency at which p' is half 
its low-frequency value p„ (p,= x/m'2+m"2) and p" at 
low frequencies is very small), then the practically 
straight dotted line through the points p' = %pt in the 
doubly-logarithmic plot shows that the relation (28) is 
very well obeyed, since I, varies only by a factor <2 [11 ]. 

Nevertheless the slow fall-off of p' with frequency is 
not that expected for a resonance in a fixed field IIA 
even with damping. This is due to the fact that the ex¬ 
pression (27) is only valid for a sphere. For an elongated 
shape the demagnetizing fields are also active and the 
expression becomes for an ellipsoid with a long axis in 
the X direction [35]: 

w, = 7^[Ha + I.(NV - N,)][#x + I,(N, - y,)]. (29) 
Normally the maximum stiffness is HA + 2irI, since 
N,+ Nv + N, = 4?r, but Polder and Smit [36] have shown 
that for such an ellipsoid with a number of domain 
walls in the yz plane, an ac field parallel to the walls sets 
up free poles on the wall, with the result that the maxi¬ 
mum stiffness becomes HA+4irI,; i.e., the highest 
resonance frequency is 

wr = y(HA + 4tZ,). (30) 
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This explains the wide resonance frequency range. The 
resonance losses in the highest resonance frequency re¬ 
gion, corresponding to (30) disappear when 47rZi<œr 7, 
if IIA can be neglected (small A'i), as was shown by vary¬ 
ing Ax E by heating up the sample at a constant fre¬ 
quency (9,300 mc/sec) [37], Since these losses are con¬ 
nected with the occurrence of Bloch walls, they vanish 
when the material is saturated. This results in the pos¬ 
sibility of the application of ferrites as absorption modu¬ 
lators in resonance cavities. 

The changes of g with frequency that have been ob¬ 
served in ferrites can all be explained by the above 
resonance phenomena, so that it does not seem neces¬ 
sary to assume the occurrence of reversible wall dis¬ 
placements in very low fields, which also may give rise 
to a resonance phenomenon [38], as has been shown for 
other materials [39]. 

The technically interesting property tan S/p', which 
is independent of the introduction of an air gap, is shown 
in Fig. 20 for a number of ferrites. 

Fig. 20—The relative loss factor tan ä/w for different grades of 
Ferroxcube. Ferroxcube III materials are MnZn ferrites; Fer-
roxcube IV A-E have compositions approximately equal to those 
given as A-E in Fig. 16. 

G. The Influence of Resistivity 

1. Eddy current losses 

The ferrites thank their existence to their high re¬ 
sistivities which prevent the occurrence of eddy cur¬ 
rents. It is of course well known that an alternating 
magnetic flux only penetrates into a conducting me¬ 
dium to a skin depth 5; 

1 

hry/p'f/p 

in cgs units, in which p is the resistivity in ohm cm. 
Even for a complete flux penetration there are eddy-

current losses amounting to Wef = irWB^f*/ np in which 
d is the smallest dimension of the sample perpendicular 
to the flux and n depends on the shape of the sample 
(w = 6 for sheets, 16 for cylinders, 20 for spheres). 

Jn most ferrite applications that have been developed, 

the eddy current losses may be neglected with respect 
to resonance losses discussed here; nevertheless conduc¬ 
tivity' gives rise to other losses we shall mention. 

2. Dimensional resonance losses 

We saw that ferrites containing Fe2+ ions show a low' 
resistivity: (p = 5.10-3 ohm cm for Fe3O4, p = 102 ohm cm 
for MnZn ferrite containing some Fe2+ ions). 

Such materials with low p show' an exceptional high 
dielectric constant e' at low frequencies. At increasing 
frequency, e' and the resistivity p decrease and again 
reach a constant level at very' high frequencies [40]. 
This behavior of the conductivity 1/p and e' can be 
described with exactly' the same relaxation formulas, 
with the same relaxation time [40 ]. 

The assumption to which one seems to be forced from 
several investigations [41] is that the grains of the fer¬ 
rite make poor contact with each other and that the 
frequency dependence of 1/p and e' is caused by the di¬ 
electric breakdown of the air gaps. 

The high dielectric constant e' causes a new type of 
losses, as has been found by Brockman et al. [42 ], which, 
like eddy current losses, are dependent on the size of 
the sample. The wavelength inside the material is about 
equal to = (c//)(pe) -1'2, if the losses are small. When 
this wavelength is smaller than twice the relevant di¬ 
mension of the core, standing waves are set up, resulting 
in large losses. Because of the high e' (e.g., 10,000) to¬ 
gether with the high p (e.g., 1,000), one obtains losses 
already for a dimension of 2 cm at 2.5 mc/sec., as Brock¬ 
man, Dowling and Steneck have shown. 

As an example of the behavior of p' and e' with respect 
to pi' and €1', the real parts of p and e at very low fre¬ 
quency, are given as a function of frequency' in Fig. 21. 
The p'/f curve for the laminated sample is the normal 
ferromagnetic resonance curve. These losses make it 
necessary' to use high resistivity ferrites for applications 
w'here large pieces are to be used at high frequencies, 
e.g., in the 17 X10X2 cm blocks from which transformer 
cores for Brookhaven Cosmotron were built. 14

3. Relaxation losses 

Another type of losses connected with the resistivity 
already occurs at very low frequencies, so far below' the 
ferromagnetic resonance frequency that the resonance 
phenomenon cannot be held responsible. 

The measurement of these losses at different fre¬ 
quencies and temperatures has shown that these 
losses, which were known since the invention of high-
permeability ferrites [29], are due to a relaxation phe¬ 
nomenon : for every' frequency' the losses have a maxi¬ 
mum at a different temperature (Fig. 22) and the 
relation between the relaxation time T = \/2irf and 
temperature is given by' r = i.e., the plot of 
log T vs \/T show's a straight line. 

14 Indeed, it was on samples of MnZn ferrite (p = 10s ohm cm) 
for this project that the dimensional losses were first found. The 
material finally used was a NiZn ferrite with p>10s ohm cm. 
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Fie. 21—(a) Initial permeabilities m»».' measured on samples of different size plotted as Mt.fpt (in which mi is measured at 1,000 cycles/s) 
against frequency, (b) Similarly values of ïm.T have been plotted against frequency. Relative sample cross sections are indicated in 
the figure; the hatched rectangle is a laminated core. 

Fig. 22—Loss factor tan i in per cent of a MnZn ferrite 
(«Mno.MZncFeo.osHFe.Od as a function of temperature, meas¬ 
ured for various frequencies at a fieldstrength of 2.5 milhoersteds. 

For this MnZn ferrite the activation energy obtained 
from Fig. 22 [43] was Em = 0.11 ev, a very small value, 
which may be connected with an electron diffusion 
process. Wijn determined Em for a number of ferrites 
with widely different p, and also determined the activa¬ 
tion energy Er of the temperature dependence of re¬ 
sistivity: p = pxeE'ikr. He found that the activation 
energies Em and Er are equal and range from 0.1 ev for 
fairly well-conducting ferrites to 0.4 ev for almost in¬ 
sulating ferrites. 

These relaxation losses can be avoided by the pre¬ 
scriptions given by Snoek [29]: low ferrous ions content 
is obtained by firing at not too high temperature in 
oxygen, or by cooling of a porous ferrite in oxygen so 
that it can take up oxygen again. 

It is also useful to use an excess of divalent oxide, 
and add some MnO in excess [44], because Mn’+ (or 
Mn4+) and Fe2+ ions probably cannot coexist. The 
reason why the presence of Mn2+ and Mn ions with 
higher valency in the same lattice sites does not cause 
conductivity in MnjOi is not known. It has been sug¬ 
gested that Mn 2+ and Mn4+ coexist, necessitating the 
transfer of two electrons simultaneously; also that 
Mn2+ and Mn3+ ions occur on different lattice sites, and 
that Mn’+ is sem¡covalently bound [12]. Whether the 
conductivity of NiMn20< [45] is due to the presence of 
Mn 2+ and Mn3+ in B sites is not known. 

H. Hysteresis Losses Distortion and Total Losses 

In ferromagnetic metals it is the usual practice to 
separate the losses into eddy current, hysteresis, and 
residual losses; e.g., by Legg’s formula 

- = ef+aBm„ + c (31) 
pfL 

in which e is loss coefficient for the eddy current losses, 
a for the hysteresis losses, and c for the residual losses. 
In ferrites the eddy current losses are negligible, the 
residual losses are composed of several types, and can¬ 
not be expressed by a simple constant in an equation 
for R/pfL. The hysteresis loss coefficient a can in prin¬ 
ciple be obtained from hysteresis measurements but it 
can be shown that such a simple constant cannot repre¬ 
sent the hysteresis losses of ferrites, because higher 
order terms of H in a general relationship B(H) for 
hysteresis loops are neglected in obtaining a, and it has 
been shown experimentally that this is not permissible 
when B exceeds 10 gauss. For several applications such 
as pupin coils and band-pass filters for telecommunica-
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tion, the specifications contain a maximum value for a 
hysteresis loss factor, although the property that is 
really important is the distortion, defined as V3/7 
( = the voltage output of the third harmonic/idem of the 
fundamental), which is related to hysteresis loss factor. 

Fig. 23—Distortion F>/Fi in per cent as a function of the amplitude 
Bmax measured at different frequencies. (• Distortion at 2 kc 
calculated from hysteresis resistance) for a MnFe 11 ferrite con¬ 
taining 43.5 per cent MnO and the balance FeO-f-FesOi. 

As an example the distortion is given as a function of 
the amplitude Bm̂  for different frequencies for a MnZn 
ferrite containing some Fe 2+ ions in Fig. 23 [11]. The 
figure shows that the distortion strongly decreases with 
frequency and is practically zero at 700 kc. The shape 
of the hysteresis loop changes likewise with frequency; 
the typical loop with sharp tips has disappeared at 700 
kc and the losses that remain are only due to a phase 
angle between B and II, as follows from the elliptical 
loop one finds at that frequency. In such ferrites where 
V3/ 7i decreases with frequency, the hysteresis coeffi¬ 
cient a as defined by (31) increases with frequency so 
that the relationship between a and V3/ Fi is not valid 
here. The ferrites for which Fs/IA decreases with fre¬ 
quency are those for which, at higher amplitude //max, 
a decrease of Bmai with frequency occurs; i.e., the dis¬ 
tortion is also caused by irreversible domain-wall dis¬ 
placements. 

Whereas in low-induction applications one is pri¬ 
marily interested in the quality factor Q and in the 
distortion, the losses in high induction applications are 
unpleasant because they cause power loss, temperature 
rise, and, if these become intolerable, increase in size of 
the core. One is then interested in the total energy dis¬ 
sipation only, and the losses may for higher inductions 
conveniently be determined calorimetrically. 

Such total loss measurements have been made, and 
also at lower inductions by another method, but since it 
is not our aim to provide a list of properties of the fer¬ 
rites, but only to show how they are influenced by the 
chemistry, we refer to the literature [11]. 

I. Square Hysteresis Loops 
In the application of materials with a square hys¬ 

teresis loop, properties are important which are com¬ 

pletely different from those of interest for the applica¬ 
tions of other ferrites. 

In a coincident-current magnetic memory [46] a fer¬ 
rite core receives one current pulse or two equal simul 
taneous pulses from two primary windings which bring 
it from the state Io (Fig. 24), along the dashed inner 
loop into the states — %Hm and — Hm respectively. After 
the pulse the material reverts to the states Io and — Io 
respectively, and the ratio of the voltage outputs in a 
secondary winding caused by the double and single pulse 
must be as large as possible; i.e., the loop must be as 
rectangular as possible. The “squareness ratio” 
R. = I(-(iit)Hm)/I(Hm} is often used as a quality factor, and 
since this ratio is dependent on Hm, the maximum value 
is For other applications (lo/F^Jmax is im¬ 
portant. Since it is desirable in many cases to use small 
current pulses, Hm, and therefore Hc, must be small. 
The first and most widely used square loop ferrite was a 
MnMg ferrite [47]. 

F!g. 24—Hysteresis loop with the symbols used in the text. 

We shall now see which conditions must be fulfilled to 
obtain a square hysteresis loop [48], and we shall, there¬ 
fore, first see what happens when a polycrystalline 
material with random crystallite orientation is mag¬ 
netized to saturation and then allowed to revert to the 
remanent state (Fig. 25). The originally random orienta¬ 
tion of the domain magnetizations (a) are first all turned 
into the direction of the saturating field (b), and then at 
the remanence point fan out into a sector of a sphere, 
the half-angle of which depends on the number of 
anisotropy directions in the crystals. If the crystalline 
anisotropy is predominant, the greatest angle a pre¬ 
ferred direction of the magnetization can make with the 
field is 54.5° (d), i.e., for Kt <0 the angle between a 111 
axis and a field in a 100 direction. 

If the strain anisotropy predominates, there are only 
two preferred directions at each point {i.e., for K\ <0 
parallel to the greatest compressive strain or the small¬ 
est tensile strain) so that for random strain orientation 
the half-angle of the sector will be 90° (c). 

When air pores are present in the material, free poles 
will be present on their surface, causing demagnetizing 
fields opposed to the applied field. When a positive 
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Fig. 25—(a) Random domain orientations in the demagnetized 
state, (b) In the saturated state all domain orientations are 
parallel, (c) Domain orientations in remanent state for uniaxial 
anisotropy, (d) For negative crystalline anisotropy. 

applied field is reduced to zero the material will in the 
remanent state still feel a negative demagnetizing field 
so that the domain orientations will be more randomly 
distributed than in the case that the other anisotropies 
would be present only. Apart from the above “shearing” 
effect, specially nonspherical pores will cause local de¬ 

magnetizing fields with random directions, which may 
be stronger than the “fields” due to the other aniso¬ 
tropies. These demagnetizing fields at any point can 
have only two preferred directions; i.e., in remanence 
only one, so that the half-angle of the sector is again 90°. 

It can be easily calculated that for the case of cubic 
crystalline anisotropy Ir/I, = about 0.87, for the case of 
strain anisotropy and shape anisotropy (neglecting 
shearing) Zr/Z, = 0.5. The most favorable condition 
would be that in which there is only one preferred direc¬ 
tion in the polycrystalline material; then Ir/I, would be 
1. This can in principle be brought about by using a 
ferrite with very small crystalline anisotropy and large 
magnetostriction strained in such a way that the mag¬ 
netization vector due to the strain anisotropy lies in the 
field direction. This has been done by G. W. Rathenau 
and G. W. van Oosterhout [48] by melting a glass ring 
onto the outer cylindrical surface of a ring of NiZn 
ferrite with small Kr, i.e., with high Zn content. Cooling 
caused tangential compression, and therefore preferred 
directions in the field direction in the wound core. 

A family of hysteresis loops obtained on such a 
strained core is shown in Fig. 26. 

Similar results have been obtained by enclosing a 
ferrite ring in a resin [49]. 

In unstrained ferrites, in order that I,/It be as high 
as possible, the crystalline anisotropy must be pre¬ 

Fig. 26—Family of hysteresis loops for a ring of Ferroxcube IV A stressed by a ring of glass. 
Broken curve: hysteresis loop of Ferroxcube IV A without glass. 
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dominant; i.e., it must be high, but even in the absence 
of other anisotropies the anisotropy field IIa should be 
high with respect to Hc in order to obtain a high 
(^s)max, because in small negative fields domain rota¬ 
tions must be prevented as much as possible. Since a 
small coercive force is desired, and Hc increases with 
Ki, one must choose a material with a moderate value 
of Ki. At the same time the other anisotropies must be 
reduced as much as possible, since they tend to reduce 
E/E-

Shape anisotropy can be suppressed by firing to very 
high densities (Fig. 7(c)), which moreover, lowers the 
coercive force. 

Even in the (hypothetical) case that internal stresses 
are absent in the demagnetized state, there will still be 
stresses in the remanence point, because the change of 
domain orientations causes a change of the shape of the 
individual crystals. Only if (for negative K/) Xm = 0 is 
there no change in strain when the domain magnetiza¬ 
tion changes from one preferred direction into another 
so that no extra stresses occur in the remanent point. 
This means that not X», but the magnetostriction in the 
preferred direction must be zero which has been demon¬ 
strated for solid solutions of NiFe2O, (X, = — 26.If)-6 ) 
and Fe3O4 (X, = +41) [48]. For 56 per cent NiFe20,, 
X,= «0, but for 70 per cent NiFesO« (X,= «— 8.10 -6 ) 
the hysteresis loop was most square. Since the magneti¬ 
zation process in low fields, of the order of IE, is a change 
of the domain magnetization orientation from one pre¬ 
ferred direction into another, the magnetostriction in 
such low fields is mainly determined by Xm. This low-
field magnetostriction was shown to be zero just for this 
composition. 

The effect of magnetostriction is also notable in 
Lin.5Fe2.5O, which has X,= —1.10~* when pure. Firing 
at l,150°C causes some Fe2+ ions to be present, and Xm 
is slightly positive. This can be reduced to zero by start¬ 
ing from a solid solution of Lio.5Fe2.5O, and some 
NiFe2O, with negative Xm. 

It has been possible to show that a large number of 
chemical compositions yield square-loop ferrites [48]. 

For a few of these IE and Io/Ih„ are plotted against 
Hm in Fig. 27. 

About the background of properties under pulse con¬ 
ditions little has been published. It has been found that 
the product of the switching time and the “excess” field 
(H—H/) is a constant for a material and can be used 
as a quality factor of the material. 

J. Ferrites at Microwave Frequencies 
It can be seen from Fig. 19 that the ferrites cannot 

be used in the ordinary way at microwave frequencies 
(«1,000-24,000 me), because of their very high losses. 
These losses can be explained almost entirely in terms 
of ferromagnetic resonance absorption in the effective 
fields due to the crystal anisotropy. We have seen that 
due to demagnetization on domain walls the highest 
effective field is ^4ttI„ and therefore these losses are 
decreased by the application of a de magnetic field, and 
in the completely saturated state they should vanish. 

When a magnetized ferrite is subjected to a hf field 
perpendicular to the de field IE, a circular precession 
of the magnetization vector will result, the sense of 
which is determined with the direction of the de field. 
The precessing magnetization vector can be resolved 
into a fixed part and a rotating part (Fig. 28(a)) and 
the hf field into two circularly polarized fields. These 
rotating fields and magnetizations can have the same 
or opposite sense of rotation so that one can define 
two different susceptibilities [50], which can be shown 
to be x+= E/{H-w/y) and x~ = I./{H+w/y'). This re¬ 
sults in different wavelengths of the circularly polarized 
fields in the ferrite, so that the plane of polarization of 
the traveling wave is rotated by the ferrite (Faraday 
rotation). This phenomenon has been found by Roberts 
[51] and can be applied [52] in unidirectional isolators, 
circulators, gyrators, etc. 

Another class of devices is based on the facts that in 
a certain mode the fields in a waveguide are elliptically 
polarized and the sense of elliptical rotation is opposite 
for opposite directions of propagation, and also for 
points located symmetrically in a waveguide cross section. 

Fig. 27—R. and against Hm for the following ferrites. (1) Coo.o2Mno.»8Fe20,. (2) (CuO)o r (MnOi+jh.rFe2O8. (3)(MgO)«.8
• (MnOi+jfo.sn-FeÂ. (4) Mno.iNio.sMgo.,Fe>0,. (5) Mgo.,Nio.6Fe20,, (6) Lio «Nio osFe2.«0,. 
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Fig. 28—(a) 1'he precessing magnetization vector J can be resolved 
into a fixed part (—/) and a rotating part i. (b) The rotating 
part of the magnetization describes an ellipse because the stiff¬ 
nesses in the X and y directions are different, (c) Elliptical polari¬ 
zation of h in a certain location in the waveguide. See text. 

If a magnetized piece of ferrite with a certain shape, 
magnetized in the z direction, is introduced asymmetri¬ 
cally in a waveguide with length in the x direction, the 
resonance condition is, according to Kittel [35] and 
Snoek [33]: 

= 7Hz/, + I.fN, - -V,)} {U, + I.(Ny - -Y,)]»'2. 

Since the stiffness is different in the x and y directions 
due to the demagnetizing fields, the rotational part of I, 
i, will perform an elliptical rotation with axes inversely 
proportional to and (big. 28(b)). 
When the ellipticity is the inverse of that of the field at 
the location of the piece of ferrite (Fig. 28(c)) in the 
waveguide and the direction of rotation of i opposite to 
that of h, energy is not transferred during a cycle; i.e., 
resonance is not excited. A traveling wave will therefore 
not be attenuated in one direction x, but in the opposite 
direction — x the reversed sense of rotation of h causes 
resonance; i.e., there is energy transfer to the ferrite, 
which results in an attenuation of the wave. Ratios of re¬ 
verse to forward attenuation up to 50 have been obtained. 
Unidirectional attenuator devices based on this prin¬ 
ciple are described by Kales [53] and by Fox et al. [54]. 

At the de field strengths H, that are needed (up to 
— 2,000 oersteds) the resonance losses such as occur in 
the nonmagnetized ferrite are apparently not completely 
absent, so that of the ferrite has to be made 
smaller than u/y. This puts an upper limit to 4tfZ„ and 
for longer wavelengths the normal ferrites developed 
for ordinary applications are not suitable. The 4^7, 
value is conveniently decreased by having a fair amount 
of MgFe2O4 (4tt7, = 1,400) in the solid solution [63] or 
by replacing part of the Fe,+ ions by Al*+ ions [44], 

Very good results are obtained with Mg ferrite¬ 
aluminates. The 4tf7, value should not be too low be¬ 
cause the energy absorption is proportional to I„ so 

that for low I, more ferrite is needed, which increases the 
forward attenuation. 

V. History of the Development of Ferrites 

The oldest ferrite is the mineral magnetite, Fe3O4. 
This is of magmatic origin and is therefore apprecia¬ 
bly older than human life, so that it had to wait a long 
while for its mention in literature. Thales of Miletus 
(640-548 B.C.) “observed that the lodestone had the 
power to lift small pieces of iron and thus counteract 
their natural desire to fall downward.” “He endowed the 
lodestone with a soul in the belief that nothing less than 
an inherent living force could account for the observed 
effect” [55 J. We shall skip some 2,500 years and for the 
older literature on natural magnetite refer to [55], 

Although there is a number of patents on the use of 
cores made from powered natural magnetite, we shall 
concern ourselves only with made-to-measure ferrites. 

List [56] noted the formation of magnetic oxides con¬ 
sisting of MO (M = Mg, Mn, Zn, Ni or Cu) and Fe2O3, 
which were attracted by a magnet. 

Hilpert [57] was the first to realize that such mate¬ 
rials might be useful magnetic core materials, better 
than Fe3O4, because of their higher resistivities. In 
1909 he took out a number of patents, but his ferrites 
had very low permeability and must have had enormous 
losses, considering his methods of preparation. 

Forestier [58] made several ferrites by precipitation 
with alkali hydroxide from chloride solutions and heat¬ 
ing the precipitate up to 900°C. His method of in¬ 
vestigation was the measurement of the magnetization 
in a field of about 500 oersteds as a function of tem¬ 
perature. By this method he established the existence of 
a compound MgFe2O4, which, however, had a Curie 
temperature of 315°C. He then made materials with 
the composition MFe2O4 in which M = Cu, Ni, Mg, Sr, 
Ba, Pb, Ca, Cd, and determined the magnetizations 
and Curie temperatures, also for those which we now 
know to be nonferromagnetic, which seems to indicate 
that the materials had not fully reacted. Forestier was 
the first of a great number of pupils of Chaudron, who 
may be considered the father of a school of French 
chemists working on ferromagnetic spinels, all using 
the same method of investigation. Their work, which 
greatly increased our knowledge on the substitution pos¬ 
sibilities, is extensively cited in [59]; not all of it can 
stand criticism founded on more recent knowledge. 

Kato and Takei [60] published a number of papers 
in Japanese from 1933 to 1939 which have since become 
known. Because they used low firing temperatures, they 
were specially interested in CuFe2O4 which sinters at a 
low temperature, and made M-Zn ferrites, which, how¬ 
ever, did not have initial permeabilities above 50. Van 
Arkel, Verwey, and van Bruggen [61] in 1936 estab¬ 
lished the phase relations in several systems MO—Fe2O3 

(M = Mn, Cu, Ni, Mg) and Snoek in 1936 [62] con¬ 
firmed and supplemented their results by measurements 



1972 PROCEEDINGS OF THE IRE December 

of coercive force and saturation magnetization in these 
systems. 

It was Snoek who in 1941 established the importance 
of the correct oxygen content, not possessed by Hilpert 
ferrites, for the quality of ferrites for high frequency 
use, even in those materials where the ferrous content 
is so small that eddy current losses are negligible. He 
also established the importance of extreme homo¬ 
geneity, not possessed by the Japanese ferrites. 

Dr. J. L. Snoek, whose work laid the foundations for an important 
new industry. Dr. Snoek died in 1950 in a road accident. 

The requirement for the oxygen content limits the 
firing temperature, and homogeneity is best obtained 
at very high firing temperatures. Snoek showed how 
these two conditions could be fulfilled simultaneously. 
Thirdly, he found that solid solutions M-Zn ferrites 
showed the highest initial permeabilities, together with 
low losses. These losses are low up to a certain fre¬ 
quency, which frequency is about inversely propor¬ 
tional to the permeability, which in turn he showed to 
be connected with the Zn ferrite content and with the 
firing temperature. Finally he showed that for the lower 
frequency range ferrites; i.e., those with higher Zn ferrite 
contents, the permeability was further increased by in¬ 
corporating small amounts of Fe3O4 in the solid solution, 
because this could reduce the magnetostriction to prac¬ 
tically zero. These very important results are laid down 
in a number of patents and in his book [29] which was 
the starting signal for a great many investigations both 
of a scientific and technical nature, and of a very rapid 
growth of technical applications. The great majority of 
present-day applications use ferrites which are based on 
Snoek's work, although research and development in 
many laboratories have resulted in a gradual improve¬ 
ment of several properties. 

These present-day applications include 

For radio: IF band-pass filters, antennas, elements for 
permeability tuning, transformers. 

For television: line output transformers, deflection 
coils, linearity16 and width control of image, aerial 
transformers, noise suppression filters. 

16 Biased by a permanent magnet of e.g., Magnadur (Ferroxdure). 

For telecommunication: filters for carrier telephony, 
hf chokes, equalizing cores, delay lines, broad band 
audio transformers, pulse transformers16 . 

For miscellaneous applications: pulse transformers, 
ultrasonic vibrators, mechanical filters, recording 
heads for tape recorders, etc., frequency modula¬ 
tion, hf coupling, ignition coils, low-power trans¬ 
mission, magnetic amplifiers, and saturable reac¬ 
tors, various vital parts in proton accelerators and 
other elementary-particle accelerating machines, 
modulation of uhf in waveguides, gyrators, etc. 

Two important additions to the arsenal of ferrite ap¬ 
plications useful in industry originate from the United 
States [63, 47]: the ferrites used for unidirectional at¬ 
tenuators and gyrators in microwave technique, and the 
ferrites with square hysteresis loops, that can be used as 
switching cores for magnetic memories and numerous 
other applications, neither of which class of ferrites con¬ 
tains zinc ferrite as an essential component. 

The present-day yearly output of ferrites may be 
estimated to be well over 6,000 tons, which represent a 
value of $15,000,000. 
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Correspondence 

Noise Factor Measurement* 
When a receiver is being designed for the 

lowest possible noise factor, the working 
out of the theoretical design is usually fol¬ 
lowed by an experimental program in which 
various adjustments are made concurrently 
with a series of noise factor measurements. 
When these measurements are being carried 
out, the importance of the temperature of the 
noise diode resistor is not always fully real¬ 
ized. While obtaining the best absolute ac¬ 
curacy in the noise factor measuring equip¬ 
ment is a laudable aim, it is the day-to-day 
and hour-to-hour repeatability of the noise 
factor readings which will ultimately limit 
the approach to the best design. In the 
usual case, the noise diode resistor will be 
warming up, because of its proximity to 
various components, as the tests proceed 
throughout the day. A very gratifying im¬ 
provement in repeatability of readings is 
often achieved by the following method of 
correction for temperature. 

The noise diode resistor is ventilated as 
well as possible, and a thermometer is 
mounted near the resistor. A correction of 

(1) 
AT 1 

AZ = (r - 1) — • 20Ä

is subtracted from the noise diode current 
reading before it is inserted in the usual 
formula, 

F = —— 20/ R. (2) 
r — 1 

Here, F = noise factor as a power ratio, 
AT = temperature rise of the resistor aboye 
16.8°C., Z = noise diode current, R = noise 
diode load resistance, and r=the ratio of 
amplified noise power with the noise diode 
on to its value due to receiver noise only 
(usually 2). 

A convenient method of applying this 
correction is to fasten a scale of AZ to the 
thermometer. 

It is not easy to predict whether or not 
the temperature correction is worthwhile in 
a particular case. The maximum temperature 
rise may be measured, say ATmM[. The lowest 
noise factor to be expected may be called 
Fmin, as a power ratio. Then: 

n • . -.-ATmax 1 ATmxx ... 
AFdb= 4.343 —— —-  - 66 8 „ ' (3) 

ZyU /nun OO.Ö/ m»n 

where ATdb is the error in noise factor in 
decibels. As an example, if Fmin is 1.20 (as 
a power ratio) and AT is 10.0°C., ATdb is 
found to be 0.125 decibels. In general this 
error will be increasing from zero to its maxi¬ 
mum value throughout the day, and can 
distort the experimental results much more 
than in the case of a random error. 

The derivation of the above equations is 
straightforward, and the modifications for 
push-pull or other special input connections 
are obvious. It might be pointed out that 
the error has nothing to do with the tempera-

* Received by the IRE. August 25. 1955. 

ture coefficient of resistance of the resistor, 
but rather is a consequence of two facts; 
first that noise factor must be defined at a 
given temperature (otherwise it will not be 
a constant of a receiver), and second that 
the thermal noise power from the noise 
diode resistor is proportional to its absolute 
temperature. 

In the above equations standard tem¬ 
perature has been assumed to be 16.8°C., 
this value is implied when using the usual 
numerical coincidence F = 2QIR, for the 
case r = 2. 

A. C. Hudson, 
Microwave Section, 

Div. of Radio and Electrical Engrg., 
National Res. Council. 

Ottawa, Ontario, Canada. 

Germanium Transistor Amplifiers 
Stable to 95°C.* 

Reference to manufacturers specifications 
shows that current gain of some germanium 
transistors (the GE 2N43 for example) does 
not change greatly up to 100°C. The operat¬ 
ing point, however, does shift radically, send¬ 
ing open-loop amplifiers into cut off at far 
lower temperatures. If the operating point 
can be stabilized, amplifier gain can be 
maintained over wide temperature ranges. 

In the process of developing a series of 
temperature insensitive amplifiers, a rather 
simple means was found of stabilizing the 
operating point when the transistors are 
connected in triode amplifier-cathode fol¬ 
lower pairs. A parallel RLC filter is put into 
a feedback loop about each pair. The per¬ 
centage of feedback is high at de due to the 
low DC resistance of L and stabilizes the 
operating point. The gain of the pair at the 
resonant frequency of the LC combination 
is then set by the value of the shunt resist¬ 
ance R which may be the equivalent shunt 
resistance of the inductor but is usually a 
separate component. For closed loop gains 
of ten or less, sufficient de feedback is pro¬ 
vided by the resistor alone and the L and C 
may be eliminated. The battery fixes the 
operating point at 6 volts, since the de loop 
gain will hold the input de voltage near zero. 
In effect, the de gain of the amplifier is 
utilized to provide operating point stability 
rather than being thrown away through a 
coupling capacitor. 

In a gain-of-ten configuration utilizing 
2N43A transistors as shown in Fig. 1, 
closed loop gain has been consistently main¬ 
tained within +2 per cent from room tem¬ 
perature to 98.5°C. Using moderately high-
gain silicon transistors (Texas Instrument 
#904) closed-loop gain has been maintained 
within the same limits to over 135°C. With 
low gain silicon transistors (Texas Instru¬ 
ment #903) closed-loop gain has been main-

♦ Received by the IRE, July 21, 1955. This work 
was performed as part of U. S. Navy contract NOa(s) 
53—1107-C. 

tained ±5 per cent to 150°C. Surprisingly 
enough, silicon and germanium units show 
similar open-loop high temperature effects, 

drifting into cut off at 40° to 50°C in our 
configurations. Above 100°C, no amount of 
de feedback will hold germanium units 
stable but silicon units are still easy to 
stabilize. Germanium units have been stored 
at 101°C for half-hour periods and im¬ 
mediately operated for another half hour 
at 98°C at 10 per cent of maximum rated 
power. No degradation of performance or 
permanent damage to the transistors has 
been observed although this treatment is in 
excess of ratings. 

W. Greatbatch 
Dept, of Elec. Engrg. 

Univ, of Buffalo and Cornell Aeronautical 
Lab., Inc. 

Buffalo, N.Y. 

W. Hirtreiter 
Flight Res. Dept. 

Cornell Aeronautical Lab., Inc. 
Buffalo, N.Y. 

Power Flow* 
Most of the discussions on terminology in 

an established engineering field lead no¬ 
where, and ordinarily I would refrain from 
this type of debate. There are many cases 
of inaccurate use of terms which are harm¬ 
less because everyone involved understands 
what is meant. Thus, one is seldom misled 
by the use of “megacycles” for “megacycles 
per second,” although the term “hertz” 
has been, and is sometimes employed to 
make this inaccuracy unnecessary. 

The recent exchange of letters on the 
terms “instantaneous frequency” and “in¬ 
stantaneous spectra” has been illuminating, 
I think, for here a somewhat different con¬ 
cept is involved, and careful thinking is 
necessary. 

However, when there is a well-defined 
usage available, and where dimensions are 
involved, it would seem that it is best to 
adhere to the correct terminology. Therefore, 
I wish to point out this once the increasing 
substitution of the word “power” where 
“energy” is meant. This is something like 
the awkward question of “current” and 

♦ Received by the IRE. July 11, 1955. 
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“charge flow," l»ut in the case in point 
usage has been correct until recently. 
Unfortunately, when I looked for examples, 
I found that the Editor of the Proceedings 
of the IRE furnishes the majority of the 
examples. Hence, I wish to make it clear, 
that the quality of the work is not impugned, 
but I do protest the careless terminology. 

The first case is where the term appears 
even in the title of the paper.1 Here, in the 
second paragraph we find, “P, is the Poynt-
ing vector, which we may interpret as the 
electromagnetic power flow per unit area. 
. . . ” Further on, one finds 

V (P. + Pk) + ° (H', + HT) =0. (11) 
dl 

“As P, anti IP, are electromagnetic power 
flow and electromagnetic energy, so Pk 
and Wk are kinetic power flow and kinetic 
energy.” 

Why the superfluous “flow”? A search 
of the better books on electromagnetic 
theory reveals that Poynting’s vector has 
always been defined as “energy flow.” If 
“flow” is to be taken as a time rate, then the 
dimensions in (11) are incorrect. 

Further examples are found in many 
papers. Heffner is in and out of this mistake 
all through his paper,* and it was in this 
paper that I first was really confused. We 
find, “The power flowing from the gap to 
the beam, is 

P = i Re Vi* (15).” 

However in the same paragraph, one 
finds, “The fact that the waves carry 
power in opposite directions has been pointed 
out previously by Chu and Walker. It arises 
because of the opposite signs attached to the 
stored energy of the two waves.” 

This seems to be enough. All I am asking 
is that reasonable care be employed in writ¬ 
ing on this subject so that one does not 
confuse, unnecessarily, an already difficult 
subject. 

W. M. Gottschalk 
Res. Div., Raytheon Mfg. Co., 

Waltham 54, Mass. 

Rebuttal3
I do not regard flow as having the dimen¬ 

sions \/t, but merely as a descriptive word, 
perhaps superfluous, but scarcely confusing. 
Schelkunoff4 speaks of “longitudinal power 
flow” and just plain “power flow” in con¬ 
nection with a waveguide, so I feel that if 
I am wrong I am wrong in good company 
I do not object either to current flowing in 
a circuit, though it may be that to the pure 
minded the current either stands still or 
else merely exists. 

J. R. Pierce 
Bell Telephone Labs., Inc. 

Murray Hill, N.J. 

JW. H. Louisell and J. R. Pierce, “Power flow in 
electron beam devices," Proc. IRE, vol. 43, pp. 425-
427; April. 1955. 

» H. Heffner. “A coupled mode description of 
beam-type amplifiers," Ptoc. IRE, vol. 43, pp. 210-
217; February. 1955. 

1 Received by the IRE. July 14, 1955. 
♦ S. A. Schelkunoff. “Electromagnetic Waves." 

D. Van Nostrand Co.. Inc., New York, N. Y., p. 319; 
1943 

Nonuniform Transmission Lines as 
Impedance-Matching Sections* 

A great improvement upon the lines pro¬ 
posed by Scott1 and Yang* can be obtained 
if the characteristic impedance of the match 
ing section (Fig. 1) can be varied according 
to one of the following equations: 

— (In Zo) = (1 - 0.889 cos 2 Try 
dy 

T 0.0112 cos 4iry) In (Zt/Zi), (1) 
and 
d 
— (In Zo) 
dy 

= ( sin xv-sin 3iry d-• sin 5rry^ 
\ 3 '54 ' / 

Fig. 1—Matching section between impedances 
Zi and Zi. 

The equation for the magnitude of the 
re flection-coefficient can be rewritten as 

/■I 1 J — - (In Zo^^dy. (3) 
Q ¿ ay 

(Zt/Zk) 
-cos 2rr l/X. (5) 
1 —-p —— 

9 270 
The values of |p¡ , normalized with re¬ 

spect to J ln(Zt/Zt), are plotted against l/X 
in Fig. 2. Curve (1) is for the line proposed in 
(1) and curve (2) for the line proposed in (2). 
For comparison, curve (3) has been drawn 
for the parabolic line proposed by Yang. 

Fig. 2—Amplitude variation of the reflection-
coefficient with l/X. 

It will be seen that the curves (1) and (2) 
show very little frequency-sensitivity and 
also give low reflection. For curve (1), the 
normalized value of |p| is less than 0.006 
for l/X greater than one, and for curve (2) 
the normalized value of |p| is less than 
0.0005 for l/X greater than 1.5. 

TABLE I 

z/x 

: calculated from (5) 
obtained from the Computer 

0.25 0.5 0.75 1.0 
0.305 0.205 0.102 0.034 
0.297 0.205 0.104 0.035 

l/* 

1: calculated from (5) 
obtained from the Computer 

1.25 1.50 1.75 2.0 
0.0057 0.00002 0.00000 0.00002 
0.0060 0.00015 0.00006 0.00001 

Observe that in (1) and (2), expressions 
for |p| can be readily integrated for both 
cases. The solutions are, 

yZn (Zj/Zd [ 

• sin 2ttZ/X 
i J (4) 

1 1 

10.8 (4Z/X)’— 25. 

(4 Z/X)* — 1 (4 Z/X)* —9 
1 1 

0.0448 Z/X • 
(4 Z/X)* - 16. 

1 3.556Z/X 
(4Z/X)* - 4 

♦ Received by the IRE, September 15. 1955. 
1 H J. Scott, “The hyperbolic transmission line as 

a matching section," Proc. IRE, vol. 41, pp. 1654-
1657; November. 1953. 

* R. F. H. Yang. “Parabolic transmission line," 
Proc. IRE, vol. 43, p 1010; August, 1955. 

11 may be added that (3) is only approxi¬ 
mate and has been derived on the assump¬ 
tion that (1—p*)—1. To verify the ac¬ 
curacy of this assumption, the nonlinear 
differential equation for p was solved on the 
Manchester University Digital Computer 
for Z»/Zi=2. The values thus obtained for 
the line assumed in (2) agreed closely with 
those obtained from (5), and are given in the 
above table: 

Optimum nonuniform line-matching sec¬ 
tions of any given length can be obtained by 
finding a suitable Fourier series for (d/dy) 
(In Zo). This will be discussed in a forth¬ 
coming paper. 

J. Willis and N. K. Sinha 
Faculty of Tech., University of Manchester 

Manchester 1, Eng. 
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Contributors-
R. F. Blunt was born in Greeley, Kans., 

on August 24, 1920. He entered Rice Insti¬ 
tute, Houston, Tex. in 1938. His education 

was interrupted by 
service in the Navy 
where he attended 
the Radio Materiel 
School. 

At the conclusion 
of World War II, he 
returned to Rice In¬ 
stitute, from which 
heobtained his Ph.D. 
degree in 1949. The 
subject of his doc¬ 
torate thesis per¬ 
tained to low tem¬ 

perature physics. 
After receiving his degree, Dr. Blunt 

joined the staff of the National Bureau of 
Standards Solid State Physics Section where 
he has recently been engaged in the inves¬ 
tigation of intermetallic compounds. 

Dr. Blunt is a member of the American 
Physical Society. 

R. F. Blunt 

R. H. Bube was born on August 10, 1927, 
in Providence, R. I. He received the B S. 
degree in physics from Brown University in 

R. H. Bube 

1946, and the M.A. 
and Ph.D. degrees in 
physics from Prince¬ 
ton University in 
1948 and 1950, re¬ 
spectively. 

Since 1948, Dr. 
Bube has been with 
the RCA Laborato¬ 
ries Division where 
he has worked as a 
solid-state research 
physicist in the Phys¬ 
ical and Chemical 

Research Laboratory. 
He has been engaged primarily in re¬ 

search on luminescent materials and photo¬ 
conductors. 

Dr. Bube is a member of the American 
Physical Society and Sigma Xi. 

W. H. Brattain was born in Amoy, China, 
on February 10, 1902. He received a B.S. 
degree from Whitman College in 1924, an 

M.A. degree from the 
University of Oregon 
in 1926, and the 
Ph.D. degree from 
the University of 
Minnesota in 1928. 

Dr. Brattain, with 
Dr. John Bardeen, is 
the co-inventor of the 
point contact transis¬ 
tor. Since joining Bell 
Telephone Labora¬ 
tories in 1929, Dr. 
Brattain’s research 

work has been concerned primarily with the 
study of semiconductors. He has also en¬ 
gaged in the study of frequency standards, 
thermionics, magnetometers and infra-red 
phenomena. 

During World War II Dr. Brattain was 
associated with the Division of War Re¬ 
search, Columbia University and in 1952 he 
was a visiting lecturer at Harvard Univer¬ 
sity. 

Earlier this year Dr. Brattain received 
honorary Doctor of Science degrees from 
Whitman College, and from Union College. 
Portland University awarded him the same 
degree in 1952. In 1954 he received the John 
Scott Medal in recognition of his work on 
the transistor, and in 1952 he was awarded 
the Stuart Ballantine Medal of the Franklin 
Institute. 

Dr. Brattain is a fellow of the American 
Physical Society and of the American As¬ 
sociation for the Advancement of Science, 
and a member of the Franklin Institute, 
Phi Beta Kappa and Sigma Xi. 

W. H. Brattain 

G. Destriau was born August 1, 1903, 
in Bordeaux, France. He attended the 
Sorbonne and the École Centrale des Arts 

G Destriau 

and Manufactures, 
both in Paris, and re¬ 
ceived the engineer¬ 
ing degree from the 
latter institution. He 
was awarded the doc¬ 
torate in 1936 by the 
Sorbonne; his work 
for his doctorate 
thesis was done in the 
Institut du Radium. 

In 1939 he be¬ 
came Chargéde Cours 
at the Faculté des 

Sciences of the University of Bordeaux, and 
in 1942 Director of Studies of the École 
Centrale des Arts and Manufactures, Paris. 

From 1944 to 1953, he was Chargé de 
Cours at the Faculté des Sciences of the 
University of Paris (Sorbonne) and professor 
of the Faculté des Sciences of the University 
of Poitiers. In 1953 he was made a professor 
at the Sorbonne. 

Since 1952 he has also been a consultant 
to the Lamp Division of the Westinghouse 
Electric Corp., Bloomfield, N. J. 

Although Professor Destriau is known 
primarily for his pioneering work in electro¬ 
luminescence and related effects of electric 
fields on phosphors, he has also made several 
notable contributions in the fields of alpha 
particle scintillations, x-ray therapy, radiog¬ 
raphy, optics, and the properties of thin 
metal films. 

Dr. Destriau is a member of the Société 
Française de Physique, the Société Fran¬ 
çaise de Chemie-Physique, and of the 
Société Française des Electriciens. 

H. P. R. Frederikse was born in The 
Hague, Netherlands, on July 13, 1920. He 
studied at the University of Leiden, Nether¬ 

lands, where he re¬ 
ceived his Ph.D. de¬ 
gree in 1950. 

From 1950 to 
1953 he was a mem¬ 
ber of the semicon¬ 
ductor research group 
at Purdue Univer¬ 
sity, in Indiana, 
working on thermo¬ 
electricity in ger¬ 
manium. In 1953 Dr. 
Frederikse joined the 
Solid State Physics 

Section of the National Bureau of Stand¬ 
ards where he is presently engaged in the 
investigation of intermetallic compounds. 

Dr. Frederikse is a member of the Ameri¬ 
can Physical Society and Sigma Xi. 

H.P.R. Frederikse 

G. F. J. Garlick was born on February 
21, 1919 in Staffordshire, England. He re¬ 
ceived the B.Sc. degree with honors from the 

University of Bir¬ 
mingham in England 
in 1940. In 1943, he 
received the Ph.D. 
degree and in 1955 
the D.Sc. degree from 
the same university. 

He has directed 
luminescence research 
in the department of 
physics at Birming¬ 
ham since 1944, and 
is now a lecturer 
there. His publica¬ 

tions include several papers and a book on 
phosphors. 

Dr. Garlick is a fellow of the British In¬ 
stitute of Physics. 

G. F. J. Garlick 

E. W. Gorter received his science degree 
in 1939 from Leyden University, where his 
major subjects were physical and inorganic 

chemistry. After a 
short period of teach¬ 
ing at a secondary 
school at the Hague, 
he received a Ram¬ 
say Memorial Fel¬ 
lowship to work at 
the University of 
Manchester in Eng¬ 
land. 

After the invasion 
of Holland in 1940, 
he joined the Nether¬ 
lands forces in Eng¬ 

land, and for the greater part of the war 
worked on chemical warfare problems with 
a Dutch research group in London, 

E. W. Gorter 
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When he returned to civilian life in 1946, 
he joined the staff of Philips Research Lab¬ 
oratories. He is presently working in the 
chemistry section under Dr. E. J. W. Verwey 
on ferromagnetic materials. 

He received the doctor’s degree cum 
laude from Leyden University in 1954 for his 
thesis “Saturation Magnetization and Crys¬ 
tal Chemistry of Ferrimagnetic Oxides.” 
Dr. Gorter is co-inventor of the oxidic per¬ 
manent-magnet material Magnadur (Fer-
roxdure). 

F. Herman (S’45-A’52) was born in New 
York, N.Y., on March 21, 1926. He received 
the B.S. in E.E. degree in 1945, the M.S. 

in E.E. degree in 
1949, and the Ph.D. 
degree in physics in 
1953, all from Co¬ 
lumbia University. 

From 1945 to 
1947, Dr. Herman 
served with the LT. S. 
Navy as an electronic 
technician. From 
1947 to 1949, he was 
an instructor in elec-

F. Herman trical engineering at 
Cooper Union in 

New York City. In 1949, he joined the RCA 
Laboratories, Princeton, N. J., where he 
has been ever since. While on the Technical 
Staff at the RCA Laboratories, Dr. Herman 
has devoted himself chiefly to theoretical 
problems in solid state physics. In the sum¬ 
mer of 1954 he delivered an invited paper on 
his work on the electronic energy band 
structure of germanium at the International 
Conference on Semiconductors, Amsterdam. 

Dr. Herman is a member of Tau Beta Pi, 
Sigma Xi, and the American Physical So¬ 
ciety. 

H. F. Ivey (M’46-SM’51) was born 
in Augusta, Ga., on June 16, 1921. He re¬ 
ceived the degrees of A.B. summa cum laude 

and M.S. from the 
University of Georgia 
in 1940 and 1941. In 
1944, he was awarded 
the degree of Ph.D. 
in physics by M.I.T. 

From 1942 to 
1945, he was a staff 
member of the M. I .T. 
Radiation Labora¬ 
tory where he was 
concerned with prob¬ 
lems of tenebrescence 
as applied to dark¬ 

trace cathode-ray tube screens for radar 
applications. From 1945 to 1946 he was a 
senior engineer in the research department 
of the National Union Radio Corp. He 
entered the employment of the Lamp Di¬ 
vision of the Westinghouse Electric Corp. 

H. F. Ivey 

in Bloomfield, N. J., as a research engineer 
in 1946. Here he worked on problems of 
thermionic electron emission and electron 
space charge. In 1952 his activities were 
shifted to the field of luminescence. Since 
1954, he has been in charge of the Phosphor 
Research Group of the Westinghouse Lamp 
Division, which is concerned with phosphors 
for fluorescent and other lamps, phosphors 
for television, and with electroluminescence 

He is a member of the American Physical 
Society (Divisions of Electron Physics and 
Solid-State Physics), the Electrochemical 
Society (Electronics Division), Phi Beta 
Kappa, Sigma Xi, Sigma Pi Sigma, and Pi 
Mu Epsilon. 

E. T. Jaynes (SM’54) was born in Water¬ 
loo, Iowa, on July 5, 1922. He attended 
Cornell College and Iowa State University, 

E. T. Jaynes 

receiving the B.A. de¬ 
gree in physics from 
the latter in 1942. He 
studied in the gradu¬ 
ate school of the Uni¬ 
versity of California 
in Berkeley and at 
Princeton LTniversity 
from which he re¬ 
ceived the M.A. de¬ 
gree in 1948 and the 
Ph.D. degree in theo¬ 
retical physics in 
1950 

From 1942 to 1946 he was engaged in 
microwave research and development as a 
project engineer at the Sperry Gyroscope 
Co., in Garden City, N. Y., and in the com¬ 
bined research group of the Naval Research 
Laboratory. 

Since 1950, he has been on the faculty of 
Stanford University, and at present holds 
the titles of associate professor in the micro¬ 
wave laboratory and lecturer in physics. 

F. Jona was born in Pistoia, Italy, on 
October 10, 1922. He received his under¬ 
graduate degree in 

F. Jona 

1945 and the Ph.D. de¬ 
gree in physics in 
1949, both from the 
Eidgenössische Tech¬ 
nische Hochschule in 
Zurich, Switzerland. 

From 1945 to 
1946, he was an in¬ 
structor in the phys¬ 
ics department of the 
University of Berne, 
Switzerland. He re¬ 
turned to the Eid¬ 
genössische Tech¬ 
nische Hochschule as 

a research associate from 1946 to 1952. 
He came to Pennsylvania State Univer¬ 

sity as a research associate in 1952. Since 
1954, he has been an assistant professor. 

Solid state physics, especially elasticity 
and ferroelectricity, and crystal analysis, is 
Dr. Jona's field of research. He is a member 

of the American Physical Society, Schwei¬ 
zerische Physikalische Gesellschaft and 
Societá Italiana di Fisica. 

B. Kazan was born in New York, N. Y. 
on May 8, 1917. He received the B.S. degree 
in physics from the 

B. Kazan 

California Institute of 
Technology in 1938 
and the M.A. degree 
in physics from Co¬ 
lumbia University in 
1940. 

In 1940 he joined 
the Signal Corps En¬ 
gineering Laborato¬ 
ries and was engaged 
in early experimental 
work with radar 
equipment. From 
1944 to 1950 he was 
chief of the Special 

Purpose Tube Section at the Evans Signal 
Laboratory, where he was responsible for de¬ 
velopment and application engineering of 
traveling wave tubes, klystrons, display 
tubes, and transistor devices. Since 1951, 
Mr. Kazan has been engaged in research on 
television tubes and display devices at the 
RCA Laboratories, Princeton, N. J. 

Mr. Kazan is a member of the American 
Physical Society, Sigma Xi and Tau Beta Pi. 

F. A. Kröger was born in Amsterdam. 
The Netherlands, on September 11, 1915. He 
studied physical chemistry at the University 

of Amsterdam, and 
received the Ph.D. 
degree in 1940. His 
doctorate thesis was 
on luminescence of 
solids containing man¬ 
ganese. 

In 1938, Dr. 
Kröger joined the 
staff of the Research 
Laboratories of the 
N. V. Philips Co., 
Eindhoven. He has 
since led research 

groups on luminescence and semiconductors. 
Dr. Kröger is a member of the Dutch 

Chemical Society. 

E. E. Loebner (M’52) was born in 1924 
at Pilsen, Czechoslovakia. He graduated 
with honors in 1945 from the Higher In 
dustrial Institute in Pilsen, receiving a de¬ 
gree in mechanical engineering. In 1947, he 
came to the United States as a B’nai B’rith 
Hillel scholar to continue his studies. He re¬ 
ceived the B.A. and Ph.D. degrees in physics 
from the University of Buffalo in 1950 and 
1955 respectively. 
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Dr. Loebner was active in mechanical de 
sign and hydraulics both abroad and in the 
Hnited States. Later, as an ONR research 

E. E. Loebner 

assistant, he did work 
on the thermoelectric 
power of carbons. In 
July, 1952, he joined 
Sylvania Electric 
Products Inc., and 
was engaged in re¬ 
search on applica¬ 
tions of electrolu¬ 
minescence at the 
Radio and Television 
Division in Buffalo, 
N. Y. In 1954, Dr. 
Loebner transferred 

to the Waltham Laboratories, Waltham, 
Mass., later a part of Sylvania’s Electronic 
Systems Division, where he continued his 
work on electroluminescent devices. Since 
October, 1955, he has been on the technical 
staff of the RCA Laboratories Division in 
Princeton, N. J. 

Dr. Loebner is a member of the American 
Physical Society, the American Association 
for the Advancement of Science, and Sigma 
Xi, and a fellow of the Physical Society. 

J. L. Moll (A'51) was born on December 
21, 1921, in Wauseon, Ohio. He received the 
B.Sc. degree in engineering physics in De-

J. L. Moll 

cember, 1943 from 
the Ohio State Uni¬ 
versity, and the 
Ph.D. degree in elec¬ 
trical engineering in 
1952. 

Dr. Moll worked 
at the Radio Corpo¬ 
ration of America 
during the years 1944 
and 1945. From 1945 
to 1948 he was em¬ 
ployed as a graduate 
assistant in the 

mathematics department at Ohio State Uni¬ 
versity, and from 1948 to 1952 was an in¬ 
structor in the electrical engineering depart¬ 
ment, as well as a research associate for the 
Ohio State University Research Foundation. 
Since September, 1952, Dr. Moll has been a 
member of the Bell Telephone Laboratories 
staff, where he has been working on tran¬ 
sistor development. 

Dr. Moll is a member of Sigma Xi. 

G. A. Morton (A'39-SM’46-F’51) was 
born in New Hartford. N. Y.. on March 24. 
1903. He received the 

G. A. Morton 

B.S. in E.E. degree in 
1926, the M.S. degree 
in 1928, and the 
Ph.D. degree in phys¬ 
ics in 1932, all from 
M.I.T. 

From 1927 to 1933, 
he was a research 
associate and in¬ 
structor at M. I .T. He 
became a research 
engineer for RCA in 
1933, and since 1954 
has been associate di¬ 
rector of the Physi¬ 

cal-Chemical Laboratory at RCA Labora¬ 
tories. From 1946 to 1947, he was on leave 
from RCA doing special research work at 
Oak Ridge, Tenn. 

Dr. Morton was a section member of Na¬ 
tional Defense Research, and a member of 
the Army Air Force Advisory Board during 
World War II. He received the I EE Over¬ 
seas Premium Award, and certificates for 
war research from the Navy, Army, and Air 
Force. 

He is a fellow of the American Physical 
Society, and a member of Sigma Xi, and the 
American Institute of Electrical Engineers. 
His research work has resulted in several in¬ 
ventions in television electronics, electron 
optics, infrared imaging, computers, and nu¬ 
cleonics. 

T. S. Moss was born on January 28, 1921. 
He graduated first in his class from Cam¬ 
bridge University, receiving the B.A. degree 

T. S. Moss 
borough, England. 

Dr. Moss became ; 
the Institute of 

in 1941. In 1944, he 
received the M.A. de¬ 
gree from Cambridge, 
and in 1951, the 
Ph.D. degree. 

He is the author 
of “Photo-Conduc¬ 
tivity in the Ele¬ 
ments,” published in 
1952. At present, he 
is a Principal Scien¬ 
tific Officer at the 
Royal Aircraft Es¬ 
tablishment in Farn-

(1 associate member of 
cal Engineers in 1949. 

F. H. Nicoll (A’39-SM’43) was born 
in Saskatchewan, Canada, on June 6, 1908. 
He received the B.Sc. degree in physics 

in 1929 and the 
M.Sc. degree in 1931 
from Saskatchewan 
University. He held 
an 1851 Exhibition 
Scholarship to Cam¬ 
bridge University, 
England, for three 
years’ research and 
received the Ph.D. 
degree from that uni¬ 
versity in 1934. 

F. H. Nicoll From 1934 to 
1939 Dr. Nicoll was 

associated, as research physicist, with Elec¬ 
tric and Musical Industries, Ltd. in London, 
England. He was employed by the RCA 
Victor Division of the Radio Corporation of 
America at Camden, N. J. as research engi¬ 
neer from 1939 to 1941. Since 1941 he has 
been engaged in research on cathode-ray 
tubes and electron optics at the RCA Labora¬ 
tories Division in Princeton, N. J. 

Dr. Nicoll is a member of the American 
Physical Society and of Sigma Xi. 

G. L.'Pearson was born in Salem, Ore., on 
March 31, 1905. He was graduated from 
Willamette University in 1926 with an 

A.B. degree and was 
awarded an M.A. de¬ 
gree in physics by 
Stanford University 
in 1929. He then be¬ 
came a member of 
the physical research 
department of Bell 
Telephone Labora¬ 
tories, spending his 
early years there on 
studies of noise in re¬ 
sistors, vacuum tubes 
and carbon micro¬ 

phones. 
Except for a brief period during World 

War II, when he was engaged in military 
projects, Mr. Pearson has concentrated on 
semiconductor research since 1935. In this 
field he has been concerned with thermistors, 
transistors, silicon rectifiers, and photo¬ 
voltaic devices including the solar battery. 

Mr. Pearson holds a large number of 
patents on semiconductor devices, including 
thermistors and transistors. He is the author 
of numerous articles and papers in the same 
field. In 1948, the A.I.E.E. awarded him its 
annual prize for the best paper in research 
He is a fellow of the American Physical 
Society and a member of Sigma Xi. 

G. L. Pearson 

R. Pepinsky was born in St. Paul, Minn., 
on January 17, 1912. He received the B.A. 
degree in physics in 1933, and the M.A. de¬ 

gree in 1934, both 
from the University 
of Minnesota. 

He was a univer¬ 
sity fellow at the 
University of Chi¬ 
cago in 1935, and a 
teaching assistant 
from 1936 to 1939. 
He received the Ph.D. 
degree in 1939. 

For one year, he 
R. Pepinsky was a research physi¬ 

cist with the United 
States Rubber Co. in Providence, R. I. In 
1941 he became an instructor, and in 1942, 
an assistant professor, at the Alabama Poly¬ 
technic Institute. He was on academic leave 
from 1942 to 1945 and was a member of the 
Radiation Laboratory at M.I.T. He returned 
to Alabama as a research professor from 
1945 to 1949. Since 1949, he has been a re¬ 
search professor of physics at Pennsylvania 
State University. He has also been con¬ 
sultant in physics and part-time resident 
physicist at Brookhaven National Labora¬ 
tory since 1952. During part of 1955 he was 
visiting professor at the National Autono¬ 
mous University of Mexico, as a U. S. De¬ 
partment of State grantee; in 1954 he was a 
visiting lecturer on biochemistry in several 
European universities, under a Rockefeller 
Foundation grant. 

Dr. Pepinsky's major fields of research 
include X-ray and neutron crystallography, 
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solid stale physics and chemistry—par¬ 
ticularly structural bases for physical prop¬ 
erties of solids, radiation damage, biochemi¬ 
cal structure analyses, structural studies of 
explosives, crystal engineering, complex ion 
chemistry, theory of the phase problem in 
diffraction analysis, and optical rotatory 
power. Dr. Pepinsky has also been concerned 
with X-ray tube and crystallographic in¬ 
strumentation design, and electronic com¬ 
puter design. He is the inventor of X-RAC, 
R-PAC and S-FAC. 

He is a fellow of the American Physical 
Society, Chemical Society of London, and 
American Mineralogical Society. 

In addition, Dr. Pepinsky holds member¬ 
ship in the American Chemical Society, 
American Crystallographic Association, 
American Nuclear Society, American Asso¬ 
ciation for the Advancement of Science, 
Association for Computing Machinery, and 
Physical Society of Japan. He is a member 
of the Solid State Advisory Panel of the 
Office of Naval Research. 

A Rose (A’36-M'40-SM'43-F’48) re¬ 
ceived the A.B. degree in 1931, and the 
Ph.D. degree in 1935, both from Cornell 

University in Ithaca, 
N. Y. 

For twenty years, 
from the completion 
of his graduate studies 
until earlier this year, 
he was employed at 
RCA Laboratories 
where he was engaged 
in research on tele¬ 
vision camera tubes, 
electron optics, emis¬ 
sion phenomena, 
quantum noise, and 

solid state. 
Dr. Rose is currently at Laboratories 

RCA Ltd. in Zurich, Switzerland. 

A. Rose 

He is a fellow of the American Physical 
Society, and a member of Société Suisse de 
Physique. 

J. E. Rosenthal received her Sc.B. degree 
from the Sorbonne in Paris and her Sc.M. 
and Ph.D. degrees from New York Uni¬ 

versity. 
She was National 

Research Fellow at 
Johns Hopkins Uni¬ 
versity and received 
a fellowship at Co¬ 
lumbia University 
from the American 
Association of Uni¬ 
versity Women. 
Later, Dr. Rosenthal 
was an instructor in 

J. E. Rosenthal the graduate division 
of Brooklyn College, 

and joined the Signal Corps Engineering 
Laboratories as a physicist. In 1953, she be¬ 
came a project engineer for Allen B. Du 
Mont Laboratories, Inc. 

Spectroscopy, particularly the spectra 
of polyatomic molecules, was Dr. Rosen¬ 
thal’s field of specialization before the war. 
Since 1942, her work has been in electronics. 

She is a member of Sigma Xi and the 
American Mathematical Society, a fellow 
of the American Physical Society, and is a 
holder of several patents. Her married name 
is Bramley. 

M. L. Schultz was born in Chicago, III., 
on May 24, 1912. He received the B.S. de¬ 
gree in chemistry from the University of 
Chicago in 1934, and the Ph.D. degree in 
physical chemistry from the University of 
Chicago in 1939. 

From 1939 to 1943, he was instructor 
in chemistry at the Armour Institute of 
Technology and Illinois Institute of Tech¬ 

nology, both in Chi¬ 
cago. He joined the 
SAM Laboratories of 
the Division of War 
Research at Colum¬ 
bia University in 
1943. Since 1945, he 
has been associated 
with RCA Labora¬ 
tories in Princeton, 
N. J., working on 
research on semicon-

M. L. Schultz ductors and infrared 
photoconductors. 

Dr. Schultz is a member of the American 
Chemical Society, the American Association 
for the Advancement of Science. Phi Beta 
Kappa, and Sigma Xi. 

G. Shirane was born in Nishinomiya City, 
Japan, on May 15, 1924. He received the 
B.E. degree in applied physics in 1947, and 

the D.Sc. in physics 
in 1954, from Uni¬ 
versity of Tokyo. 

From 1948 to 
1952, he was a re¬ 
search associate in 
the physics depart¬ 
ment of Tokyo Insti¬ 
tute of Technology. 
He joined the physics 
department of Penn¬ 
sylvania State Uni¬ 
versity in 1952 as a 
research associate. In 

1955, he became an assistant professor. 
Dr. Shirane has engaged primarily in re¬ 

search on solid state physics, studies on 
ferroelectricity, and crystal analysis. He is a 
member of the American Physical Society 
and the Physical Society of Japan. 

G. Shirane 
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IRE News and Radio Notes-

Calendar of 
Coming Events 

Engineers Joint Council Nuclear En¬ 
gineering and Science Congress, 
Cleveland, Ohio, Dec. 12-16. 

PGEM-SIAM Operations Research 
Symposium, Ú. of Pennsylvania, 
Philadelphia, Pa., Dec. 14 

URSI Fall Meeting, U. of Florida, 
Gainesville, Fla., Dec. 15-17 

IRE-ASQC Second National Sym¬ 
posium on Reliability and Quality 
Control, Hotel Statler, Washington, 
D. C., Jan. 9-10 

IRE National Simulation Symposium, 
Dallas, Tex., Jan. 19-21 

IRE Symposium on Microwave Theory 
and Techniques, U. of Penn¬ 
sylvania, Philadelphia, Pa., Feb. 
2-3 

IRE-AIEE-ACM Western Joint Com¬ 
puter Conferences, Fairmont 
Hotel, San Francisco, Calif., Feb. 
8-10 

IRE Annual Southwestern Confer¬ 
ence, Oklahoma City, Okla., Feb. 
9-11 

Annual Banquet of Washington Sec¬ 
tion, Hotel Statler, Washington, 
D. C., Feb. 11 

IRE-AIEE-U. of P. Conference on 
Transistor Circuits, U. of Penn¬ 
sylvania, Philadelphia, Pa., Feb. 
16-17 

IRE-AIEE Scintillation Counter Sym¬ 
posium, Shoreham Hotel, Wash¬ 
ington, D. C., Feb. 28-29 

IRE National Convention and Radio 
Engineering Show, Waldorf-As¬ 
toria Hotel and Kingsbridge Arm¬ 
ory, New York City, Mar. 19-22 

PGIE-AIEE-ISA Conference on Mag¬ 
netic Amplifiers, Syracuse, N. Y., 
Apr. 5-6 

Seventh Regional Technical Confer¬ 
ence and Trade Show, Hotel 
Utah, Salt Lake City, Utah, Apr. 
11-13 

Tenth Annual Spring Television Con¬ 
ference of the Cincinnati Section, 
Engineering Society of Cincinnati 
Building, Cincinnati, Ohio, Apr. 
13-14 

New England Radio Engineering 
Meeting, Sheraton Plaza Hotel, 
Boston, Mass., Apr. 23-24 

PGCT-PIB Symposium on Non¬ 
linear Network Theory, Engi¬ 
neering Society Building, New 
York City, Apr. 25-27 

URSI Spring Meeting, National 
Bureau of Standards, Washington, 
D. C., Apr. 30-May 3 

Operations Research to be Sub¬ 
ject of December Symposium 

The Philadelphia Section of the IRE, the 
Professional Group on Engineering Manage¬ 
ment, and the Delaware Valley Section of 
the Society for Industrial and Applied 
Mathematics will sponsor a one-day Opera¬ 
tions Research Symposium at the Univer¬ 
sity of Pennsylvania, Philadelphia, on De¬ 
cember 14. P. M. Morse of the Massa¬ 
chusetts Institute of Technology will de¬ 
liver the keynote address. Among topics to 
be discussed are: the scope of operations re¬ 
search in defense, commerce, and industry; 
statistical forecasting; scheduling and queu¬ 
ing problems; inventory and production con¬ 

trol with emphasis on the use of computing 
machinery; and linear programming. Speak¬ 
ers scheduled to discuss these topics are 
Russell L. Ackoff, Case Institute of Tech¬ 
nology; Wroe Alderson, Alderson and Ses¬ 
sions; Leroy A. Brothers, USAF; Leslie C. 
Edie, Port of New York Authority ; James C. 
Hetrick, Continental Oil Company, and 
Alan O. Mann, S.K.F. Industries, Inc. Case 
histories will also be presented. 

The registration fee at the symposium 
will be $3.50, but the advance registration 
fee will be only $2.50. Queries regarding ad¬ 
vance registration and other matters may 
be addressed to R. V. D. Campbell, O. R. 
Symposium Registration, Burroughs Re¬ 
search Center, Paoli, Pennsylvania. 

IRE Southwestern Conference Scheduled for February 
The IRE Southwestern Regional Con¬ 

ference and Electronics Show for 1956 will 
be held in Oklahoma City, February 9-11, 
sponsored by the Oklahoma City Section. 

The technical program for the conference 
will be directed by Clyde L. Farrar, Chair¬ 
man of the School of Electrical Engineering, 
University of Oklahoma. Charles E. Harp, 
also of the Engineering School will lead the 
special committee appointed by the Section 
to handle all arrangements for the conven¬ 
tion. Others on the committee are: George 
W. Holt, Southwestern Bell Telephone Com¬ 
pany, Vice-Chairman; Nicholas Battenburg, 
Tinker Air Force Base, Secretary; R. R. 
Freeland, International Crystal Manufac¬ 
turing Co., Treasurer; Ralph L. McClung, 
Civil Aeronautics Authority, Registration; 
A. J. Spooner, Two-Way Radio Communi¬ 
cation Co., Inspection Tours; Clifford M. 
Easum, Radio Station KTOK, Banquet; 
Alfred B. Ashley, Civil Aeronautics Au¬ 
thority, Housing; Morris W. Thomas, 
KOMA-KWTV, Exhibits; Carl O. Hart, 
Tinker Air Force Base, Publicity; and Mrs. 
George W. Holt, Ladies Activities. 

In developing the technical program. 

Professor Farrar will organize sessions along 
the lines of the Professional Groups. Since 
sessions will be simultaneous during a large 
part of the conference this plan will promote 
easier orientation and grouping of interests. 
Papers will be presented in such diversified 
fields as: Antennas and Propagation; Circuit 
Theory and Solid State Electronics; Elec¬ 
tronic Devices and Component Parts; 
Computers, Information Theory, Auto¬ 
matic Controls; Aeronautical and Naviga¬ 
tional Electronics; Management, Quality 
Control, and Production; Transmitters, Re¬ 
ceivers and Audio; AM, FM, and Television; 
Communications and Microwaves; Ultra¬ 
sonics, Medical and Industrial Electronics; 
Instrumentation, Telemetry and Nuclear 
Science. 

A program of tours will round out the 
conference. One attraction will be an inspec¬ 
tion, including mission briefing, of the mile-
long aircraft maintenance line and support¬ 
ing shops at Tinker Air Force Base. Tours 
of the CAA establishment and the Sylvania 
Plant are also contemplated. In addition a 
women’s program, including entertainment 
and tours, will be offered. 

Charles Harp (left), head of special committee, and Clyde L. Farrar, program chairman, 
discuss Southern Conference plans. 
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Vehicular Communications 
Group Holds Conference 

Approximately 125 guests and members 
of the Professional Group on Vehicular Com¬ 
munications attended the Sixth National 

G. C. Ellison 

Meeting of the Group 
at the Multnomah 
Hotel, Portland, Ore¬ 
gon on September 26 
and 27. Included on 
the program were 
four technical ses¬ 
sions at which fifteen 
papers were pre¬ 
sented covering VHF 
and UHF propaga¬ 
tion, new features of 
vehicular equipment 
design, and unique 

applications of mobile communication sys¬ 
tems. The highlight of the meeting was the 
annual banquet at which Robert E. Lee of 
the Federal Communications Commission 
presented the principal address. Other 
events included a formal luncheon, an ex¬ 
hibit of vehicular equipment, and a tour of 
the Columbia River Gorge Highway to 
Bonneville Dam. The meeting was con¬ 
ducted jointly by the Vehicular Group and 
the Portland Section under the chairman¬ 
ship of George C. Ellison of Portland. 

HIB Sponsors Nonlinear Circuit 
Analysis Symposium In April 

The International Symposium on Non¬ 
linear Circuit Analysis, II will be the sixth 
of a series sponsored by the Microwave Re¬ 
search Institute of the Polytechnic Institute 
of Brooklyn. It will be held on April 25, 
26 and 27, 1956, at the Engineering Societies 
Building in New York City. 

The program will consider basic methods 
and recent advances in the analysis and de¬ 
sign of nonlinear networks and will em¬ 
phasize the use of nonlinear network theory 
in the study of oscillators, switching and dis¬ 
continuous systems, and nonlinear systems 
with random inputs. An exposition of the 
fundamental mathematical methods of 
analysis will be correlated with applications 
in such fields as automatic control where 
specific practical systems illustrate such non¬ 
linear phenomena as subharmonic genera¬ 
tion, parametric damping, jump resonance, 
and stabilized oscillation. 

The cooperation of the PG on Circuit 
Theory, the Office of Naval Research, the 
Air Force Office of Scientific Research and 
the Signal Corps enable the symposium to 
eliminate admission charge or registration 
fees. Volume VI of the MR1 Symposia 
Series, “Proceedings of the Symposium on 
Nonlinear Circuit Analysis, II” will be pub¬ 
lished by October, 1956 at five dollars per 
copy, clothbound. Orders for the “Proceed¬ 
ings,” accompanied by check or money 
order made out to Treasurer, Symposium 
Committee, will be accepted in advance. 
Copies of the detailed program, hotel ac¬ 
commodation information and registration 
forms are available on request. All corre¬ 
spondence should be addressed to: Poly¬ 
technic Institute of Brooklyn, Microwave 
Research Institute, 55 Johnson Street, 
Brooklyn 1, N. Y. 
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PGAE-S : A dynamic Aircraft Simulator for Study of 
Human Response Characteristics (6 pages) 
PGAE-6: Ground-to-Air Cochannel Interference at 
2900 MC (10 pages) 
PGAE-8: June 1953 (23 pages) 
PGAE-9: September 1953 (27 pages) 
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Vol. CT-2, No. 2, June 1955 (113 pages) 
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Vol. CS-2, No. 1, January 1954 (83 pages) 
Vol. CS-2, No. 2, July 1954 (132 pages) 
Vol. CS-2, No. 3, November 1954: IRE Symposium 
on Global Communications, June 23-25, 1954, 
Washington, D. C. and IRE-AIEE Symposium on 
Military Communications, April 28,1954, New York, 
N. Y. (181 pages) 
Vol. CS-3, No. 1, March 1955: Papers presented at 
the Symposium on Marine Communications and 
Navigation, October 13-15, 1954, Boston, Mass. (72 
pages) 

PGCP-1: March 1954 (46 pages) 
PGCP-2: September 1954: Papers presented at the 
Component Parts Sessions at the 1954 Western 
Electronic Show and Convention, Los Angeles, Calif. 
(118 pages) 
PGCP-3 : April 1955 (44 pages) 

Vol. EC-2, No. 2, June 1953 (27 pages) 
Vol. EC-2, No. 4, December 1953 (47 pages) 
Vol. EC-3, No. 1, March 1954 (39 pages) 
Vol. EC-3, No. 3, September 1954 (54 pages) 
Vol. EC-3, No. 4, December 1954 (46 pages) 
Vol. EC-4, No. 1, March 1955 (48 pages) 
Vol. EC-4, No. 2, June 1955 (36 pages) 

PGED-4: December 1953 (62 pages) 
Vol. ED-1, No. 1, February 1954 (72 pages) 
Vol. ED-1, No. 2, April 1954 (75 pages) 
Vol. ED-1, No. 3, August 1954 (77 pages) 
Vol. ED-1, No. 4, December 1954: Papers presented 
at the 1954 Symposium on Fluctuation Phenomena 
in Microwave Sources, November 18-19, 1954, New 
York, N. Y. (280 pages) 
Vol. ED-2, No. 2, April 1955 (53 pages) 
Vol. ED-2, No. 3, July 1955 (27 days) 

PGEM-1: February 1954 (55 pages) 
PGEM-2: November 1954 (67 pages) 
PGEM-3: March 1955 (52 pages) 

PGIE-1 : August 1953 (40 pages) 
PGIE-2: March 1955 (81 pages) 

PGIT-3, March 1954 (159 pages) 
PGIT-4: September 1954 (234 pages) 
Vol. IT-1, No. 1, March 1955 (76 pages) 

PGI-2: Data Handling Systems Symposium: IRE 
Western Electronic Show and Convention, Long 
Beach, Calif., August 27-29, 1952 (111 pages) 
PGI-3: April 1954 (55 pages) 

PGME-2: October 1955—Panel Discussion on 
Medical Electronics (39 pages) 

Vol. MTT-1, No. 2, November 1953 (44 pages) 
Vol. MTT-2, No. 2, July 1954 (67 pages) 
Vol. MTT-2, No. 3, September 1954: Papers pre¬ 
sented at the Joint IRE Professional Group—URSI 
meeting, Washington, D. C., May 5, 1954 (54 pages) 
Vol. MTT-3, No. 1, January 1955 (47 pages) 
Vol. MTT-3, No. 3, April 1955 (44 pages) 
Vol. MTT-3, No. 4, July 1955 (54 pages) 
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M. J. Kelly and Sir Gordon 
Radley Receive First Columbus 
Communication Prize 

Mervin J. Kelly, President of Bell Tele¬ 
phone Laboratories and an IRE Fellow, and 
Sir Gordon Radley, Director General of the 
British Post Office, were selected by the city 
of Genoa, Italy, to receive the first Chris¬ 
topher Columbus International Communica¬ 
tion Prize. The award was conferred in 
Genoa on Columbus Day, October 12. 

Dr. Kelly and Sir Gordon received the 
prize in recognition of “the planning, now 
being placed into practice, of the submarine 
telephone cable which will make it possible 
to establish 36 telephone circuits across the 
Atlantic between Scotland and Canada with 
extension to New York.” The award also 
honored “the numerous scientists, research 
workers and engineers who have contributed 
in the planning, production and placing in 
operation of the intercontinental submarine 
telephone line.” 

M. J. Kelly 
The Christopher Columbus Prize was in¬ 

stituted recently under the auspices of the 
City of Genoa as a memorial to the dis¬ 
coverer, who was a native of Genoa. Its aim 
will be to honor any outstanding develop¬ 
ment of the previous four years which aids 
communications among men. The award 
will be conferred yearly in one of four com¬ 
munications categories: maritime, air or 
land communications, and telecommunica¬ 
tions. Awards, based on recommendations 
of the Italian Higher Institute of Telecom¬ 
munications and the Superior Research 
Council, will be given to an individual, or¬ 
ganization or group of persons. Presentation 
will take place each October in Genoa, at 
the International Meeting of Communica¬ 
tions. 

CORRECTION 
In November, Proceedings of the 

IRE published a paper titled “The Cascade 
Backward-Wave Amplifier: A High-Gain 
Voltage-Tuned Filter for Microwaves,” co¬ 
authored by M. R. Currie and J. R. Whin-
nery. 

Dr. Currie's biography, which should 
have appeared in the Contributor’s Section 
of the November issue, inadvertently was 
published in the October Proceedings, a 
month previous to the time the paper 
reached print. 




