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Scanning the Issue

February

The purpose of this page, which henceforth will be a regular feature cach month, is to pro-
vide the general reader with a brief and helpful guide to the papers in the issue. These “program
notes” are intended to indicate not only what is /n the papers but also what is beliind them—

| what their significance is, to whom they will be of interest and, by implication, why they are
heing published. These notes will be prepared by the Managing Editor with the assistance of

Lditorial Reviewers and others. Your comments on its usefulness are carnestly solicited by the
Lditorial Board.—The FEditor

Magnetic Core Circuits for Digital
Data-Processing Systems (p. 154)
The general reader who is unfamiliar
with the inner workings of a digital
computer will welcome this casy-to-
read tutorial discussion of a promising
type of computer component, the mag-
netic core, and how it is being used to
perform storage, control and logical
operations which are basic to a data-
processing system. The computer spe-
cialist will be especially interested in
two new interconnecting circuits which
greatly increase the versatility with
which data-transfer and logical opera-
tions may be carried out, and in the
novel symbolism used by the authors to
represent the operation of these circuits.

Long-Range Propagation of Low-
Frequency Radio Waves between the
Earth and the Ionosphere (p. 163)
Most of our communication services
have migrated from the low end of the
frequency spectrum to higher and
greener pastures where they can use
smaller antennas, lower transmitter
power, and are relatively free of atmos-
pheric noise. The vIf band (below 30 ke)
has thus lain more or less fallow for
many yvears. Recently., however, there
has been a marked revival of interest in
the low frequencies because they offer a
reliable way of communicating over
global distances. Equally important,
they arce blessed with highly stable
propagation characteristics which make
it possible to transmit data to distant
points with unusual fidelity and preci-
sion. This promises to open the door to
new and important uses of long-range
systems where great accuracy is re-
quired, such as very-long-range radio
navigation systems and international
transmission of frequency standards.
By showing that these low-frequency
radio waves are propagated in the space
between the carth's surface and the
ionosphere in much the same manner as
in a waveguide, this paper makes an
important and timely contribution to
our understanding of a subject which
has broad implications for the future.

Artificial Dielectrics Utilizing Cylin-
drical and Spherical Voids (p. 171)
Microwave lenses have important ap-
plications as antennas for radars and

point-to-point  microwave links.  In
many cases these antennas must be
rotated or are supported by towers.
Their weight, thercfore, is an important
consideration. There has been consider-
able investigation of lens materials
which are very much lighter than the
usual dielectric materials and of arti-
ficially producing the desired diclectrice
constant by imbedding metallic objects
in the matertal. The artificial dielectrics
produced this way thus far have bheen
somewhat limited in usefulness because
they are not strong cnough structurally
to withstand shock and vibration. This
paper proposes embedding voids in ma-
terials of greater mechanical strength,
investigates  the dielectric  constants
that result, and presents measurements
that will be useful to the further de-
velopment of microwave lenses.

Broadband Microwave Frequency
Meter (p. 175)—At microwave fre-
quencies  certain - materials  exhibit a
property called paramagnetic resonance
which is characterized by a noticeable
increase in absorption of microwave
energy by the material. The frequency
at which this absorption occurs may be
controlled by varying the strength of an
externally applied magnetic field. This
phenomenon has heen utilized by the
authors to produce a totallyv new method
of measuring microwave frequencies
over a very wide range. This develop-
ment will not only be of widespread in-
terest and utility but may also lead to
other useful applications of paramag-
netic resonance absorption.

The Frequency Response of Bipolar
Transistors with Drift Fields (p. 178)—
The operation of junction transistors is
quite well understood, but there remain
some substantial gaps in our under-
standing of point-contact transistors.
One reason is that the internal mecha-
nisms by which a transistor functions
are a great deal more complicated in the
point-contact case, so much so that it
becomes extremely ditheult to analyze
them mathematically. In this paper the
author develops a simplified model of
these mechanisms which can be readily
analyzed and gives reasonably accurate
results. Consequently, he is able to cal-
culate one of the most important design

characteristics of a transistor, namely,
the frequencey cutoft, thus filling in an
important area of design theory not
adequately covered heretofore.

Transistor Fabrication by the Melt-
Quench Process (p. 185)—The fabrica-
tion process has been an especially eriti-
cal factor in the development of the
transistor and is, consequently, a mat-
ter of more than usual interest and im-
portance. To obtain a transistor with
the desired characteristics requires a
delicate control of many interrelated
factors during the manufacturing proc-
ess. .\ factor of special interest is obtain-
ing a close spacing between the junc-
tions since this determines to a great
extent the frequency of operation. The
technique presented here of controlling
this spacing solely by thermal treatment
of the material during the fabrication
process offers a promising method of
producing high frequency transistors.

RF Bandwidth of Frequency-Divi-
sion Multiplex Systems Using Fre-
quency Modulation (p. 189)—This paper
tackles one of the major problems facing
designers of FM multichannel micro-
wave systems, Le., intermodulation dis-
tortion. Specifically, the author analyzes
how much distortion is caused by limit-
ing the bandwidths of the rf networks in
the system. He succeeds in developing
for the first time a simple practical pro-
cedure for obtaining a reliable estimate
of the minimum bandwidth that can be
tolerated for a specified system per-
formance. Not only are the results of
this work useful and important in their
own right but appear capable of ex-
tension to other tields.

Design Information on Large-Signal
Traveling-Wave Amplifiers (p. 200)
With a minimum of discussion, this
paper presents, in a list of 10 conclu-
sions and 24 design curves, a great deal
of valuable information on how to de-
sign traveling-wave amplifiers to oper-
ate at high power levels with better
cthciencey.

The Polarguide—A Constant Re-
sistance Waveguide Filter (p. 210)-—By
emploving waveguide components in-
stead of the usual coaxial-line com-

(Continued on page 100:1)
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Why P & Z? Beginning with this
issue, and continuing in as many suc-
ceeding ones as it appears to serve a
purpose, “Poles and Zeros™ will appear
as a regular page of editorial comment
on matters of concern to the IRE mem-
bership. Initially, as below and in the
next several issues, P& 7 will be de-
voted to the editorial program of the
IRE, describing its purposes and mecha-
nisms. acknowledging constructive criti-
cism, keeping track of the dynamies of
publication policy. Later. unless by
then howled out of existence, attention
is planned for other TRE vinevards
where the grapes are ready for the
trampling.

Choosing a title for a page of edi-
torial comment is an indoor sport hav-
ing two rules: It should have some con-
nection with the central theme of the
journal, and it should have implications
bevond its literal meaning. The literal
connatation has to do with the design
of electrical networks (probably  the
most recurrent topic in the PROCEED-
INGS). since poles and zeros are the roots
of the polynomial used to analyze and
design circuit systems. The broader im-
plication comes from a free translation
from Webster, according to which poles
are extremes of opinion and zeros are
middle ground, points between nega-
tive and positive. No editor could ask
for more room than that!

Language. As of January 1, 1956,
the Institute had 47.388 dues-paving
members. All these profess a nominal
interest in radio, but only a minority
would insist that “radio engincer” hest
describes their calling. The membership
statistics show a wide variety of oc-
cupations, so wide in fact that the IRE
1s now recognized, pre-eminently among
engineering societies, as a confederation
of workers in different fields.

Thisrecognition hascausedinterested

PROCEEDINGS OF THE IRE

Poles and Zeros

observers. notably the directors of other
engineering societies, to ask “\What can
47,388 technical  specialists possibly
have in common that would cause them
to swarm in such numbers?” This is a
good question for internal consumption.
What causes the IRE to be the fastest-
growing engineering society? And is the
condition healthy? Sound muscle? Or
clephantiasis?

There can be little doubt that large
and growing membership confers real
benefits, as witness the outstanding
staff and fadlities at headquarters, the
extraordinary breadth of publication
activity, the conventions, conferences
and meetings covering a hundred differ-
erent arcas of general and special in-
terest. There is certainly no  disad-
vantage in size itself, so long as the in-
dividual member gets what he wants, in
suficient abundance to warrant con-
tinued support. So the question of what
makes RIS tick resolves not to size, but
to the values assigned by each mem-
ber 1o his membership.

IR membership has definite pro-
fessional significarce. The higher grades
carry real prostige, so much so that
hard work in and ‘or the IRE 1s not un-
related to take-home pay. Among the
tangible  benefits are the PROCEEDINGS
and the other IR publications, of
which more in later issues. Second only
to the printed word comes the oral pres-
entation of technical papers. By any
count the IRE is the league leader for
sheer volume of oral output, and it
ranks high in the tirst division for qual-
ity.

All this, however, does not suffice to
explain the TR Other societies have
similar programs and confer similar
benefits on their members, but few in-
deed are burgeoning in the same
fashion. The explanation of the Insti-
tute’s strength lies not only in these
traditional values but also in the pos-
session of a technical language of unique

151

power and comprehension. To a degree
unmatched among professional people
{(except possibly in medicine), one tvpe
of specialist can understand and re-
spect other specialists with whom he
associates in IRE because they use so
many words and concepts in common.
Take the concept of ) as an example,
and consider Frank Lewis' excellent
paper “Frequeney and Time Standards”
published here last September. Lewis
used ) to describe conventional tuned
circuits, quartz crystal vibrations, and
ammonia atom resonances, with equal
facility.

If we agree that language is the com-
mon denominator on which the IRE
confederation rests, we must conclude
that making the best possible use of
language is the central responsibility in
IRE management. The responsibility
falls first and fundamentally on the
authors of the papers, but it also lies
heavy on the editors, reviewers and pro-
gram committee members who exercise
the power of selection.

Most important, the responsibility
can be acquitted only through a dv-
namic publications and editorial policy,
fully responstve to the needs of all the
members, vet beneath the dignity or
outside the interest of none. 1t is indeed
difficult to define the correlations or
need, interest  and  dignity  among
47,388 members, but define them we
must.

The editorial computer, moreover,
cannot produce a valid output without
an input which truly represenss the
IR matrix. Few ITRE members hother
to make their position clear, or to take
astand, on Institute publications policy.
More, many more, must do so if we are
to make optimum use of oral and
printed publications. The Editorial
Board welcomes, and guarantees to con-
sider carefully, all communications from
members suggesting improvements in
our editorial program. —The Editor
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Herre Rinia

VICE-PRESIDENT, 1950

Herre Rinia was born at Cornwerd, Friesland,
Netherlands, on March 30, 1905. He studied elec-
trical engineering at the Delft Institute of Tech-
nology, from which he obtained his diploma in
1928.

In 1928, following his graduation, he joined the
staff of the Philips Research lLaboratories at
Kastanjelaan, Eindhoven, Netherlands. He was
employed on problems concerning radio compo-
nents, facsimile, and television. When later he was
promoted to group leader, he directed work on
optics and caloric engines. In 1946, he was ap-
pointed co-director of research, and in this ca-
pacity he has made several visits to the United
States.

He has published over fifteen technical papers,
and he is the holder of over eighty patents from the

United States, Netherlands, France, and Great
Britain. He has made significant contributions to
developments in the fields of radio and television
reception, optics, and the Sterling cycle hot air
engine.

He is a member of the Royal Institution of
Engineers, Dutch Physical Society, English Insti-
tute of Electrical Engineers, Astronomical Society
of France, and the International Television Com-
mittee. In 1947 he was awarded membership in the
Koninklijke Nederlandse Akademie van Weten-
schappen.

Mr. Rinia joined the IRE as a Senior Member in
1951, and in 1954 he received an IRE Fellow
Award “for his creative contributions to radio
engineering in Holland, and his leadership in the
field of television.”

February
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The New IRE Professional Group

on Military

Electronics

C. L. ENGLEMAN, Chairman

It is safe to say that no organization related to
the science of electronics can be free from an in-
terest in the Military when close to one-half of the
funds expended in the field comes from defense
establishment appropriations. It therefore follows
that all IRE groups have a keen interest in Mili-
tary Electronics, a top weapon for defense in the
security of the free world.

It is well for all of us to be interested in Military
Electronics, but this is, by no means, a one-way
street. It is equally desirable for the Military to be
interested in the Institute of Radio Engineers and
to take advantage of the vast potential assistance
it offers. This is one of the major reasons for estab-
lishing an IRE Professional Group on Military
IZlectronics. We believe the Military will show an
increased enthusiasm in the IRE through a Pro-
fessional Group on Military Electronics which can
offer both technical and social benefits.

A major general of the U. S. Army recently
wrote to me and said: “leretofore, our electronics
concept has been either a wartime concept or a
peacetime concept. In war, IRE as well as other
agencies mobilized promptly to support the Mili-
tary. In true peacetime there has been little inter-
est shown in the electronics problem of the Mili-
tary. Few have thought of the real needs for
an in-between IRE concept such as the present
cold war imposes.”

IRE really has no central agency for our assist-
ance to the Military in the over-all technical as-
pects of national policy, regulations and coordina-
tion in the fields of manpower, education, opera-
tions, industry, the sciences, and especially in the
ficld of international electronics where our security
is at stake. In short, it is hoped that these and other
deficiencies in the IRE will be improved by the new

IRE Professional Group on Military Electronics
(PGMIL) which was approved by the IRE Execu-
tive Committee in September, 1955. Its scope is
defined as follows: “The field of interest of this
group shall be concerned with the electronic sci-
ences, systems, activities and services germane to
the requirements of the Military, subject to the
IRE Committee on Professional Groups. In addi-
tion, this group will aid other Professional Groups
of the IRE in their liaison with and services to the
Military through joint meetings and activities,
and by other appropriate means, always keeping
alert to the specific fields of interest of other Pro-
fessional Groups.”

The importance of this group to the Military is
reflected in the National Administrative Commit-
tee military membership. Included are the Direc-
tor of the Communications and Electronics Com-
mittee of the Joint Chiefs of Staff, the Chief of
Naval Research, the Chief of the Research and
Development Division of the Office of the Chief
Signal Officer, the Chief of the Radar and Com-
munications Division of the Air Research and De-
velopment Command, the Director of Engineering
of the Signal Corps Engineering Laboratory, the
Technical Director of the Naval Sciences Division
of the Office of Naval Research, and the Technical
Director of the Wright Air Development Center.
The rest of the committee is composed of a dis-
tinguished group of civilian scientists and indus-
trialists, all of whom have served with the Military
and have an understanding of their problems.

Inquiries regarding membership or the forma-
tion of chapters in this new Professional Group on
Military Electronics would be welcomed. Please
direct all inquiries to IRE headquarters at 1 East
79 Street, New York 21, New York.
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Magnetic Core Circuits for Digital Data-
Processing Systems®

D. LOEVT, AssoCIATE MEMBER, 1RE, W. MIEHLEZ, MEMBER, 1RE, J. PAIVINENE, AssocIATE
MEMBER, IRE, AND J. WYLEN{ ASSOCTATE MEMBER, IRE

Summary—A magnetic core has a switching time of a few micro-
seconds and has the ability to store binary information indefinitely
without application of power. New techniques for using cores in
digital data-processing systems are described. Reference is madetoa
system containing eight hundred cores to indicate reliability, and
size and power requirements relative to a vacuum tube version.

Three fundamental interconnecting circuits for data transfer are
described. These are the single-diode loop, and a new split winding
loop, and new inhibit loop. The single-diode loop permits uncondi-
tional transfer of information from one or more transmitting cores to
one or more receiving cores. The split-winding loop allows condi-
tional transfer between cores and thus permits logical operations
upon isolated cores. The inhibit loop offers a reliable method for
conditionally inhibiting the transfer of information from one core to
another. A logical symbolism for these loops has been found useful
in system design and analysis.

Units performing the functions of storage, control, and logic are
explained. These are shift registers (serial, parallel, and reversible);
cycle distributors and counters; negation, inclusive-or, conjunction,
exclusive-or, and material equivalence (compare).

System design considerations are illustrated by two examples of
half-adders.

INTRODUCTION

VHE CORES considered in this paper are small
toroidal ferromagnetic cores characterized by a
rectangular  hysteresis  loop  and  microsecond

switching time. The ability of a core to store binary
information reliably and without power dissipation, and
the case with which the information can be transferred
in a few microseconds make the magnetic core a useful
and versatile computer component.

Magnetic-core circuits have been used to realize most
ol the essential functions of a digital data-processing
svstem. These are storage'™ or delay, control, and
logical operations.*® Several new circuits are presented.
These are adaptable to applications in serial, parallel,
and reversible magnetic shift registers, and cycle dis-
tributors and counters. Circuits for realizing the logical
functions of NEGATION, OR, AND, and EXCLU-

SIVE-OR are described. All of these circuits can be

* Original manuseript received by the IRE, April 22, 1955; re-
vised manuscript received, September 12, 19535,

t Now Weizmann Institute, Rehevoth, Tsrael.

1 Burroughs Rescarch Center, Paoli, Pa.

U], WL Forrester, “Digital information storage in three dimen
sions using magnetic cores,” Jour. Appl. Phys., vol. 22, pp. 44-48;
January, 1951

Bl . “\ static magnetic memory system for the
ENTAC,” Proc. ACM, Richard Rimbach Assn., pp. 213-222; May
2-3, 1952,

3 AL Wang, W, D. Woo, “Static magnetic storage and delay line,”
Jour. Appl. Phys., vol. 21, pp. 49-54; January, 1950,

1 R..\. Ramey, “The single-core magnetic ampliber as a computer
clement,” AIEE Trans., Part 1, vol. 71, pp. 342-346: January, 1953,

8 S, Guterman, R. D. Kodis, “Circuits to perform logical and con-
trol functions with magnetic cores,” 1954 IRE Convention Record,
Part 4, pp. 124-132.

interconnected to provide magnetic-core digital data-
processing systems which offer reliuble operation with
small power dissipation, and  weight saving,
ruggedness, and long life.

space

Fig. 1—Examples of cores.

The MAGNETIC CORE

Fig. 1 shows a handful of cores of both the flerrite
and metallic ribbon varieties.® The ferrites are charac-
terized by high resistivity, low flux density, and large
coercivity. Theyv have gained prominence by their
application in high speed coincident-current magnetic

5 ]. Wylen, “Pulse response characteristics of rectangular-
hysteresis-loop ferromagnetic materials,” A FEE Trans., Part |, vol.
71, pp. 648-635; November, 1933,
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memories.” The ultra-thin metallic ribbon cores are
fabricated with § to 1 mil gage alloy wrapped on ceramic
bobbins. These are characterized by medium to high
flux density and small coercivity. Metal cores fabricated
with } m 4-79 Molybdenum Permalloy ribbon, § inch
wide, have been used in core circuits described here.

FFig. 2(a) shows an idealized rectangular hysteresis
loop, and will serve to illustrate the useful binary
property of a core. The positive state of residual mag-
netization (4 B,) will be referred to as the ONE state,
and  the negative state of residual  magnetization
(— B,) will be referred to as the ZERO state. \pplication
of a pulsed magnetizing force (/1) of sufficient ampli-
tude and duration will set the core into the desired
binary state. In the discussion below, the state of the
core is usually sensed by the application of —117,,. If the
core is in the ZERQO state, a small change in flux
density AB, will result; if the core is in the ONE state,
a large change in flux density AB, will result. The ratio
of residual to maximum densities, the
“squareness ratio,” is a measure of the quality of a core.

Fig. 2(b) compares typical signal and noise voltage
wave-forms induced in a winding on the core by the
changes AB, and AB,, respectively. Signal-to-noise
flux density ratios greater than twenty to one are ob-
tained with commercially available cores. The signal
voltage duration is usually on the order of one to ten
microseconds, depending on the core material, the

flux called

applied magnetizing foree, and the load.

,1—Signai Voltage

Nosse Voltoge

: (@) (b

Fig. 2—() Tdealized de hvsteresis loop. (b) Signal and
noise output voltages from core.

SYMBOLIC REPRESENTATION

As a preliminary step in the design of magnetic-core
svstems it has been found helpful to use a simplified
functional representation. Its purpose is to make the
process of design casier and the functioning of the
svstem more understandable, and to serve as a basis for
circuit design.

The core is represented by a circle. A line with an
arrow pointing to the circle (Fig. 3(a)) represents an
input to the core, setting it to the binary state indicated
just inside the cirele. Open arrows imply pulses, and
closed arrows indicate de signals. Double arrowheads of
cither type serve to indicate that the existence of this

7 Forrester, loc. cil.
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input will hold the core to that state despite the pres-
ence of other input signals. The symbol on the input
line may indicate either the time at which the input
occurs (e.g., t is defined to mean an unconditional input
at time f;) or the data designation and the time the
data may appear (e. g., p [ts] is defined to mean that if
p occurs, it will be at time {3).

Lines originating at the circle represent output cir-
cuits. A signal is present on the output line when the
core is switched to the state shown nearest the line inside
the circle. Thus in Fig. 3(b), a signal p exists only if Py
or P» exists and if the core had initially been in the ONE
state. Signals ¢, and ¢» exist only when Q is applied, and
then only if core had initially been in ZERO state.

q,

/
Q a,

T Y
p [t 0 p

o

1 Py
P,

(@) (b)

Fig. 3—(a) Core inputs. symbolic representation.
(b) Core outputs, symbolic representation.

FuNpAMENTAL TRANSFER LLoops

The transfer loop is the circuit that connects two or
more cores for the purpose of information transfer.
The transler loop normally includes the output windings
of transmitting cores, the input windings of receiving
cores, and one or more diodes.

A magnetic core may be used either as a controllable
transformer or as a variable impedance. Fig. 4(a)
illustrates the transformer action. Conventional dot
notation is used to indicate winding polarity, with the
additional definition that current into a dot termina
corresponds to a negative magnetizing force and will set
the core to the ZEERO state. If, in Fig. 4(a), the core is
initially in the ONE state and current I, is applied, the
core will switch to the ZERO state. The induced output
voltage ey will correspond to a signal voltage (Fig. 2(b))
and will be relatively large. If, however, the core is in
the ZEERQ state when 7, is applied the core will not
switch. Output voltage eq will correspond to a noise
voltage and will be relativddy small.

Fig. 4(b) illustrates the impedance concept of a mag-
netic core. If the core is in the ONE state when I is
applied, the core will switch. A relatively large counter-
emf (e) will be generated in winding Ny, and the core
will look like a relatively large impedance to the
driving source. If, however, the core is in the ZERO
state when [ is applied the counter-emf will be small and
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Fig, 4—(a) Core as transformer. (h) Core as impedance.

the core will appear almost as a short circuit to the
driving source.

In the discussion below, cores are always assumed to
be initially in the ZERO state unless otherwise noted.

Is |
Mp
T ] g
(a)
Mp

(b)

Fig. 5—(a) Single-diode transfer loop, schematic. (b) Single-
diode transfer loop, symbolic representation.

Single-diode Transfer Loop

Fig. 5(a) shows schematically a single-diode transfer
loop connecting core M, to core M. The core is again
represented by a circle. Assume that core M, is initially
in the ONE state and that M, is in the ZERO state. To
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transfer the ONE from M, to M., advance current I
is applied through winding No. As core M, switches to
the ZEROQ state, the signal voltage V, is induced in
winding N;. This causes transfer current I, to flow in
the transfer loop. By judicious choice of the diode
and proper design of windings N; and N,, the transfer
current I, flowing through winding N, will be suff cient
to switch core M, to the ONE state. Additional receiv-
ing cores may be switched by connecting their input
windings in series with the transfer loop. Note that
current o applied through winding Ng could also
have produced a ONE transfer from 1, to M,.

After a possible transfer of a ONE to M,, this core
is in turn sensed. This sets the core to the ZERO state.
Now if core M, is also in ZIERO state the next time an
advance current is applied, the noise voltage is induced
in winding Ny This will not cause a sufficient current
to flow in the transfer loop to switch 1/,. It is thus seen
that 1/, is not set to a ZIZRO state by the transfer of ¢
ZERO from M, but rather left in a ZIERO state. This
is clearly seen in the symbolic representation, shown in
FFig. 5(b). In this example, M, can only be set to ONE
by the action of M, at either time ¢, or f.

Fig. 6 will be used in connection with the discussion
of the undesired “backward” flow of information; the
cores and windings correspond to those shown in Fig.
5(a). Consider the case when A/, has received a ONI and
M, is in the ZERO state. The application of current 7,
(Fig. 6) will switch M, to the ZERO state and induce
voltage V, in winding N,. Current 7, will flow in the
transfer loop in such a direction as to tend to switch
M, to the ONE state. Since .V; is normally only one-
third to one-fifth of V,, the voltage 17, will only be one-
third or one-fifth of V, (Fig. 5(a)). The nonlinear char-
acteristic of the crystal diode causes it to discriminate
more against the smaller signal. Proper design considers
this fact plus the relatively high impedance of N; be-
cause of the large number of turns, and guarantees that
I, is limited to such a small value as not to switch M,

Mp

Ma
@' —;I: Voy NZN
- 4

]

Ip ‘
Advance

Fig. 6—Single diode transfer loop, during backward
flow of information.

Although the diode plays some part in limiting noise
in the transfer loop, the significant role of the diode in
the single-diode transfer loop is to isolate core A,
[Fig. 5(a) ] when core M, is being set to the ONE state.
An input current in winding N; will switch M, to the
ONE state and induce a voltage in N; opposite in polar-
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ity to V. The diode prevents the flow of current in the
transfer loop and thus serves to isolate M.

The single-diode transfer loop is the basic circuit. It
permits indefinite storage of binary information without
power dissipation, and unconditional transfer of that
information to one or more receiving cores when an ad-
vance (or sensing) current is applied to the transmitting
core.

Fig. 7 shows an operable circuit with typical values.
The circuit shown will operate at data frequencies up to

50 ke.
[ » ©
6 19 6 19
o— —- —
16 16
| Lo
Fig. 7—Typical single-diode loop mechanization. Cores =20 wraps,

1-79 Moly-Permalloy, 1 mil/wrapX{ inX0.2 in mean diam.
[0 =100 ma-125 ma, rise-time =1 duration =10 u sec. Diode for-
ward dropat 200 ma =0.85v < E; <1.05v.

Split-winding Transfer Loop

Fig. 8(a) shows schematically a split-winding transfer
loop connecting core M, to core M. Assume that both
cores are initially in the ZERO state. Transter current
pulse I is applied and divides at point X [Fig. 8(a)]
into branch currents I, and I Since g is in the ZERO
state, winding N, is virtually a short circuit. The paral-
lel paths between points X and Y offer almost equal
impedance and the two branch currents are essentially
equal. Current I flows into a dot terminal on one wind-
ing on core M,; current I flows into a non-dot terminal
on an equal winding. The net magnetizing force on My is
nearly zero and M, remains in the ZERO state. Small
unbalances in the diodes, or the ZERO voltage induced
in N, can be tolerated because the B — I characteristic
of a core is reversible for small magnetizing forces.

If core M, is in the ONE state and Ay is in the ZERO
state when Io is applied [Fig. 8(a) ], the ONE will be
transferred from M, to M,. By proper design. the im-
pedance of N, will be large relative to other impedances
in the transfer loop and branch current I, will be much
smaller than branch current I,. The effect is that of a
transfer current I,, equal to one-half the difference be-
tween I; and I, flowing through a winding of N, turns
on core M. The transfer current I, sets 31, to the ONE
state. Branch current I, clears M, to the ZERO state.

Two important advantages offered by the split-
winding transfer loop are conditional transfer of infor-
mation from A, to M, and the ability to perform iso-
lated operations on either M, or Ms. Information can be
transferred from 3, to M, only during the application
of advance pulse In. At all other times one or the other
of the diodes CR1 and CR2 [Fig. 8(a)] will inhibit the
flow of transfer current. Because of the isolation offered
by the two diodes, A, can be switched back and forth
between the ONE and ZERO states during a sequence

Loev, Miehle, Paivinen, and Wylen: Magnetic Core Circuits

157

Iozl

Mg

Input

Fig. 8—(a) Split-winding transfer loop, schematic. (b) Split-winding
transfer loop, symbolic representation.

of operations without affecting Af,. When desired, the
results of the operations can be transferred to M, by the
application of Iy. The split-winding transfer loop is im-
mune to the backward flow of information; the switch-
ing of the load core M, by other inputs cannot send a
noise current back to core M, This feature makes it
practical for a single transmitting core in a split-winding
transfer loop to switch as many as five or six receiving
cores simultaneously. In general, this cannot be done
with the single-diode loop because when the receiving
cores are later read out they have an additive effect for
the backward flow of information.

Fig. 8(b) shows the symbolic representation for the
split-winding transfer loop. The connecting-line inside
the circle indicates that transfer from 1/, to M, can
only be produced by input #;; input f; can set M, to the
ZERO state but will not produce a transfer to .

1o
. o non
L le r
tul
47 turns
‘e 4tuvns‘
¢ .
100
Io

Fig. 9—Typical split-winding loop mechanization. Cores =20 wraps,
4-79 Moly-Permalloy, } mil/wrapX} inX0.2 in mean diam.
To =100 ma-125 ma, rise-time = 1 sec, duration =25u sec. Diode
forward drop at 200 ma =0.85v <E; <1.05v.

Fig. 9 shows a circuit with typical values for use at
frequencies up to 20 kc. The resistors shown are for the
purpose of minimizing the effects of variation in diode
forward resistance and are actually provided by the use
of resistance wire for the turn winding.



158

Inhibit Transfer Loop

The inhibit loop shown in Fig. 10(a) is a special form
of split-winding circuit interconnecting cores M, and
M. A ONE in M. inhibits the transfer of a ONE from
M, to M, since in this case [y=1: when Iy is applied.
Core 1, will thus be left in its original state. This is also
true when both M, and M, are in ZIERO state.

When A, holds a ONE and M, a ZIERO, [, is greater
than 7; and therefore M, will be set to the ONE state.
Conversely, if M, is in a ZIERO state and M. in ONE,
M,y is set to ZERO. In all cases, M, and M/, are set to
ZERQO by applying /.

Since normally the receiving core My is reset to ZIERO
by its own winding, the symbolism [Iig. 10(b) ] need
only express the inhibiting action of core M, on the
transfer of a ONIs from A/, to A,

As will be shown later in the paper, the inhibit loop
permits the synthesis of certain logical operations that
might otherwise be ditficult to realize. The inhibit loop
also offers the isolating advantages described above for
the split-winding transfer loop.

Input — . Mg

(b)

() Inhibit loop, schematic. (b) Inhibit loop,
symbolic representation,

Fig. 10

Operating lixperience

The three fundamental transfer loops described
above can be designed to operate with wide variations
in magnetic core, diode, and advance current character-
istics.  Commercially available components are used
with about 90 per cent acceptance during incoming in-
spection. Despite the apparent requirements for diode
balance in the split-winding transfer loop and core
switching voltage balance in the inhibit loop, good en-
gineering techniques have climinated the need for any
selection of components bevond the initial inspection.

All of the control, storage, and manipulative sections
of a digital data-processing system can be synthesized
using these three tundamental transfer loops. The sim-
plicity, reliability, ruggedness, and expected long life of
the components that were used are thus extended to the
entire magnetic core svstem,
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Advance-Current Drivers

It is required that the advance-current drivers used
in core circuits: offer high impedance when in the O
condition, and deliver current pulses of sufficient magni-
tude and duration to effect information transfer when
in the ON condition. Vacuum-tube pentodes triggered
by appropriate pulses, blocking-oscillator type circuits,
and sell-extinguishing thyratron circuits have served
effectively as drivers for magnetic core systems. The
latter two can be triggered by the output from a single
core, and have been used as amplifiers where it was re-
quired that one transmitting core switch a large number
of receiving cores. (Thesymbol for adriver isa half-cirele
with appropriate input and output lines; see, Fig. 15).

MAGNETIC SHIFT REGISTERS

One of the carliest and most extensive uses of cores
was in the simple magnetic shift register (MSR)3 which
accepts binary information cither serially or in parallel
and produces serial output.

The serial MSR can be synthesized with single diode
transfer loops. The split-winding transfler loop permits
the synthesis of the serial-in, parallel-out type and re-
versible type magnetic shilt registers described below,

Serial MISR

Fig. 11 shows the symbolic representation of a serial
MSR using single diode transfer loops in a two-core-per-
bit configuration. Binary information initially in cores
M, and M) is transferred to cores M, and My respec-
tively by advance pulse 1. The information in 1/, and
M is then transferred to M, and to “output™ respec-
tively by advance pulse fa. For serial-in operation, new
information may be inserted into I/, at any time
between # pulses. For parallel-in operation, the new in-
formation is placed in alternate cores at a time when
these cores are not otherwise pulsed and is then shifted
out scrially by the alternate application of advance
pulses 1 and t.. Serial magnetic shift registers greater
than 50 bits in length have been operated with a single
miniature gas tube serving for cach driver.

Input —Ma 4 \Mb . \\MIO Mo Qutput
=S8
. ]

tI, S—
'2
Fig. 11—S8erial magnetic shift register.

In digital data-processing systems the serial MSR
serves principally to provide buffer storage. Information
from a drum, tape, or other source can be placed in the
register when it is available and can then be delivered
to the output circuit whenever desired. The serial MISR
can also provide speed buffering. For example, if the
input information is from a teletype transmitter, ad-

8 Wang and Woo, loc. cit.
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vance pulses f; and fa are pulsed at teletype rate when
the register is receiving information. If the output is to
a high-speed magnetic drum, f; and t, are pulsed at the
drum clock-pulse rate when the MSR is delivering in-
formation to the drum.

Fig. 12 shows a serial MSR four bits in length that
uses three cores for every two bits. Three interlaced
advance pulses, £y, £y, and t3, are required to operate this
type of register. I information is assumed initially to
he in cores M, and M, (and M, and M)/, ete.), f will
transfer one bit from A/, to M., t: will transfer one bit
from M, to M, and f; will transfer one bit from 1/, to
M, at the same time as new information is inserted in
M. This tvpe of MSR permits a saving in cores and
diodes at the expense of additional drivers, but may
be desirable in special cases.

ts -
o
Ma
|
nput A Output
°
b,
L
Fig. 12—Serial MSR, 3 cores per two bits,

The use of n41 cores and advance pulses [or every
# bits may be extended indefinitely if the economics of
the situation warrants it. .\ shift register employing
13 cores and 13 advance pulses per 12 bits of storage
capacity has been used in a particular application where
the expenditure of drivers was justified.

Parallel MISR

Fig. 13 shows symbolically a parallel MSR synthe-
sized with single-diode and split-winding transfer loops.
Cores M, M, M. ... constitute the shift register,

Fig. 13—Parallel MSR.

Information is
at the rate at
serial shifting,

and My, M., ... are the output cores.
inserted serially into the shift register
which #; and f. are firing. During the
the split-winding loops between the register cores and
the output cores prevent the transfer of information
into the output. When the last bit of a word of pre-
determined length is inserted into A, the preceding
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bits of that word are in M., M. . ... The application
of advance pulse £, will now transfer the information in
parallel into the output cores.

In one application of the parallel MSR in a synchro-
nous svstem, a marker pulse is inserted into the shift
register at the beginning of each word. When this
marker pulse reaches the last core at the end of the
register it indicates that the entire word is in the
register. The sampling pulse that senses this last core
produces an output that is used to trigger the driver
which delivers advance pulse f, to effect the parallel
transfer of the word.

Reversible M\ISR

Fig. 14 shows a reversible MSR synthesized with
split-winding transfer loops. Information may be shifted
from left to right by using advance pulses £, and 2, or
from right to left by using advance pulses 73 and t;. The
reversible MSR is actually two shilt registers using the
same cores; the isolating reversible character of the
split-winding transfer loop permits independent opera-
tion of cither register. If it were desired, a third set of
split-winding transfer loops could provide parallet out-
put from the reversible MSR. Since parallel input is
always possible in an MSR, this one configuration
could provide a reversal of sequence of digits in a word;
parallel-in to shift left or shift right and then parallel-
out; or simple shilt register operation,

Fig. 14—Reversible MSR,

CoMruTeER CoNTROL UNITS
Cycle Distributor

FFig. 15 shows a cyele distributor (CD) synthesized
with single-diode transfer loops in a simple shift-
register configuration closed around on itself. The
cyvcle distributor might be used to deliver various con-
trol pulses to the manipulative portion of a digital sys-
tem. A single ONIZ is preset into core M, and is circu-
lated around the CD by clock pulses f; and f.. As the
ONE is transferred from A/, to M, by the £ pulse, con-
trol output e, is generated. This output might be used,
for example, to trigger a relay-actuating thyratron. A\s
the ONE is transferred from M, to A, output signal e,
might, for example, set a ONE into some other cycle
distributor to set it into operation. Core 1/, might be
used to provide a delay, with no output except to the
next core in the cycle distributor. If power gain is
needed in the control pulse, the CD output can trigger
a current driver, as core 1M, is shown doing in Fig. 13.



160

The number of cores in the c¢ycle distributor and the
pulse rate of #; and ¢, determine the period of the various
control pulses.

Counters

The cycle distributor in Fig. 13 is essentially a simple
counter. If, for example, the CI) contained six cores,
then output pulse e, would occur for every third ¢
pulse. Thus to obtain a count of n#, a CI) containing 2#
cores would be needed.
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Fig. 15—N\lagnetic core cycle distributor.

IFeedback techniques and cascaded distributors per-
mit a reduction in the number of cores needed to obtain
large counts. Iig. 16 shows, for illustrative purposes, a
mod 7 counter using 12 cores.

The upper set of cores forms a modulo 3 counter. An
output occurring every three “count” pulses drives the
lower set of cores which are also in the form of a modulo
3 counter. The output from these cores would occur
once for every nine “count” pulses were not the upper
counter preset to short count by two. This produces a
modulo 7 counter. Although the counting technique
might seem unnecessarily complex for achieving a count
of seven, it is very useful when large counts are needed.
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Fig. 16—Nlod 7 counter.

l.ocicAaL FuncTtion UNITS

The three fundamental transfer loops described
above can be used to synthesize various logical function
units. The basic functions of NEGATION, OR, AND,
and EXCLUSIVE-OR, have beenselected for description
here. From these, more complex digital data-processing
functions can be synthesized.

Negation

Fig. 17 shows symbolically the circuit providing

PROCEEDINGS OF THE IRE

February

NEGATION. Clock pulse £, unconditionally sets the
core to the ONLE state. If information pulse p occurs
at time /; it serves to reset the core to the ZERO state
without giving an output. The next shift pulse ¢; will
therefore not give an output. Conversely, if a p pulse
did not occur, there will be an output at time 3.

plt;]

f3

Fig. 17—Negation.

Inclusive Disjunction (OR)

Figs. 18(a) and 18(b) show schematically two meth-
ods for realizing the OR function with the single diode
transfer loop. The circuit in Fig. 18(a) can be used when
both transmitting cores are energized by the same
advance pulse; the circuit in Fig. 18(b) is required
when M, and M, are energized by advance pulses

occurring at different times.
M M M
—— Mo,
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Fig. 18 —DMagnetic core “OR?7 circuits.

Fig. 18(¢) shows symbolic representation for the OR
circuit. Number of inputs that can be mixed into one
receiving core is limited mainly by the additive effects
of ZERO output voltages from transmitting cores.

The method for achieving the OR function with the
split-winding transfer loop is similar to that used with
the single-diode loop. With reference to Fig. 8, the out-
puts of two transmitting cores are mixed by connecting
their NV, windings in series.

Conjunction (AND)

The AND function can be realized with core circuits
in several ways. Two that have found extensive use are
illustrated symbolically in Fig. 19. Unconditional clock
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pulses are indicated by ¢, t» and ¢;. The information
pulses are designated p, ¢ and r. The information pulses
need not occur simultaneously.

In Fig. 19(a), which illustrates a three-input AND
function, cores M, and M. each perform the function
of negation. Clock pulse £, presents ONE’s in these
cores, and a signal to A, occurs at time {3 only if g or 7
do not exist. A negation also takes place in core M, and
an output is obtained from M, at time f; only if p existed
and if neither M, or M, had produced a signal at the
preceding time f3. Thus, an output is obtained if and
only if p and g and r existed.

The AND circuit in Fig. 19(b) has been called the
“primed-gate” and involves using the output of one
core (M,) to provide the advance current pulse for a
second core, A, This advance current exists only if p
had occurred, and can produce an output from M, only
if ¢ had occurred. Clock pulse {3 is needed to clear M,
for the case when ¢ occurs and p does not.

1q 151 pCtz3

(a'vr')

i
e

(p-q:-r)tt] &=

£ty
Mg T, Mb p-(q'vry
3
r(t,]
rl
- _ (Q)
Mc
'y o1 aty)
Q P @ >(p-a)lty]
Mg It, Mg 1,
(b

Fig. 19—A\lagnetic core “AND” circuits.

Exclusive Disjunction (EXCLUSIVI-OR)

Fig. 20(a) shows in symbolic form the EXCLUSIVE-
OR circuit. It is synthesized with the fundamental in-
hibit loop and employs the previously described OR
circuit to obtain an output signal indication. Fig. 20(b)
is included to illustrate schematically the manner in
which the double-inhibit function is realized.

In the EXCLUSIVE-OR circuit in Fig. 20(a), M,
and A, are the input cores. If M, contains a ONE (due
to input p) and M, contains a ZERO, advance pulse
i transfers the ONE to M.. If M, contains a ONE (due
to input ¢) and M, contains a ZERO, advance pulse
i transfers the ONLE to A4 If neither p or ¢ occur, or
if both p and g occur, balance is maintained in the
branch currents in the transfer loop [Fig. 20(b)]. Both
receiving cores M, and M, remain in the ZERO state,
and it can be considered that each output served to pre-
vent the other from causing information transfer.

The EXCLUSIVE-OR result is obtained by mixing
together the outputs from M, and M, An output will
be obtained if p or ¢, but not both, had occurred.
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Material Equivalence

The material equivalence (or compare) function can
be realized by negating the output from the EXCLU-
SIVE-OR circuit described above.

(@)

Lo

Fig. 20—Magnetic core “EXCLUSIVE-OR” circuit.

MAGNETIC CORE SYSTEMS
Multiple Timing Sources

In combining the units previously described, due
regard must be given to the sequence of pulses. In
general, the operation of cores is sequential even within
a single logical function unit, which is in contrast to the
operation of diode logical circuits.

Information pulses originating in various units at
different times must arrive at a combining unit within a
prescribed time interval. There are two ways of satisfy-
ing this requirement: one method is to use delay cores
in one of the information lines, and the other is to
postpone the extraction of data from one of the origi-
nating units. The first scheme requires extra cores:
the second requires a greater variety of shift pulses.

This is shown (Fig. 21, next page) by two versions of a
half-adder. The first uses three cores and three timing
pulses. The second version uses four cores, and two
timing pulses. In the present example, it would not pay
to save one core at the expense of an extra pulse source.
However, the use of multiple timing sources does not
necessarily result in a proportional increase in the
number of tubes.
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In any large system, a duplication of driver tubes will
be necessary because ol their power-handling limita-
tions. [f multiple timing sources are used, these tubes
simply become distributed differently than in single or
double-source systems.

carrylt,1 <=
p-(p-q')<=>p-q

(a)

pPLt ]

carry(t,1=p.q

plt ]
sum{t,1 < p-q'v p'q
qrt, 2
M, (b)
Fig. 21—Magnetic core hall adders. (a) Three core, three pulse.

(b) Four core, two pulse.

Systems Operation

Using the techniques described in this paper, two
models of a digital data-processing svstem each contain-
ing 800 cores and 50 tubes have been designed and
operated. An electronic version of this system required
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330 vacuum tubes and dissipated 3 kilowatts. The
imitial design of the core system required only 500
watts, and occupied less than one-fourth the volume.

Within one month after the first magnetic core sys-
tem was put into operation, a continuous error-free run
of longer than 200 hours was realized. The second
model has now been operated for more than 2,000
hours without component failure. Core circuits are
utilized for all control, storage, and data-handling
functions in the system; the tubes are used principally
to supply pulse current to the circuits. Most of the
basic digital computer operations are performed within
this one svstem: AND, OR, EXCLUSIVE-OR, shift
register, serial transfer, parallel transfer, counting, and
control. These circuits operate at speeds ranging from
60 cps to 100 ke.

CONCLUSION

The magnetic core can serve as the basic component
for a digital data-processing machine. Three funda-
mental transfer loops can be used to interconnect cores
for storage, control, and logical operations. Basic
functional units can in turn be interconnected into a
complete system. The power saving, space reduction,
reliability, and expected long life of the first models of
a core system have served to establish feasibility and
to encourage further development and exploitation of
this new component.
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Long-Range Propagation of Low-Frequency Radio
Waves between the Earth and the Ionosphere*
J. SHMOYSt

Summary—The problem of modes of propagation of electromag-
netic waves between a perfectly conducting earth and a gradually
varying ionosphere is considered. The case of exponentially varying
ionospheric parameters is solved in terms of Bessel functions. The
propagation constant, the angle of arrival and the group velocity are
calculated for the first few modes of propagation. It is shown that the
results for the phase and group velocities and angle of arrival of low-
order modes obtained when the ionosphere is assumed to be a per-
fectly conducting sheet at a height simply related to ionospheric
parameters are very close to the true values. An application of this
theory to the propagation of ‘‘tweeks’ is discussed.

INTRODUCTION

NHIZ PROBLIEN considered here is that of propa-
gation of low-frequency radio waves (frequency
under 150 ke) along the surface of the earth. This

problem was first treated by Watson [1] who assumed
that the ionosphere is i homogeneous isotropic medium
of large but constant conductivity, occupying all space
above a given height over the carth’s surface. In much
of the subsequent work on this problem, the assump-
tion of a sharp discontinuity between the atmosphere
and the jonosphere was retained in the model used
[2. 3. 4.5, 7). Rvdbeck [6]. however, considered con-
tinuous models with discontinuity in first or second
derivative  of calculated the
attenuation coefticient approximately. We shall con-

the conductivity and

sider the ionosphere 1o be an isotropic medium with
conductivity varving exponentially with height.

lnstead of considering  the problem in spherical
geometry, we shall demonstrate that the error incurred
by treating the carth as a plane and the ionosphere as a
plane stratified medium is negligible for the parameters
we shall caleulate.

There are two basic approaches to the theory of
propagation of radio waves between the earth and the
ionosphere. One is the mode theory of Watson, also
used here. The other, far simpler theory, commonly
usced in short wave propagation problems, is that of
geometrical optics; 4.e., one assumes a zig-zag path con-
necting the receiver and transmitter. We should point
out that the two theories give different results for the
quantities we wish to calculate. Referring to Fig. 1,
we see that in the ray theory the angle of arrival would
be a function of the distance between the receiver and
the transmitter, while in the wave theory it is not. Also,

* Original manuseript received by the TRIE, June 24, 1955; re-
vised manuoscript received, September 19, 1955,

The research reported in this article was made possible through
support and sponsorship extended by the U, S. Air Foree, Air Force
Cambridge Research Center, under Contract No. AF 19(122)-42,

t Formerly with New York University, Inst. of Math. Sci., New
York, N. Y.; now with Dept. of Elect. Engrg., Polytechnic Tost. of
Brooklyn, Brooklyn, N. Y.

in the ray theory the time of travel in a constant num-
ber of hops from 7" to R is not proportional to the dis-
tance 7R, while in the wave theory that ratio is con-
stant. Since we are dealing with very low frequencies and
propagation over large distances, we must use the wave
theory.

Fig. 1—Zig-zag path. T=transmitter, R =receiver.

We are concerned here not with the detailed strue-
ture of the electromagnetic field but with certain pa-
rameters characterizing the various modes of propa-
gation, namely, group velocity, angle of arrival, and
attenuation. We show that in the case of exponential
variation of electron density and collision frequency we
can represent the ionosphere, for most practical pur-
poses, by a conducting sheet at a height simply related
to the physical parameters of the ionosphere. The results
obtained using this model are consistent with experi-
mental results in the propagation of certain low-fre-
quency atmospherics which have been called “tweeks.”

We start from the scalar wave equation satished by
a single-component Hertz vector. By separation of vari-
ables in spherical coordinates we reduce the problem to
that of finding the cigenvalues of a certain second-order
differential operator. Next we demonstrate that the
cigenvalues thus obtained differ only by a negligible
amount from the corresponding eigenvalues obtained for
a flat carth,

Having thus formulated the eigenvalue problem we
consider first the case of the lossless ionosphere. Hori-
zontally polarized waves are shown to have certain
properties independent of the actual variation of elec-
tron density with height. The case of vertically polarized
waves in a lossless ionosphere presents dithculties which
will be pointed out.

Next we consider the problem of propagation of
horizontally polarized waves in a very lossy ionosphere.
In this case we also have an infinite set of modes,
although these can no longer be sharply divided into
propagated and attenuated ones. The first few modes
are, in general, little attenuated; higher-order modes
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are heavily attenuated. Assuming exponential variation
of electron density and collision frequency, we can
calculate the eigenvalues of the first few modes. The
group velocity and angle of arrival thus calculated are
shown to be consistent with those obtained for a
simpler model of the ionosphere—one in which the
ionosphere is replaced by a perfectly conducting sheet
at some height above the earth. This effective height is
calculated in terms of ionospheric parameters.

In the case of vertical polarization in a lossy iono-
sphere there is an additional difficulty which makes the
theory applicable only to frequencies above ce 25 kc.

Finally the application of our model to the problem
of propagation of low-frequency atmospherics, tweeks,
will be discussed.

FORMULATION OF THE EIGENVALUE PROBLEM

The electric and magnetic fields in spherical geometry
(Fig. 2) can be derived from a single component Hertz

T{g,0,0)

Fig. 2—Spherical geometry.

vector. Thus the vector problem is reduced to a scalar
one. The equation to be solved is:

VL 4 kD = 0, (1)
where €* is related to the complex diclectric constant

as follows [10]:
1. In the transverse electric case (lig=FE,=11,=0),

e = ¢; (2)
2. In the transverse magnetic case (Ily=11,=F,=0),
e* =€ — k2%, 3)

The Hertz vector must vanish on the surface of the
perfectly conducting earth (r=a) in case 1 while its
normal derivative must vanish in case 2. At infinity,
the Sommerfeld condition is to be applied.

The dielectric constant of an ionized medium of
electron density N per cubic meter and collision fre-
quency v is

vN

e=1-—
w(w + 1)

v =3.19 X 1073, €))
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where w is the angular frequency of the field. When w is
much smaller than », one can approximate ¢ by

N
e= 14 .

(3)
wy
In fact, for low frequencies, w is negligible with respect
to » in the D-layer and in a large portion of the E-layer.
Furthermore, since ¥.V/wv is much larger than one in
most of the ionosphere, we can consider the dielectric
constant in those regions as purely imaginary. This is
equivalent to saying that the ionosphere behaves very
nearly like a conducting medium, with conductivity g,
y.V

g = —— €p,
14

€ = 8.86 X 10712, (6)

This was the approximation made by Watson. We shall
retain the form of dielectric constant given in (5).

Restricting ourselves to nondirectional sources (i.e.,
sources radiating with the same intensity along any
meridian), we can then use the method of separation of
variables in spherical coordinates to reduce the three-
dimensional problem to a one-dimensional one. We
write

I1 = R,(r)P.(cos 8). (7)
This function satisfies the conditions of the problem if
u, = rR, (8)
satishes the equation
plp + 1)
("u)rr + I:kef* - (= 0, (())
2

and the appropriate boundary conditions at r=a and
at infinity. Let us introduce new independent variables

defined by
(10a)
(10b)

x=r—ua
v = af.

The differential equation (9) can be written as follows:

( X X
H a (2 * —>
4 k) () + M———(” ki e !
k*a? x\?
a
1
_ M} w=0. (11)
a?

We merely split the last term of (9) into its value at the
earth’s surface and the remaining, variable part, shown
in (11) as the second term in the square brackets. Let
us look at that term. When we are close to the earth’s
surface x/a is small. Anticipating the analysis somewhat,
we shall say that we are interested in eigenvalues u of
the order of magnitude of ka. Then the second term in
the brackets is small compared to unity even for heights
of a few hundred miles. At very large heights, the term
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tends to the value w(u+1)k%? which is certainly
bounded and which is of the order of magnitude of unity
in the case we are most concerned with. The dielectric
constant €* is nearly unity at the earth’s surface and
tends to — « at large heights (if we assume ionization
density to be monotonically increasing without bound).
Thus we see that the second term has no effect at the
earth’s surface, and very little effect at heights up to a
few hundred miles, where €* already has a large negative
real part. Since €* has a large negative real part for
large x. the eigenvalue problem is insensitive to the
actual height dependence of €* above some large height.
The same is probably true if €* tends to infinity parallel
to the imaginary axis, although this case is not so clear-
cut. In this investigation it will be assumed that the
term in question is negligible even when ¢*—1 is purely
imaginary. The justification for this is that (e*—1)
could have been assumed to tend to infinity in some
direction in the second quadrant and then the direction
could be allowed to approach that of the imaginary
axis—without affecting the results. Thus our problem
can be simplified by omitting the second term in the
bracket. We are to find the eigenvalues u(u+1)a=? of the
operator
d2

L= — + Ee*(x),

pE (12)

with the appropriate boundary condition at x=0 and
with a suitable behavior of the cigenfunction at infinity.
With €* behaving as described above, the spectrum is
discrete. The value of u thus obtained determines the
behavior of the wave function u along the earth's sur-
face. In order to study this behavior we must turn our
attention to the function P, (cos ). Again anticipating
further analysis, we take p to be of the order of ka and
therefore large. Hence we can use an asymptotic ex-
pression for P, (cos 0):

1 T
Cu(sin8)~1/2 cos [(M + —;) 6 — _IJ

Furthermore, since u is complex, one of the two ex-
ponentials making up the cosine is negligible, so that
P, (cos #) is approximately given by

el o)
exp | 1 —_ ,
4/sin 8 P g 2

where D, is a complex amplitude. So long as 8 is not
too large, it is a good approximation to sin 8, and we
have a typical two-dimensional wave. Since af =y,

Pu(cos §) ~ (13)

I)M(COS 0) ~ al/?D“y—ll2e|’(v+ll2)y/a'

(14)

so that the attenuation constant « is

<M+%>
a = Im ,
a

the wave number is

(15)
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8 = Re (“+ %>, (16)
a
and the group velocity is
c
Ty &

Had we considered the propagation of plane waves in
plane stratified media; 7.e., the solutions of

[+ =+ we@|T =0
dx?  ay? < -

obtained by separation of variables, we would have
obtained the relation

B+ ia)* = p(p + a2 (19)

The relative error in (B+ia) is then of the order of
1/8u?, or, since u is of the order of ka, 1/8(ka)?. This
error is entirely negligible, since even for a wavelength
of 100 km it amounts to one part of per million. We may
therefore drop the spherical geometry of the original
problem and consider plane wave solutions of (18).
Then we set

(18)

I = (x)etseiny
= n(x)ery, (20)
so that u satisfies the equation
wor + [R2e*(x) + 1?]u = 0. (21)

The eigenvalue parameter I' has a discrete spectrum for
the class of functions ¢*(x) considered here. The bound-
ary conditions are different in the two polarizations,
namely:

1. #(0)=0 for horizontal polarization (TE case)

2. u.(0) =0 for vertical polarization (T ) case). (22)

Because of the behavior of £* at infinity we may require
u to be bounded or even square integrable.
[.0SSLESS |ONOSPHERE—IORIZONTAL POLARIZATION

In the case of horizontally polarized waves propa-
gated in a lossless ionosphere, we have, setting v=0
in (4):

e*F=e=1—yNw?

1 — yeINE2

(23)

Substituting this expression in the differential equa-
tion (21), we obtain

weo+ [(B2 412 — v 2N(x) Ju = 0.

If, as we assume here, N(x) is a monotonically in-
creasing function of the height x, then there is an
infinite set of eigenfunctions wu,.(x) which vanish at
x =0, tend rapidly to zero at infinity, x = o, and satisfy
the equation

Uee + [ka? — v IN(2) Ju = 0,

(24)

(25)
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where %,2 are the eigenvalues of the operator —d?/dx?
+v¢2N(x) and are therefore independent of 2. We have
then

I?=p2— k2 (26)

Since I'? positive corresponds to attenuated waves while
I negative corresponds to propagated waves, k, is the
cutoff wave number of the nth mode. Below that wave
number the wave is attenuated:

—I' = a = (k2 — k)12, (27)
and above cutoff it is propagated so that
—il' = B = (k2 — k)12 (28)

The group velocity is found from (17) and (28), and is

vy = V1 — (ko/R)%

We see that the situation is pretty much the same as in
the case of parallel-plate waveguide except for the
actual values of the cutoff wave numbers &by - - -,
etc.

Suppose that N(x) is identically zero between the
ground and some small height. Then the solution of the
wave equation in that strip can be written down ex-
plicitly. From (25) we have, for sufficiently small x,

(29)

Uy = etz — gmiknz (30)
so that the field is
11~ = waexp [i(k? — k,D)12y)
= exp [ikax 4 i(k? — k,2)12y]
— exp [—ikax + i(B2 — RH)V2y].  (31)

Thus we obtain near the ground the decomposition of
the mode field into plane waves incident on and reflected
from the ground and propagated in directions making
an angle ¢ with the ground, where

¢ = sin™! (k,/k).

Again as for parallel-plate waveguides, we obtain the
following relation between the angle of arrival and
group velocity for any mode:

(32)

v,/c = Cos . (33)

This relation is independent of the charge density dis-
tribution N(x) and of the mode number.

Since this model of the ionosphere is unrealistic we
shall not calculate the cutoff wave numbers for any
specific electron distributions. The problem is essentially
the same as finding the energy states of an anharmonic
oscillator with potential N(x). In most cases the phase
integral method will give fair results even for the
lowest mode. Our main interest in analyzing this case,
however, is in the general properties of propagation
which will carry over to some extent to the case of
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lossy ionosphere. Thus, in the latter case, we should ex-
pect a finite number of modes with relatively small
attenuation and the rest highly attenuated; we may
expect the group velocity and the angle of arrival to be
related in a way analogous to (33).

l.ossLESs |ONOSPHERE—V ERTICAL POLARIZATION

The main difference between the two polarization
components in the lossless case is not in the boundary
condition at the ground, but in the differential equa-
tion. For vertical polarization we have

tas + (R — 212, + THu = 0. (34)

The unusual simplicity of the case of horizontal polari-
zation lay in our ability to split the coefficient of ,
(R%2¢+T1'%) into two terms; one of these, k2412, was inde-
pendent of x, while the other, #2(¢e — 1), was independent
of k. Now, however, due to the extra term in (34), we
cannot do this. Furthermore the extra term is singular
at the zero of e. This singularity did not appear in the
case of horizontal polarization, where the only singu-
larity on the real axis was at infinity. The presence of a
singularity in the differential equation poses problems
which will not be discussed in this paper. Apart from
those difficulties we would still ind that because the
coefficient of # cannot be decomposed into a function of
x and a function of k we lose the simple dependence of
the propagation constant I" on the wave number.

LLossy 1oNOSPHERE—HORIZONTAL POLARIZATION

As was pointed out above, at low frequencies the
complex dielectric constant is given very closely by (5).
Hence the differential equation we have to deal with is

%zz+ [B2+ T2 4 ibyN(x)/cv(x) |u = 0. 33)

Again, as in the case of propagation of vertically
polarized waves in a lossless ionosphere, we cannot ex-
pect the simple frequency dependence of the propaga-
tion constant given by (26) since the x-dependent term
also depends on k. Since N(x)/v(x) is a monotonically
increasing function of x without bound we have a well-
set eigenvalue problem, and the spectrum is discrete.
If any doubts arise as to mathematical rigor, they can
be overcome in most cases by writing instead of 7 in
(35) exp[i(r/2+8)] and allowing 8 to tend to zero in
the final result. In our calculations this limiting process
yields the same result as taking 6§=0 to begin with.

Let us now introduce the exponential model of the
ionosphere. We assume that

N(x) = Noeslhy, (36)
v(x) = voe~=/M, (37)

so that
N(x)/v(x) = (No/vo)e?/, (38)
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where

h= (hy=t 4+ b1\
Substituting this in the differential equation (35), we
obtain

#zz+ (B2 4 12 4 iky(No/ovo)es! u = 0. (39)

In order to simplify the notation somewhat we shall
introduce the following parameters:

G = k417,
6 = ky(No/cve) h%
The latter parameter, 8, is small if the effect of the
ionosphere at the ground is to be small. I3q. (39) can

be solved exactly in terms of Bessel functions. By means
of the substitution

(40)
(41)

E — e:/2h

(42)
the differential equation is transformed into Bessel's
equation [11] '
41°G?

2]

(43)

1
g + ?ue + [ + 41'6] u=0.
Thus the solution is the appropriate cylinder function of
order

m = 2iGh (44)

and argument

¢ = 2(i)%=/h, (45)

The choice of the suitable cylinder function is dictated
by the required behavior at infinity. Since the field
must tend to zero, the Hankel function H,M(¢) must
be chosen. Expressing the solution in terms of Bessel
functions of order +m and —m, we have

u = —isinmrlln, V() = e in7J.(0) — J_n((). (46)

In order to find m, and therefore G, we have to impose
the boundary condition at the ground. At the ground,
however, the argument of the Bessel functions is small,
so that one term of the power series expansion is suffi-
cient to represent the Bessel function accurately; then
the wave function u becomes

u =~ ¢ — Rei6= (47)
where
(1 + 2:iGh
R = (—18)—=h —(——) : (48)
I'(1 — 2iGh)

we may observe that if the dielectric constant had been
e=1—vN/wp, (49)

the above analysis would still hold, but instead of
—106 we would have & in (48).

Shmoys: Long-Range Low-Frequency Propagation

167

In order to satisfy the boundary condition at x=0,
the reflection coefficient must be unity. The equation

R=1 (50)

has an infinite set of solutions. To order these solutions
and assign to each some integer designation, we proceed
as follows. First find the locus of all complex values of
Gh for which the reflection coeff cient has magnitude 1.
It is obvious that the origin, Gh=0 is on the curve.
Proceeding on the curve away from the origin, the phase
of the reflection coefficient increases monotonically.
Points corresponding to integral multiples of 27 satisfy
(50). Let us use then, the ratio between the phase, and
27 as the designation for a particular eigenvalue.

Having located one point on the curve, namely the
solution of (50) corresponding to =0, let us consider
this point further. ¢ =0 implies that the wave is propa-
gated parallel to the ground with phase velocity ¢. Fur-
thermore, the incident and reflected waves. both travel-
ing in the same direction, cancel each other at the
ground. Hence they must cancel each other everywhere.
That this is true near the ground is obvious from (47).
Hence G=0 is not really an eigenvalue and we should
start counting with n=1.

Before proceeding with the investigation of the locus
of |R| =1 in the G-plane, let us see what this locus
would look like if the dielectric constant were real, say
as in (49). We can readily sce that in that case the
locus is the real axis. The absolute value of the ratio
of the gamma functions in (48) is unity when G is real,
since these two functions are complex conjugates. The
remaining factor would be a real number raised to an
imaginary power, again having magnitude one. We
would still have to choose between the positive and
negative real axis. This choice, however, is purely
arbitrary for the purpose of determination of the
propagation constant, since only G? appears in the equa-
tion. Let us choose the positive real axis.

The next step is to investigate locus of | R| =1 in the
complex G plane. Due to complexity of (48) we have to
look for suitable approximations. For some values of
parameter 6 we may check numerically the accuracy of
our approximations. Since we are interested primarily
in the first few eigenvalues, the most interesting part of
the curve is in the neighborhood of the origin. Let us
introduce the dimensionless parameter

X =X,—-iX. = 2Gh (51)
In terms of X, the equation of the curve is
. —i(X1—iX3)
(e -:3])
rqai+Xx X
' 1‘21 J—rX:J—r iXi; g

or
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T 1+ X, + i\y)
- X1+ Relog——————— =0,

—NXlogé — —
2 I‘(l - X, - LYl)

(53)
Iq. (533) is the exact equation of the curve on which the
absolute value of R is 1. In order to find an approxima-
tion for the curve in the neighborhood of the origin,
we assume X; and X, to be small and expand the last
term of (53) in a power series. Since

d
— I+ X = —C,
dX ( ) X0 (54)
C = 0.577 ,
(53) reduces to
g
Xylogd + 5 X, — 20X, =0, (33)
or
.\’2 —'7l".2
= (56)

X, 2C+logs

Thus we see that as a result of loss, the locus of |RI =]
near the origin is pushed into the fourth quadrant. It
starts as a radial line making a small angle with the
real axis.

Next we can investigate the behavior of the locus far
away from the origin.

For large X we can use Stirling’s formula for the
gamma function of large argument. When we do that
we find that X, and X, satis{y the following relation:

.Yz '—1l'/2

X, - iogﬁ — 2.]0g l\'[ + 2 .

Since X, is obviously much greater than .\, the devia-
tion from the real axis is not very great.

Having thus obtained approximations to the curve
at both its ends, we should see how good these ap-
proximations are and what happens in the region when
neither approximation is valid. For this purpose we
investigated numerically the case log d=—9 or
6=1.3X10"* This value of & is higher than those we
would encounter in most cases, so that the agreement
in gencral should be better than in this case. The results
are shown on Fig. 3. Since the curve does not deviate
too much from the real axis, the modes corresponding to
values of (& to the left of the abscissa & will be propa-
gated with little attenuation, while those to the right
will be highly attenuated.

It remains now to find on the locus to |R| =1 those
points which correspond to R=1; i.e., the points at
which the phase shift is an integral multiple of 27. For
this purpose we calculate the phase; i.e., the imaginary
part of log R, where R is given by (48). Here again the
exact expression would have to be calculated numeri-
cally, but, since we are interested in the first few modes
only, we shall make use of the power series expansion

&b =

g
— X,logé + ol X, — 2CX,. (58)
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This is the expression for phase  in the X-plane, near
the origin. We need to know it on the locus |R| =1, and
so we make use of the relation (56), obtaining the phase
in terms of \'y:

X1 (logd + 20) + — X /2
¢ = —X, (log 2C — Xy —
2 2C 4+ logd
= X (1 + =x¥/44), (59)
where
A= —logés — 2C.
o 1 2 3 . s [ 7 8 9 0 x
- wn T I Y N n RIG
slocusof IRl
tFi2h Behovior \
near ofngin ‘"m'eu"e
X‘ me behavior
o 2 3 ) s 6 7 ) 9 10 x
wh 2m am wh RIG
05 Locus of IRi:1
Behcvior near.
ongin
1Fi/2h Asymplotic-
behovior
X,fim 6
Fig. 3—Locus of eigenvalues for 6 =1.3X10 4.
FFor the nth mode,
& = 2nm, (o)
so that
Xy o= 2nw(Ad + =/4H1)7! (01)
and
Xy = nr(A? 4 72/ (62)

These two relations together with (51) and (40) give
the propagation constant I'. The numerical evaluation
of the attenuation and phase constants is quite straight-
forward now. \We wish to obtain some information,
however, about the f{requency dependence of the
attenuation factor and about group velocity. In order
to avoid unnecessary complications we shall restrict
ourselves to that range of frequencies in which the par-
ticular mode in question is not heavily attenuated. In
view of the fact that & is very small we may neglect
72/4 with respect to 4% Thus we have

. nw .
“o= (1 o z.4>' $)
so that
mn\’ T
e <h.4> <1 o > s

and



1956

a9
LR

i \?
1',,2=—k2+cfz—k2+< )'H '
243

.h._/l (65)

The range of frequencies is that in which & is greater

than (wn/hA), and is not too close to it, say
k> 2mn/hA. (66)

The imaginary part of I';2 under these circumstances is
much smaller than the real part. Thus we have

-G ]
e khA

a, = mn?/2h%133.

(67)

and
(68)

We should remember that in the above relations 4 is a
function of frequency. From (59)and (41) we have

A= —logs — 2C = [log (evo/yNoh?) — 2C] — log k. (69)

If A 1slarge, as we have assumed, the effect of frequency
on A4 is very small and can be neglected for the sake
of simplicity. We see then that in the propagation
region the exponential ionosphere has the same effect on
phase and group velocity as a perfectly conducting
plane sheet placed at the effective height w:

w = Ah. (70)

The group velocity is obtained by differentiating (67)
with respect to k, neglecting variation of 4

n 1z
~ 1 - .
v C[ (kh.-1>:|

For k sufficiently large the attenuation coetticient should
should vary approximately as k7!, or proportional to
wavelength.

Near the earth’s surface the field can again be de-
composed into two plane waves. This is a consequence
of (47). Since ¢? and I'? are not real, however, the plane
waves are not homogeneous. But the attenuation is
small and we may treat the plane waves as if they were
homogencous. The angle of arrival is then given by the
same formula as in the lossless ionosphere (32), and the
same relation (33) holds between group velocity and
angle of arrival.

(71)

[Lossy IONOSPHERE—\ERTICAL POLARIZATION

In the case of vertical polarization, besides different
boundary conditions, at the ground we have a modified
differential equation. If the dielectric constant is the same
function of height as in the preceding section, namely

e=1-+ i(‘yNo/wvo)e”", (72)
then the ¢* which appears in the differential equation

differs from € by

*

& — e = — k%),

(73)
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In order to simplify the treatment we shift the origin
to x =x,, defined by

(yNo/wrg)exolt = 1

z = %X — Xo (74)
In terms of z we have then
e = 14 ietlh, (73)
3 erlh 2 1 e*!h _
& — e = kU2 [T(l—:w—d;) + _2- —l—m] (70)

We see then that so long as kh is greater than unity,
the difference between €* and e is small compared to e.
In fact it is also small compared to (e—1).

So far we have been assuming that frequency is suftfi-
ciently low, at least in the calculation of eigenvalues.
If we wish to neglect the term (76) in the differential
equation, we must have k2> 1 and therefore sufficiently
high frequency. Fortunately the approximation to the
dielectric constant we have been using is valid below
ca 200 ke, while 2k =1 corresponds to ca 25 kc. In that
range the low-frequency theory used in this report
should apply to the case of vertical polarization, with
the effect of polarization on the differential equation
neglected. We do, however, have to apply the appropri-
ate boundary condition; 7.e., u,=0 at x=0, so that
instead of R=1 we must have R= —1. This changes
essentiallv nothing in our discussion of the last section,

except that
1
d =2 <n — —>1r,
2

and all the formulas of the preceding section follow,
with (n —3%) substituted for ».

(7"

APPLICATIONS

We have shown here that horizontally polarized low-
frequency radio waves are propagated between the
earth and the ionosphere very much as in a parallel-
plate waveguide. The first few modes are propagated as
if the ionosphere, instead of being a medium of gradually
varying properties, were a perfectly conducting sheet
located at the effective height w above the earth. This
effective height w is simply related to the ionospheric
parameters: the scale height of the variation of con-
ductivity and the values of the electron density and the
collision frequency at some height.

Since this model is lossless it cannot, of course,
yield the attenuation coethicient. The latter can, if
desired, be calculated from (653).

Let us now calculate the effective height of the
ionosphere. Let us take reasonable values of electron
density and collision frequency at the height of 60 km:

N(60) = 108 electrons/m?,
»(60) = 108 sec.™,

and further let us take the respective scale heights 7,
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and hy:
hl = 4 km,
By = 8 km,
so that

b= (hyt+ b))t = 22 km.
With these assumptions we have
§ = k205

—logé — 2C = 19.3 — log k.

In the low-frequency range k is of the order of 1/e, and
hence & is indeed small and 4 does not vary very much
with even a substantial change of k.

Finally, the effective height w is, in the neighborhood
of 25 ke (4 =20),

w= Ak = 53.3 km.

"This height would not differ by more than a few per
cent over the whole very-low and low-frequency band.

At 18 ke we would expect the ratio v,/c to be 0.976 in
the second mode (=3/2 in (71)). This is in fair agree-
ment with the experimentally observed wvalue 0.97
[12]. The fact that the lowest mode was not observed
cannot be explained on the basis of this theory. In any
case it should be clear that we deal here with low-order
modes. Incidentally, the angle of arrival corresponding
to the observed relative delay of about 39, is 14°. or
considerably larger than that obtained by multiple-
hop calculations. Perhaps it is possible to verify this
ficure experimentally.

34
32

3.04

Frequency in ke

20

L7

11me in msec.

.6 3
(] L 1] 5 20 25 30 35 40 48

Fig. 4—Comparison of theory of tweeks with experiment. —
Experimental curve. Calculated points. fo=1.6 kc, d =+,400 kin.

It is possible that the waveguide theory of low-fre-
quency propagation provides an explanation of tweeks
[13, 14]. Tweeks are very-low-frequency noise signals
associated with lightning discharges. Following the
discharge the frequency of the tweek decreases rapidly
at first and then approaches an asymptotic value. This
is just the behavior expected on the basis of the theory
presented in this paper. The asymptotic value would
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correspond to the cutoff frequency of the mode. Further-
more, there is experimental evidence [13, 15] that a
tweek is accompanied by its harmonics. But since the
cutoff frequencies of the first few modes are integral
multiples of the cutoff frequency of the lowest mode,
the observed harmonics may really have been just
higher frequencies arriving in a higher-order mode.

The frequency-time relation for a typical tweek was
plotted by Burton and Boardman [14]; their curve is
compared in Fig. 4 with computed values obtained from
the parallel-plate waveguide model [using (71)]. Ve
obtained the distance from the lightning discharge to
the receiver by fitting the thecoretical curve to the
experimental one at 2.2 kc and assuming the cutoff fre-
quency to be 1.6 kc. From this value of cutoff frequency
the effect of height is computed to be 47 kilometers;
this is in excellent agreement with the effective height
calculated from our theory, 53.3 kilometers. Indeed,
the general agreement between the experimental and
theoretical curves is quite good.
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Utilizing Cylindrical

and Spherical Voids*

H. 'T. WARDY, ASSOCIATE MEMBER, IRE, W. O. PUROY, ASSOCIATE MEMBER, IRE,
AND D. M. BOWIE{

Summary—Artificial dielectrics utilizing three-dimensional ar-
rays of spherical and cylindrical holes in base materials of polystyrene,
Plexiglas, Teflon, and others have been investigated.

A theoretical expression relating the dielectric constant to the
number and size of the spheres, and to the dielectric constants of the
sphere and base materials, is derived. The analysis is restricted to
spherical voids small with respect to the wavelength.

The theoretical expression (in terms of the fractional volume of
the cylinders) applies also to cylindrical-void media, if the length-to-
diameter ratio of the cylinders is not far removed from unity. How-
ever, for large length-to-diameter ratios, the dielectric constant
depends appreciably on the orientation of the cylinder axes with
respect to the electric field.

Measured dielectric constants obtained by the shorted wave-
guide method at 5,000 mc are shown. Values of dielectric constant
in the range of 1.1 to 2.6 have been obtained. By using high-dielec-
tric-constant base materials this range could be raised.

INTRODUCTION

HE PRACTICAL possibilities of controlling the
Tdielectric properties of a material by embedding

objects in it have been realized for some time. The
material has usually consisted of some type of light-
weight foamed plastic, with a dielectric constant only
slightly greater than unity. The embedded objects have
assumed various forms; Kock! investigated arrays of
metallic spheres, disks, rods, and strips while Corkum?
investigated isotropic arrays of metallic spheres and
dielectric spheres. The resulting artificial dielectrics,
which utilize a base material of polyfoam or stvrofoam,
are structurally poor and their applications are limited
to devices not subject to shock or vibration.

This paper presents a study of a class of artificial di-
electrics which has better mechanical properties than
the ones previously considered. The improved media
utilize spherical or cylindrical voids in a relatively high
dielectric constant base material. Base materials of
polystyrene, Plexiglas, Teflon, and others have been
used with success. The measured dielectric constants
were in the range of 1.1 to 2.6. These values are of
interest in microwave lens applications.

THEORETICAL ANALYSIS

An equation can be developed which yields the value
of the dielectric constant in terms of the sphere size,
sphere density (number/unit volume), and the dielectric
constants of the base and sphere materials. It should be

* Original manuscript received by the IRE, August 22, 1955.
t Melpar, Inc., 3000 Arlington Boulevard, Falls Church, Va.
T'W. FF Kock, “Metallic delay lenses,” Bell Sys. Tech. Jour., pp-
58-82; January, 1948,

* R. W. Corkum, “Isotropic artificial dielectric,” Proc. IRE, vol.
40, pp. 574-587; May, 1952,

noted that the theory is restricted to a cubical lattice of
spherical-shaped objects.

The polarization P that is due to the spheres is given
by the expression P=aF'N/V.? The term « is the
polarizability of a sphere, E’ is the effective electric field
acting on a sphere, and N is the number of spheres in
the volume V. The polarizability of a dielectric sphere
in a dielectric of different dielectric constant is given*
by the expression:

a = 4w K 1RM(Ky — K1) /(K + 2K)) ¢))

where K is the relative dielectric constant of the sphere
material, K, is the relative dielectric constant of the
base material, R is the sphere radius, and e = 8.85 X 1012
farad/meter. The effective field E’ is taken® to be:

E = E + P/3eK, (2)

where E is the electric field that produces P. Eq. (2)
takes into account the mutual interaction of the spheres;
it is an equivalent statement of the Clausius-Mosotti
law.

The introduction of & and E’ into the expression for P
gives the following equation:

(3)

where C=(K;—K,)/(K;+2K,). Eq. (3) has been sim-
plified somewhat by the introduction of Corkum’s frac-
tional volume concept.? For the array of spheres, the
fractional volume is expressed as F=47RiN/3V.

The introduction of the effective dielectric constant
K into (3) is accomplished with the aid of the funda-
mental relation P=(eK—e&K))E. The resulting ex-
pression can be rewritten and solved for K/K,, as fol-
lows:

F & aE’N/V = 3FC€0K1(E + P/360K1)

K/K, = (1 4+ 2FC)/(1 — FC). (4)

Eq. (4) is the desired result. The quantity F depends
only on the number and size of the spheres, while the
quantity C depends only on the dielectric properties of
the two materials. For the artificial media to bhe de-
scribed, K;=1 (i.e., spherical voids or cavities in a di-
electric), which gives C=(1-K)/(14+2K,). For Cor-
kum’s dielectric sphere array in air,? A, is equal to 1 and
hence C= (K2 — 1)/(K2+2)

3 ]J. C. Slater and N. H. Frank, “Electromagnetism,” McGraw-
Hill Book Co., Inc., New York, N. Y., p. 41; 1947,

¢ C. J. F. Bottcher, “Theory of Electric Polarization,” Elsevier
Publishing Co., New York, N. Y., pp. 51, 61; 1952,

¢ P. Debye, “Polar Molecules,” Dover Publications, Inc., New
York, N.Y.,, p. 11.



In any microwave application, the size of the spheres
and the spacing between them adds up to an apprecia-
ble fraction of a wavelength. Since the analysis is an
electrostatic one, some experimental work was necessary
to determine the validity of (4). Furthermore, extensive
measurements were required on cylindrical-void media,
since the theoretical analysis was based on objects which
are spherical in shape.

METHODS OF MEASUREMENT

All of the measurements to be reported were obtained
by the shorted-waveguide method at a frequency of
5,000 mc. A description of the technique may be found
clsewhere.! The waveguide was standard RG-49/U
(0.874 by 1.874 inch 1.D.), except for the section in
which the sample of artificial dielectric was inserted.
This section was modified slightly to give inside dimen-
sions with exactly a two-to-one ratio (0.937 by 1.874
inch). A knowledge of the node shift caused by introduc-
ing the sample, the frequency, and the length of the
sample is sufficient to permit a calculation of the effec-
tive dielectric constant (R). The shorted-line method
offers the convenience of small samples, freedom from
external influences, and adaptability to common labora-
tory equipment. The frequency choice of 5,000 mc per-
mits the samples to be of a size that can be readily
machined to suitable tolerances. The accuracy of di-
electric constant measurements is about 1 per cent.

INCNES

Fig. 1—Samples of materials containing spherical and cylindrical
voids.

FXPERIMENTAL RESULTS—SPHERICAL-VOID MEDIUM

The sample is constructed of a number of sheets, Fig.
1, which have hemispherical depressions milled in one
face. The spherical voids are obtained by placing two
sheets together with corresponding hemispheres in
juxtaposition. Two base dielectric materials have been
used; Teflon (K;=2.02) and an expanded material
(K, =1.62) manufactured by the Sponge Rubber Com-
pany of Shelton, Connecticut. Two lattice sizes were

6 T.\W. Dakin and C. N. Works, “Microwave diclectric measure-
ments,” Jour. Appl. Phys., vol. 18, pp. 789-796; 1947.
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used: the large lattice has one row, and two rows of
voids across the narrow and wide dimensions of the
waveguide, respectively, while the small one has two
rows across the narrow dimension and four rows across
the wide dimension. In each case, the spacing between
the centers of the outer spheres and the waveguide wall
is one-half of the center-to-center spacing. The large
lattice, with i-inch diameter spheres, has a fractional
volume of 0.0796. The small lattice has the same frac-
tional volume with 1-inch spheres, and 0.268 with
2.inch spheres.

The measured values for the dielectric media are
shown in Figs. 2, 3, and 4, as a function of the length of
the samples. The samples were progressively shortened
by cutting off one transverse row of voids after each
measurement. For the 1-inch spheres, Figs. 2 and 3 and
the upper curve of Fig. 4, the measured value does not
differ by more than 2 per cent from the theoretical
value calculated with (4). For this case, the diameter of
the spheres is about 0.15\" (A’ is the wavelength in the
unbounded dielectric) and the spacing between the
centers of the adjacent spheres is 0.28\’. Lower curve of
Fig. 4 is for i-inch voids spaced 0.937-inch on centers.
The void diameter is 0.30\, and the spacing is 0.56\’.
For this sample, in which the diameter of the void is not
small compared to the wavelength, the measured value
differs by less than 4 per cent from the theoretical value.

[EXPERIMENTAL RESULTS—CYLINDRICAL-VOID MEDIUM

The study of the cylindrical-void medium was under-
taken in an effort to alleviate the construction problem
associated with spherical-void media. However, the ap-
plication of (4) to a cubical lattice of cylindrical voids is
questionable. It is expected that a fair accuracy will be
obtained from the theory developed above, if the
cvlinders have a length-to-diameter ratio not far re-
moved from unity. Under the same restriction, it is ex-
pected that the medium will be isotropic at least as long
as Fis small. The experimental data to be shown provide
information about isotropy and the dependence of the
diclectric constant on cyvlinder dimensions and density.

For the cvlindrical-void medium, as well as for the
spherical-void medium, the measured dielectric con-
stant depends upon the length of the sample. Corkum
noted this effect in his shorted-line measurements on
artificial dielectrics.? However, the variation with length
is considerably smaller for the media described in this
report. This is due, undoubtedly, to the smaller dif-
ference between K, and K;. The elimination of the un-
desired variation is accomplished by increasing the
sample length until dielectric constant reaches a constant
value. This value is, in every case, the one reported.

The dielectric constant as a function of the fractional
volume is shown in Fig. 5 and Figs. 6 and 7 on page
174. The solid curve is calculated from (4), with
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Fig. 3—Dielectric constant of Teflon with spherical voids.

F=xD*LN/4V (for volume 17 containing N cylinders
of diameter D and length L). The samples are made up
of 0.936-inch square blocks which can be arranged so
that the axes of all the cvlinders are parallel to any one
of the three principal axes of the waveguide. The length
of the sample can be increased by simply introducing
more blocks into the guide.

For samples containing cyvlinders with a high L/D
ratio, Fig. 7, cylindrical voids, were created by drilling
holes completely through the blocks, Fig. 1. The re-
maining samples were constructed in a manner similar
to that of the spherical-void samples. It was felt that the
anisotropic effects would be largest for large values of
L/D. For Figs. 5 and 6, the base material is polystyrene
(Ky=2.52); for Fig. 7, the base material is Plexiglas
(K, =2.64).
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Discussiox

The maximum fractional volume (and hence mini-
mum dielectric constant) is limited by the geometry of
the various media. For spheres, Fp.x is 7/6 or 0.524. For
cvlinders, F,.x depends on the length-to-diameter ratio:

L/D =1, Foas = 7/4 = 0.785
L/D =1/2,  Fuu =7/8 = 0.393
L/D =2, Fuax = 7/16 = 0.196.

In practice, however, the maximum values ot F are re-
duced slightly for mechanical reasons. The largest

cylinder diameter for which data are shown is about
N/4.
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Fig. 7—Dielectric constant of Plexiglas with cylindrical voids.

The dielectric constant predicted by the spherical-
object theory has been shown to apply equally well for
cvhindrical voids of length nearly equal to diameter.
Experimental values agree with (4) to within 3 per cent
for 0.5<L/D<2.0, and F<04.

For large length-to-diameter ratios, the anisotropy of
the cylindrical-void media becomes appreciable. For
L/D =6 and F as high as 0.6, the largest deviation from
the theoretical value was — 12 per cent and occurred for
the cylinder axes perpendicular to both the E-field and
the waveguide axis.
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Broadband Microwave Frequency Meter”
P. H. VARTANIAN anp J. L. MELCHORY

Summary—An electronically tunable frequency meter is de-
scribed for rapidly determining frequency over a wide range. The de-
vice depends on paramagnetic resonance in a,x-diphenyl g-picryl
hydrazyl. It consists of a two-inch section of coaxial transmission line
filled with hydrazyl and placed in a longitudinal magnetic field. Fre-
quencies from 600 mc through X band have been displayed on an
oscilloscope by sweeping the magnetic field to 4 kilogauss. Two fre-
quencies 8 mc apart at S band have been resolved and the accuracy
for a single frequency is +1 mc.

The complete system is described and performance in L and S
bands discussed.

INTRODUCTION

ARAMAGNETIC RESONANCE ABSORP-
P'FION was first reported by Zavoisky! in 1945.

Although it is observable at nominal radio fre-
(uencies, paramagnetic resonance is most readily ob-
served in the microwave region. A number of useful
applications, which employ the sharp resonance line of
hydrazyl, are being developed at microwave frequen-
cies. This paper deals with the use of hydrazyl for
spectrum analysis and with additional potentials of the
m terial.

Paramagnetic resonance is due to transitions between
the two Zeeman energy levels which are separated by
an applied magnetic field. Resonance occurs at a fre-
quency proportional to the energy separation of the
two levels. Since this energy separation is proportional
to the field applied perpendicular to the magnetic
component of the rf field, the resonant frequency is

fo = vy, (1)

where I, is the applied field and v is the gyromagnetic
ratio, 2.8 megacycles per oersted.

The m terial used in this experiment «,a-diphenyl 8-
picryl hydrazyl (CeHg)eN —NGCel12(NO,)s will be re-
ferred to as hydrazyl. It is a black polycrystalline
powder, which can be easily packed into transmission
line test sections. Hydrazyl is an organic free radical
which exhibits one of the strongest and sharpest para-
magnetic resonance absorption lines reported to date.
For this reason it is finding use as a material for cali-
brating magnetic fields. Kittel, et al.,* in the original
paper on hydrazyl in 1950, reported an absorption line
half width of 1.35 oersteds. At that time they pointed

* Original manuscript received by the IRE, August 15, 1955; re-
vised manuscript received September 15, 1955. Work performed
under Signal Corps Contract No. DA-36-039-sc-31435.

t Electronic Defense Laboratory of Sylvania Electric Products
Inc. Mountain View, Calif.

' E. Zavoisky, “Paramagnetic relaxation of liquid solutions for
perpendicular fields,” Jour. Phys. U.S.S.R., vol. 9, pp. 211; May,
1945

’.A. N. Holden, C. Kittel, F. R. Merritt and W. A. Yager, “De-
termination of g-values in paramagnetic organic compounds by
microwave resonance,” Phys. Rev., vol. 77, p. 147; January, 1950.

out that the material would be useful for field calibra-
tion and stabilization. Townes and Turkevich? reported
a line half width of 1.45 oersteds, while Cohen and
Kikuchi* reported 1.5 oersteds. These values were for
single crystals of hydrazyl and correspond to about 4.2
mc. For polycrystalline hydrazyl the line width is
several times larger.

Although the absorption line itself is observable, the
absorption is found to be too small to significantly alter
the amplitude of the rf wave in a transmission line.
However, if a small incremental magnetic field h,
varying at some frequency f; is applied in addition to the
dc field I[,, then when f=f, the rf energy will be ampli-
tude modulated at the [requency fi. If now the rf
energy is detected and the output fed into an amplifier
tuned to f1, then an output as a function of magnetic
field will occur only at the rf frequencies where f=f,.
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Fig. 1—Block diagram of apparatus used in
electronically tunable frequency meter.

EQUIPMENT

A block diagram of the equipment is shown in Fig. 1.
A 3/8-inch inside diameter 50 ohm coax test section,
two inches long, is filled with hydrazyl. A small solenoid
of two thousand turns is wound directly on the test
section which is fitted with type N connectors at each
end as shown in Fig. 2. The test section is inserted
directly into the signal transmission path. In addition
to the small solenoid on the coax section, the test ele-
ment is inserted into a larger solenoid capable of de-

3 C. H. Townes and J. Turkevich, “Hyperfine structure and ex-
change narrowing of paramagnetic resonance,” Phys. Rev., vol. 77,
p. 148; January, 1950.

¢ C. Kikuchi and V. W. Cohen, “Paramagnetic resonance ab-
sorption of carbazyl and hydrazyl,” Phys. Rev., vol. 93, p. 394;
February, 1954.
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livering magnetic fields up to 2,000 oersteds. A power
supply, designed specifically for this large solenoid, is
used to supply the field current.

Power (cw) is transmitted through the coax element
and detected with a PRD613M broadband detector
mount. The output of the detector is fed into a tuned
amplifier such as the PRII275. The amplifier is tuned
to the same frequency, fi, as the Hewlett-Packard
200AB audio gencrator which drives the small coil on

Fig. 2—Photograph of hydrazyl filled coax element.

the coax clement. The output of the tuned amplifier is
then applied to the vertical plates of a DuMont oscillo-
scope while a voltage proportional to the dc solenoid
current is applied to the horizontal plates. The oscillo-
scope display indicates the frequencies carried by the
transmission line.

The dc solenoid must be able to produce a suthciently
large field to satisfy the resonance equation (1) for
the maximum frequency to be determined. It should
also be long enough to produce a uniform field over the
region in which the element is located.

PRINCIPLE OF OPERATION

In Fig. 3(a) the relation between the absorption line
and the applied fields is shown. With an ac field of
amplitude #; varying with frequency fi superimposed
upon a given dc field 17, the total field acting on the
hydrazyl varies from IH;—I; to I+, and for the
position shown, the attenuation of the rf waves varies
from a, to as. If II; indicates the inflection point on the
absorption curve, this accounts for the first peak in
Fig. 3(b). As the dc field increases to I7,, the attenua-
tion becomes independent of 7y and hence there is no
output at f;. At the second inflection point a large out-
put of frequency f, occurs, while bevond the absorption
curve no output is observed. If the amplitude of the
modulating field is made small then the output as a
function of I1 will be as shown in Fig. 3(b).

It is noted that the purpose of using a small ac mag-
netic field is to produce modulation of the rf wave
when the resonance field I7, is applied. Using an ac
tield gives two improvements over the alternate method
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of detecting a small attenuation in the cw wave due to
the absorption line itself. In the first place, it makes it
possible to use a high gain tuned amplifier which re-
sponds only to the modulation produced by the hy-
drazyl absorption line. This permits higher sensitivity
since the ratio of signal at resonance to that off reso-
nance is essentially infinite, while in an absolute meas-
urement the signal at resonance is only slightly less
than the off resonance signal. The second advantage of
using the ac field is that greater precision in frequency
determination is achieved since the null point accurately
fixes the frequency, fo. This can be seen by comparing
Figs. 3(a) and 3(b).

~zh

2

(a)

ATTENUATION

MAGNETIC FIELD

- - _=

(b)

OUTPUT AT FrREQUENCY |

“""f’/r MaGneTic FieLo

Fig. 3—(a) Paramagnetic absorption line. (b) Output signal at f;
as a function of magnetic field for a given frequency, fo.

Di1scussiON OF EXPERIMENTAL DATA

In Fig. 4(a) is shown the oscilloscope trace when two
frequencies, one at 1,200 mc and the second at 3,500
mc, are present in the transmission system. In Fig.
4(b) is shown an expanded view of the output from
the tuned amplifier. It is the derivative of the hydrazyl
absorption line and is similar in shape to the curve of
Fig. 3(b). The asymmetry is due to the use of poly-
crystalline hydrazyl. This asymmetry is discussed by
Kikuchi and Cohen.t The signal generator of the upper
trace was set at 2,000 me while that in the lower trace
is for the identical system with the signal generator

* Ihid., p. 304
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sct at 2,008 mc. Thus the minima are separated by 8
me. It is seen that it should be possible to determine the
frequency of the unknown signal easily to within 1 mc.
Since the magnetic field in a solenoid is linear with cur-
rent, the ratio of signal frequency to current is a con-
stant for a given solenoid. This constant is determined
by calibrating with signals of known frequencies. Fre-
quency determination is then reduced to a current
measurement. For accurate frequency measurements,
the current must be metered to within the desired pre-
cision. Measurements have been made on the line width
over the entire band from 800 mc to 4,000 mc. It has
been found that the line width is less than 10 mc over
this entire band. The line width here is the separation of
two maxima shown in Fig. 4(b). These maxima corre-
spond to inflection points of hydrazyl absorption line.

JH

RIEE TR

3 xmc|

[(1992 2000 2008

Fig. 3—(a) (Upper) Oscilloscope presentation for two signals at 1,200
and 3,500 mc. (b) (Lower) Oscilloscope presentation for two
signals at 2,000 and 2,008 mc.

Measurements were also made in a transverse field
produced by an electromagnet. Both the coaxial ele-
ment of Fig. 2 and a hydrazyl loaded strip-line were
used. Use of an electromagnet makes it possible to
cover X band with a very compact field source.

With f1 at 1,000 cps, the frequencies of cw signals and
signals with very low pulse rates and high duty cycles
have been measured. Alternately frequency measure-
ments have been made for signals having higher pulsc
rates than fi. For pulse signals it is necessary to choose
f, far above or below the Fourier components of the rf
envelope so that the tuned amplifier will not respond to
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the harmonics of the pulse envelope. It should be
noted that in order to get the high frequency modulating
fields into the hyvdrazyl the coax outer conductor must
be made without a shorted turn. This can be accom-
plished by slotting the outer conductor longitudinally.

In the present syvstem no special attempts have been
made to achieve high signal-to-noise ratios in the tuned
amplifier. Thus frequency has not been determined for
signal levels below —335 dbm. The lowest microwave
frequency detected with this arrangement has been 600
mc. However, hvdrazyl has been studied at 25 me® and
there appeiars to be no theoretical limitation to its
lowest uselul frequency except the sensitivity decreases
with lower frequencey. Sinee the line width is nearly con-
stant, the percentage accuracy deereases with frequency.
To cover the frequency range 600 to 4,000 mc requires
magnetic field values from 214 to 1,430 oersteds. To oper-
ate the device above S band the solenoid and power
supply necessary to produce the high fields become quite
large. To facilitate measurementsin X band, a transverse
lield can be provided by an electromagnet. The use of
the electromagnet has the disadvantage that the fre-
quency is proportional to the magnetizing current only
in the linear region of the magnetization curve. Other-
wise a calibration curve is required. Furthermore, the
de field must be swept in only one direction (e.g., saw-
tooth with blanking on the retrace) to avoid complica-
tions from electromagnet hysteresis effects.

Although the two observed signals shown in Fig. 4(b)
are separated by approximately 8 me, the null point
between them, which is an indication of the true fre-
quency, can be determined to within about 1 me. How-
ever, two simultaneously incident signals of this separa-
tion could not be resolved.

References indicate that the use of single crystals will
reduce the line width by a factor of 2 or 3. This permits
a more accurate determination of frequency. Further-
more, a smaller line width will improve the resolution
of two signals differing in frequency by a small incre-
ment. A more homogeneous dc field will also improve the
line width.

The system has the same limitation as a system which
depends on mixing. That is, if two signals are incident
with a frequency difference equal to the tuned amplifier
frequency, fi, a signal is transmitted to the output.
However, in the display, such a difference signal will be
independent of magnetic field and will completely mask
the oscilloscope display. Although without additional
circuitry the presence of this signal is unavoidable, it
can be easily identified from its display pattern. With
laboratory-type testing, or when operating with a low
density of incident signals, the probability of having two
signals separated by f; will be fairly small. The limita-
tion of spurious responses caused by two rf signals
separated by fy can be improved by adding to the system

¢ 1. S. Singer, and E. G. Spencer, “Temperature variation of the

paramagnetic resonance absorption of two free radicals,” Jour.
Chem. Phys., vol. 21, p. 939 Nlay, 1953,
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a feature which will discriminate against outputs that
are independent of the rate of dc field change.

CONCL.USIONS

Paramagnetic resonance in materials such as hydrazyl
is useful for a wide class of spectrum analysis applica-
tions.

The main advantage of the system is its extreme
bandwidth coverage. Frequency measurements using the
solenoid covered 600 to 4,000 mc. Use of electromagnet
enabled measurements in X band, but hysteresis intro-
duces nonlinear relation between current and frequency.
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For the modulation frequency and amplifier used, the
limiting sensitivity was found to be —35 dbm. This
can be improved with a sharply tuned amplifier with
a lower noise figure.

The setup as described employs standard laboratory
equipment which is readily available. The system has
the further advantage of simplicity. It is electronically
tunable with an oscilloscopic presentation of frequency.
For production-line applications, it is easily used by
unskilled operators. This makes it valuable for routine
testing of microwave tubes where the output frequen-
cies may occur over broad ranges.

The Frequency Response of Bipolar

Transistors with Drift Fields®
L. B. VALDES}, MEMBER, IRE

Summary—The frequency response of bipolar transistors is
calculated using a mode! which assumes that the spread in the tran-
sit time of minority carriers flowing from emitter to collector is the
major factor in determining the frequency cutoff. The total emitter-
to-collector transit time is determined by the combined effects of
drift and diffusion but the spread in transit time is determined ex-
clusively by diffusion. The analysis is adapted to point-contact tran-
sistors and checks experimental measurements of frequency cutoff
in four groups of point-contact transistors having different structure
and material parameters.

INnTRODUCTION

@NE OF the more important design parameters for

transistors is the frequency response of the cur-
rent multiplication or alpha. In bipolar transis-
tors, where the flow of minority carriers from emitter to
collector is by thermal diffusion, such as in the grown-
junction or alloyed-junction #n-p-n and p-n-p transistors,
there is usually good agreement between calculated and
experimentally measured values of frequency cutoff.
However, such agreement is not found in transistors
where there is an appreciable drift field, such as in
point-contact transistors.!
This discrepancy between theory and experiment is
directly attributable to the relative difficulty of the
boundary-value problems involved. The diffusive flow

* Original manuscript received by the IRE, July 18, 1955; revised
manuscript received, September 23, 1955.

t Work performed at Bell Telephone Labs., Murray Hill, N. J.
Now with Beckman Instruments, Inc., Fullterton, Calif.

! The planar structure with a built-in field across the base is dis-
cussed by H. Kromer, “Zur Theorie des Diffusions- und des Drift-
transistors.” Arck. Elekt. Ubertragung, vol. 8, pp. 223-228, 363-309,
499-504; 1954,

of minority carriers in one dimension is a reasonably
straight-forward problem which has been solved? and
used to calculate the frequency response of planar junc-
tion transistors.®* [Fortunately, the emitter and col-
lector boundaries in this problem can be made to fit
the transistor structure if the edge effects (which are
usually small) are neglected. Using superposition, it has
also been shown?® that one-dimensional diffusion theory
is applicable to point-emitter junction-collector tran-
sistors, where the emitter is free to inject minority car-
riers away as well as toward the collector sink.

An exact solution of the carrier-flow problem in point-
contact transistors is one of the most complicated
boundary-value problems in all semiconductor elec-
tronics. Not only is it a three-dimensional problem but
the strong drift field produced by the ohmic flow of col-
lector current (even when the emitter current is zero)
leads to nonlinear differential equations. This means
that instead of attempting a straightforward solution,
it is desirable to make an “educated engineering guess”
and postulate a simpler structure for analysis. Then the
results can be related to the actual structure and com-
pared with experimental m :asurements.

*W. vanRoosbroeck, “Theory of flow of electrons and holes in
se)l;l(i)condutors," Bell Sys. Tech. Jour., vol. 29, pp. 560-607; October,
1950.

3 \W. Shockley, M. Sparks, and G. K. Teal, “p-n junction transis-
tors,” Phys. Rev., vol. 83, pp. 151-162; July, 1951.

4 R. L. Pritchard, “Frequency variations of current-amplification
factor for junction transistors,” Proc. IRE, vol. 40, pp. 1476-1481;
November, 1952,

8 R. H. Kingston, “A point emitter—junction collector transis-
tor,” Jour. App. Phys., vol. 25, pp. 513-515; April, 1954,
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ProrosED MECHANISMS

The first attempt to calculate the frequency cutoff of
point-contact transistors was made by Shocklev.® He
considered this strictly as a three-dimensional drift
problem in n-type germanium and by graphical field
mapping estimated the spread in the transit time of
holes from emitter to collector. The expression for fre-
quency cutoff,? which is shown in Fig. 1, gives results
which are several times larger than the measured values.
It also predicts a linear dependence of frequency cutoff
with emitter current, whereas, experimental results
show that the frequency cutoff of alpha is almost inde-
pendent of emitter current,

A second model which has been proposed® by J. E.
Thomas considers the flow of minority carriers in the
immediate vicinity of the emitter. It has been shown?
that in an intrinsic semiconductor both holes and elec-
trons obey the laws of ambipolar diffusion and are un-
affected by the presence of a drift field. Thomas argues
in a qualitative way that because of the small radius of
contact, the current densities in the vicinity of a point
contact are very large. Then this region is heavily con-
ductivity modulated and the injected holes (in an #n-
type point-contact transistor) must diffuse away from
the emitter before entering the region of high electric
field. Since diffusion is a relatively slow process, the fre-
quency response may be determined by the size of this
region of ambipolar diffusion.

The strongest objections to the ambipolar diffusion
model is the lack of quantitative results. In order to re-
late the frequency cutoff to the structure, it would be
necessary to solve the three-dimensional flow problem
and extend its solution to the large-signal (high-current)
region. In addition, it would be desirable to consider a
model for the emitter and analyze the distribution of
both hole and electron currents in order to preserve the
continuity of current at the boundary between the emit-
ter p-n junction and the ambipolar region.

There is still a third model which can be used to ex-
plain the frequency behavior of the current multiplica-
tion «. Normally the flow of minority carriers in the
base region of point-contact transistors is by drift. How-
ever, the diffusion mechanism cannot be ngelected en-
tirely. For instance, even though the transit time from
emitter to collector of a short pulse of minority carriers
may be determined by the drift field, there will be a
spreading of the pulse which is attributable to diffusion.

¢ W. Shockley, “Electrons and Holes in Semiconductors,” D, Van
Nostrand Co., Inc., New York, pp. 106-108; 1950.

7 The following terms are used in Figure 1: fc=cutoff frequency in
mcps, up=mobility of holes in cm?/volt-second, /,=emitter current
in amperes, p =resistivity of the germanium in ohm-cm, s =emitter
to collector spacing in cm.

8 J. E. Thomas, “The Frequency Cutoff of Alpha in Point-Con-
tact Transistors,” Transistor Research Conference, Pennsylvania
State University; June, 1953.

9 W. van Roosbroeck, “The transport of added carriers in a

homogeneous semiconductor,” Phys. Rev., vol. 11, pp. 282-289;
July, 1953.
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When the transit time is large enough so that repetitive
pulses overlap due to this spreading, there will be a sub-
stantial reduction in the amplitude of the alternating
signal.

DRIFT
)

DIFFUSION

()

>
>
>

DRIFT + DIFFUSION
(<)

Fig. 1—Mechanism for frequency cutoff. (a) Spread in transit time
from emitter to collector—f.=upl.p/s% (b) Ambipolar diffusion
in quasi-intrinsic region around emitter. (c) Spread in transit
time due to diffusion superposed on a drift field—one-dimensional
solution.

A summary of the three proposed mechanisms is
sketched in Fig. 1. Actually the remainder of this paper
will be devoted to discussing these combined effects
of drift and diffusion flow. Although this problem will be
solved in only one dimension, it will be shown that by
suitable assumptions the results are applicable to the
three-dimensional flow in point-contact transistors.

DESCRIPTION OF THE ANALYTICAL MODEL

The model which will be solved here is shown in Fig.
2. It may be noted that an emitter in a point-contact
transistor is able to inject carriers some of which initially
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will flow away from the collector. Therefore, in order to
solve the flow problem, it is desirable to use a tairly
simple one-dimensional model and superpose the various
current components.

It is possible to use superposition when the problem
can be described with linear differential equations. This
will be the case if it is assumed that:

1. The semiconductor is extrinsic.

2. Small-signal theory is applicable (the conductivity
of the semiconductor is not modulated by large
minority carrier densities).

3. The vector magnitude of the electric (drift) field
is constant within desired boundaries.

4. The mobility and diffusion constant are independ-
ent of the minority carrier concentration (this will
be the casc if small-signal theory is applicable).

EMITTER COLLECTOR
(
(it
|
| |
SEMI -
CONDUCTOR
ACTUAL STRUCTURE
° o
> >0
o o
) o
o o
° o
° )
P=Pe p=o

EMITTER GRID COLLECTOR PLANE

Fig. 2—Proposed one-dimensional model.

In order to represent this problem mathematically,
it has been decided to use the concept of physicists’
grids. These may be conceived to be like closelv
spaced grid wires which establish a certain minority car-
rier density at a particular plane in the semiconductor.
Yet, they represent only a small fraction of the cross-
sectional area so that carriers are able to flow through
them. In an analogous way, the behavior of a physicist’s
grid in a semiconductor is similar to that of a vacuum
tube grid which also happens to be a good electron emit-
ter. These grids are shown in Fig. 2; however, it is de-
sirable to define their properties more specifically for a
bipolar transistor. For instance:

5. The emitter physicist’s grid is free to inject minor-
ity carriers in both directions. Those carriers in-
jected to the right will flow towards the collector.

q Ik
= ex —
2= o] (47
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6. The minority carrier density at the plane of the
collector physicist’s grid must be zero. This is be-
cause in the actual structure, the collector junction
is reverse-biased.

. The grids cannot collect minority carriers and
those that flow toward a physicist’s grid simply go
through them. The zero minority carrier density at
the collector is obtained by having the collector
grid inject carriers of the same charge but negative
concentration,

-~

It can be shown that this one-dimensional model fits
a point-contact transistor if all the carrier flow in the
transistor is constricted very near the surface of the
germanium crystal. Then the minority carriers would
flow essentially along a straight line between electrodes.
Even if this is not the case in an actual transistor,
Shockley has shown® that the spread in transit-time due
to carriers following different drift paths would give a
much higher frequency cutoff then experimentally ob-
served. Therefore, it is reasonable to assume that:

8. The spread in transit-time due to the minority
carriers which follow different drift flow paths
from emitter to collector is negligible when com-
pared to the spread in transit-time due to diffusion
effects.

This makes it possible to use the one-dimensional model
for calculating the frequency response of the transport
factor. In addition, it must be assumed that:

9. The diameter of the emitter and collector elec-
trodes is small compared to the distance between
electrodes.

When this assumption cannot be met in practice, rea-
sonably good results are obtained by using the shortest
distance along the surface of the semiconductor between
electrodes rather than the distance between the centers
of the two contact areas.

GENERAL SOLUTION FOR FREQUENCY RESPONSE

The mechanics of solving the continuity equation and
obtaining the frequency dependent expressions for emit-
ter and collector minority-carrier currents are discussed
in the appendices. From these, the transport factor 3 for
minority carriers in the base region can be calculated.
The frequency cutoff is defined as the frequency at
which the magnitude of 8 is 0.707 of its low-frequency
value.

Appendix I tackles the problem where there is a con-
stant sweeping field of magnitude E causing the flow of
minority carriers toward the collector. This electric field
may be produced in planar geometry by the flow of ma-
jority-carrier collector current. In this case, the fre-
quency-dependent transport factor for a small sinus-
oidal signal applied to the emitter is

(1
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where S
3000
T . 1. o - UNIFORM SWEEPING FIELD P8
q kT =40 volts™! at 290°K. — HOLES IN N-TYPE GERMANIUM
N 0 . . . op e - . DRIFT + DIFFUSION E ¢
I, =drift field in volts/cm; positive if field is aid- \
1000

ing carrier flow towards the collector, negative
if the field is in opposition.
7, = lifctime of holes in n-type germanium in sec-
onds,
1., = diffusion length for holes in cm.
s =emitter to collector spacing in cm.
w=2nf=angular velocity.
Sf=frequency of the applied sinusoidal emitter
signal in cps.

The de¢ transport factor By corresponds to (1) with
w=0. Fig. 3 is a plot of values of 3, for hole lifetimes 7,
in n-tvpe germanium of 1 and 10 microseconds. The
two cases of E,=0 are for purely diffusive flow of minor-
ity carriers toward the collector.

1.0

0.9

0.8

DC TRANSPORT FACTOR, B3,

HOLES IN N-TYPE GERMANIUM
DRIFT + DIFFUSION FLOW

[ F] 4 ) 8 10 12 14
EMITTER TO COLLECTOR SPACING, S,IN CMx10~3

Fig. 3—Transport factor of emitter with a drift field.

The frequency cutoff can be obtained by finding the
frequency at which
L. 0.707 or L = G ST (2)

Bo Bo

Numerical solutions to (2) have been obtained for the
case of 7, =10 microseconds, and the results are shown
in Fig. 4. A hole mobility of u,=1,700 cm?/volt-second
has been used in these computations. The effect of dif-
ferent values of lifetime is usually secondary except
with very small sweeping fields. This is illustrated in

FREQUENCY CUT-OFF OF /3 IN MEGACYCLES PER SECOND

10 12 14 16
EMITTER TO COLLECTOR SPACING, S, IN CMx10~3

Fig. 4—Frequency cutoff with uniform drift field.
Table I, which gives a few calculated values of the fre-

quency cutoff of § as a function of hole lifetime 7,
sweeping field £, and emitter to collector spacing s.

TABLE 1
s E, 7 (microseconds)
cmX107%  volts/cm 1 10 100
2.5 0 0.98 0.47 0.34)
2.5 5 1.18 0.79 0.73( teageney
2.5 10 1.63 1.33 1.30[Cuto
2.5 20 2.95 2.76 2.73)meps

In bipolar transistors where the sweeping field E; is
constant, the theoretical value of the cutoff frequency
fe can be obtained from Fig. 4. However, in other de-
vices such as point-contact transistors, the sweeping
field E is produced by the flow of collector current in
nonplanar geometry and increases as the distance to the
collector diminishes. It is necessary, therefore, to deter-
mine the average field which minority carriers see in
transit from the emitter to the collector.

Appendix II treats the problem of a variable field. It
is recognized that insofar as determining the frequency
response is concerned the average transit time from emit-
ter to collector of the injected holes is the most signifi-
cant characteristic. Equivalent electric field E; was de-
termined in Appendix II by equating transit time in
actual case where field is a function of distance to transit
time for same minority carriers with a constant field of
magnitude E,. This represents another “engineering”
approach to the problem which is far more satifactory
than substituting expression for field as a function of
distance in continuity equation and attempting to solve
a nonlinear differential equation.
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Fig. 5 shows the results which are obtained when the
electric field is expressed in terms of the resistivity p
of the n-type germanium (in ohm-cm) and the collector
current I. (in amperes) which produces the sweeping
field. Since this analysis is based on small-signal theory,
the value of I, to use is the collector current with zero
emitter current. As the emitter current I, is increased,
1. will also be larger but will then be partly composed of
minority carrier current and the resistivity p of the
material will be modulated (decreased) in the region of
interest so that the drift field does not increase as rap-
idly as might be expected.

10ov ]
o) UNIFORM SWEEPING FIELD
HOLES IN N-TYPE GERMANIUM |
500 P =RESISTIVITY
DRIFT + DIFFUSION

30¢

--5 e
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FREQUENCY CUT-OFF OF 3 IN MEGACYCLES PER SECOND

= |

8 10 12 14 16
EMITTER TO COLLECTOR SPACING, S,IN CMx10™3

Fig. 5—Frequency cutoff of point-contact transistor structures,

EXPERIMENTAL RESULTS AND CONCLUSIONS

In order to check the calculated values of frequency
cutoff shown in Fig. 5, examination was made of the
measurements of a large number of point-contact tran-
sistors having four different sets of structural parameters.
These results are presented in Table I11. It is significant
to note that there is good agreement between theory
and experiment when all the assumptions in this analysis
are considered. Furthermore, it is possible to explain
many of the discrepancies in Table I1 if it is remembered
that there is a large range of values of I. (0, V) within
each of the groups and that only the average value has
been used in the calculations of f.. The statistical varia-

1= e[ (L

tion in the measured values of p and s is not as significant
because close control of these parameters was exercised.

The analysis presented here is equally applicable to
any transistor which has the same structure as the model
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TABLE II

p ohm/cm 1.0 2.0 5.0 7.0
scm 2.0X1073  5X10~3 5X10-2 12.5X1073
1.0, Vo) inmd —2.0 -2.5 —-1.0 —-0.4
Calculated f. in

mceps 80 14 14 0.25
Measured f. in

mcps 20-80 3.0-9.0 0.6-9.0 0.1-1.0
Bias conditions

(Lo, Vo)

0.5, —7) (1.0, =20) (1.0, —10) (1.5, —3)

of Fig. 2. It is, nevertheless, important to remember that
point-contact transistors are the most common devices
which fit this description. Therefore, this paper might
be construed as filling in one area of the design theory
for point-contact transistors which has not been ade-
quately described until now. While this mechanism
is not considered to be exclusive, it is shown to be the
dominant mechanism for determining the frequency cut-
off in four different types of point-contact transistors.

APPENDIX |

CaLcULATION oOF TransporT Facror  witH Bortu
DRrIFT AND DiFFUsION FIELDS

The one-dimensional continuity equation for the
tflow of holes in n-type extrinsic semiconductors is
ap —9 9 a%p

—=— =y, —+Dy—>
al T P o " ax?

©)

where
p=excess hole density =holes/cm?
7, = lifetime of holes=seconds.
up=mobility of holes=1,700 cm?/volt-seconds for
germanium
D,=diffusion constant=44 cm?/second for
manium
x =distance=cm
t=time =seconds
E.=electric field in the x-direction = volts/cm.

ger-

This equation, which is only applicable to small con-
centrations in extrinsic #-type material, has been solved
by van Roosbroeck? for the case of

d
2o
ot

This equation also has been extended to any resistiv-
ity by van Roosbroeck,® but there is no need to con-
sider the more general case here.

FFor the ac case the solution is

C)

In this expression the concentration at x =0is pee’*, the
constant ¢/kT =40 at 290°K, and the (—) sign is used
before the square root because this is the only solution
which is physically realizable. L, is a constant called
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diffusion length and defined as L,*=D,r,. When the
field is aiding diffusion (pointing in the +x direction)
E. is a positive number.

The dc hole current density J, is given!® by

Tp = qupE(p + pa) — qD,Vp, (5)

. q ([ q
e = jwt _— E: — —
Pe = poct exp [<kT \/<kT
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where p, is the hole density normally present in n-type
germanium. The alternating current density along the
+x direction is

ap

Jp = qupEzp — qDp —> )
dx

or, with the aid of equation (4),

upEs AFE? D, .—
J,=qp[ ; +V( g )+T—(1+Jwr,,>]. )

In this case (for current flow toward x positive) E, is a
positive number when the field is aiding and negative if
the field is opposing.
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Fig. 6—Nlodel for current flow using superposition.

The ac transport factor 3 can be calculated by super-
position from the model of Fig. 6 which defines four
components of the current flow. In this case the electri-
cal field E, will be taken in the direction from emitter to
collector so that the field aids the flow of I;(x) at x <s,
Ii(x), and I3(x), and opposes Ix(x) and I,(x) at x>s. The

193V, Shockley, ap. cit., p. 299,

(L5 (E5,).
ET 2 L
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ac hole density at the emitter (x=0) due to I, and I,
only is

pe = poei“, (8)
and at the collector (x=s5)
2 1 4 jorp\ s
Ez — ]| [§]
NG ®
then the currents are
L(0) = gp[E:], (10a)
1,(0) = gp[E_], (10b)
Is(s) = gpc[E4), (10c)
and
I(s) = qp|Es]. (10d)

The terms [E,] and [E_] represent the expressions
within the brackets in (7) for the drift field aiding and
opposing diffusion respectively.

Since the emitter current is the sum of 7;(0) and I,(0)
and the collector current is the sum of I3(s), I4(s), and
the change in I,(s), the transport factor 8 (ratio of col-
lector hole current to emitter hole current) is equal to
the ratio of hole densities at the collector and emitter.
Then,

(11)

AprpeNDIX T]
EFFECT OF A NONUNIFORM DRIFT FIELD

In point-contact transistors, the drift field is produced
by the flow of I, amperes of collector current. The elec-
tric field at any distance x (centimeters) away from the
collector can be obtained by taking the gradient of the
floating potential.’! This gives

Iep x?®
[1 —0.226 —:I,
2ra? w?

where w is the thickness of the slice of semiconductor
and p is the resistivity (ohm-cm). It is apparent that in
most cases the a%/w? term can be neglected.

Minority carriers will flow from emitter to collector in
the structure of Fig. 2 at a velocity which is given by?

E(x) =

(12)

wE | JTRENT Dy
°T +1/< 2 >+_r,,—'

This expression includes the effects of both drift and dif-
fusion and simplifies at large fields to u,E. However, at
fields larger thdn 900 volts/cm., the mobility holes of
in n-type germanium varies'? as E~12 and the velocity
becomes

(13)

U L. B. Valdes, “Effect of electrode spacing on the equivalent
base resistance of point-contact transistors,” Proc. IRE., vol. 40,
pp. 1429-1434; November, 1952,

B E. ]. Ryder, “Mobility of holes and electrons in high electric
fields,” Phys. Rev., vol. 90, pp. 766-769; June, 1953.
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E N\ -
Y = — E = 900 - E(x), 14)
“"(ooo) pVOOE®,

with g, =1,700 cm?/volt-seconds and the field given as

I,
E(x) = —2

(15)
2w x?
The actual transit time of minority carriers from
emitter (x=s) to collector (x=0) can be obtained by
integrating over the distance as

tdx
- I
o 7

where v is the velocity of the carriers (a function of the
distance x). In practice this can be accomplished better
by subdividing the distance into regions and later add-
ing the transit times for carrier flow across each of the
regions.

Fig. 7 shows the different regions around the collector.
In the nonlinear mobility region, the velocity is given
by (14) and the transit time is

tt = (10)

g dx
Lty = — _—
a MpV900/ E(x)
1 2r °
= — —_ x dx. 1n
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Fig. 7 Regions near transistor collector of differcnt electric

field

The distance a is where the field equals 900 volts/cm or

4/ ol.
a = .
27-900

When s <a, the emitter to collector distance s can be
substituted for a and the total transit time is given by
(17). At slightly larger distances (with the emitter in the

(18)
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region where the transit time is due only to the high
drift field) a second component of transit time (t.t.s)
must be added to t.t.; in order to obtain the total transit
time. This component is given as

¢ dx 27 o
—f = — f xxdx. (19)
« upE(2) plepp Vo

Both of these equations can be integrated in a straight-
forward manner.

When the emitter is in a region of sufficiently small
drift field, it is necessary to use (13) to represent the
carrier velocity. This defines another region although
the boundary must be somewhat arbitrarily selected.
In the problem solved here, it was decided that at fields
greater than 20 volts/cm., the simpler expression for
velocity may be used and the boundary x =5 was defined

t.t.e =

ol

40r (20)

To obtain the transit time t.t.; of holes in the region
x>b, (13) is substituted into (16). Unfortunately this
gives an expression which is not directly integrable.

The transit time t.t.; in the region where both drift
and diffusion are important was obtained by expanding
the velocity in power series about the two limiting con-
ditions of very large and very small drift fields. The
number of terms increases very rapidly if it is desired to
get close to the critical field E. given by

ppkic = \/Dpf1p, (21
so that a graphical method was used to match the two
solutions (for E<E. and E> E.) and have a continuous
solution over the critical distance where the field is F..
Obviously, at very large distances the electric field can
be neglected entirely and the velocity is given by

v = VDp/7p, (22)

so that the transit time t.t., in such region is easily
calculable.

From a numerical solution of the above equations, the
transit time in each of the regions was computed for
specific values of resistivity p, collector current I. and
clectrode spacing s. The total transit time

tt. = tt, + tte + titig + t.ty (23)

was thus obtained for the specific conditions (obviously
not all of these terms were needed unless the emitter is
far from the collector). This transit time was then
equated to the transit time obtained for minority car-
riers in a constant field E; and which is given as

s

t.t. = (24)

ke J(EEY P
2 2 .

Solving for the electric field, this gives £, as a function of
p, I, and s. Fig. 5 was drawn from Fig. 4 by using this
relationship between field and collector current.
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Transistor Fabrication by the Melt-Quench Process’

J. I. PANKOVEfT, SENIOR MEMBER, IRE

Summary—A small cylindrical germanium crystal doped with
donor and acceptor impurities of different segregation coefficients
is partly melted, then caused to freeze rapidly. Due to the im-
purity segregation effect a p-n junction is formed at the stopping
level of the liquid-solid interface. As the freezing process is acceler-
ated, quenching occurs and impurity segregation can no longer take
place. This produces a second p-n junction very close to the first
junction. It is shown that most of the heat is dissipated by conduction
through the crystal. Neglecting convection and radiation losses, the
freezing rate in a typical structure can be greater than 0.85 cm/sec.
It is found that the whole structure remains a single crystal after such
a treatment.

INTRODUCTION
HIS ARTICLLE discusses a
making, in a gern anium bar, junctions suitable
for transistors. In  this “melt-quench”
process of transistor fabrication a suitably doped small
bar of germanium is partially melted, then caused to
freeze very rapidly. Two closcly-spaced, plane-parallel
p-n junctions can thus be formed in a matter of a few
seconds. Since these junctions may be designed to have
a variety of electrical properties, the melt-quench
process promises to be applicable to the fabrication of a
variety of devices. The simplicity and rapidity of this
process appear attractive for exploitation in low-cost
mass production of transistor devices. HHowever, this
possibility has not been fully evaluated.

A method of making n-p-n junctions by melting-back
and then slowly refreezing was described by Pfann.! In
the present paper, however, refreezing is done rapidly.
So greater control of junction parameters is possible.

novel method of

use i

PRINCIPLE OF JUNCTION FORMATION

As shown in Fig. 1, a bar of germanium containing a
concentration of Ny donors and N, acceptors is melted
from the right, so that the liquid-solid interface is at Xo.
At this stage in the process the impurity distribution is
not altered. The detail of choosing the impurities will be
described later. Let Ky and K, be respectively the donor
and acceptor segregation coefficients. For the present,
consider that N,> N, (the crystal is n-type) and that
Ka< Ky (No/Na).

The melt is caused to freeze at first slowly, then very
rapidly. During the period of slow growth, the impurities
arc trapped according to the rules of impurity segrega-
tion. Consequently the initial impurity concentration is

* Original manuscript received by the IRE, July 15, 1955; re-
vised manuscript received, September 27, 1955. ‘This paper was dis-
cussed at the IRE-AIEE Transistor Research Conference in Phila-
delphia, Pa., June, 1955,

t RCA Laboratories, Radio Corporation of America, Princeton,
New Jersey.

WG Plann, “Redistribution of solutes by formation and solidi-
fication of a molten zone,” Jour. Metals vol.6, pp. 204-207; February,
1054.

such that K.N.> K N, and the recrystallized material
is p-type, thus forming a p-n junction. This junction
will be referred to as the “melt junction.”

If the crystal were allowed to continue to grow slowly
as described by Pfann,? the concentration of donors in
the liquid would increase more rapidly than the concen-
tration of acceptors. Eventually the donors would pre-
dominate and a second junction form.

Fl‘oueucn‘ p-n JUNCT

A

‘ "MELT" p-n JUNCTION
| 1-

|

F

[

|
IMPURITY

KaNg 10 P— DISTRIBUTION
IF SLOW GROWTH
Kq commrso.
—t
Xo Xa

LRAP!D GROWTH

Lo
SLOW GROWTH

Fig. 1~ Impurity distribution in the melt-quench process.

The impurity concentrations and their segregation
coefficients determine the spacing between the junctions
as well as the conductivity of the emitter and base
regions, thus also influencing the emitter injection
efficiency. While theoretically any two of these parame-
ters may be chosen arbitrarily, in practice it is difficult to
adjust them independently especially in a structure re-
quiring high base conductivity, such as would be needed
for high-frequency operation.

In the present process after a short period of slow re-
growth, the crystal is caused to grow rapidly (quenched).
This occurs at Xg in Fig. 1 thus determining the spacing
hetween junctions. Upon quenching, the impurities
cease to segregate and the donors again dominate. The
p-n junction produced upon quenching will be called the
“quench junction.” Since the thermal treatment
(quenching) determines the spacing between junctions.
the impurity concentration can be chosen independently
to satisfy the requirements of good injection efficiency
and low base resistivity. This separation of parameters

2\, (. Pfann, “Segregation of two solutes, with particular refer-
ence to semiconductors,” Jour. Metals, vol. 194, pp. 861-865; Nugust,
1952,
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controlling the junction spacing and injection efficiency
allows a freedom of design not attainable in a slow
growth process alone. If the slowly grown region is small
compared to the quenched region, the impurity con-
centration in the quenched region is almost identical to
the initial concentration in the crystal.

Quenching, to form the second p-n junction, is done
very rapidly and it might be expected that the quenched
region would be polycrystalline. This does not turn out
to he the case. X-ray examination shows the quenched
region to be a continuation of the single crystal.

DEsiGN CRITERIA

The following reasoning is applied to the design of an
n-p-n unit. Analogous reasoning can be used for a p-n-p
unit.

Since the unmelted region; i.e., the starting material,
is n-type:

Na> N, (M
and the conductivity of this region is
Opn = (Nd - fva)eﬂm (2)

where e and u, are respectively the electronic charge and
mobility. If g denotes the {raction of the liquid that has
solidified, then

X — X

g =
Xe — Ay

where %, is the length of the bar.
In the slowly freezing region the impurity distribu-
tions (74, n4) are then given by

1ng(x) = KN, (1 — g)Ke?
n4(x) = KaNa(1 — g)ket,

But if the slowly grown region is small compured to the
volume of liquid; 7.e., g<1:

na(x) =2 KN,
n.,(x) = K4Ng. (3)

Since the slowly grown region is required to be p-type,
it is required that

na(x) > nq(x),
and therefore, from (3)
K.Ns > KaNg. 4)
The conductivity in the p-type region is
op, = (KaN. — KaNj)eu,, (%)

where u, is the hole mobility.
Summarizing (1) and (4), the important condition to
be satisfied is:

[ (6)
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This result has also been presented by Pfann, but is
reproduced here for completeness.

For closely spaced junctions and neglecting impurity
pile-up due to segregation, the conductivity of hoth
n-type regions is the same. Thus the units should be
nearly symmetrical. For an efficient injection, ¢./c,
should be made high. That is,

On (Nag — Noa

= — > 1. 7
op  (KaNe — KaNu, ()

Substituting (4) into (7), it is found that

Ka

<1 8)
Although (8) is satisfied by (6), the greater the in-
equality (8), the better the injection efficiency of the
emitter will be.

The melt junction is always abrupt. The quench
junction is abrupt also, but may be gradual if the
growth rate is suitably controlled during the junction
formation.

THE THERMAL PROCESS

A theoretical model has been considered in order to
gain insight into the thermal process. This model is one-
dimensional, has a perfect heat sink, and for further
simplicity its thermal conductivity is independent of
temperature; the time constant of the heat source is
negligible. Since the thermal treatment involves a vary-
ing boundary condition (motion of the liquid-solid inter-
face), the exact heat flow problem is very difficult to
solve. However, much has been learned by an approxi-
mate approach.

The power needed to melt half-way a cylinder 0.2 cm
long was evaluated at 21 watts of which 19 watts are
needed to supply conduction losses. The rest supplies
heat of fusion. The radiation and convection losses are
found negligible compared to the conduction losses.

During freezing, latent heat of fusion is liberated.
Assuming all the heat is lost by conduction through the
solid and that no heat is supplied externally, the process
can be formulated as

Y _ (R 0
G- (@), +mg

where the first two terms are the rate of heat flow re-
spectively in the solid and in the liquid, II is the heat
of fusion, A the cross-sectional area through which heat
flows and dx/dt is the velocity of the liquid-solid inter-
face or the growth rate.

The present model exhibits a uniform temperature
gradient at the end of the melting process. This is the
initial condition for the freezing process as shown in Fig.

( dt S < dt L
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Fig. 2—"Femperature distribution in cylinder during freezing process
(hcat loss only by conduction to heat sink).

therefore the initial growth rate is zero. Obviously, at
the onset of freezing the initial heat low comes from the
specific heat stored in the liquid.

The time constant for the heat diffusion process is less
than 0.04 sec. Hence the temperature in the liquid drops
rapidly down to the {reezing temperature Typ. During
this time the growth rate is very low, the impurities are
segregated, and the p-type layer is formed.

To take a limit case, consider the liquid-solid interface
an infinitesimal distance from x=2x,, the end of the
cylinder. Then the liquid is at freezing temperature
T'xp, and (dQ/dt) L =0; then the growth rate is:

(dx> 1 <dQ> 1 d4r
- = () - — L,
dt Zm22g HAN\dt /s HA dx

where ¢ is the thermal conductivity.

dx oA Typ
<dl>z-2:o HA 2xo
which is a very rapid growth rate.

In another limit case, if all the liquid is at Tap from
xo to the end of the crystal then the growth rate would
be 1.7 cm/sec. The growth rate could be even faster in
the following case.

If the heat losses at the hot end of the cylinder are
appreciably greater than the losses by conduction to the
heat sink alone, then the temperature at 2x, will drop
so rapidly that the liquid will eventually comprise two
regions as shown in Fig. 3. One region will be super-
cooled and separated from the solid by the other region
composed of hot liquid. When the nonsupercooled
liquid reaches the freezing temperature (T'yp) the super-
cooled region suddenly sees the liquid-solid interface and
freezes at an even greater rate than before.

= 0.85 cm/sec,

Crystallographic Considerations

Since the growth is nucleated by a relatively large area
single crystal it is reasonable to expect that the processed
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Fig. 3—Temperature distribution in cylinder during freezing
process (case of supercooled liquid),

unit remains a single crystal in the region of slow growth,
In the quenched region or region of rapid growth, be-
cause of the very high growth rate discussed above, it is
not obvious that the crystal will remain monocrystalline.
This growth rate is about 500 times greater than the
rates used to pull single crystals of germanium by stand-
ard techniques. X-ray back-reflection analysis of the
interior of two samples showed these to be single crystals
throughout, one with stresses in the recrystallized
region, the other without stress. The physical appear-
ance and electrical behavior of good samples not
X-rayed lead to no suspicion that they are other than
single crystals.

It is desirable to cut the cylinders along the [111]
axis, for then the (111) equilibrium face of the freezing
germanium will more probably form a flat quench junc-
tion normal to the cylinder’s axis. The melt junction is
almostalways flat and normal to the cylinder’s axisas de-
termined by the thermal gradient. [111] orientation is
also desirable for obtaining a thin p-region or base layer,
since crystal growth is slowed in the [111] direction.

EXPERIMENTAL TECHNIQUE

A germanium crystal doped with donors and accep-
tors as discussed under design criteria is cut up into 100
mil-thick slices which are examined for their resistivity
and uniformity. For this experimental work resistivities
up to 0.1 ohm-cm were used. The slices are cut up into
30-mil-diameter cylinders with an ultrasonic machine-
tool. It has been found that etching the crystal prior to
the melt-quench process is not necessary.

The cylinders are mounted in a heat sink and placed
in a helium atmosphere in contact with a heating ele-
ment which may be a carbon filament or a machined
graphite strip. See Fig. 4. The position of the crystal is
controlled by a micrometric screw until contact is indi-
cated by an ohmmeter labelled Q in Fig. 4.

A timer is operated to pass a one-second pulse of cur-
rent through the heating element. As the heater reaches



188

a temperature of 2,300 to 2,900°C, depending on the
Variac setting, the crystal melts about half-way down its
length. When the heating current is turned off, the crys-
tal cools (mostly by conduction to the heat sink) at an
initial rate of about 1,000°C/sec at the liquid-solid
interface.

[t is remarkable that in most cases surface tension can
restrain the liquid to the initial cylindrical shape.

T=-21F19

al

nov
TIMER

00000/

LI HEATER

Ge Cﬂ)
HEAT
SINK

Fig. 4—Experimental setup for melt-quench process.

Graphite, copper, and forcibly-cooled copper have
been used for the heat sink with the crystal stuck in a
weil in the case of graphite anc soldered in the case of
copper. The use of a heat sink is imperative in order to
establish a strong longitudinal temperature gradient
which causes the melting front to advance as a flat sur-
face. Crystals supported by a thermal insulator show a
lopsided melt junction.

It is possible to accelerate the cooling process by in-
creasing the radiation losses if the crystal surface is
blackened to increase its emissivity. Colloidal carbon
condensed from smoke or deposited by the heater itself
serves this purpose; but a coating of aquadag forms a
nucleating surface and hence yields a polycrystalline
region. Although radiation losses are usually negligible,

they are multiplied by a factor of 10 when the crystal is
blackened.

TRANSISTORS BY THE MELT-QUENCH PROCESS

The most suitable structure for the melt-quench
process is a cylinder. Hence, the resulting transistor will
have axial symmetry and will comprise a pair of plane
parallel junctions separated by a distance w (Fig. 5).
Considering the use of such a transistor at high fre-
quency it is reasonable to design it for operation where
its power gain varies at the rate of 6 db/octave so that
the approximate power gain can be calculated from3

Em

PG = ———.
46?755 Cor L

The base lead resistance 7, can be minimized by making

the connection completely surround the base layer. It is
thent

p

oot = ———

8rw

3 L. J. Giacoletto, “Study of PNP alloy junction transistor from
DC through medium frequencies.” RCA Review, vol. 15, p. 506;
December, 1954.

1. M. Early, “PNIP and NPIN junction transistor triodes.”
Bell System Technical Journal, vol. 33, p. 520 Mav, 1954,
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The other terms to be evaluated are:

Cpo= 133 X 102, (mils, ma, uf)
0.071 @* )
Ce = (mils, puf)
\/pV:

Hence, a 30-mil-diameter unit with w=0.5 mils, p=1
ohm em, V.=6 volts, [.=1 ma, gives

rep = 31 ohms

Cpe = 344 puf
C. =206 puf
P.G.at 1 MC = 29.6 db.

QUENCH JUNCTION
MELT JUNCTION

Fig. 5—FEtched cross section of germanium cylinder processed by
melt-quency technique. Spacing between junctions is 1.2 mils.

The present article is intended to describe the princi-
ples and techniques of the melt-quench process. Much
of the evaluation has been done by direct physical obser-
vation (junction spacing, etc.) rather than by more in-
direct electrical measurements on completed transistors.
A wide variety of structures has been made with base
widths from about 0.1 mil to over 1 mil.

To give a rough estimate of the possibilities of this
technique some individual measurements will be cited.
An early unit of about 0.8 mil junction spacing gave the
amplifier performance of Table 1. This is considered
promising in view of the fact that this unit had a collec-
tor-to-base current-gain factor of but 5. Its base lead
resistance was 36 ohms. Other units have had current-
gain factors up to 260. Mcasurements of junction capaci-
tance show a dependence on voltage of V=¥2 indicating
abrupt transitions between the p- and n-type regions.

TABLE I

CHARACTERISTICS OF EARLY EXPERIMENTAL
MELT-QUENCH TRANSISTOR

Audio

Frequency Sl
Power gain (I,=1 ma, V.=37) 31.5db 33.4 db
Power gain (I,=2 ma, V.=6") 37.1db
Input impedance 200 @ 200 @
Output impedance 30 kQ >52 kQ

Neutralizing capacitance

7-10 puf

ACKNOWLEDGMENT

The assistance of F. H. Corregan and advice of S. G.
Lllis are gratefully acknowledged.



1956

PROCEEDINGS OF THE IRE

189

RF Bandwidth of Frequency-Division Multiplex
Systems Using Frequency Modulation”
R. G. MEDHURSTY

Summary—The radio-frequency energy distribution of a Fre-
quency-Division-Multiplex, Frequency-Modulated Multichannel
telephony system is evaluated. An estimate is obtained of the inter-
modulation noise generated when this spectrum is passed through
an “‘ideal” bandpass filter with very sharp cutoff. From this it is pos-
sible to specify the minimum bandwidth of such a filter in terms of
required system performance. This result provides a useful guide to
the bandwidth over which control of group-delay and attenuation is

necessary.

INTRODUCTION

MAJOR problem in the engineering of FM micro-
wave links carrying multichannel telephony in

frequency-division-multiplex lies in preventing
excessive intermodulation distortion due to nonlinearity
(with respect to frequency) of the radio transmission
path. This nonlinearity appears in terminal and re-
peater circuits (amplifiers, filters, modulators and de-
modulators), in antenna feeders (due to antenna mis-
match and feeder defects), and in the path between an-
tennas (due to multiple reflections). Where rf networks
are involved some control over the nonlinearity is af-
forded by the initial choice of network and by the addi-
tion of suitable equalizing sections. However, since the
tolerable nonlinearity is very small, adequate equaliza-
tion is by no means easy to achieve, particularly since
very large numbers of channels are envisaged in present-
day systems, so that the bandwidths demanded are of
consklerable extent.

Thus, it becomes important to know over what band-
width control of a network characteristic has to be
maintained. A rigorous solution to this problem would
be obtained by considering a hypothetical characteristic
(amplitude or phase) taken as constant over a certain
band and operating on the sidebands outside this band
in such a way as to produce maximum distortion. To
make the problem more tractable, the present treat-
ment deals with a characteristic which removes all side-
bands outside the flat band (z.e., with an ideal band-pass
filter characteristic having infinitely sharp cutoff).
While this may not be the worst that could occur, it is
thought that this characteristic should be sufficiently
drastic to be used for defining a bandwidth outside
which it is safe to disregard network behavior, bearing
in mind that a practical characteristic will, in any case,
only depart comparatively slowly from its limits of
equalization outside the required band.

Thus, it is proposed to estimate required bandwidth
by evaluating distortion due to an ideal band-pass filter
of variable pass band, having decided on a permissible
distortion level substantially below that which may be

* Original manuscript received by the IRE, June 8, 1955; revised
manuscript received September 19, 1085. X
1 Rescarch Labs., General Electric Co., Ltd,, Wembley, Eng.

contributed by a single unit of the system. The analysis
requires knowledge of the rf spectral distribution when
a carrier is frequency modulated by a frequency-divi-
sion-multiplex signal (here idealized as a flat band of
noise). This problem has been attacked by previous
authors [1, 2], but not sufficiently extensively for the
present requirement.

It is found that the energy distribution in the rf
spectrum can be calculated in two limiting cases. When
the peak frequency deviation from carrier frequency
(taken arbitrarily as 11 db above rms deviation) is
sufficiently large the spectrum distribution takes the
form of an error function whose width can be deduced
from a quasi-stationary argument. When the peak de-
viation is sufficiently small the spectrum follows from
the first few terms of a series expansion involving the
modulating signal. Both these types of spectra, to-
gether with the conditions under which they are gen-
erated, have been obtained experimentally.

It is concluded from the measurements that the spec-
trum has the large deviation shape when (s/pm)>3
(provided that po<Kpn.) and the small deviation shape

when
s
<4 1/ i
pm pm

where p,, and pg are the maximum and minimum modu-
lating frequencies respectively, and s is the peak devia-
tion in the sense defined above.

When the deviation is such that either of these types
of spectra is generated, expressions can be obtained for
the distorting effect of removing all the sideband energy
outside some prescribed frequency band centering on
the carrier. In the case of intermediate deviations, the
distortion due to spectrum truncation is evaluated for
large and small deviations and the intermediate region
covered by interpolation.

SPECTRAL ENERGY DISTRIBUTION

Peak Deviation Much Greater than Maximum Modulating
Frequency

It is assumed that the multiplex signal frequency-
modulating the carrier can be adequately represented
by a band of random noise, of the form [3]

0.40s —
M= 2 SN cos (ot + 60), (1)
\/Pm - Po P=Zpo

where s=“peak” frequency deviation (radians/sec),
taken (in accordance with the nomenclature of reference
[3]) as 11 db above rms deviation,

pm=maximum modulating frequency (radians/sec),
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po=minimum modulating frequency (radians/sec),
¢, is a random phase angle

and p varies in unit steps.

In (1) M is represented by (1+4pm—po) sinusoidal
waves each of amplitude a but of different frequency
and random initial phase angle. Accordingly, A
=a\/1+pm—p0/\/§ and since by definition A =s anti-
logip (—11/20), « in terms of s is given by 0.3986s/
V1+pn—po and, when (pm—po)>1 may be repre-
sented by 040s/\/p,,, po. The radian frequency com-
ponents of M increase progressively in steps of one
radian. Since the uniform spacing between radian fre-
quency components is less than 7 radians the require-
ment that each initial phase angle be random insures
that over any interval of 27 seconds M will be distrib-
uted in time in accordance with a Gaussian normal
error law. The average chance that M exceeds s is the
average chance that M exceeds its rms value by 11 dec-
ibels and this is given by 1—erf [1/4/2 antilogio(11/20)]
=3.88X10™%. The average probability that s is not
exceeded is 0.999612.

The probability that the instantaneous frequency lies
between w and w+dw (w being measured from the car-
rier) is proportional to

._w2
ex

(o

where A is the rms frequency deviation. Now, if quasi-
stationary conditions hold, that is, if the peak deviation
is substantially larger than the highest modulating fre-
quency, the energy in a particular frequency band will
be proportional to the fraction of the total time which

the carrier spends in this band. Thus, the spectral energy
distribution is

}dw [17]

2A? } = 2

where % is a constant which can readily be evaluated in
terms of the unmodulated carrier energy. This argument
is based on Section 5 of [4].

The energy in a band extending from —w to +w is

@ . _ w/V28
Zkf e gy = 2k\/2Af e'da
0 0

— 2k\/3A [11{ ¢ }
2 "\

diV = kexp {

where

2 £
H =—:f o'
& Vrdo ) ‘

Since H(«) =1, the energy in the band —w to 4w ex-
pressed as a fraction of the total carrier energy is

w 3.548 w
mamr
V324 V2 s
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w
= H{2.509 —} 5
s

On the assumption that 99.93 per cent of the total en-
ergy falls within the “peaks” of the frequency excursion
(as defined above), Albersheim and Schafer [3] derive
the formula H[2.4 (w/s)] for the same quantity.

(3)

Peak Deviation Much Less than Maximum Modulating
Frequency

The modulated wave may be written as
Pm a
sin [w,t + > —cos(pt+ ¢p)]
P=py

where w, is the carrier frequency (radians/sec) and

a = 0-45/\/1_%——_?—1;-

Then, it is shown in Appendix I that when the devia-
tion is sufficiently small, the rf spectrum becomes

{e}_o'o"zl""‘”" sin o

+ Z [cos (w.—wt—¢,)+cos (wetwt+¢o) ]

wmpy @
2 2pm
- — Z Fa(w) [sin (w.—wt—y,)+sin (o, +wli+¥w)], (4)
w=0
where
me - pm
F =" = -
2(w) {[ 2Pm(w - Pm) + (.0 - Pm}pm+po§w§2pm
[ w — 2pg +21 w—po]
w?po(w — ) Po 2peS 0= pm+poy
+ l:_ » E_P:n - w + 2P0
w2pm(Pm - w) QPO(W + PO)

+ 2 l Pmpo ] } 1/2
— 10
w? 8 (@ + po0)(pm — @) Josuspp—p

and ¢ is a new random phase angle. The expressions in
the square brackets have their analytical values over
the ranges indicated, and are otherwise zero.

Whereas for large deviations the spectrum indicated
by (2) is continuous over the frequency range 0-, in
the case of small deviation a discrete component appears
at the carrier frequency and discontinuities at p, and
pm. Also, the spectrum ceases at +2pn. This latter phe-
nomenon is due to neglect of higher powers of the modu-
lating signal than the second.

It will be shown that (2) applies when (s/pn>3
(provided that pe&Kpn), and (4) when s/pm <4v/Po/pm.

Measured Spectra

Figs. 1 to 4, and Figs. 5 to 7 (on page 192) show a series
of measured rf spectra in which the ratio of peak devia-

tion to maximum modulating frequency increases from
0.28 and 4.0. The base band in Figs. 1 to 3 was 60-1,052
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band 60-1,052 kc, peak deviation 0.58 mc.

ke, and in Figs. 4 to 7 was 60-575 ke. The carrier fre-
quency was 30 mc. Only the upper halves of the sym-
metrical spectra are shown.

The measurements were made with a receiver having
a nominal bandwidth of 1 kc. Energy levels thus re-
corded at various frequency departures from carrier
were referred to the level at carrier frequency. When the
deviation is small a large discrete component, addi-
tional to the “smeared out” spectrum, appears at the
carrier frequency, so that at this frequency the measured
energy will be substantially independent of the re-
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ceiver bandwidth, whereas in the main part of the spec-
trum the measured energy is directly proportional to
the receiver bandwidth. Thus, the relative energy levels
plotted are also directly proportional to this bandwidth,
when the deviation is sufficiently small.

Since the receiver bandwidth was not known ac-
curately, the relative levels over the range 30.06-31.6
mc, in Fig. 2, were adjusted by a constant number of
db to give the best fit to the theoretical curve. The ad-
justment required gives a measure of the effective re-
ceiver bandwidth, which came out as 1.24 kc. Justifica-
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tion for this procedure is provided by Fig. 1, in which
the theoretical curve is constructed on the basis of the
receiver bandwidth deduced from I'ig. 2. The resulting
fit to the measured levels is thought to be well within
the experimental error.

In Figs. 1 and 2, abrupt discontinuities in the theo-
retical spectra are seen at 30.06 and 31.05 mc. These are
a consequence of assuming a base-band spectrum hav-
ing sharp cutoffs at 60 and 1,052 ke. The measured points
show the discontinuity at 30.06 mc very clearly, but
there is considerable smoothing of the spectrum at the
higher frequency. The reason for this appears to be that
while the spectrum of the flat noise-band modulation
cut off very sharply at its lower end, there was substan-
tial rounding-off at the upper end. When allowance is
made for this departure from the ideal shape, using a
measured filter characteristic, the dotted lines in Figs.
1 and 2 were obtained. It is seen that the trend of the
measurements is satisfactorily explained.

The transitions {rom small to intermediate deviation
spectra (between Figs. 2 and 3) and from intermediate to
large deviation spectra (between Figs. 5 and 6) are well
marked in this series of measurements. It remains to
deduce criteria for these transitions which can be ap-
plied to other base-band conditions. It is shown in Ap-
pendix Il that the deviation at which the Gaussian
(large-deviation) type of spectrum ceases to be gen-
erated is a function of s/p. only, when pp is much less
than p,. Thus, in considcration of Figs. 5 and 6, this
spectral shape would be expected when s/p.>3, with
PoKpm.!

The criterion that the small deviation spectrum (ex-
pression 4) should be obtained is shown in Appendix 11
to depend on the function

s . s
Le., -

, ¢/?ﬁ'

\/Pﬂl)m pm /7()

Thus, from Figs. 2 and 3, (4) is expected to describe the
spectral shape when

A
T D

Pm ' Pm '

Previously Published Results

Calculations have been published for the cases of
modulating noise bands having Gaussian [1] and flat
[2] spectral distributions. In both cases, after a much
more eclaborate analysis than that given above, it is
shown that for large deviations the rf spectra have a
Gaussian shape. It is evident from the first section that

LIf pe were comparable in magnitude with p,, the more exact
criteria s/(pm — po) >3 would be required. Then, an appropriate form
for the small deviation criterion, when constructing curves such as
Fig. 9, would be

+V po/ b )
1 = po/pm

This case dnes not, at present, arise in multiplex telephony practice.

s/(pm — po) <
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any modulation having a Gaussian probability ampli-
tude distribution with time, whatever its spectral shape,
will give this limiting result.

For the small deviation FM case, Stewart [2] pro-
duces a spectrum which extends smoothly to infinity.
This is obtained by putting the minimum modulating
frequency identically equal to zero (so that the equiva-
lent phase modulation spectral amplitude rises to in-
finity at the low end of the band) at an early stage of the
analysis [5]. For the present purpose, it is sufficient to
notice that while a mathematical problem has been
thereby solved it scems probable that there is no phys-
ical counterpart. If the frequency modulation spectrum
were to extend down to zero, 7.e. if there were a d¢ term,
it would appear natural to regard this term not as a
phase modulation of infinite amplitude and of zero fre-
quency (which is the source of Stewart’s continuous
spectrum) but as a constant frequency shift, Thus, the
frequency modulation can always be regarded as having
a nonzero lower bound, so that there will be a deviation
small enough to satisfy the condition

Sy /P
Pm Pm
The analytical background to this argument is given [5].

Stewart’s approach will produce the second term of
(4) (the first-order spectrum) when the limits are prop-
erly handled [5], though the analysis is quite lengthy.
By the present procedure this term is written down im-
mediately. While the autocorrelation method must
also ultimately yield the third term of (4) (the second-
order spectrum), it is to be expected that the analysis
would be of quite formidable length.

DistorTION DUE TO BANDWIDTH LLIMITATION

We now consider the distorting effect of removing all
sideband energy outside some specified frequency range,
say —pito +pu.

Let the modulated carrier be
sin (wet + M ) = cos M, sin wd + sin M 5 €0S wt,

where

Mo = f Mat,

M

w. = angular carrier frequency.

angular frequency modulation,
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