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Tue. cover—Connecting the klystron oscillator on the left and the
antenna on the right is an isolator, one of a new family of micro-
wave devices which utilize the magnetic properties of ferrites. The
isolator consists of a slab of ferrite mounted inside a waveguide
which has a permanent magnet strapped to the outside. The mag-
netized ferrite exhibits nonreciprocal properties at microwave fre-
quencies, permitting transmitted waves to travel freelv to the an-
tenna but absorbing waves reflected back from the antenna. Ferrites
derive their unusual properties from the spinning of electrons around
axes which are oriented in a common direction, as depicted in the
background. As the cover suggests, this special issue is concerned
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Poles and Zeros

Conference in Print. Lester Hogan describes the con-
tents of this issue (p. 1233) so well that we have decided
to omit Scanning the Issue. But it would be wrong to let
the occasion pass without comment from the editorial
chair, for this issue is special in more ways than Pro-
fessor Hogan, in his modesty, is likely to admit. We
have the opinion of an expert when Managing Editor
Gannett says “This issue will stand up to any special
issue we have ever published.” Up to now there has
been no place in the literature where an engineer can
get a starting point on ferrites and their use at micro-
wave frequencies. In this issue we are privileged to pub-
lish 26 papers in this area, ten of them of a tutorial
nature—in essence the first textbook on the subject and
no doubt the principal reference for years to come.

Conpilations of this sort don’t just happen; they re-
quire the most exacting preparation. In this case, it took
three organizations to float the issue: the Air Force
Cambridge Research Center, the IRE Professional
Group on Microwave Theory and Techniques, and
Harvard University. Last April these not-so-strange
bedfellows sponsored a Conference on the Properties
and Applications of Ferrites at NMicrowave Frequencies
at Cambridge. Ten invited papers, plus a larger number
of contributed papers, were presented. By good manage-
ment and a little luck, they covered the subject in
masterful fashion. It had been planned to publish the
papers in the TransactIONs of the PGMTT, but the
Editorial Board requested the sponsors to make the
papers available to the PROCEEDINGS, arguing that the
subject matter was of such timeliness, fundamental im-
portance and widespread utility that it should be pre-
sented to the profession at large.

This proposal having been accepted, the editorial
work began. Professor Hogan agreed to organize the
issue and to review the papers in detail. In this he was
assisted by Howard Scharfman, Benjamin Lax, G. S.
Heller and John Rowen. John Rowen made the further
contribution of the ideas underlying the cover of this
issue and checked the artist’s sketches. These men, no
less than the authors of the papers and the sponsor
bodies, made possible this issue, for which every IRE
member can be thankful.

An especially valuable aspect of the organization of
the issue is the arrangement of the ten tutorial papers in
such a way that. as Professor Hogan points out, the

reader with no previous knowledge of the field should be
able to prepare himself for intelligent research in this
field.

New? The technology reported in this issue is new, as
close to the frontier of solid-state physics as the semi-
conductors treated in the special issue of December,
1955. But the novelty is of a special sort, residing in the
combination of properties of materials which were iden-
tified in the ecarliest stages of electrical science. The fer-
rites, as we know them today, combine high magnetic
permeability with such high resistivity that eddy cur-
rents cannot interfere with their utility as concentrators
and manipulators of high-frequency magnetic energy.
The implications and second-order consequences of this
basic concept occupy the two hundred-odd pages that
follow,

The widespread amazement at the growing impor-
tance of solid-state materials in electronics cannot be
supported by a sober view of the past. Far from being
upstarts, the solid-state materials have always been the
backbone of our art and the desire to understand them
better has existed for fifty years. Omitting ordinary con-
ductors and insulators, the historical sequence of solid-
state technology in telephony and electronics runs ap-
proximately as follows: high retentivity magnets in the
telephone receiver; surface states of carbon grains in the
telephone transmitter; low-purity semiconductors in
crystal detectors; tungsten and thoriated tungsten cath-
odes; the oxide cathode; phosphors; the photosensitive
cathode; secondary emissive surfaces; high-purity semi-
conductors in crystal diodes: ferrites for megacycles;
highest-purity semiconductors in transistors; ferrites for
kilomegacycles.

Viewed in this perspective, the vacuum in the vacu-
um tube is almost an interloper. So viewed also, the
solid-state materials are seen to be new only in the so-
phistication with which they are currently handled.
Future progress would appear to be well indicated by
the recent history of the development of ferrites for
microwaves. These have been produced by bringing to-
gether traditionally separate properties. by the utmost
patience in their preparation and refinement, and by
more accurate and comprehensive knowledge of the in-
ternal processes which underly their external properties.

—D.G.F.

October
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Introduction to the Ferrites Issue
C. LESTER HOGAN

During the past decade we have witnessed a tre-
mendous advance in the field of radio electronics
through novel applications of solid-state materials.
The most outstanding contributions have probably
come from the class of materials known as semi-
conductors. [However, within the past few years an
increasing interest in the properties and applica-
tions of ferromagnetic materials has led to a whole
new family of communications’ devices which util-
ize the magnetic properties of matter. The rapid
progress is due to many reasons. ’robably the fore-
most is the development of a new class of ferromag-
netic materials that have become known as fer-
rites. An important reason for this progress is the
fact that a growing group of radio engineers have
learned that a thorough understanding of the basic
concepts of solid-state physics is essential to them
if they are to be creative engineers in this new
“solid-state clectronics era.”

Actually, it has been difficult for the communi-
cations engineer to obtain the background that he
needs on the properties of ferromagnetic materials.
To be sure, the information is in the literature
(along with many concepts, theories, and experi-
ments which are misleading or incorrect), but it has
never been organized for the engineer in the way
that information on semiconductors has been or-
ganized.

It was in appreciation of this need that this par-
ticular issue was conceived. Ten leading authori-
ties have been invited to prepare review papers
concerning various aspects of ferromagnetic mate-
rials and their applications. All have been prepared
with the needs of the radio engineer in mind.

The issue starts with a general survey of the
properties and applications of ferrites by C. Dale
Owens. This article summarizes the basic proper-
ties of ferrites which have given them a unique po-
sition in the field of ferromagnetic materials. In ad-
dition, it discusses the major uses that engineers
have fourd for these materials so far.

Following this general survey paper are four pa-

pers dealing specifically with various phases of the
theory of ferromagnetism and ferromagnetic reso-
nance that the engineer needs to know in order to
understand the operation of the various devices
which he uses. The first of these (Van Vleck) sum-
marizes the present status of the physical theory
of ferro- and ferri-magnetism. Then, there are three
papers (Bloembergen, Suhl, Artman) dealing with
various aspects of the theory of ferromagnetic res-
onance, which, of course, is the phenomenon upon
which all microwave ferrite devices depend. Bloem-
bergen is a tutorial review covering the linear the-
ory, while Suhl is a tutorial paper on the nonlinear
theory, which constitutes for the most part original
work not previously published in any such exten-
sive form.

The next six papers (Van Uitert; Fresh; Spen-
cer, Ault, and Le Craw; Mullen; Sensiper; Tannen-
wald and Seavey) discuss the chemistry and gen-
eral physical properties of ferrites along with the
unique measuring techniques which have been
found useful for measuring these properties.

The final fifteen papers deal with the theory and
art of microwave ferrite devices. Those by Hogan,
Lax, Heller, and Kales are tutorial reviews on vari-
ous phases of the subject, while the remainder of
the issue deals with original contributions either
to the theory, or art, of microwave ferrite devices.
These papers should give the reader an apprecia-
tion of the tremendous activity which is now tak-
ing place.

Only the serious student who is devoting a ma-
jor share of his time to this field will find it worth-
while to attempt to digest all the material here.
The less serious reader should be able to pick
those fields of greatest interest to him by the titles
of the articles. The ten tutorial review papers
(Owens, Van Vleck, Bloembergen, Suhl, Van Uit-
ert, Fresh, Hogan, Lax, Heller, and Kales) were
selected and arranged so that a reader with no pre-
vious knowledge would be able to prepare himself
for intelligent research in this ever-expanding field.
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A Survey of the Properties and Applications of Ferrites

Below Microwave Frequencies”
C. DALE OWENSY}, SENIOR MEMBER, IRE

Summary—A review of the properties, applications, and engineer-
ing significance of ferrites below microwave frequencies is presented.
The survey includes a discussion of the nature of ferrites, their mag-
netic and electrical properties, the use of the uQ product as a design
index of efficiency, core losses, and the effects of air gaps. This is
followed by a discussion of the use of ferrites in a wide variety of
applications. A Bibliography is also included.

INTRODUCTION

N E PRACTICAL achievement of modern mag-
netic ferrites was announced just 10 vears ago.
They are ceramic-like materials, with perme-

abilities ranging up to several thousand combined with
specific clectrical resistivities over a million times those
of metals. Laminating or powdering is not necessary,
as it is with metals, in order to limit eddy currents to
permissible values. The impact of this development
on both engineering applications and on the basic un-
derstanding of magnetism has been very great. This
paper will review the properties, applications, and
engineering signifiicance of ferrites below microwave
frequencies.

Today, large numbers of persons are engaged in the
study, manufacture, improvement, and use of ferrites.
These include research scientists, students, technicians,
and engineers working directly with ferrites. In addition
others are working to improve the basic oxide materials,
to design and build processing equipment, such as fur-
naces or grinding machines, and to develop new test
cquipment to meet the specific requirements for the
controlled manufacture and application of ferrites.
IFerrites now are in evervday use in inductors and trans-
formers for carrier telephony, in flyback transformers,
detlection coils, and inductance adjustment slugs in
(v sets, and in antennas and 1 transformers in radio
sets. They are uniquely suitable for miniaturized in-
ductors and pulse transformers demanded for transist-
orized circuits. The rapid development of ferrites for
the new helds of computer circuits and microwave com-
ponents promises an even greater effect on the daily
lives of engineers and the public in the near future.

The work on ferrites comprises a very extensive
activity in the field of magnetism, and is the subject of
many symposia and large numbers ol articles. It is an
integral part of the advance in solid state and atomic
physics. TFerrite is a member of the semiconductor

* Original manuscript received by the IRE, July 25, 19506.
t Merrimack Valley Lab., Bell ‘Telephone Labs., Inc.,, North
\ndover, Mass,

family, which includes diodes, transistors, and solar
cells. It is intriguing to consider this modern ferrite as
a rebuilt version of lodestone, the first magnetic ma-
terial discovered by man, and a possible {orerunner of
future new magnetic materials synthesized directly
from performance specifications prepared by design
engineers. Fig. 1 outlines on a time scale some of the
major steps in the development of magnetic materials.

2000 P - S— -
MICROWAVE RELAY (1947) _FERRITES (1946)
1950 |/
HOME TELEVISION (1930) PERMALLOYS (1920)
1900 RADIO BROADCAST (1920) —SiL-Fe ALLOY (1900)
DOMAIN THEORY 7 A EWING’S " MAGNETIC
1850 DEVELOPMENT (1907-) \\ INDUCTION" (1890)
TELEPHONE (1875) MAXWELL’'S TREATISE (1873) |
1800 TELEGRAPH (1832)7 i )
- COBALT (1773)
. FIRST ELECTROMAGNET

(1825) ——NICKEL {1751)
1700 — = [
1650 -
GILBERT’S"DE MAGNETE” |
(1600) S T
1600 == {

1200
COMPASS NEEDLES
IN USE
1150
A —
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[
|

1

Time scales of some magnetic discoveries and fields of use.

400
MAGNETITE AND
IRON KNOWN

Fig. 1

The modern ferrite development is timely. The em-
phasis on carrier, radio, and tv frequencies and on mini-
aturization has brought increasing demands for reduc-
tion of core losses. .\ point of diminishing return for
effort and cost in further laminating and powdering
metals appears to have been reached. Although spo-
radic efforts to develop ferromagnetic nonmetals have
gone on for 50 years, the stimulating neced has developed
only in recent years. The advantages of the combined
high permeability and high resistivity announced by
Phillips in 1946 were apparent immediately to engineers
designing inductors and transformers for communica
tion use.
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An unexpected increase in core losses accompanied
by a decrease in permeability was discovered in ferrites
at frequencies far below those calculated to produce
troublesome eddy currents. This led to intensive in-
vestigations of magnetic mechanisms and to new insight
into magnetic theory. Domain wall movement, dimen-
sional resonance, and ferromagnetic resonance were
studied as mechanisms contributing to core loss. Very
high “apparent” dielectric constants were measured on
some of the ferrites in connection with dimensional
resonance studies. The investigation of ferromagnetic
resonance led to the discovery that ferrites were trans-
parent to microwaves under proper conditions and pro-
duced Faraday rotation of the microwaves with very
low losses. This is the phenomenon on which the gyrator
and revolutionary new components for waveguides are
based.

In turn, the studies of magnesium-manganese com-
positions most suitable for microwaves showed tenden-
cies of some of the materials to have rectangular loops,
that is, a high ratio of remanence to saturation. De-
velopment studies have provided cores suitable for
memories and magnetic switches in computers and data
processing circuits.

A study of why the saturation magnetization of fer-
rites is lower than that calculated from the simple addi-
tion of all the atomic moments led to the new concept
of ferrimagnetism. The saturation moment of ferrites is
explained as the resultant of two interplacing lattices of
metal atoms with opposing magnetic moments.

The story of ferrites is one of mutual teamwork and
stimulation in research, engincering applications, theory
manufacture, and measurements,

TuE NATURE OoF FERRITES

As a simple explanation, the modern ferrite may be
described as a material derived from lodestone, or mag-
netite (I°¢t+0.Fep,t++0;) by substituting other metal
atoms in place of the divalent iron (Fett). If these
atoms are divalent and about the same diameter as iron
atoms, the basic spinel type crystal structure of mag-
netite can be preserved, and greatly increased values
of permeability and resistivity can be obtained. The
propertics of the ferrite are dependent upon the kinds
of metal atoms and their proportions and geometric
arrangement among the interstices of the close packed
cubic array of oxygen atoms in the spinel structure.
Suitable atoms to replace iron include manganese,
magnesium, nickel, copper, cobalt, zinc, and cadmium.
If the divalent iron is entirely replaced by zinc or cad-
mium alone, a nonmagnetic material is obtained. If it
is replaced by one of the other atoms, the resulting
material is magnetic, but the permeability seldom ex-
ceeds 100 and the hysteresis losses are high. These types
of materials have been known for many years.

However, if the divalent iron in magnetite is partially

A Survey of Ferrites Below Microwave Frequencies
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replaced by zinc and partially hy manganese, {or exam-
ple, the requirements for high permeability (and low
hysteresis loss) are met. These are that the crysial he
easy to magnetize in all directions (i.e., have low crystal
anisotropy) and that the change in dimensions with
magnetization (magnetostriction) be small.!

The ferrites most commonly are manufactured from
finely divided metal oxide powders, which are intimately
mixed, pressed to shape, and then sintered. The process
is similar to that for producing ceramics. As with
ceramics, alternate processes are adaptable to ferrites.
Ferrite compositions may be prepared by coprecipita-
tion of the constituents from solution. For long rods or
shapes which do not lend themselves to pressing from
powder, casting or extrusion from a slip can be em-
ploved. Ferrite parts shrink some 10 to 20 per cent
during firing. Fig. 2 illustrates some of the shapes and
sizes of parts which have been produced. The final mag-
netic and electrical properties are highly dependent
upon many factors which affect the arrangement of
metal atoms in the crystal structure and the chemical
homogeneity of the sintered compact. This includes the
purity and “activity” of the constituent oxides, the
heat treatment, and the atmosphere in which the parts
are sintered and cooled. Ferrites of higher quality and
new and more uniform propertics are being achieved
commercially as these factors are brought under better
control.

W ?“%‘3““-‘-“--:-
® oo \ ]
.... .....oooo.....
®O®00®ec...
®9cscss.. 000

® OO0 00000ccen.-

"

\\‘

Fig. 2—Various shapes and sizes of ferrite cores.

THE MAGNETIC AND ELECTRICAL PROPERTIES
OF FERRITES

The magnetic properties of a material are defined by
the way the flux density B is related to the applied mag-
netic field H (see Fig. 3), and by the losses resulting
from changing magnetic fields. There are almost un-
limited variations in composition and heat treatment
possible among the ferrites giving rise to a large and

! Crystals containing metal atoms substantially larger in diameter
than iron atoms, as when the divalent iron is replaced by barium,
are found to be hexagonal in structure. They exhibit high crystal
anisotropy and high coercive force, up to 3000 oersteds intrinsic
value. This is the basis of the development of ferrite tvpe permanent
magnets with high resistivity, suitable for use in high frequency ficlds.
The high coercive force makes it particularly useful for disk magnets.
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versatile family of materials. The ranges of values ob-
tained for several characteristics are shown in Fig. 4,
and compared to those of iron and other magnetic ma-
terials. Certain typical combinations of properties are
indicated by letter designations. It will be observed
that many of the characteristics such as Curie temper-
ature T, coercive force II;, maximum permeability g,
and resistivity p show a general correlation, direct or
inverse, with the initial permeability u,.

The initial permeability u, of ferrites varies from
around 5 for magnetite to over 6000 for a nickel zinc
ferrite of the type designated 4 in Fig. 4. While these
values are not particularly impressive compared to those
which can be obtained in metals, the significant factor
is that they are combined with resistivities many orders
of magnitude greater. The dc resistivities of ferrites,
except for magnetite with 0.01 ohm-centimeter, range
from 10 ohm-centimeters to values as high as 108 ohm-
centimeters. These compare with values of 10X10-¢
ohm-centimeters for iron to around 100X10-% ohm-
centimeters for some of the metal alloys.

A comparison of the hysteresis loops of iron, molyb-
denum permalloy, and a ferrite are shown in Fig. 5. The
ferrite corresponds to type B in Fig. 4. The saturation
flux density B, is relatively low for all the ferrites,
ranging from about 1500 to less than 5000. This imposes
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Fig. 4—Ranges of properties obtained in ferrites compared to properties of iron and permalloys. Letters designate certain typical ferrites.
A) NiZn. B) MnZn. C), E) NiZn, often with additional elements Mg, Mn, Co, or Cu. G) Ni.
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Fig. 5—Hysteresis loops of iron, 4-79 molybdenum permalloy
and a MnZn ferrite.

a limitation on their use in power transformers or de-
“vices operating at high flux levels. A large variety of
loop shapes are obtained with the ferrites, including
those which are highly rectangular.

Another of the significant characteristics of ferrite
is the low Curie temperature found in the high perme-
ability materials. The Curie temperature is the temper-
ature above which thermal agitation overcomes the
alignment of magnetic moments and causes the ma-
terial to become paramagnetic. It is typical of most
magnetic materials that the initial permeability increases
with rising temperature to a peak value just below the
Curie temperature. This is shown in Fig. 6 for iron and
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Fig. 6—Change of permeability with temperature for magnetic
iron, a MnZn and a NiZn ferrite.

ferrite. The high permeability realized in some of the
ferrites is due largely to the fact that they have Curie
temperatures near room temperature and are used near
the peak permeability. This condition tends to produce
high sensitivity of permeability and other properties to
temperature variations. The effect of temperature on
the hysteresis loop of a nickel zinc ferrite with a per-
meability of 800 is shown in Fig. 7.

MaTERIAL uQ Propuct As A USEFUL INDEX

In the appraisal of magnetic materials for design
applications, especially for precision inductors, low

-2 o] 2 4

3000

2000

1000

[=]

B IN GAUSS

1000

2000

3000

n-

4L
6

H IN OERSTEDS

Fig. 7—Effect of temperature on the hysteresis loop of a NiZn
ferrite with a permeability of 800.

losses and small changes of permeability and losses with
frequency, flux density, temperature, and time are
often of mare importance than the actual value of per-
meability. The uQ product of a material, sometimes
written u.Qn, has been found to be a useful index of
efficiency for design applications. In this product, u
is the permeability and the material Q(=2nfL/R,)
represents the reactance of a winding on a core per unit
of core loss. as indicated in Fig. 8. The term R, is the
effective ceries resistance arising from core loss in the
material. It is easy to see that a high value of uQ is de-
sired. A higher value of u will produce a larger amount
of inductance L per turn, which can be used to provide
a more efficient coil or a smaller coil of the same effi-
ciency. A high value of u also reduces leakage flux and
improves the shielding when the core material sur-
rounds the winding. A higher value of material Q
meanus less loss per cycle per henry.

Re Rem Ls
AN 00

Fig. 8—Representation of core loss Rm as a series resistance. R,
=winding resistance; Rn =effective series resistance due to mag-
netic core; L.=senes inductance; R,=R.+ R..=effective resist-
ance of inductor;

2xnfL,
inductorQ = 7 :j_ R

21rfL. .
R, '

material Q=2nfL,/Rm

where f={requency in cps.

In a practical inductor design, the inductor Q(=
27wfL/R,) which can be obtained is proportional to v/uQ
of the material. In a transformer, a core material with
a higher uQ results in a proportionally smaller shunt
loss across the transformer windings. Fig. 9 shows the
improvement of the uQ product over the vears, reaching
a peak in the recent ferrites.
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critical frequency at which uQ begins to decrease rapidly.
This is often arbitrarily taken as the frequency at which
Q decreases to 10. Above this frequency in ferrites the
residual term increases faster than the first power of
frequency and becomes predominant. The coefficient ¢
then becomes frequency dependent.?

The theoretical physicist has been challenged by the
[requency characteristics of ferrites and has vigorously
hunted the mechanisms responsible for the residual
losses, no longer masked by eddy currents. He has been
almost too successful in that there are several plausible
mechanisms, possibly with overlapping effects. The
explanations are largely an extension of the theory of
domain behavior in magnetic bodies. They deal with
the basic response of the magnetic moments of spinning
clectrons when applied fields are superimposed upon
their natural crystal environment. The high frequency
losses in ferrites are attributed to domain wall resonance
or relaxation, ferromagnetic resonance, and dimen-
sional resonance. Briefly, these are described as follows.

Domain Wall Resonance or Relaxation

The domain wall is the region between domains in
which the direction of the magnetic moments of the
clectron spins is in a state of transition from the direc-
tion of one domain to that of the other. Because of the
angular momentum of the spinning electrons (inertia),
crystal forces (elasticity), and damping factors (loss),
the domain wall can exhibit resonance like an RLC cir-
cuit at certain critical frequencies or will “relax” if the
damping is critical.

Ferromagnetic Resonance

This occurs when the frequency of the applied ac
field and the precession frequency of the spinning elec-
trons correspond. The precession frequency is a function
of the steady field aligning the electron spins. This
phenomenon is usually observed at 4000-24,000 mega-
cycles when the material is saturated by a strong applied
dc field. The effect is a sharp peak in the absorption loss
curve and a resonance in the permeability curve. How-
ever several investigators have pointed out that ferro-
magnetic resonance could occur under the influence of
a self-contained crystal anisotropy field cven at fre-
quencies as low as a few megacycles, in a ferrite in
which permeability depends upon rotations of the spins
as a whole instead of by growth of domains through
wall movement. The resonance effects would be ex-
pected to be very broad under these conditions and
could account for the type of dispersion of permeability
and pQ observed at frequencies of one to one hundred
megacycles.

2 \When the complex notation is used for permeability, p=p"—ju"’,

a loss angle tan 8=pn''/p’ is commonly used. Here p’ is the usual

permeability and u'’is the loss per cycle. The following relationships
exist:

u (')? 2r

ef + aBn + ¢
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Dimensional Resonunce

This is a cavity-type electromagnetic resonance
which can occur in cores in which a dimension of the
core corresponds to a half wavelength of an electro-
magnetic wave propagated through the material. The
“apparent” dielectric constant k of manganese zinc
ferrite with a permeability of 1000 may be as high as
100,000 at 100 kc. This value drops with frequency to a
constant value of the order of 10 at a few megacycles.
This suggests that the high measured values of dielectric
constant may arise from a granular structure of ferrite,
of more conducting regions separated by high resistance
films. The apparent dielectric constants in most nickel
zinc ferrites are of the order of 1000 at low frequencies,
except for very low permeability types, in which the
dielectric constant may be less than 100. The dielectric
Q is low, ot the order of 1. Since the velocity of propaga-
tion of an electromagnetic wave is equal to 3 X 101/ /uk
centimeters per second, the velocity will be 1 X107 centi-
meters per second for p=1000 and 2=9000. A half
wavelength would be 5 centimeters at one megacycle, or
1 centimeter at 5 megacycles.

EFrFECTS OF AIR GAPS

An air gap in a magnetic circuit reduces the instabil-
ity of permeability due to mechanical or magnetic shock
or temperature changes below that experienced on a
continuous ring core. In ferrite cores for precision, high
quality components, air gaps are used for improving
stability as well as for obtaining optimum values of Q,
previously discussed. The following equation relates
the effective permeability u. of the core containing an
air gap to the intrinsic permeability u of the ferrite parts
neglecting leakage.

— I
rp—1) + 1

where 7 is the ratio of the air gap length /, to the total
mean length /, of magnetic flux in the core assembly.
The differential of the above equation can be written in
the following form relating the percentage change in
pe to the percentage change in u:

He

du pe
=LZ0-y.
Me A

dpe

If the value of u is 1000 and the air gap is 1 per cent of
the total flux path, then the value of ., will be 91 and
the percentage change in p. will be only 9 per cent that
of u.

In some structures it is desired to assemble the core
from parts but to retain a high permeability. 1t can be
determined from the above relationship that the air
gap ratio cannot exceed 0.01 per cent if the core perme-
ability is 10 be greater than 90 per cent of the intrinsic
ferrite permeability (of around 1000). If the flux path is
2.0 inches the total air gap would need to be less than
0.2 mil, or 0.1 mil each for two air gaps. This tvpe of
accuracy can be achieved through grinding and polish-
ing the ferrite mating surfaces.
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OTHER CHARACTERISTICS

Like magnetic materials in general, {errites show a
decrease in permeability with increasing values of super-
imposed dc fields, and show a residual change after re-
moval of the steady field. These effects are reduced by
the use of an air gap. Some ferrites undergo shifts in
permeability after ac demagnetization at high flux
levels or after the materials are heated just through
the Curie temperature and recooled to room temper-
ature. Other ferrites, particularly extruded rod, have
been found to be sensitive to vibration. This effect may
be enhanced after the material has been subjected to a
strong ac or dc magnetic field. Since these latter phenom-
ena probably are functions of impurities, porosity,
imperfections, and domain structure, ferrites can ex-
hibit widely varying properties and representative sam-
ples should be checked carelully prior to application in
designs requiring the highest stability.

Ferrites have about the hardness of quartz and are
machined to size or provided with flat mating surfaces
when required, by grinding operations under a water
coolant. Diamond tools are often used. Cutting and
machining also can be done satisfactorily with a super-
sonic machine tool. Mechanical polishing and lapping
can be done in conventional ways when a smooth sur-
face is needed.

Magnetostriction in the common polycrystalline
ferrites is negative. The change in length when mag-
netized to saturation ranges from —0.5 parts per mil-
lion to —22 parts per million. Because of the high re-
sistivities, they are of interest for delay lines and mag-
netostrictive oscillators. It is a matter of interest that
the highest value of magnetostriction so far measured
on a magnetic material, 800X 10-% was on a single
crystal of cobalt ferrite in the [100] direction, after a
magnetic anneal.

A number of investigators have grown single crystals
of ferrites. These have been useful for studying domain
wall motion and loss mechanisms. Initial permeabilities
as high as 5000 have been measured on single crystals
of Fe30,, as compared to less than 10 in the polycrystal-
line form. No commercial applications involving single
crystals are known to the author.

APPLICATIONS OF FERRITES

Ferrites have a large and increasing number of ap-
plications because component and circuit engineers
have found them advantageous in accomplishing specif-
ic objectives. In some cases, ferrites yield higher effi-
ciency, smaller volume, lower costs, greater uniformity,
or easier manufacture than can be obtained with other
materials. In others, including the microwave field, the
unique properties of ferrites permit accomplishments not
feasible with any other known material. Table 1 (oppo-
site) summarizes the principal design applications, the
most important component characteristics, and the prop-
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erties of ferrites on which they depend. The applications
fall roughly into categories determined by the material
properties used:

1) Linear B-H, low flux level, high stability.

2) Nonlinear B-II, medium to high flux levels.

3) Highly nonlinear B-II, rectangular loop.

4) Microwave properties, ferromagnetic resonance,

Faraday rotation.

5) Magnetostriction.

The microwave applications are included in the table
for completeness but will not be covered in the discus-
sion which follows on several typical ferrite designs. A
recent article by Duncan and Stone [66] surveys ferrite
applications in inductor design rather comprehensively,
particularly those in the linear B-II region. Various
methods of inductance adjustment are discussed, in-
cluding wide range methods for tuners.

FILTER INDUCTORS

The high puQ product of ferrites over the frequency
range of 50 kc to 150 kc has led to their extensive use
in filter inductors for band-pass filters in carrier tele-
phone circuits. Precise inductance adjustment, high
inductor @, and good stability are necessary for the func-
tion of separating channels. Such coils are normally of
the pot type construction in which the cores are assem-
bled using a center post, two end plates, and an outside
ring. An alternate assembly uses two cups either with
integral posts or a separate post. The principal air gap
is provided by shortening the posts. With a proper mag-
nitude of air gap built in, the permeability can be made
correct for an optimum value of Q. Movable magnetic
details which shorten or shunt the air gap have been
incorporated for inductance adjustment. This elim-
inates the need for close factory adjustment, permits
alignment of equipment after assembly, and eliminates
trimmers. In the pot type cores described, the ferrite
material provides an effective shield around the form
winding. Permeabilities ranging from 35 to 100 are
used most commonly to obtain the desired Q and re-
quired stability.

A completed filter coil is shown in Fig. 13 (p. 1242).
Here, with a volume of 1.5 cubic inches, a Q of 500 is
obtained at 100 kc. The core consists of manganese
zinc ferrite with an intrinsic permeability of 1500. A
coil wound on a molybdenum permalloy powder ring
and previously used for a similar purpose had more
than six times the volume but only one-half the Q.
Furthermore, it could not be adjusted after final as-
sembly. The ferrite coil can be adjusted over a range of
plus or minus fifteen per cent by means of a movable
cylindrical core shown in Fig. 13.

In experimental models on this structure, inductor
Q’s in excess of 1000 at 100 kc have been obtained. The
manner in which distributed capacitance tends to re-
duce Q becomes an important consideration under
these conditions.
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Typical

circulators, switches,
modulators

Ferromagnetic resonance

E. Magnetostriction and other properties

v . OWF Favorable ferrite l‘vpncal ferrite ] . )
Type of component frequency Characteristic sought } properties 4o Desired improvements
A. Linear B-H, low flux density
Filter inductors | High Q, precision, stability | High uQ, low hysteresis, | MnZn 1002500, Higher pQ, lower tempera-
100 ke low modulation convenient core shapes | ture coeflicient
IF transformers ' 465 kc High Q, stalnhty, adjusta- ‘ High uQ, shapes ‘ ngher uQ to higher fre-
| bility quencies better stability to
_— . = — ~————| NiZn* 100~ 200 | temperature and to magnet-
Antenna cores ] 1000 k¢ A\IOdLl‘.llL o, stabllltv ‘ ng,h uQ, rod sh.xpes { ic and mechanical shock
Wide band transformers | to 15 mc Rq)ruducalulm of trans- | ngh ¢, low losses, as- | Mn Zn 1000-2300 | Very uniform magnellc and
| mission characteristics sembled core structures NiZn* >500 | mechanical properties
Adjustable inductors ‘ Various Ad]uilment +20 per cent l High u, shapes MnZn
—— R a—— NiZn*
Tuners | Various Adjustment >10/1 ‘ Various mechanical struc- |
tures, u variation in dc |
field [
Miniature inductors Various \Iodcrau Q, small size Cup shapes MnZn  >1000 | Higher saturation, less loss
NiZn* >1000 at m(xlemle Bm
Loading coils i Voice ‘ Stability, lo“ modulations, | High uQ Lower sensitivity to dc
{ low Ieakage flux ficlds
| | Lower hysteresis loss
B. Nonlinear B-H, medium to high flux densities
FFlyback transformers 15-100 ke | Low loss, moderate size MnZn >750 l Higher saturation, lower
{ NiZn*  >750 losses
———— — — e Higher curie temperatures
Diflection yokes |
Miniature transformers Pulse | Small size, easy mounting Iligh u, cup shapes NiZn 4000 Higher saturation
( arrier power transform- | Various
ers
..... S . J— — - ,
Choke coils | ’ '
Suppression beads | | High resistive impedance | High loss above critical | MnZn > 500 I
| [ | frequem:) NiZn* >500 |
Recording heads ‘\Icchamcal rigidity, low | NiZn, I Higher saluratlon nonab-
loss MnZn rasive surface
C. Highly nonlinear, rectangular loop
Memory cores | Pulse Two identifiable stable | Small rings practical rea- | MgMn Higher degree of rectangu-
I states, fast flux reversal sonable rectangularity larity. stability, uniformity.
‘ low cost
Switching cores | Pulse Fast flux reversal, high out- | Reasonable rectangulari- | MgMn High saturation for high
| put ty output
— Je R — eI .
\Iuhnperture cores ‘ l |
Magnetic amphﬁers l ’ |
D. Microwave properties
Isolators, attenuators, TFaraday rotation MgMn*

Delay lines

Filters and oscillators

Temperature controls

Low curie temperature

Sensitivity to temperature 1
Temperature sensitivity

* May contain additional elements such as Mg, Mn, Co, Cu, AL



Fig. 13—A high-Q adjustable filter inductor.

WiDE-BAND TRANSFORMERS

High permeability ferrites, in core assemblies made
up of C's or L’s, are being used in wide-band high fre-
quency transformers. A precision transformer of this
type (Iig. 14) is used in line amplifiers in the L-3 coaxial

STEATITE

WINDING
N\, assemeLy

Fig. 14

A wide-band transmission transformer.

cable system in which the video band extends up to 8.4
megacycles. Here two C-shaped cores are assembled
into two precise windings plated on optical quartz
forms. The assembly is held to very close dimensions in
order to control leakage inductance and parasitic
capacitances and thereby the over-all transmission
characteristics. Such close mechanical and electrical
tolerances would not be possible with windings on
toraidal cores. The permeability of the ferrite is high
enongh to provide the inductance necessary for trans-
mission at low frequencies with the relatively small
number of turns required to provide good high fre-
quency response. With carefully ground mating sur-
faces, the loss in permeability due to air gaps is only
about ten per cent.

ANTENNA CORES

Extruded rods of ferrite are utilized for antenna cores
for broadcast radio receivers. These are usually one
quarter to three quarter inch in diameter, in lengths
ranging from two to eight inches. A winding is applied,
normally distributed over the length of the core, to
form an inductive antenna. The number of flux linkages
is increased through the effective permeability of the
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core. The length to diameter ratio of the rod needs to
be large in order to reduce demagnetizing effects and
thus realize as much as possible of the intrinsic perme-
ability of the ferrite. This generally has led to the ex-
trusion of rods. For a given ratio of length to diameter,
the sensitivity of the antenna is increased by enlarging
both length and diameter. Sizes of portable radio
cabinets and costs of the core material have influenced
the production of cores toward the sizes noted above.
The ferrite material should have moderately high Q
over the broadcast frequency band to provide needed
selectivity. It should be stable with respect to temper-
ature changes, residual magnetic shock from high ac
or dc magnetization, or mechanical vibration to prevent
inductance changes large enough to cause detuning. Im-
provements in these respects have been achieved
recently by new compositions and manufacturing tech-
niques.
MINIATURE COMPONENTS

The ferrites are finding more and more applications
in a growing field for miniature inductors and trans-
formers. The pot type structure is well suited for the
efficient utilization of space. Two cups are commonly
used and assembled around a winding. Terminal plates
or pigtail leads are attached and the assembly is molded
in plastic. Fig. 15 shows such an inductor assembly. The

Fig. 15—A miniature inductor.

low power levels common with transistorized circuits
are favorable to the use of ferrites in a similar structure
in pulse transformers. In this case, high permeability
materials, such as nickel zinc ferrite with 4000 perme-
ability, or a manganese zinc ferrite with a permeabhility
greater than 1000 are most suitable. The temperature
rise in transistor circuits usually is low enough to permit
the use of high permeability materials having low
Curie temperatures.

FLYBACK TRANSFORMERS AND DEFLECTION YOKES

Undoubtedly the largest use of ferrite measured in
terms of pounds of material has been in flyback trans-
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formers for television circuits. They were first used in
1948. C-shaped cores are used in practically all designs,
with a small air gap for reducing the variability caused
by the presence of dc fields. Fig. 16 shows a flyback
transformer assembled on ferrite cores with legs of
square cross section. An evolution in the design of cores
from square legs to hexagonal legs to round legs has
been taking place. The round leg is helpful in reducing
high voltage corona and has been made desirable by
the progressive increase in flyback voltages from 10 kv
up to 25 kv as larger picture tubes have been used. The
manufacture has been made practical through the de-
velopment of new die structures and pressing tech-
niques.

Fig. 16—A television flyback transformer.

These cores must have low losses at operating flux
levels up to as high as 1500 gausses at the 15.75 ke
scanning frequency and at flyback {frequencies up to
100 kc. Low losses are not only important from the
standpoint of reducing size and cost of the transformer
itself but alss to permit reductions in the size of the
power supply. The Curie temperature must be high
enough so that losses do not rise excessively at operating
temperatures. Increased permeabilities combined with
higher saturation have been obtained in manganesc
zinc ferrites fired to high density and have contributed
to reductions in size and cost.

Cores for deflection vokes in tv sets quite generally
are made of ferrite materials. They are pressed as
halves or quadrants of a circular ring for assembly
around the neck of the picture tube. The material
properties are less critical in yoke applications than in
flyback transformers.

MAGNETIC MEMOKIES AND SWITCHES

One of the fastest growing and potentially large
applications for ferrite cores is for memory and switch-
ing uses in digital computers and data processing cir-
cuits. This application involves the use of microsecond
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pulses for transmitting, storing, and reading informa-
tion expressed in a binary code.

Rectangular hysteresis loop propertics are required
to provide two identifiable stable states of remanent
magnetization and to provide a highly nonlinear B-IJ
relationship so the state of magnetization can be defi-
nitely and quickly changed. The degree of rectangular-
ity and the uniformity and stability of characteristics
have a direct bearing upon the number of cores which
can be used reliably in a memory, and hence upon the
storage capacity of the memory. The values of coercive
force determine how rapidly the information can be
handled.

Cores of magnesium mangancse ferrite now are being
produced with a good degree of rectangularity. Uni-
formity is being sought through control of composition
and processing and by an elaborate selection procedure.
Ferrite cores have several inherent advantages. They
can be formed into tiny rings down to 0.050 inch diam-
eter in automatic presses. The cost of the raw mate-
rials is low. Ferrite cores are chemically and mechani-
cally stable and are practically indestructible, except for
actual mechanical breakage. In common with other
magnetic cores, once triggered to a stable state, they
will retain their magnetization indefinitely without
further power consumption.

The properties of rectangular loop ferrite cores in re-
lation to certain circuit operations may be understood
by reference to Fig. 17.

Fig. 17—Hysteresis loops of MgMn ferrite. Dashed line—loop
at saturation. Solid line—Loop for optimum I for double
coincident memory use.

When the material is magnetized by an applied tield
in the plus direction, it will retain the larger part of its
magnetization when the applied field is removed. It is
said to he “set” at plus B,. If the rectangularity were
perfect, B, would be equal to the saturation flux density
B.. There would be no further change in the state of
magnetization due to additional plus fields of any mag-
nitude or to any negative field smaller in magnitude
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than minus /1. However, if a negative pulse larger than
minus /7. is applied the magnetization will be reversed
and the core will remain set at minus B, when the field
is removed. For the latter case, the total flux change oc-
curring in the core during reversal will be 2 B,. The

. changing flux will induce a voltage in a “read-out”
winding on the core and thus provide a method of de-
tecting when the state of magnetization is changed by a
current pulse.

I an array of cores is wired as shown in Fig. 18 any
core in the group can be magnetized independently of
the others by dividing the tctal magnetizing current
equally between two windings. If the current is properly
chosen, the one half current in either winding alone
will be insufficient 1o maguetize or reverse a core, but
the two half currents will be large enough to magnetize
or switch the one core located at the intersection of the
two wires. This provides the basis for setting each core
in the array in a plus or minus state of magnetization to
correspond to a binary code. The information can be
read out by scanning the array with unidirectional half
current pulses applied to the horizontal and vertical
wires in a proper time sequence and noting which
cores give a flux reversal when subjected to both cur-
rents simultaneously. The flux change is detected
through the read-out winding which can be common to
all cores. This action is indicated in Fig. 18.

READ-OUT VOLTAGE
PULSE FROM
“SWITCHED” CORE

i \ UNWANTED
Im | QuUTPUT
t 2 sy el s e

TIME =—>»

Fig. 18—An array of ferrite cores wired for double coincident
memory use.

The above describes a single plane double coincident
current memory in which the elements of each “word”
are read out in sequence. Many planes may be operated
in parallel, in which case whole words can be read out
at once by locating each element of the word in a differ-
ent plane. Each plane would have its own read-out
winding. Also it is possible to divide the current into
more than two parts and operate the array as a mul-
tiple coincident system by threading the appropriate
number of driving windings in each core. Practical
difficulties multiply due to departure of available ma-
terials from true rectangularity.

PROCEEDINGS OF THE [RE

October

Magnetic cores also have important uses in the logic
and switching circuits which direct and control the
flow of information in and out of the memories and
through the various processing operations. Fast opera-
tion is desired, which requires rapid switching and the
generation of voltage pulses large enough to actuate suc-
ceeding cores.

Two highly important characteristics in a rectangu-
lar loop core are a large flux reversal and a short switch-
ing time 4, for a low applied drive. The latter indicates
a low coercive force 1., since a core will not switch un-
til the applied pulse drive NI exceeds the coercive
force. We may write

NIy = CH,.

where N7y is the minimum pulse drive required to
switch the core and C is a constant (between 1 and 2)
which depends upon the “inertia” of the magnetic do-
mains to change direction and hence upon the char-
acteristics of the core material. The switching time is
related to the drive by the following expression:

k
" NI — NI,

where k is a constant applicable over a certain range of
(NI—NI,) and is related to the damping or loss mech-
anisms in the core material. Much study is in progress
on the magnetic mechanisms involved in switching be-
havior, but not all phenomena have been correlated as
yet.

Departure from rectangularity causes unwanted out-
put voltages to be generated when cores are subjected
to pulses not intended to set or switch the core. This is
due to some change in flux as the magnetization is
driven from remanence to saturation of the same sign,
or by a half pulse in the opposite direction from rema-
nence. The latter condition can produce demagnetization
of the core if the minor loop runs down onto the rounded
corner of the major loop. Demagnetization effects are
minimized by improving the rectangularity of the loop,
by careful selection of the optimum current and asso-
ciated one half current drives, as well as by arranging
to have each half pulse followed by a pulse in the oppo-
site direction to prevent progressive demagnetization
steps. The temperature coefficient of the material and
changes in ambient temperature must be such that
the optimum point of operation is not shifted appre-
ciably.

In memory planes, the noise or unwanted voltage
pulses can be caused to cancel by wiring the series
pickup winding so that outputs from one half of the
cores will oppose the others. This solution requires
that all the cores have exactly the same characteristics.

Since ideal rectangularity has not been obtained and
since a high degree of uniformity is needed to compen-
sate for nonrectangularity, a heavy responsibility is
placed upon manufacturing control and testing. This
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is leading toward automation in processing and test
inspection. Several automatic testers are now in opera-
tion for checking and sorting cores. These apply a pre-
scribed program of pulses to the test core and compare
the response to that of a standard core.

The performance of a ferrite core used in computer
applications is a function of the circuit as well as the in-
trinsic properties of the core. Or conversely, the cir-
cuitry is dictated largely by the characteristics of avail-
able cores. In this stage of intensive development in
both circuits and cores, standards for core character-
istics and core test procedures have not yet been es-
tablished. In general, cores are characterized by the
coercive force 71, and the B,/B, ratio obtained from
static loops. Then for double coincident memory, the
optimum pulse drive which will produce switching with
the minimum disturbance from the one half pulse is
specified. The Jdynamic squareness ratio R, is expressed
as the flux density associated with the reverse half
pulse to the flux density for the full pulse. The switching
time f, for the optimum drive also is important. For
switching functions, the variation of switching time
with the amplitude of the driving pulse is determined
as well as the magnitude of the flux switched. The latter
indicates the output voltage which can be obtained.

Table 11 lists properties of two types of magnesium
manganese cores now in general use. A further reduction
in FI, will improve the operation of ferrite cores for
switching purposes in logic circuits. The present mag-
nesium manganese ferrites develop reasonably good
rectangular loop properties and have a Curie temper-
ature high enough so that they are not critically sensi-
tive to temperature variations. Rings of high perme-
ability nickel zinc ferrites with nonrectangular loops
have had the loops squared effectively by being cast in
a disk of plastic, or other material such as glass, to pro-
duce a radial stress. Some compositions of high density
manganese ferrite have been made with square loops
but the Curie temperature is so low that they are too
sensitive to temperature variations to be practical.
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ties of ferrite materials. The basic principle is that a
second aperture is located within the flux path of a
primary aperture and is controlled by the flux bias from
the primary aperture. Fig. 19(a) shows such a device.

APERTURE 1
! APERTURE 2

— e = | i -
We W:- -;Vc b Ws--
CONTROL SIGNAL
WINCING WINDING
(a) (b)

(c) (d)

Fig. 19—Conditions in a two-aperture ferrite core. (a) Two-aperture
core. (b) Blocked condition around aperture 2. (¢) Partially
blocked condition around aperture 2. (d) Variable transformer
action on aperture 2.

If the core consists of nonrectangular ferrite, the device
becomes a simple saturable reactor. If the bias from
the dc control winding W, is made large enough it will
saturate the flux path surrounding the second aperture
containing the signal winding ¥, as indicated in Fig.
19(b). The path around aperture 2 is then said to be
blocked, since no additional flux can be made to flow
in either a clockwise or counterclockwise direction by
a signal current in winding W,. The inductance of 17,
varies from a maximum when there is no bias to a
minimum when the bias flux from W, is increased to
saturation.

If ferrite material with a high degree of rectangularity

TABLE 11
TyPicAL CHARACTERISTICS OF RECTANGULAR-LoOP FERRITE CORES
o | B N N ] | 7 ! o NI - N
Material po | tm T, ‘ H, B, ! B, B./B, | Re | Tu plve | Reference
! —-°C (Oersteds) | (Gausses) | (Gausses) | (us) (Oersteds) .
MgMNn | 10 515 >150 1.4 1600 1750 0.9 0.8 | 1 @ 2* | [43]
MgMn 45 | 1,800 >150 0.65 1920 2000 0.96 095 | 5 @ 0.8 | [43]
NiZn 2500 37,000 70 0.03 1460 1870 0.78 — i 1 @ 1.2 | [39]
(stressed) | I 1 ;

* Optimum drive for double coincident memory use.

MULTIAPERTURE FERRITE CORE DEVICES
Some interesting devices have been produced using
one-piece ferrite cores with two or more apertures, and
will be discussed in some detail to show the potentiali-

is used in the same arrangement it will continue to pro-
vide a saturating bias on W, after the dc has been re-
moved, due to its high remanence. However, if a reverse
dc field is applied by a “set” winding W,, the magnetiza-
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tion of the ferrite path around the primary aperture
can be reversed progressively from the inside circum-
ference to the outside. This is because the path length
is shorter around the inside and the field reaches the
value necessary to reverse the magnetization before it
has been reached further out along the radius. The
reversed flux area grows outward from the primary aper-
ture. The reversal of flux can be stopped at any degree
desired as indicated in Fig. 19(c), leaving the leg com-
mon to apertures 1 and 2 only partially blocked. Sup-
pose that a current pulse is applied to the winding IV, to
produce an electromotive force in a counterclockwise
direction. For small pulses the path immediately sur-
rounding aperture 2 is blocked and no flux can be re-
versed. But as the counterclockwise current pulse in W,
is made larger it will produce a magnetomotive force
overlapping the arca A and large enough to reverse the
flux in the overlapped area of 4. Hence a counterclock-
wise flux will be caused to flow around aperture 2. If this
is followed by a clockwise pulse the flux will be again re-
versed. Hence, the setting of area A around aperture 1
determines the amount of flux which can be controlled
by pulses applicd to winding 1V, When the outer cir-
cumference of area .1 reaches the center of aperture 2,
the available flux will be a maximum.

If an additional winding g is provided in the second-
ary aperture, as shown in Fig. 19(d), there will be a
coupling between the signal winding 1V, and the output
winding 11 except when the core is blocked by com-
plete saturation. .\ continuously variable output level
is provided through the degree of magnetization set up
by the control and set windings, and the device operates
as a variable pulse transformer. The coupling between
the control and signal windings is very small.

Such a device has possibilities as an operate-non-
operate control on a circuit containing 115, depending
on whether the core is in a blocked or unblocked state.
It also has been suggested as a nondestructive read-out
since the state of the core can be determined without
altering the setting and hence has potentialities in
I'le\(l()ll] ACCeSS mcmories.

With the use of additional apertures various combina-
tions of interflux linkages can be set up so that a change
in flux will be transmitted from one aperture to another,
providing sequential steps of operation.

OTHER APPLICATIONS

‘The applications described above are typical of how
the properties of ferrites enter into component design
and circuit operations. The high uQ product of ferrites
has made them particularly useful in 1F transformers
in radio circuits and in slug tuned inductors. Many of
the 1F transformer designs utilize small cup cores.
The slug cores are made as cylinders with or without
coaxial holes and can be threaded by grinding or can
be provided with threaded studs cemented into a hole

in the end of the core.
The rapid increase in core losses above a critical fre-
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quency has proved advantageous for suppressing high
frequency resonances in inductors and transformers.
The high core losses cause a large resistive impedance
and damp out resonances from leakage inductance and
distributed capacitance. Beads or washers of ferrite
used on lead wires can be used for suppressing high
frequencies, or to produce resistive decoupling of com-
ponents.

The square loop properties of ferrites make them
useful for high frequency magnetic amplifiers and other
saturable reactor devices. One interesting application
is the magnetic counter. If a pulse of proper magnitude
and length is applied to a ring core, it will partially
magnetize the core. Successive pulses will produce
progressive degrees of magnetization until saturation is
reached. At that point the impedance of a winding on
the core will become very low and can be arranged to
cause a circuit response. Cores have been made to
operate reliably with as many as 100 steps. The core
will retain partial magnetization indefinitely so the full
number of steps required to produce saturation may be
spread over any period of time.

The ferrites have found some degree of interest for
magnetostrictive delay lines and magnetostriction
resonators.

The high resistivity of ferrites has made them useful
as pole pieces for concentrating flux in high frequency
induction heaters.

The final application to be considered in this paper is
the suitability of ferrites in loading coils. The ferrites
have found some use in both voice and carrier {requency
loading coils in Europe, where circuit requirements and
restricted availability of raw materials have combined
to make them advantageous in these applications, In
the United States, work on the development of ferrite
for loading coils is being carried on, but has not pro-
gressed to the point where it can be substituted satis-
factorily for molybdenum permalloy powder. The latter
cores, used as toroids, were developed specifically to
withstand superimposed currents up to 100 milliam-
peres dc, to have low residual magnetization, low modu-
lation, and low crosstalk. Most voice frequency loading
circuits have been based upon the capabilities of the
loading coils.

The ferrite-cored loading coils used in urope mostly
employ pot type structures with special mechanisms
for obtaining circuit balances by shifting the positions
of the windings.

CoNcLusioN

Modern magnetic ferrites have achieved a position of
economic and engineering importance within the ten-
vear period they have been available. They are widely
used in inductors and transiormers because of their
high uQ and mechanical design capabilities, including
miniature components, and in computers because of
square loop propertics. They have produced  quite
revolutionary  contributions 1o nicrowave  circuitry,
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the discussion of which is outside the scope of this
paper. The ferrites are a stimulating and powerful re-
search tool in magnetics. Ferrite manufacture and de-
sign applications embrace the cooperative efforts of
persons engaged in the development and manufacture
of oxide materials, processing equipment, and test
apparatus. The future holds promise of many new
advances in the properties and applications of the mod-
ern ferrite materials.,
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Fundamental Theory of Ferro- and Ferri-Magnetism”
J. H. VAN VLECKf}

Summary—The presentation is centered around the four impor-
tant forms of magnetic energyin ferromagnetic media: (I) the Zeeman
energy of the elementary magnets in the applied magnetic field, (II)
the classical electromagnetic interaction between dipoles, (III) the
Heisenberg exchange energy, and (IV) the energy of anisotropy which
is pseudodipolar or pseudoquadrupolar in structure but is attributable
ultimately to rather recondite quantum-mechanical spin-orbit inter-
action. The primary cause of ferromagnetism is (III), and anisotropy
arises from (IV). Domain structure and the concomitant hysteresis
phenomena owe their existence to (II). The magnetic theory of the
ferrites is in many ways simpler and less ambiguous than that for
conducting ferromagnetic media, as there are no complications due to
electron migrations. Néel’s theory of ferrimagnetism explains the
saturation magnetization and other properties of the ferrites.

ONOGRAPHS or articles on fundamentals of
k s’ 55 the theory of magnetism are today so com-
mon that the subject is becoming rather hack-
neyed. Hence any paper such as the present one is,

* Original manuscript received by the IRE, June 13, 1956. Pre-
sented at Svmposium on the Microwave Properties and Applications
of Ferrites, Harvard Univ., Cambridge, Mass., April 2—4, 1956.

t Harvard University, Cambridge, Mass.

of necessity, rather stereotyped, because the broad out-
lines of a successful theory have been pretty well sta-
bilized. It is true that exciting developments are still
taking place on the frontiers of the theory, as witnessed,
for instance, by Clogston's [1] recent work on the line-
breadths of ferromagnetic resonance lines. These im-
provements take place mostly in rather recondite tech-
nical areas beyond the scope of any elementary talk. To
vary things a little from the standard presentations, I
am going to center most of the discussion on the various
forms of energy which are encountered in analyzing the
behavior of a ferromagnetic body. After all, energy plays
a very fundamental role in all modern physics and engi-
neering. I will examine energy from the atomic rather
than macroscopic viewpoint, inasmuch as stating that
the macroscopic energy is 1/4r [I1d8 etc., does not help
one particularly in understanding what is going on
phyvsically.

The story of ferro- or ferri-magnetism is essentially
that of four kinds of energy. There is, to be sure, a fifth
kind, associated with diamagnetic induction, but those
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interested in the phenomena of ferro- or ferri-magnet-
ism are such big operators energetically speaking, that
the work donre in creating a Larmor precession is a
bagatelle which can be disregarded for their purposes.

1. THE ZEEMAN ENERGY

The first form of magnetic cnergy is that of the ele-
mentary magnets in the applied field H, often called
the Zeeman energy.

—28 2 (H-S). (D

Here B is the Bohr magneton, he/4wmc, associated
fundamentally with the quantization of angular mo-
mentum. H is the applied field, i.e., the field in the ab-
sence of the magnetic body. In this connection H is to
be considered as exclusive of any demagnetizing correc-
tions, and of any of the Weiss molecular field. If we try
to modify the definition of H to include any of these
other effects (as is, however, conveniently done for
some purposes), we immediately run into involved
questions of redundancy or double-entry bookkeeping
as far as energy storage is concerned. S; is the spin
angular momientum vector of atom 4, measured in
multiples of the quantum unit &/2x. The factor 2 in (I)
is the well-known gyromagnetic anomaly connected
with the spin. It is also well known that most of the
magnetism in ferro or ferrimagnetic materials arises
from the spin of the d electrons. Actually there are
secondary contributions arising from the orbital angular
momentum, which should be added to (I). A perturba-
tion calculation shows that the corrections for the effects
of orbital angular momentum are, in first approxima-
tion, equivalent to replacing the factor 2 in (I) by a fac-
tor g which is nearly, but not exactly 2. Then (1) is
replaced by

—g8 2. (H-S)). (1)
[y
The factor g thus inserted is called the spectroscopic
splitting factor, and is not the same as the gyromagnetic
ratio, which, following Kittel we shall denote by the
letter g’ to distinguish it from g. Experiments on mag-
netization by rotation, or rotation by magnetization, are
concerned with g’, and those in ferromagnetic resonance
measure g. Kittel [2] and the writer [3] showed that
according to iairly simple perturbation theory, the devi-
ations of g and g’ from 2 should be equal and opposite.
It was indeed found experimentally that whereas g’ was
less than 2, and g greater, the deviations of g from 2
were quite appreciably greater than those of g'. How-
ever, workers at the University of California have found
that when the wavelength in ferromagnetic resonance
is reduced sufficiently, as in say the K/2 band, the
quantities 2—g’ and g—2 approach equality. Kittel (4]
has shown that the failure of the relation g—2=2—¢’
to hold at longer wavelengths is to be ascribed to a
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rather complicated blending effect between the g factors
of the 4s conduction and the more tightly bound 3d
electrons.

1I. CrassicAL ELECTROMAGNETIC DirorLar ENERGY

The next energy 1 will write down is the usual clectro-
magnetic energy of interaction between elementary
magnets, which is a purely classical effect and dates back
to the 19th century. It is the mutual potential of di-
poles, which all textbooks on electromagnetism show to
be (in our quantum-mechanical notation)

2 - S)(rii- S;
Z gBS[S.--S,-—S(—r—-— UG )‘:|.

i>i Tij 1£9]

(I

For many years physicists thought or hoped that this
interaction energy would supply the coupling which
makes elementary magnets tend to be parallel in a
ferromagnetic material. However, the resulting cou-
pling is too small by a factor 10,000 or so. What is more,
the total energy is dependent on the shape of the speci-
men, i.e., on how it is cut. The reason for this is easy
to see. The potential (I1) varies as the inverse cube of
the distance, and so is a long-range force. In fact, one
at first is apt to conclude that the dipolar energy per
atom, 1.e.,
Ly B i)
A A7) ri;®

involves a radial integral of the form [r;~'dr;; when one
replaces the sum _; by an integral [ff - - - r;*siné
drdfd¢. Such an integral clearly diverges as r goes to
infinity. Those who jump at snap conclusions might
decide that the energy per unit volume in a ferromag-
netic material would increase without limit if the size is
made arbitrarily large—a behavior somewhat remi-
niscent of critical size phenomena in atomic bombs.
Actually, one must consider rather carefully the effect
of the angular or bracketed factor in (II), which is
essentially 1—3 cos® for parallel magnets. This factor
averages to zero for a sphere, and as a result the
catastrophe at infinity is avoided, but shape dependence
still remains. Even if the elementary magnets are
parallel, the total energy of interaction, which involves
calculating the boundary-dependent double sum in (11),
explicitly, cannot be expressed in any tractable form
except for ellipsoidally cut specimens. For simplicity we
will consider ellipsoids of revolution magnetized parallel
to the axis of symmetry. Then the classical dipolar
energy per unit volume takes the form

1 47
-—-(D = __) M2
2 3

where M is the intensity of magnetization per unit vol-
ume, and D is the so-called demagnetizing factor, which
is 0 for a very long or cigar shaped ellipsoid, 47/3 for a
sphere, and 47 for a very flat ellipsoid or disk. The addi-

(IT')
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tive constant—4w/3 in (1Y) is a manifestation of the
well-known Lorentz local or cavity field. The fact that
(I1") is independent of volume shows that there is no
critical size phenomenon, but the D factor gives a de-
pendence on shape. This dependence has a simple
physical explanation. From the standpoint of classical
electromagnetic theory, elementary magnets like to be
parallel when they are arranged end-on, but not when
they are placed sidewise. lence the energy is most
negative, most favorable, for an clongated specimen,
magnetized longitudinally, whereas it is positive, or un-
favorable, when all magnets are constrained to be in the
same direction perpendicular to the surface of a disk.
Another way of saying the same thing is that parallel
elementary magnets like to set themselves parallel
rather than perpendicular to a surface (¢f. Fig. 1) for
then on the whole one magnet sees fewer magnets side-
wise than end-on. The more conventional way of ex-
plaining why the cnergy is then low is that there are no
poles on the surface out of which lines of force, associ-
ated with positive energy, can emanate, but the micro-
scopic picture in terms of the interaction potential
between clementary dipoles is, in my opinion, even more

physical.
Favorable dipolar energy.

Fig. 1—Unfavorable dipolar energy.

I1I. ExcHaNGE ENERGY

Since the classical electromagnetic coupling between
elementary magnets is far too small to be adequate, the
origin of ferromagnetism was shrouded in mystery until
well along in the twentieth century. Finally, in 1928,
Heisenberg [5] showed that the exchange effect pro-
vided the requisite interaction between the atomic
spins. Unfortunately, exchange coupling is a purcly
quantum-mechanical phenomenon which has no classi-
cal analog, and so cannot be explained in clementary
or intuitive terms. Heisenberg, in his original paper,
usced the language of group theory, but Dirac a year or
two later showed that the exchange coupling could be
expressed analytically in terms of his vector model.
Dirac [6] proved that, with certain simplifying as-
sumptions, the exchange effects are equivalent to a po-
tential of the form

~2 2 Jii(S:i-S)

i>i

(I11)

insofar as the dependence of energy on spin-alignment
is concerned. This is our third form of magnetic energy
—1I should really say effectively magnetic, for this inter-
action is not really magnetic in origin; it is rather an
electrostatic effect associated with the dependence of
the overlapping of orbital wave functions on the type
of symmetry in the representation of the permutation
group. The spin is involved only because it enters as
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essentially an indicator of the type of orbital symmetry,
but, be this as it may, the result is the long-sought-for
iteraction bhetween spins. The coupling (111) is the
most relevant, in fact the predominant interaction for
all problems of ferromagnetism. The factor J;; involved
in (111} is the quantum mechanical exchange integral
connecting atoms ¢ and j, which we need not discuss in
detail, and which we can here regard as a constant pro-
duced rather magically by quantum mechanics. For
simplicity we disregard the complications associated
with the degencracy of d clectrons, and assume that the
exchange integral is the same for all electrons in a given
atom not in closed shells.

The Heisenberg exchange mechanism gives us the
desired ferromagnetic coupling provided that the ex-
change integral J;; is positive and sufficiently large, a
subject to which we will return later.

The exchange integral usually decreases quite rapidly
with distance, and to give further analytical simplicity,
it is customary to assume that the exchange integral
has a nonvanishing value only between nearest neigh-
bors, in which case (111) simplifies further to

-2J Y, Si'S;.

neighbors

(I11)

There is one property of the exchange interaction
(I1) or (I11") which we cannot emphasize too strongly,
namely that it is a purely isotropic interaction, i.e.,
depends only on the relative angle between the two
spins. This is obviously true, since the scalar product
S:-S; of two vectors is invariant under a rotation. On
the other hand, the classical dipolar interaction (I1)
involves the angles between the spin vectors S;, S; and
a given direction r;;, and so is not spatially invariant.

The conventional Heisenberg exchange effect, though
robbing ferromagnetisim of its main mystery, is hence
incapable of explaining the phenomenon of ferromag-
netic anisotropy, i.e., the fact that most ferromagnetic
materials are more casily magnetized along certain di-
rections than others. Furthermore, the classical inter-
action (I1) is inadequate, as we have alrcady seen, being
both too small and shape dependent.

IV, ANISOTROPIC EXCHANGE —PSEUDODIPOLAR
AND PSEUDOQUADRUPOLAR ENERGY

It is now generally recognized that the explanation of
ferromagnetic anisotropy is to be found in what is
called antsotropic exchange. The statement that the
coupling between spins has the scalar invariant form
(I11) is true only as long as the spin-orbit interaction
is neglected. Actually, spin-orbit effects cause appreci-
able deviations from (I11). It is not appropriate for us
here to describe the rather involved perturbation calcu-
lations that lead to this conclusion. [7]. The essential
physical reason that anisotropy results is that orbital
wave functions are not spherically symmetric, espe-
cially in virtual excited states, and at the same time, the
spin-orbit coupling makes the spin feel the anisotropy of
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the orbital charge distribution. Expressed differently,
the effective angular momentum vector is not 100 per
cent spin, but rather arises to a small extent from
asymmetrical orbital whirling charge distributions.

The anisotropic exchange of lowest order has what is
usually called a pseudodipolar structure, z.e., a depend-
ence on angle similar to (I1), but with a different con-
stant of proportionality, so that one has coupling of the
form

(IV)

2

Z (';,'(r,-i) [S."S, -3

1>

_(Si_'fii)(si 'hf)_]
ri; ’

The factor of proportionality C;; in (IV) differs from
that of g282/r:% involved in (11) in two notable respects:
(1) it is larger at small interatomic distance; (2) it dies
out rapidly, essentially exponentially with distance.
Thus anisotropic exchange, unlike classical electromag-
netic coupling, is a short-range affair.

If the material is noncubic, the pseudodipolar coupling
(I1V) undoubtedly is the origin of most of the energy of
anisotropy. In fact, in a erystal not of cubic symmetry,
the most important part of the energy of anisotropy
has maecroscopically the form

Aoy + Bag? + Cuy?,

( - \
(. I\ noncubic/

with A = B if there is axial symmetry. Here o, as, oy are
the direction cosines connecting the directions of mag-
netization with the principal ervstal axes. This is just
the type of angular dependence furnished by (IV) in the
first approximation of a perturbation calculation in
which ¢(IV) is regarded as small compared with (I11).
On the other hand, in a cubic crystal, the anisotropy
energy of lowest order is of the form

D(a{"a;,'"’ + (11‘3(\,2'3 + (Y'_’Ql’lsc). (l\ycu\)ic;

In the first approximation, the pseudodipolar potential
(IV) is incapable of giving this kind of anisotropy, for
it is a quadratic affair as regards the way the direction
cosines are involved, and any guadratic form becomes
spherically symmetric when cubic symmetry is imposed.
[However, cubic anisotropy creeps in when one makes a
perturbation development in the ratio C,;;/J;; and con-
siders the second order effect of (1V), hecause a quad-
ratic form raised to the second power becomes essen-
tially hiquadratic in structure. Another way of obtain-
ing cubic anisotropy is to include psendoquadrupolar
interaction of the type

2 Difri)(S, ri XS )

>

(IV")

which results if the effects of spin-orbit interaction are
carried to a higher stage of perturbation calculation
than in obtaining (IV). Either the first order effect of
(IV’), or the second order effect of (IV) is capable of
yielding anisotropy of the structure (IVeuwie) in a cubic
crystal. However, it should be noted that quadrupolar
forces are possible only if the spin of each atom is greater
than 2, and it is not at all clear that this condition is
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fulfilled in ferromagnetic materials with rather low
atomic spin such as nickel.

ORDERS OF MAGNITUDE

The whole problem of ferro- or ferri-magnetism is
simply to determine which spin configuration gives the
lowest free energy, in the thermodynamic sense, when
onc includes simultancously the four energies 1, 11, T,
and IV (or 1V’). Before we discuss this program in de-
tail, it is instructive to compare the ditferent orders of
magnitude of the various types of energy I, H, 111, and
IV. If, following spectroscopists we take the cm=! as the
unit of energy, and normalize results so that they relate
to energy per ferromagnetic atom, the various energics
have roughly the following orders of magnitude

I~10-4, 1I~01, II[~10%3 IV~10cm™.

In estimating (I1), it is assumed that the material has
approximately its maximum saturation achieved at low
temperatures. The estimate (IV) applies only to non-
cubic crystals. With cubic symmetry the relevant esti-
mate in place of (I1V) is

IV .~01 to 1cm™L

In this connection, (IV’) is to be interpreted rather
symbolically as expressing the first order effect of the
true pseudoquadrupolar interaction (I\"), or the second
order effect of the pseudodipolar coupling (IV), as it is
not alwayvs known which of the two effects is the more
important.

The reader may ask whether the estimates in the pre-
ceding paragraph are obtained empirically from experi-
ment or from pure theory. As regards (1) and (11}, the
constants are known theoretically, so that the estimate
is straightforward. The unequivocal determination of
(1ID), (1V), or (IV") from theory would involve calcu-
lation of prohibitively difficult integrals, and detailed
knowledge of atomic wave functions in the solid state.
The estimates (I111), (IV), (IV’) are thercfore based on
the cempirical determination from experiment of the
sizes of constants which are required to give the ob-
served behavior. However, the magnitudes thus ob-
tained are also in accord with the best theoretical esti-
mates that one can make.

T MOLECULAR FIELD AND OTHER APPROXIMA-
TIONS TO THE EXCHANGE FENERGY

The next question is, of course, to what extent the
theory can describe, qualitatively or quantitatively, the
observed magnetic phenomena, helping us to under-
stand what goes on, and perhaps even to predict certain
experimental facts before they are observed. It is im-
mediately clear that since one is dealing with an cigen-
value problem or secular equation of degree 1023 or so,
one cannot hope to solve the quantum-mechanical wave
equations exactly, and must instead resort to approxi-
mations. The first simplification is pretty clearly to
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consider the largest interaction without the others, or in
other words to study the energetic and alignment be-
havior which results when exchange coupling alone is
present, assuming that the exchange integral is positive
and so favorable to ferromagnetic alignment. For this
problem, the most straightforward and intuitive ap-
proach is that which was developed by Weiss some fifty
years ago [8], almost two decades before the advent of
quantum mechanics. The theoretical physicist with an
engineering intuition approaching any coupling problem
is apt to inquire whether the action of the other atoms
on a given atom < can perchance be represented at least
approximately by an effective field. Under such circum-
stances (I11’) is replaced by an expression of the form

—gB L (Si-Houpy)

in obvious analogy to (I} or (I'). Weiss assumed that
the effective field was linear in the magnetization M.
This was an ad hoc assumption in Weiss’ day, which
was inserted to make ferromagnetism a cocperative
alignment phenomenon. Quantum mechanics, however,
furnishes a real foundation for this assumption of
linearity, since (111) or (111') shows that the mean ex-
change potential coupling a spin 17 to its surroundings is
proportional to the expectation value of the spin angular
momentum of neighboring atoms.

It is well to elaborate this point a little as follows.
The instantaneous exchange potential acting on a given
spin S; is by (111')

V= —2IS; D). S; (1)

?

the sum being over the neighbors of 7. The various spins
S; involved in this equation will fluctuate in their orien-
tations with time, but one is tempted to neglect the
fluctuations, and replace the instantaneous positions of
the nearby magnets by their average positions. If it is
assumed that on the average all atoms are alike in their
behavior, we then have

V=— 22]5."(51')111/ 2)

where 2 is the number of neighbors possessed by a given
atom. If the material is magnetized along the z direc-
tion, one can write

(Sidav = (Sihav = 0,  (Sjdav =

where M is the magnetization per unit volume, and N
is the number of atoms/cc. I u; denotes the magnetic
moment gBS; of atom 1, the expression (2) then acquires
precisely the form

M/Ng8

— ugM

assumed by Weiss. The constant ¢ of this so-called
molecular field, which to Weiss was a purely ad hoc
affair, is now seen to have the significance ¢=2Jz/Ng?3?
in terms of the exchange integral J.

The mean alignment of an atom is obtained by
assuming that the various quantum allowed orienta-
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tions S,;= —S§, —(S—1), - - -, S are weighted statisti-
cally according to their Boltzmann factors. Hence we
obtain

M = NgB(S.)av
g8gM )

= NgBS S 3
g8 s( e (3)

where B, is the so-called Brillouin function given by
1 SeSz+ (S — 1)eSDz 4 ... & (—S)e=5=
By = L 5 — 1) (=S)rse

S eSz + e(S—l).t + P + e—Sz

Weiss, living in a classical era, of course had a con-
tinuous rather than discrete distribution of orientations,
and so a Langevin rather than a Brillouin function, but
except for this difference he obtained a formula of the
structure (3). It is indeed a tribute to the genius of
Weiss that he was thus able to develop so fine a phe-
nomenological theory. The first derivation of (3) on the
basis of the exchange mechanism of quantum mechanics
was given by Heisenberg 5] in 1928. He did not use the
device of effective fields, as we have done following
Stoner [9]. Rather he obtained (3) in a more abstruse
but rigorous fashion by assuming that all quantum-
mechanical states with the same absolute magnitude
for the resultant spin of the entire crystal have the
same energy. Actually this assumption is not really
true, but most attempts to correct this error make
matters worse rather than better.

The relation (3) is a transcendental equation which
must be solved for M. The resulting graphs of the mag-
netization as a function of temperature are shown in
Fig. 2, along with experimental points for a variety of
materials. This is a rather old figure, going back over
twenty years, but not much has changed in the mean-
time as regards the comparison between theory and
experiment for the basic ferromagnetic elements Fe, Ni,
Co. Since that time of course a wealth of data has been
amassed on other compounds, such as the ferrites, but
no new basic light as to the degree of validity of the
molecular field model is shed by including them. In
comparing the theory and experiment, it is tacitly
assumed that the magnetization is parallel to the applied
field, in other words that the latter is large enough for
so-called saturation, a question to which we will return
later. It is seen that on the whole, the simple molecular
field theory reproduces remarkably well the trend of the
saturation magnetization with temperature. A word
should be said as to the scale of ordinates and abscissa
in Fig. 2—so-called reduced units are used—i.e., the
magnetization is measured relative to its ideal maximum
My achieved at T=0, and the temperature in terms of
the Curie point as the unit. With such units there is a
law of corresponding states that for given spin quantum
number S per atom, the curve should be the same for
all materials. The values of the spin which work best
are rather low, as is to be expected since the atomic
configurations involved are almost complete shells.
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Inonerespect thereis, however, a discrepancy between
theory and experiment; when the temperature is near
to the absolute zero the deviations of the magnetization
from the absolute value are considerably larger than
given by the molecular field theory. The latter predicts
that these deviations should have a temperature de-
pendence of the exponential form Ae—8/T in this region
whereas actually a power law AT¢ with C~3/2 works
much better.
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Fig. 2—Reduced saturation magnetization as a function of
reduced temperature.

At very low temperatures, however, there is a better
way of calculating the magnetization than that pro-
vided by the quantum mechanical version of the Weiss
molecular field. This better method is the so-called spin
wave theory, first devised by Bloch. We shall not go
into the details of this theory, but simply mention that
for very low temperatures, the relevant eigenvalues of
the energy can be calculated almost exactly.

The most famous and important result of the spin
wave theory is that the magnetization should approach
its maximum value Afy achieved at T=0 in the fashion

My— M = AT

where a is a constant depending on the lattice-geometry
(simple cubic, body-centered cubic, etc.). This predic-
tion is confirmed pretty well by experiment, but the data
are not accurate enough to settle definitely that the
exponent is 3/2, rather than say 7/4 or 2. The experi-
mental difficulties are not primarily cryogenic in char-
acter. For purposes of magnetic experimentation the
unit of temperature is essentially the Curie point, which
is quite high (~10%°K) in most magnetic materials,
including the ferrites. Thus temperatures which we
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class as very low are not exceedingly small by ordinary
standards. If measurements arc available down to
liquid air temperatures, the extrapolation to T'=0 is
relatively short.

There is another temperature region besides that
near the absolute zero where there is a better method of
calculation than that provided by the molecular field
model. This other region is that above the Curie point.
Here the improved method of approximation is the so-
called Bethe-Peirls-Weiss one [10}, which is essentially
a scheme wherein the interactions inside a cluster are
treated rigorously, and those with atoms outside of it by
means of a molecular field scheme. The B-P-W theory
predicts that the reciprocal of the susceptibility should
be approximately a linear function of the temperature,
but with rather different constants than furnished by
the simple molecular field theory. In my opinion, the
formula 1/x=a+bT of the molecular field theory for
the susceptibility x above the Curie point is usually
taken more literally than it should be, and attempts
to deduce information concerning magneton numbers,
etc. from this formula should be discounted, inasmuch
as higher approximations will cause curvature in the
graphs of 1/x vs T. The straight line which gives the
best approximation to the actual curve may be quite
different from the first term of the development.

THEORETICAL CALCULATION OF THE ENERGY OF
ANISOTROPY 1V

After these attempts, in one way or another, to cal-
culate the effect of the main, or exchange part of the
energy, the next thing is, of course, to include the energy
of anisotropy. This part of the problem we shall not
discuss in any detail. As we have already indicated, the
anisotropic exchange mechanisms of quantum me-
chanics give the proper directional dependence of the
encrgy of anisotropy—not too surprising, for agreement
is more or less dictated by the crystal structure. .\ more
crucial test of the theory is whether it gives the proper
dependence of the anisotropy on temperature. The
theory has been fairly successful for iron. Here the
pseudoquadrupolar model gives under certain condi-
tions an anisotropy varying as the 10th power of the
ratio of the magunetization to that at T =0, in fairly
good accard with experiment {11]. In the case of nickel,
no explanation has yet been found for the more rapid
variation, approximately as the 20th power of this
ratio.

DoMAIN STRUCTURE CAUSED BY THE CLASSICAL
DiroLAR INTERACTION 1]

The interactions which we have included so far are
able to explain the existence of preferential directions
of magnetization, but they are completely inadequate
to describe the hysteresis and other phenomena associ-
ated with aligning the magnetization parallel to the
applied field. All processes would be reversible until
the elementary magnets are all rotated past a common
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shoulder associated  with the direction of hardest
magnetization, and this would require a large field
whose Zeeman energy was comparable with the cnergy
of anisotropy, whercas actually irreversible processecs
are found even in very weak ficlds. The difficulty is that
with the mechanisms 1 and IV alone present, (along
with the energy due to the applied field) there is no
reason why the average positions of all the clementary
magnets should not be parallel throughout the entire
crystal. Actually we need some mechanism which will
provide small domains of magnetization; the clicks in
the Barkhausen effect are, for instance, signals that a
small domain is turning over—if we had one big mag-
netic domain for the entire crystal, the Barkhausen
cffect would not be a succession of clicks, but rather
one big bang wherein the entire crystal goes over the
top into the direction of easy magnetization. The requi-
site. mechanism is, however, provided by the old-
fashioned nineteenth century electromagnetic inter-
action between dipoles. We have already pointed out
that this is a long range coupling, and that as a result
it is energetically unfavorable for dipoles to be aligned
perpendicularly to the bounding surfaces of the speci-
men. In consequence, a lower energy is achieved when
the direction of magnetization is different in different
small regions, called domains.

We shall not go into the question of the particular
domain sizes and geometries which lead to the lowest
energies. This subject was first properly investigated
by Landau and Lifshitz [12]. A typical domain struc-
ture for a uniaxial crystal is shown in Fig. 3. Notice
that the magnets near the surface are parallel 1o it
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Fig. 3—Schematic domain structure for a uniaxial crystal.

The whole point of the argument is that an arrangement
such as that shown in Fig. 3 gives a lower cnergy for
the sum of the three energies [T, 111, and 1V than does
one of completely parallel alignment, for the improve-
ment in the classical electromagnetic energy more than
offsets the less favorable exchange energy 111.

Most readers are, | am sure, familiar with the powder
patterns obtained by Bitter, Elmore, and Williams
which provide photographic evidence of the existence
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Fig. 4—Powder pattern (retouched) obtained by Williams in Si-Fe
crystals, corresponding to the situation sketched schematically
in Fig. 3.

of the elementary domains. Fig. 4 shows the observed
pattern corresponding to the prediction sketched in
Fig. 3. The trick used to obtain the powder patterns
is to place a colloidal suspension of finely divided ferro-
magnetic material on the surface of the ferromagnetic
specimen under study. The colloidal particles scttle
on and so delincate the domain boundaries, where they
are attracted by the very strong local magnetic fields.

It may at first sight scem that the domain structure
should disappear if the specimen is large enough, for
it only takes place in order to reduce the dipolar encrgy
associated with the bounding surfaces. However, be-
cause the dipolar interaction dies down only as 1/r3,
its repercussions even at the center cannot be elimi-
nated by inereasing the size of the sample,

The domain structure seems to account quite well
for the various phenomena of hysteresis, remanence,
etc. [13]. When an applied field shifts the direction
of magnetization, this readjustment can be achieved
in cither of the two wavs shown in Fig. 3—by rotation

Fig. 5—Fundamental magnetization processcs.

of the magnetization in a domain of given size, or by
expansion of the domains wherein the magnets happen
to be situated favorably, i.e., more or less parallel to the
field, and contraction of those domains in which the
magnets are unfavorably situated. The second of these
processes is usually the more important, and of course
involves migration of the domain bouadarics. Some
readers may even have seen the Bell Telephone lLabora-
tories” motion pictures of the migrations of these Bloch
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walls. The speed of migration observed in these movies,
incidentally, agrees very well with theoretical esti-
mates [14]. The pictures, both still and moving, of the
domain structure provided by the powder pattern
photographs are undoubtedly one of the most spectacu-
lar developments in magnetism in the past quarter
century, but it should not be forgotten that half a
century ago Weiss predicted the existence of micro-
domains, at least in a qualitative way, from his molecu-
lar field theory. The domain properties have great
technological importance. High coercivity is obtained
by suppressing the possibility of boundary displace-
ments. The suppression may be achieved by using fine
powders, or as in Alnico V, by making the material
heterogencous by precipitating a second metallurgical
phase. High permeubility, on the other hand, is ob-
tained by using very pure and homogencous substances.

Except for distortions by the applied field, the mag-
nets in ecach of the elementary domains are on the
average aligned parallel to one of the directions of casy
magnetization. There may, for example, be two such
directions (inclusive of sense) in a uniaxial crystal, and
six or cight in a cubic one. So far we have given the im-
pression that the walls separating these different do-
mains are infinitely thin. The energy of anisotropy
would indeed be a minimum if the boundarics between
them were infinitely sharp. However, the exchange
energy is more favorable if the transition is gradual,
as shown in Fig. 6. The reason for this is essentially

Fig. 6—The Bloch wall.

that the exchange energy HI of two adjacent spins
differing in orientation by a small angle 8¢ is, propor-
tional to —cos 80 and hence to —143(80)? if s0K1.
If only the coupling between ncighbors is important,
the price paid in increased exchange energy for chang-
ing the direction of magnetization by a finite amount 6
can be made as small as we please by distributing the
transition over a sufficiently thick laver, for if there
are n atoms in this laver the price is of the order
T 2.(0/n)2~J0%/n. On the other hand, in the region of
transition, there will be spins, especially those near
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the middle of this region, for which the cnergy of
anisotropy is unfavorable, corresponding to directions
of hard magnetization. The thicker the transition layers,
the greater, therefore, will be the price paid in the way
of unfavorable energy of anisotropy. There is evidently
an optimum thickness for the transition region, or
Bloch wall, which is the best compromise between
minimizing the exchange energy and that of anisotropy.
We shall not discuss the details of the theoretical esti-
mates of the thickness of the Bloch wall, and simply
mention that they are in accord with experiment [13].

DIFFICULTIES IN THE THEORY OF FERROMAGNETISM

At this stage the reader has probably been given a
quite optimistic impression that evervthing connected
with the theory of ferromagnetism is in order. This is,
however, not really the case, and the cynic can find
much to deprecate. In the first place, it is not proved
that the exchange integrals are positive, as assumed by
Heisenberg. Instead the usual valence rules of chemis-
try correspond to negative exchange integrals, wherein
the configuration of lowest energy is one of antiparallel
rather than parallel alignment.

Another objection to the calculations of exchange
energy which we have outlined is that they are based
on the so-called Heisenberg model. Actually this model
does not correspond to the physical situation which
exists in a ferromagnetic conductor. 1t assumes that
all atoms have the same spin, and, if we disregard the
deviations of the g factor from 2, the saturation mag-
netization at T=0 should be an integral number of
Bohr magnetons. (The spin quantum number can, to
be sure, be either a half or whole integer, but becomes
an integer in any case when multiplied by g=2.) In
fact the saturation magnetization in nickel, for example,
is about 0.6 of a Bohr magneton. This indicates that,
on the average, 60 per cent of the nickel atoms have
lost one of their d clectrons from the closed shell d'° to
s conduction bands. Some of the nickel atoms are thus
in the configuration d'° and others in d° or perhaps
d8, d’. The atoms are thus not all alike in their spin
quantum number, contrary to the tenets of the simple
forms of the Heisenberg model. \What is more, the
process of electron conduction, to the extent that the
d electrons participate in it, makes the various lattice
sites continuously change their configuration. The
actual situation is thus far more complex than con-
templated in the Heisenberg model, and almost im-
possible to grapple with mathematically in any rigorous
way. One limiting type of approximation has been
introduced by Stoner [15]—the so-called collective
electron model. Here the d clectrons are treated as
essentially completely free and in a conduction band.
This model at least has the merit of something which
can be calculated definitively. One of its predictions
is that the saturation magnetization should approach
its limiting value at 77=0 in the fashion Mo(1 —b17%)



1256

rather than My(1 —aT¥?) as with the Heisenberg
model; the latter seems to agree rather better with
experiment in this respect, though the measurements
are not unequivocably decisive. In my opinion [16],
however, the approximations made in the Stoner model
of neglecting inter-electronic repulsions, or the energy
of ionization, so that even configurations like d8, d7, are
allowed to occur, arc even more unrealistic than those
of the Heisenberg model. The truth undoubtedly falls
between the two, and is too difficult to calculate with
very much success. Almost every theoretical solid-
state physicist has his own particular dogma regarding
which type of approximation is best; it is not appropriate
for us here to enter into these controversies.

NEEL'S THEORY OF FERRIMAGNETISM

If we were to stop here, we would be ending on a note
of partial defeatism, but at this juncture we can happily
recall that this is a conference on ferrites rather than
ferromagnetic materials in general. This limitation is
most fortunate. Enginecers will tell you that the good
thing about ferrites is that they are nonconducting,
though ferromagnetic. This is precisely the same prop-
erty that makes ferrites attractive materials to the
theoretical physicist. Of course from a practical stand-
point, the advantage of the nonconductivity is that
it reduces eddy current losses, but to the theoretical
physicist the boon is that one does not have to worry
about electron transport from one ion to another, and
the Heisenberg model is really relevant provided one
generalizes it to allow different types of lattice sites
to have different spin quantum numbers. The diffi-
culty of nonintegral Bohr magneton numbers does
not arise, and what is more, the worry about the sign
of the exchange integral does not enter. So far 1 have
doubtless given the impression that a positive ex-
change integral is a necessary condition for ferro-
magnetism, This stipulation, however, is only essential
as long as all atoms have the same spin. If two atoms
of unlike spin are antiparallel, there can be a resultant
magnetic moment, and an exchange coupling which
favors an antiparallel short-range order can lead to
an outstanding magnetic moment, as shown symbolical-
ly in Fig. 7. Néel [17] first proposed this type of
—— — —p

- — — — “— —> >

(a) (b) (©

Fig. 7—(a) Ferromagnetism, (b) antiferromagnetism, and
(c) ferrimagnetism.

mechanism, wherein ferromagnetism can occur even
when the exchange integral has the normal negative
sign associated with chemical valence rules. He also
suggested the name ferrimagnetism for it, a happy
suggestion as the ferrites are the prototype case, though
there are doubltess other materials of this character.
Ferrimagnetism is thus a special kind of ferromagnetism
and differs from antiferromagnetism in that the op-
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positely aligned moments are of different magnitude
and so do not compensate. It may seem that so far in
discussing ferromagnetism in general rather than ferri-
magnetism, | have been rather too general in the scope of
this paper. However, the various general energetic con-
siderations, etc., which I have presented apply perfectly
well to ferrites. Also the various mathematical methods
of approximation, such as the molecular field, etc., are
even more appropriate in ferrites than in conventional
ferromagnetic materials with positive exchange inte-
grals. In an issue of the Physical Review only a few
months ago, Smart [18] has extended the Bethe-Peirls-
Weiss approximation to ferrites. The spin-wave theory
can also be employed at low temperatures [19], with
more assurance as to the physical correctness of the
model used than in most ferromagnetics (but somewhat
greater mathematical complexity and less numerical
accuracy because of the high degree of degeneracy
associated with a given value of the resultant crystal-
line magnetic quantum number). In particular, the
saturation magnetization should still approach its
maximum at 7=0 in the characteristic spin-wave
fashion Afy(1 —aT??). The experimental evidence on
this point is not too conclusive, but a better test of the
theory is that the exchange specific heat obeys the
T3 law also predicted by theory. This has been con-
firmed experimentally by Kouvel [20] in certain ferrites.
The prediction cannot be tested in conductors, as
there the specific heat arising from exchange coupling
is masked by the much larger so-called electronic spe-
cific heat associated with conduction bands.

Some relatively simple considerations suffice to pre-
dict the effective magneton numbers or saturation
magnetization at T =0, for the ferrites. These ma-
terials have the so-called spinel structure, wherein for
the cations there is one so-called 4 site, and two so-
called B sites per ferrite molecule FesOy. (The molecule
does not really exist as a separate entity, and instead
the fundamental unit is the unit cell containing eight
such molecules; the factor 8, however, is irrelevant for
our discussion.) In this molecule there are two ferric
ions and one ferrous, and the natural assumption one
would make is that the ferrous ion is located on the
single A site, and the two ferric ions on the B sites.
Néel, however, proposed the so-called inverse structure,
wherein the 4 site has a ferric ion, and the B sites
contain a ferric and a ferrous ion. This hypothesis is
unequivocably required to explain the magnetic prop-
erties, and is not so bold as it seems, for as far back
as 1931 Barth and Posnjak [21] showed from X-ray
data that the inverse rather than normal structure was
possessed by MgFe Oq;hencebetter written Fe(MgFe)O,.
No X-ray measurements on Fe;Oy regarding this point
are possible, as there is no appreciable difference in
scattering power between Fet* and Fett+. Néel
furthermore assumed that the A-B exchange interac-
tions (i.e., the coupling between atoms on 4 and B
lattice sites) are stronger than those of the A4-4 or
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B-B category. Furthermore, an A atom is surrounded
by muany of the B variety, and the geometry of the
lattice is such that the spins of the atoms on the 4 sites
cannot be antiparallel to those of the neighboring atoms
on the B sites unless the 4 atoms are all mutually
parallel, pointing say N., and those of the B atoms all
pointing in the opposite direction, e.g., S. The situation
is illustrated schematically in Fig. 8, which also in-
cludes the antiferromagnetic ferrite ZnFe.O, to be
discussed later as an illustration of the normal spinel
structure. Actually the lattices have a complicated
three-dimensional geometry rather than the linear
structure sketched in Fig. 8, but the division into two
categories of lattice sites is preserved.

¢ — S
Znn Fe+++Fe+++ Zn” Fe*“ +:—+ NORMAL
— — — = -
F__e+++ Fen Fe+++ Fe+++ Fe” Fe*” INVERSE
NI —
A B A B

Fig. 8——Schematic illustration of magnetic alignment in
normal and inverse spinels.

The spins of the Fet+ and Fet** jons are respectively
2 and 5/2. According to the Néel model shown in
Fig. 8, the saturation magnetization per molecule of
Fe 04 at T =0 should hence be

5 5
g [(2 - —2-) - —2-:| ~ 4 Bohr magnetons.

The observed value is 4.2.

The ferrites Fe(MnFe)O, and Fe(Nike)O, differ
from FezOy in that the ferrous ion is replaced by Mn++
or Nit*, The spin quantum numbers of the NMn*+ and
Ni** ions are respectively 5/2 and 1. If in each case the
inverted structure is assumed, the saturation moment
at T'=0 should be

8 & 5
g [(—;-}- 7)———2—] ~5 Bohr magnetons for Fe(MnFe)O,

5 5
g[<—2—+ 1>——2—] ~2 Bohr magnetons for Fe(NiFe)O,

The observed values are respectively 5.0 and 2.3. The
discrepancics between theory and experiment, here
and in Fez04, are seen to be small, and furthermore,
practically disappear when allowance is made for the
fact that the g factor of the divalent ion is slightly
greater than 2.

Experiments in which varying amounts of zinc
are substituted for iron in Fe;O, are most interesting.
The Zn** ion is in an S state, and has no magnetic
moment. It is known from X-ray data that ZnFe;O,
has the normal spinel structure (divalent Zn on A4
sites; trivalent e all on B sites). Hence it is natural to
suppose that when a Zn ion is substituted for a Fe**
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ion, the Fett+ jon takes the place of a Fet* in the B
site, and the Zn ion occupies the 4 site. In a sample in
which on the average there are f Zn atoms per molecule,
one would expect—according to this picture—the
saturation moment to be

gl2(1 — &) + 5t) ~4 + 61,

Bohr magnetons

0

0
g 02 0.4 06 0.8 70
?

Me¥ Fe3 O 20 Fep0,

Fig. 9—Dependence of saturation moment per molecule for various
ferrites on concentration of substituted zinc ions.

Fig. 9 [21] shows that this prediction is confirmed for
small values of £. Here the dashed line gives the moment
to be expected from this formula, including allowance
for the deviation of the g factor from 2. The analogous
experiments in which Zn is substituted for the divalent
ion in Fe(MnFe)O, and Fe(NiFe)O, are also included.
The formulas for the dashed lines are respectively
545t and 248¢ if g=2. The failure of the saturation
moments to follow the theoretical straight lines except at
low values of the mixture parameter ¢ is readily under-
stood. If we assume that the normal sign of the ex-
change integral holds throughout, the various atoms
on the B sites would like to be antiparallel to their
neighboring B atoms, but are constrained to take up
an unfavorable parallel B-B alignment in order to have
the predominating A-B bonds antiparallel. The over-
whelming importance of the A-B bonds, however, ceases
to be a factor when many of the 4 sites become filled
with nonmagnetic Zn atoms, which give no exchange
coupling. Ultimately, if the value of ¢ is sufficiently
large, a situation is reached whercin the B atoms prefer
to be mutually antiparallel, and so antiferromagnetic,
rather than parallel, in order to minimize the B-B
rather than the weakened A-B exchange interaction.
The zero magnetization observed experimentally when
all the divalent ions are replaced by Zn is explained.
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Experiments have been made by Maxwell and Pickert
[23] in which ferric ions are replaced by Al*++ or Gat++
ions (both in nonmagnetic S states). The results are
shown in Fig. 10. They indicate counclusively that the

40 .
[, _LsLore FoR 6g*
/ IN A SITES
/ }
A L NiO-Fe 2-t Gd.t 03
L—"T (ANNEALED)

i
(=]
S~

yd

-T ‘-A-'A~‘\
-
‘ N
fd N

NiO-Fe,.q Gay Oy v
(QUENCHED)
|

n
o

N‘O'F°2-t Al, Oy

I
\
v, .~ (QUENCHED)
A\ Y
\
N
AN
\ \ NiO-Fey., Al, Oy A
N (ANNEALED) N
) y'}( i
~
X
T \<§ N
) I =
SLOPE FOR Al"\\ ,J/
—

IN B SITES
0 0.5 1.0 5 20
t

Fig. 10—Variation of po with composition for NiO-Fe._Al/O; and
NiO;F(t:az_,Ga,(); anncaled at 1°/min, quenching carried out from
1410° C.

o

|

Mo Bohr MAGNETONS PER MOLECULE

-0

Al atoms go primarily into the B sites, thus lowering
the magnetization, and the Gat*+ into the 4 sites,
hence raising it. The crossover from a positive to nega-
tive ordinate for a critical value of ¢ in the case of
Fe(AlFe; ,)Oqis to be ascribed to the fact that for small
values of ¢, the magnetic moment of the B sites is
greater than that of the 4 sites, whereas for values of
¢t greater than the critical crossover value, the reverse
is true. The atoms on the 4 sites go over from a mutual-
Iy parallel to a mutually antiparallel arrangement
when most of the B sites are magnetically vacant, and
so the saturation moment of FeAl:(O)4 is 0 rather than
(5/2)g. The reason that the anncaled specimens con-
form more closely to theory than do the quenched
is that slow cooling is necessary in order to insure the
proper equilibrium distribution between the 4 and B
sites.

All told, the saturation moments of the various
ferrites, and the analogous compounds with varying
amounts of magnetically inert substituents conform
very well to the predictions of theory. To the engineer,
the ferrites appeal because of their combination of
ferromagnetism and electric insulation. In closing 1
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should like to stress that the ferrites are also most
satisfactory and agreecable materials to the theoretical
physicist as well, because they provide such a beautiful
confirmation of Néel's simple and e¢legant concept of
ferrimagnetism.
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Rdagnetk:l{esonance in Ferrites®
NICOLAAS BLOEMBERGENT

Summary—Ferromagnetic resonance in ferrites is reviewed. The
concept of tensor permeability, the influence of magnetic anisotropy,
demagnetizing fields, and damping mechanisms are discussed. Spe-
cial consideration is given to coupled magnetic systems and the be-
havior in ferrites with compensation points. The general theoretical
results are compared with a few illustrative examples. The behavior
in polycrystalline mmaterial, g-value, line width, and anisotropy as a
function of temperature and external magnetic field are outlined.

INTRODUCTION
THE EQUATION of motion of a system with

angular momentum J and magnetic moment M

in a magnetic ficld Hg is given by the condition
that the rate of change in angular momentum is equal
to the torque acting on the system,

J =M X He (1
A and J are proportional to each other

M=x]=—-—] @)
2me
where g is called the gyromagnetic ratio. 1f Hege consists
only of a constant field which may be taken in the z-
direction, a solution of (1) is a uniform precession of M
around the direction of H with an angular frequency

Wy = Yllz.eff (3)
0
4
I"\
AN ‘M\o\,
M(A8,A4)
! ‘,Hrf

Fig. 1—DPrecession of a magnetic gyroscope in a static field and a
small rotating magnetic field. The direction of the effective static
field in genera! does not coincide in direction and magnitude with
an applied field. The torque produced by the rotating magnetic
field balances the damping torque.

This is illustrated in Fig. 1. For a free electron the nu-
merical value of v is 1.76X107 sec. oersted='. The spin
precesses with a frequency 28,000 mc in a field of 10*
oersted. In the absence of damping the magnetization

* Original manuscript received by the IRE, May 21, 1956. Pre-
sented at Symposium on the Microwave Properties and Applications
of Ferrites, Harvard Univ., Cambridge, Mass., April 2—4, 1956.

t Harvard Univ., Cambridge, Mass.

would precess indefinitely with the apex angle A8 which
it happened to have at =0. Damping will tend to align
the magnetization vector with H, e The damping
torque may be counteracted by a torque exerted by
time-dependent magnetic field components. Consider,
e.g., a field which rotates with the same frequency (3)
as the free precession of the magnetization. This pro-
duces a torque which is in resonance with the motion.
The problem has a close resemblance to that of a driven
harmonic oscillator. Two phenomenological forms of
damping have been used, each having some merits.

M= v(MXH) — -l%l— MX(MXH) (LL) ()
P M-M, |M| H i
=~(M X H) — - — (B) ()

T l lll T

The L-L type damping was introduced by Landau and
Lifshitz [i1]. Sometimes A| M |? is written instead of
ay .‘l[l . The B-tvpe damping was introduced by Bloch
[2] and applied to ferromagnetic resonance by Bloem-

bergen [3]. IFor convenience the same relaxation time
r is used in all three component equations. The x- and
y-components of the last term were omitted in early
work, but are of no consequence near resonance. These
components take account of the physical fact that the
magnetization relaxes exponentially to the equilibrium
orientation given by the instantaneous magnetic field,
rather than to the static direction 1, .s. This fact has
been recognized by various authors [4] and should not
be overlocked when working far away from resonance
or in small static fields. Otherwise negative absorption
would result for magnetic fields rotating in a sense oppo-
site to the free precession. M, is the magnitude of mag-
netization in thermal equilibrium with the lattice in the
presence of the field H. For L.-L damping I M| is a con-
stant of the motion and must retain the magnitude it
had at the beginning of the experiment.

Take the z-axis in the direction of the static effective
field. In addition to the component H, ¢ there are three
time dependent components et and hye™t and h.ei!.
A steady state solution can be obtained in the form

b=|T||-A=h+4mm = |1 +4xx|-h (6

expressing a linear tensor relationship between the time
varying components of magnetic induction and mag-
netic field. To obtain this relationship, terms quadratic
in the time varying components (m.?, m.h,, etc.) have
been neglected. This is permissible if the time varying
components are small compared to the static compo-
nents kg, hy, b KII, o51, and m,, my, m,<LAMo,. In this ap-
proximation the L-L damping and B-damping become
equivalent, provided one takes
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N R,
] ot =3

Perhaps the relaxation time 7 is more nearly independent
of frequency and external magnetic field than the damp-
ing parameter « (or A).! The complex permeability ten-
sor is given by

#/ "“jl‘-” _](k/ —jk”) 0
Tl = |[+ik = &) W —jw’ 0 (7
0 0 1
with
[( —wtwo)wor®+1 (w+wo)wor2+1:' (82)
(—orteiritl | (ote)titl
ey M.T Wt | wT :I (8b)
S 700 A RN Ry SRS PR
M, [(—otwo)wer?+1  (wtwp)wor?+1
k=2 _— ——-———————:I (8¢)
I, L (—otw)ir?+1  (0tw)iri+1
M. wT wT
«"'=2r — — :I (8d)
H, L —(wtwo)r?+1 (w+w0)2r?+1
with
Wy = ’YIIJ,eH- (Se)

It can readily be verified that these equations are equiv-
alent to complex expressions given previously by various
authors [6, 7). In the form (8) the contributions from
the two normal modes of polarization (left- and right-
handed circular) are clearly separated. For these circular-
ly polarized normal modes the susceptibility tensor be-
comes diagonal with diagonal elements u 4+ k. Considera-
ble care should be exercised in determining the sign of

p'’ in the complex notation. With u=u’—ju’’ and time
factors +jwt in the exponentials a positive u’’ corre-
sponds to positive absorption. This convention is ad-
hered to in this paper. If a negative time factor —jwt is
introduced for a mode circulating in the opposite direc-
tion, the sign of u’’ should be inverted correspondingly
in that mode. Phase differences in time and in space
(x- and y-direction) should be clearly distinguished at
all times. Errors can be avoided by using the less ele-
gant, but real notation of sines and cosines. In Figs. 2
and 3 the typical resonance behavior of the permeability
is illustrated. The quantity u’ corresponding to dis-
persion and p'’ corresponding to absorption are plotted
as a function of magnetic field for nickel ferrite at
24,000 mc. The off-diagonal elements are responsible for
the fact that the propagation constant of the electro-
magnetic wave will depend on its mode of polarization.
This fact has been exploited by Hogan [6] in gyrator
applications. The measurement of all components of the
susceptibility tensor is discussed by Artman and

! This damping constant A should not be confused with the con-
stant for the exchange field A used later in this paper.
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Fig. 3—The real and imaginary part of (u'+«’, u’’+«’’") of one com-
ponent of the diagonalized premeability tensor near resonance.
The deviations from the drawn theoretical curves are probably
due to the polvcrystalline nature and size of the material used
(Artman and Tannenwald, [9]). The other dlagonal com onent,
for a circular polarization in the opposite sense, u’ —«' —j(u’’ —x’’),
is small and nearly constant as a function of applied field.

Tannenwald [8]. The linear relationship between b and
h given by (6), (7), and (8) should be combined with
Maxwell's equations and the appropriate boundary
conditions for electromagnetic waves to obtain solutions
in a ferromagnetic medium. The propagation constant
of an infinite plane wave will depend on the direction
of propagation with respect to H, e, and on the mode
of polarization. The method outlined above is due to
Polder [5]. Numerous applications [6-10] of this pro-
cedure have been made to engineering problems involv-
ing microwaves in ferrites and ferromagnetic metals.

It is the purpose of this review to analyze which con-
ditions are necessary for the phenomenological suscepti-
bility tensor description to be valid, and what factors
determine the magnitude of the phenomenological
constants vy, H, o1, Mo, 7 Or a.
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Shortly after the experimental discovery of ferro-
magnetic resonance by Griffiths [11], Kittel [12]
pointed out that I7, . in ferromagnetics may be very
much different from the externally applied dc magnetic
field If,. The cffective field contains contributions from
demagnetizing ficlds, magnetic anisotropy, magneto-
striction, spin exchange interactions. The situation at
the end of 1950 is well described in the review papers
of Kittel [13] and Van Vleck [14]. A later review stress-
ing the experimental situation has been written by
Reich [15]. In the present paper emphasis will be
placed on the developments since 1950,

A basic assumption in this introduction has been that
the ferromagnetic system can be described by a single
macroscopic magnetization vector. This is frequently
not warranted. In ferrites ferrimagnetism occurs, and
it seems appropriate to introduce at least two maguetic
subsystems in each domain as has been done in a de-
scription of their static magnetic properties by Néel
[16]. If the external field is not high enough to wipe out
a magnetic domain structure, clearly magnetization
vectors should be introduced for each domain sepa-
rately. The motions of magnetization of all domains are
coupled together bv their demagnetizing fields.

QUTLINE OF GENERAL THEORY

The problem of ferromagnetic resonance consists of
two separate parts. First the configuration of static
equilibrium of magnetization must be determined. Then
the problem of small oscillations, or rather gyratious,
around this equilibrium must be considered. The static
problem can already present insurmountable difhiculties.
In zero applied field, e.g., it is equivalent to solving the
complete domain structure. To make a start we shall
assume that the specimen is so small or the external field
so high that we can consider the single erystal as one
domain. The complete Hamiltonian would consist of the
interaction of all clectron spins and orbits with the
externally applied field IT,, the dipolar and exchange
interaction between electron spins, the spin orbit
coupling, and the interaction of the orbits with the
crystalline field. Fortunately it can be shown [17] that
for our purposes this quantum-mechanical Hamiltonian
can be replaced by a classical one which should be
identified with the free energy of the magnetic system.
The time-averaged part of the spin-orbit coupling and
crystalline fields is incorporated in the anisotropy term
and by replacing the gyromagnetic ratio of a free elec-
tron spin by an effective g-value. The time-averaged
dipolar interaction is incorporated in a demagnetizing
ficld and sometimes contributes to the anisotropy. Ifor
one magnetic system the free energy can be written
[18-20] in the case of cubic symmetry,?

2 Most ferrites have cubic symmetry. Although the individual
magnetic jons are in positions with lower symmertry, the average
magnetization of a magnetic subsystem is in a crystalline field with
cubtc symmetry. Certain oxides (e.g. ferroxdures with very high ani-

sotropy) have axial symmetry. The dominant anisotropy terms are
then K]Q;’+Kna".
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The first term is the magnetic interaction with the ex-
ternal field, proportional to the cosine of the angle be-
tween magnetization and field. The second term is the
energy of demagnetization, containing the square of the
cosine of the angles between the magnetization and the
principal axes of the ellipsoidal specimen. The third and
fourth term are the first order and second order anisot-
ropy; ai, oz and a; are the direction cosines of the angle
between the magnetization and the crystallographic
cubic axes of the crystal. The fifth term is the magneto-
strictive energy, a function of the direction of magneti-
zation and the strain. The constants B; and B; are re-
lated to the magnetostrictive constants [20]. The last two
terms represent the exchange energy. In the Weiss ap-
proximation the exchange can be represented by an
effective qeld AM. The last term is very large and is re-
sponsible for the existence of ferromagnetism. Curiously
enough it is of no importance in our present problem of
finding the equilibrium direction of magnetization, since
it does not depend on the orientation.

The free energy (9) must be minimized. In general
this problem is equivalent to solving the domain struc-
ture [20] In case of a single domain M may be assumed
uniform throughout the sample, VXM =0. Polar angles 8
and ¢ detining the direction of M with respect to a fixed
coordinate system are introduced, as illustrated in Fig.
1. All angles occurring in (9) should be expressed in
terms of # and ¢. The equilibrium position is found by
putting dF/80=01/8¢ =0. Often several solutions are
found and one should take one corresponding to a stable
cequitibrium, where F is a minimum. It is not always
necessary to take the position corresponding to the
absolute minimum.

After the solution to the static problem has been
found, the motion of the homogeneous magnetization
with small deviations A8 and A¢ from the equilibrium
position is investigated. The equations of motion
become

. a o
Twy 1A sin A0 = dp+ —— N9 (10a)
9¢° agal
jwy=! M sin 02 T iy (10b)
—jwy~ sin e — Af. )
e e T aeon an°

The exponential time factor exp(jwt) has been dropped.
The derivatives must be evaluated at the point of stable
equilibrium 6y, ¢¢. The set of homogeneous equations for
Af# and Ag has a solution if

(Masin gt [021? QU (0‘-’1* )2]112
w = W = Y sin - — ——
’ a6° 3¢*  \909¢

(11)

For the special case 8 =0 one may need to re-examine this
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procedure. The other sign of the square root does not
give a new solution. Inspection of the solution reveals
that the relative sign of A8 and A¢ is inverted, when the
sign of wo is changed. The magnetization precesses al-
ways in the direction determined by the sign of . Look-
ing in the direction of the effective field the spin will
rotate clockwise when « is negative. This is the case for
electron spins. Eq. (11) gives the proper or resonant
frequency of the system. The resonant mode is in
general elliptically polarized.

The procedure outlined above was found independ-
ently by Smit [19], Suhl [21], and Zeiger [22]. It can
readily be extended to two or more coupled magnetic
systems. Express the free energy as a function of the
orientations 8,, ¢. of the nth magnetic subsystem. Find
the equilibrium position by putting the first derivatives
equal to zero. Set up a system of 2N simultancous
homogeneous equations of the Af,, A¢p, of the N sub-
systems. The N proper frequencies, corresponding to N
resonant modes are given by the roots of the equation
of degree N in w?, formed by the characteristic deter-
minant of the problem. Applications of this procedure
will be described below.

Asin the introductory section, damping terms and the
radio-frequency driving field must be added to calculate
the permeability tensor. The addition of the driving
field to (10) will lead to inhomogeneous equations, and
My and My can be solved in terms of h,=hg and hy=h,.
Since the problem in general has no longer axial sym-
metry around the direction of e, the permeability
tensor will not in general have the symmetrical form (7).
If the z-axis is chosen in the direction of the magnetiza-
tion, the last row and column will still be the same as
in (7). For two or more magnetic subsystems, with dif-
ferent orientations of A, the susceptibility tensors
should be referred 1o one coordinate system and then
added. This will give rise to a permeability tensor of the
most general form. In a polverystalline material one
should take an appropriate average over all domains
occurring in the specimen. An effective permeability
tensor for the polycrystalline specimen can be defined
which has of course the symmetry properties of (7). Such
averaging procedures have been carried out theoretically
by Park [23].

The combination of the susceptibility tensor relation,
Maxwell's equation, and the boundary conditions deter-
mine the solution of the electromagnetic waves in the
material. When the shape of the specimen is ellipsoidal
and its size small compared to the wavelength in the
interior, the problem is reduced to a magnetostatic one.
The rf field inside the body h, may be replaced by
H,—||N||- m where Hy is the exterior rf field and I V|
the demagnetization tensor. The over-all resonant fre-
quency of the specimen depends sensitively on its shape
through the demagnetizing factors. The field acting on
the magnetic moment is strictly not the same as the
interior field A occurring in Maxwell’s equations. One
should make a spherical Lorentz cavity around the spin
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in question and add a Lorentz field —(4r/3)M. The
addition of this field does not change the static problem,
as the static torque 47/3M XM =0. The equilibrium
direction of M, is the same. The dynamical problem of
gyrations around this equilibrium is not changed either.
Using m for the components of the rf magnetization one
hasanadditionaltorque — (4w /3)(m+ M) X (m+M) =0.

It also follows that for a small sphere the relation be-
tween the magnetization and the external field is the
same as the relation between the magnetization and the
internal field in a body of arbitrary shape [8], [24]. It is
useful to introduce an effective permeability tensor to
denote the linear relationship between the magnetiza-
tion and the externally applied rf field Hy outside the
small ellipsoid. The effective permeability may be ob-
tained from the intrinsic permeability given by (6), (7)
and (8). by the relation

Hy=h — ||N|}-m

For a small sphere the intrinsic and effective permeabil-
ity are the same,

Considerable simplification of the general theory re-
sults further, if the direction of magnetization (the
z-axis) coincides with a principal axis of a small ellip-
soidal specimen and lies with the external magnetic dc
field in a plane of crystal symmetry, 02F/300¢ =0. The
influence of the magnetic anisotropy can then be de-
scribed by cffective demagnetization factors N./, N/,
N." which should then be added to the geometrical fac-
tors NV, N,, N.. The effective resonance frequency under
these conditions becomes [12]

wo = [{Ho,+ (M. 4+ N,/ — N, — N.)M,,}
At + (V) + No+ — N — N)YMo} ]2 (13)

For a cubic crystal with the magnetization in the (011)
plane and making an angle 8 with the 100 cubic axis the
anisotropy demagnetizing factors are [25, 26]

»

K,
A\Tz,= (2—5in2 #— 3 sin? 29) —

0

1 K
+-—sin?0(6 cos*8— 11 sin? 0 cos? H+sin*0) 2 (14a)
2 My

3 K,
N)/= 2(1 —2sin?§—— sin? 20>—
8 M
1 K,
——sin®0 cos?6(3 cos?+2) —

(14b)
N/=0.

In noncubic crystals the Lorentz field inside the cavity
is not — (4w/3)M. The effect of this Lorentz field is in-
corporated in the term of the magnetic anisotropy. Fig.
4 shows the variation of resonant absorption with
orientation in a single crystal of MnZn-ferrite.

In should be mentioned that all solutions given here
correspond to a uniform magnetization of the specimen,
both dc and rf-wise. Many other modes with a non-
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uniform magnetization are possible. These will, however,
usually not be excited by a uniform rf driving field of a
small magnitude. We shall return briefly to this question
at the end of this paper. Here only the case of non-uni-
form magnetization due to the existence of domains will
be discussed. This situation will always occur in small
external fields, which are not sufficient to align the in-
dividual domains.

For the determination of the domain structure the
term in V2M which is nonvanishing in the domain wall
is of importance. For our purposes we shall assume the
static domain problem solved and then consider the
motions of the magnetization which is homogeneous in
cach individual domain. The motions of the various
domain magnetizations are coupled through the de-
magnetizing ficlds. Smit [19] has given a lucid illustra-
tion of the procedure to solve the coupled equations of
motion in a hexagonal crystal. The ferroxdure BaFe 40,4
has high crystalline anisotropy with the easy axis paral-
lel to the crystallographic hexagonal axis. The domain
structure consists of plane-parallel regions, separated by
180° Bloch walls parallel to the hexagonal axis. The
situation is schematized in Fig. 5.

Smit assumed that the specimen has a spheroidal
shape of small size, with its axis parallel to the hexagonal
axis. The demagnetizing factors are N, N and 47 —2N.
The equations of motion for the coupled magnetizations
of the two kinds of domains were then solved. The two
resonant frequencies for the two modes of magnetization
are plotted in Fig. 6 as a function of the magnitude of
the dc field, for various orientations of the de and rf
magnetic fields. For high values of the dc field

>

2
Hoy> — — (4 — 3N)M
0 M ( ™ )

only one resonance occurs. The domain structure is then
lost, as the total magnetization is aligned with the ap-
plied field.

Bloembergen: Magnetic Resonance in Ferrites

1263
a.c field L wall a.c. field /wall
1
| | b /+l+ /i
H— | | | ++ /! OoH
| | ! |
| 7O
- — L et &
P N TEN +H+ TN
\ \ / AN
Hes | sy - i L_..\,++(¢_: ) IH

poles on wall
+

©

Ng' =N Ny =ONS"-0 NEam N, nE-0

Fig. 5—Effect of Weiss domain structure on ferromagnetic resonance
conditions. Two resonance modes occur. The upper figures are
parallel to the magnetization and perpendicular to the wall. ‘The
figures in the middle are perpendicular to both the magnetizations
and the wall. The figures at the bottom are in the same position,
but drawn for the entire ellipsoid (J. Smit and H. P. J. Wijn,
fe1)).
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Fig. 6-——Dependence of the resonance frequency on the strength of
the applied magunetic field H, perpendiculr to the hexagonal axis
of Ba F,0y5 at room temperature for various orientations of the
microwave field and of the Bloch walls with respect to the static
field. The values of the angle @ between the Bloch walls and H
are indicated (O, x/2). For H>H 4+ NM the specimen is satu-
rated in the y-direction (J. Smit and H. G. Beljers, [19]).

To determine the shape and intensity of the two
resonances the driving terms of the external rf field and
the damping terms have to be inserted. Fig. 5 illustrates
the case that the rf field is perpendicular to the mag-
netization. If the rf field is also perpendicular to the
wall, the magnetization normal to the wall is continuous
and no demagnetizing effect of the wall occurs. If the
rf field is parallel to the wall, the normal components of
rf magnetization of the two domains are out of phase.
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For rf fields at an oblique angle with the wall, both
modes would be excited.

When the specimen is inserted in a microwave cavity,
the magnetization modes are coupled with the dominant
cavity mode through the electromagnetic field. The
combined coupled system of magnetization and cavity
oscillator should then in principle be considered. Artman
and Tannenwald [8] discuss the removal of the de-
generacy of modes in a cylindrical cavity by a ferrite,
whereas Bloembergen and Pound {27] discuss the damp-
ing associated with the coupling between ferrite and
cavity in more detail.

Artman [28] has solved the normal mode problem for
simple domain configurations in crystals with cubic
symmetry. The method used is the same as Smit's, but
the algebra is considerably more complicated in this
case.

FERROMAGNETIC RESONANCE

In the case of ferrimagnetism the two (or more)
magnetic subsystems are coupled strongly by their
mutual exchange interaction. They are not separated in
space as in the domain problems but are interspersed
throughout the ferrite crystal. Since the exchange
coupling between the two subsystems is so strong, it may
be expected that in many respects it will behave as one
single system. This expectation is borne out by experi-
ment and for many applications the discussion in terms
of a single net magnetization is adequate. Under certain
conditions the ferrimagnetic, rather than ferromagnetic
character becomes evident. It is therefore proper to in-
troduce two magnetizations, with different g-factors,
anisotropy fields, etc., and write down the equations of
motion, following Nagamiya [29], Kittel, and others
[30].

dM;

— = v,(M; X H)).

15:
7 (15a)

Where the effective field acting the 7t subsystem is,
Hi=Hz+ S NM;—N.& 2 M= N, >, My
i i i

—NZ DX Mjy—N/xM,—N,/$M,—N.'2M,, (15b)
7

\s; describes the strength of the exchange coupling be-
tween system 7 and j. N, N,, N, are the gecometric de-
magnetization {actors. The N;' describe the anisotropy
of system 1. For two magnetic subsystems the four ho-
mogencous equations for x- and y-components lead to a
determinantal problem for the proper {requencies, the
solution of which has been given by Wangsness. Since
the algebraic complexity of this solution tends to hide
the physical principles, further simplification of (15)
will be made by assuming all demagnetizing fields to be
zero, except for effective anisotropy fields in the z-direc-
tion +II4 acting on M, and —I1, acting on the nearly
antiparallel magnetization Af. Then the two normal
frequencies of the system are given by
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w=vHo+ 8Hs + $hio(y:M1 + 71M2)
+ [{vla+ 8o} {¥Is + 8o — Ma(y2My — 11M2) 3
+ DN (2 M| + M2V (16)

Here v =1(v1+72), 8=3(y1—72). The constant Ay is a
measure of the strength of the exchange field between
the two systems. For reasons stated earlier [12], the
exchange fields within each subsystem do not occur in
(16). Since a Curie temperature of 600°K corresponds
roughly to an exchange field of 107 oersted, it is proper
to expand the square in terms of IT4/N2 and o/ M.
It is scen that there is one low frequency mode, neglect-
ing small terms in Ay~ ! etc.

w = veur{ I + (M1 — M)(My + M) I (17a)
with

verr = (M1 4+ M) {(My/v)) + (Mao/y2)}~2.  (17b)

In this mode the angle between the two magnetizations
does not change. The ferrite behaves apparently as a
simple ferromagnetic system with an effective ¥ which
is an appropriate average of the vy of the two subsys-
tems. The g-factor may therefore be a sensitive function
of the composition. The other proper mode is at the
exchange frequency.

M, M,
w = yryshe| — + .
Y1 Ye

(18)

Usually this frequency is very high. For a Curie tem-
perature of 600°K the corresponding wave length is
0.0023 cm, in the infrared.

Special situations arise near compensation points. In
Fig. 7the schematicbehavior of themagnetizationina fer-
rite as a function of temperature is sketched. In ferrites
with appropriate composition the magnetization may
vanish at a certain temperature. At this point yes=0.
At a fixed frequency the resonance would seem to occur
at infinite field. Actually the field strength required for
resonance remains finite since the next term in the ex-
pansion in A~! should be taken into account.

Similarly when the angular momentum vanishes

M, M,
Y1 Y2

S| =0

the exchange-frequency mode (18) approaches zero, and
the low-frequency mode moves up. Again the next term
in the expansions should then be retained, but the fre-
quency of the exchanging mode may become low enough
to become observable at the usual microwave frequen-
cies. Fig. 8 shows the moving down of the exchange
mode and the rise in g-factor of the low {requency mode
in lithium chromium ferrite around 57°C., found by
McGuire [31]. An example of the behavior of the low-
frequency mode near the compensation points was ob-
tained earlier by van Wieringen [32] in the same
material.
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Fig. 7—Magnetizations and angular momenta vs temperature for a
two-sublattice ferrimagnetic which has a compensation point
(R. K. Wangsness, [62}).
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Fig. 8—Effective g-values in Ni Fe,., Al,O, as a function of a
composition (T. R. McGuire, [63)).

The discussion should again be made complete by
considering the damping and excitation of the modes.
The exchange mode at high frequencies can only be
weakly excited. If v, =1,, the torque exerted by the rf
field would tend to turn the two systems through the
same angle in each time interval. The relative angle
between the magnetizations, and therefore the exchange
energy, would not change. Detailed calculation confirms
that the intensity of the pure exchange mode is propor-
tional to (v, —<2)?. Near the compensation points S=0,
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the modes become mixed and the excitation conditions
change correspondingly.

Since it is more convenient to find the resonance ex-
perimentally by changing the magnetic field rather than
the resonant frequency, Dreyfus [33] has solved the
determinantal problem as a characteristic equation in
I, rather than w. Such a procedure, however, is not
recommended, as the static equilibrium problem changes
with varying H,. It is unrealistic to assume the magne-
tizations to remain in a fixed orientation. Some spurious
solutions without physical meaning (negative absorp-
tion) resulted, in which the dc magnetization was in a
direction opposite to the applied field.

The condition of static equilibrium should also be
considered with care near the compensation points. This
is all the more true in the case of antiferromagnetism,
where the magnetization and angular momentum are
always at the compensation point. A detailed analysis
of antiferromagnetic resonance, which can be treated by
the same general theory, may be found in an excellent
review article by Nagamiya [34].

THE MAGNETIZATION, g-VALUE AND ANISOTROPY
CoNSTANTS IN FERRITES

The attention will now be restricted to the common
situation in which the resonance mode is given by the
single effective g-value of (17). The g-value would be
equal to the free electron valuc g=2.0023 in the absence
of spin-orbit coupling. In manganese ferrite g is very
close to this value, since both Mn*+ and Fet*+* have
virtually no orbital angular momentum. The same ap-
pears to be true for ferroxdure BaFe; 0, which has only
Fe*** magnetic ions. In nickel ferrites the g-value is as
high as 2.23. In mixed ferrites it will depend upon com-
position and it may also depend upon temperature ac-
cording to (17b). An illustration was given in Figs. 8 and
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Fig. 9—Temperature dependence of the peak heights and effective
g -values for the two modes found near the compensation point
in lithium chromium ferrite (T. R. McGuire, [31]).

9. The g-value should usually be independent of the
external field. Nevertheless measurements at different
frequencies have led to different results, which could
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only be reconciled by the ad hoc introduction of an in-
ternal field [35]. Proper frequency-independent results
are obtained if single crystals of sufficiently small size
are uscd so that the sample is indeed small compared to
the internal wave length. Corrections due to finite size
have been suggested by Miles and Artman.

The largest spurious effects occur in polycrystalline
material of relatively low density [36]. Internal de-
magnetizing fields and perhaps magnetostriction then
cause an apparent frequency dependence of g. A true
frequency dependence of the g-factor may occur in fer-
rites containing excess iron. The g-value may depend
on distribution of Fet™ and Fe*** ions over available
lattice sites. This distribution depends on the magneti-
zation, but at very high frequencies or low temperatures
the distribution mayv not be established rapidly enough
to follow the precessing magnetization [44, 45].

I'n order to measure g, it is best to use a single crystal
in an external field large enough to make a single domain
out of the specimen. The resonance field at a fixed fre-
quency w should then be determined in a number of in-
dependent crystallographic orientations, e.g., with the
magnetization parallel to the [100}, [110], and {111]
direction in a cubic crystal.

If the maguectization is also unknown, experiments
should be carried out for two or more different geome-
tries, e.g., a sphere and a plane, or a plane specimen
magnetized parallel or perpendicular to the surface.
Using the resonance condition (13) in an appropriate
number of ways, g, M,, K;, and K, may be determined.
Care should be taken that the sample is really small
compared to the internal wavelength, is unstrained, is
far enough from the walls of the cavity, and is indeed
magnetized in the direction of the external field I7,.
Otherwise appropriate corrections should be made.
Table | gives some magunetic constants for representa-
tive ferrites at room temperature. Wide variations in
these constants may be achieved by varying concentra-
tion in mixed ferrites and by temperature variation.

TABLE 1

THE CURIE TEMPERATURE, SATURATION MAGNETIZATION, G-VALUE,
ANISOTROPY AND MAGNETOSTRICTION CONSTANTS AT RooM
TEMPERATURE FOR FERRITES

!
5 T 1Q 4z M, (1 '
Ferrite I.(°C) ‘ (gauss) Lett l (erg em=3) | Ao
MnFe.0, 300 | 5200 | 2.00 | —2Xx10° |
Fe Fe,0, 585 | 6000 | 2.06 | —1.1X105 | 80X10-¢
CoFe,0y | 520 | 5000 —1.7X10% | 45X10°¢
NiFe;0, 585 | 3400 | 2.23 | —6.2X10¢
CuFe.0, 455 | 1700 | 2.05
MgFe,0, 440 | 1400 2.08
670 | 3900 | 1.80

l.io_‘;FCz,bO( [ . )

The anisotropy constants are very small near the
Curie temperature, but increase rapidly, about as M9,
with decreasing temperature. There may be reversals
of sign. A typical example is illustrated in Fig. 10. The
anisotropy constants are extremely sensitive to struc-
ture, chemical composition and crystalline imperfection.
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It is hard to reproduce their values, unless crystals are
grown from the same batch. The magnetic anisotropy
constants determined from (13) and (14) usually agree
rather well with those from static measurements. Some-
times discrepancies exist which may have a physical
origin, as the anisotropy may have a frequency de-
pendence [36].
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Fig. 10—Anisotropy constants K; and K, in nickel ferrite as a
function of temperature (D, W. Healy, {26]).

In some oxides the crystalline anisotropy is very
large, with anisotropy fields 2K/ M larger than 20,000
Gauss. Such materials, called ferroxdures, have desir-
able properties for permanent magnet material [37].

In zero magnetic field there is still a finite resonant
frequency due to precession of the magnetization
around anisotropy and demagnetizing fields. In early
papers [38] this was called natural ferromagnetic reso-
nance. In polycrystalline materials there will be a dis-
tribution of resonant frequencies, giving rise to a broad
absorption spectrum, The susceptibility tensor in poly-
crystalline aggregates, like sintered ferrite materials,
should, of course, be calculated as the weighed average
of the susceptibility tensor for the individual domains.
Due to the fields which couple the domains together, an
exact solution is in general not possible. Park [23] has
made rather extensive calculations to obtain average
values for polycrystalline aggregates. These should be
compared with measurements by Brown [39] and
Duncan [40] on technical ferrites.

The natural resonances set a lower {requency limit to
the application of ferrites in nonreciprocal devices. The
differential phase shift devices are based on the differ-
ence in propagation constant for the two modes of
polarization of electromagnetic waves in a medium with
tensor permeability. The difference in the real part of
the complex permeability of the two normal modes of
polarization should be large, but the imaginary parts
corresponding to electromagnetic absorption should be
small to keep the insertion loss of the device low.

One should therefore operate in the wing of the ferro-
magnetic resonance, where the dispersion is still large
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but the absorption small. Preferably one should operate
on the low-feld (high-frequency) side of the resonance
to make the difference in propagation constants large.
This was clearly pointed out by Hogan [6]. One there-
fore requires w >y I+ (1/7). In polycrystalline mate-
rial the effective field will take on values up to

Hepr = (2 - + 4 ‘l[)
Y oft = I .
ff Y Y, 4

This follows from Smit’s analysis of resonance in domain
structure [19]. The natural resonances therefore set a
low frequency limit on the operation of the nonrecipro-
cal device given by

> <2A+2M>+1
©o M " T

Consequently materials with low magnetization, low
anmisotropy and small damping are desirable. The alumi-
num-mangancse-magnesium system combines these
properties to a large extent [41, 42]. (Compare Fig. 11.)
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ig. 11—Loss and rotatory power in a polycrystalline sintered ferrite
for two differert values of the magnetization at 4000 mc. At the
lower value of the magnetization, no resonant absorption in the
demagnetizing ficlds occur. (van Uitert, Schafer, and Hogan, 41]).

Another way to reduce the low-frequency losses is to
apply a large external magnetic field and operate on the
high-field side of the resonance, although this will reduce
the rotatory power of the device. The figure of merit for
this case has been analyzed by Fox [43].

Large single domain ferrite crystals where the losses
due to the natural resonance mode are limited to a nar-
row frequency band, would of course be the best solu-
tion, but such crystals are not yet available.

LiNne WIDTH

Nonreciprocal devices based on selective absorption
of the electromagnetic mode polarized in the direction
to produce resonance will be more effective the higher
the imaginary part of the permeability near resonance.
In this device, as for the differential phase shifters, the
figure of merit is determined by wr, where w is the fre-
quency and 7 the relaxation time. A long relaxation or a
small damping is therefore desirable for ferrite applica-
tion. The phenomenological damping terms have al-
readv been introduced in (4) and (5). If only terms
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linear in H,¢ are considered, as has been done con-
sistently in this paper, there is no difference between the
two types of damping. The L-L term (4a) would always
leave the magnitude of the magnetization invariant,
even for very large I11. The Bloch type damping allows
for a variation of the temperature of the magnetic sys-
tem, which changes the value of | MI . Dipolar coupling
between the elementary spins can in principle produce
this type of relaxation.

The atomic mechanism for the damping is imperfectly
understood although much theoretical and experimental
work has been done. Here only one type of damping
mechanism will be discussed which has been well estab-
lished. In ferrites with an excess of oxygen, where Fe++
ions are present, an increase in damping has been ob-
served by Galt [44] with a maximum near 150°K. A
satisfactory theory has been given by Clogston [45].
For each orientation of the magnetization vector there
is an equilibrium configuration for the Fet+ —Fet*+ jons
on the octahedral sites. This is well known for magne-
tite. As the magnetization precesses, a reordering of the
ions takes place through thermally activated electron
jumps from the Fe*+ to the Fe**+ ions. If the magneti-
zation precesses too fast, the electron jumps cannot
follow. If the magnetization precesses very slowly, the
electron distribution is always in phase. In the inter-
mediate region absorption (damping) occurs, which de-
pends both on frequency and crystallographic orienta-
tion. (Compare Fig. 12.)
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Fig. 12—Damping of ferromagnetic resonance in nickel iron ferrite,

(Ni O)o.75 (FeO)y.25Fe;0; as a function of temperature for three
directions of the magnetization. (Yager, Galt, and Merritt, [44]).

The electron jumps between the Fe-ions are also re-
sponsible for higher conductivity of the oxygen rich fer-
rites. The highest conductivity losses occur again in
ferrous ferrite or magnetite, Fe;O4. For many applica-
tions the presence of Fet* ions should be avoided.

It should be emphasized that this type of damping
through electron redistribution is superimposed on
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another damping mechanism, the nature of which is
still not clear despite large efforts of various authors.

The observed line-width in single crystals of ferrites
ranges from 13 oersted in manganese ferrite [55] to
several hundred oersteds [46]. It should be regarded as
a phenomenological property of the material, which
cannot be accurately predicted. In polycrystalline ma-
terials spurious broadening due to a dispersion of
resonant frequencies is superimposed on the true line
width. This may produce figures of merit lower than
the theoretical limit.

Tannenwald [46] has recently found a pronounced
maximum in the damping of the resonance in Mn-Zn
ferrite at 15°K. Zeiger and Heller have proposed an
acoustical damping mechanism through magnetostric-
tion. This would explain the dependence of this damp-
ing on shape and crystallographic orientation.

Finally a remarkable case of ferromagnetic damping
should be mentioned, although it has only been found
in one metallic specimen, iron-nickel alloy of zero
anisotropy, by Rado and Weertman [47]. Suppose that
no explicit extrancous damping is introduced (7= ).
Then the magnetic permeability as given by (8)
would go to infinity. This would mean that the skin
depth would go to zero and correspondingly the radio-
frequency part of the magnetization would become
very inhomogencous. Consequently there is no justifi-
cation for dropping the term V2M which was one step
in deriving (1) from (9) and (10). The proper procedure
under these circumstances is to use the differential (10)
connecting M or b and h rather than the permeability
relation. This differential equation in combination with
Maxwell's equations should then be solved subject to
the usual boundary conditions plus the additional con-
dition that the net exchange torque on the specimen is
zero. Ament and Rado [48] have shown that in general
three waves propagate into the medium and they have
calculated the corresponding losses. In ferrites this
complicated situation fortunately does not seem to arise
and the V2M term can be neglected.

Hicu PoweER LEVEL AND RELAXATION EFFECTS;
HiGHER MoODES AND SeiN WAVES

An effort to clarify the basic damping mechanism led
to an experiment at high microwave power leve! [49, 50]
in order to study the dissipation of absorbed magnetic
energy. A number of interesting effects were discovered,
which pointed out that some essential features are
missing from the theory developed above.

First it should be borne in mind that the theory
presented so far has neglected terms nonlinear in Il
The equations of motion (1) or (10) are essentially non-
linear in If;¢ and can be solved by successive approxi-
mations for higher harmonies. Terms in IT;? give rise to
a decrease in M, called saturation, and to frequency
components at twice the fundamental frequency. Fre-
quency doubling from a ferrite at high microwave power
level has recently been obtained by Vartanian [s1].
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Another important assumption has been that the
magnetization of each subsystem is homogencous. One
may well ask, why a further division into subsystems
would not be in order. In last analysis each of the N
elementary magnetic spins constitutes a degree of free-
dom and N proper modes may be expected. Such higher
modes in which the magnetization varies periodically in
space and time exist and are generally called spin
waves [52]. They can be derived from (10), if the
VM is retained. The frequency of such a mode, repre-
senting a spin wave with a wave vector k, making an
angle 8, with respect to the magnetization of a body of
finite dimensions is given by

w = [k + (2n¢ + £y sin? 0) k2 4 {2 4+ £ sin®0:]'/?
with

£ = AryM,, 7 = My M,a?, = vHeu

This formula breaks down if the wavelength of the spin
wave becomes comparable to the linear dimension of
the sample. Very recently, Walker [53] has given an
analysis of the low-lying nodes with nonuniform mag-
netization in a spheroidal specimen.

In this paper so far only one mode, corresponding to
uniform magnetization, has been considered. This was
justified, inasmuch as a uniform radiofrequency field
will not excite the other modes. However, if the driving
magnetic field varies appreciably over the region of the
sample, other modes are excited. A large number of
these other modes has been observed recently by White
[54] and by Dillon [55]. These modes depend sensi-
tively on the geometry and may occur both above and
below the ordinary resonance corresponding to uniform
magnetization. Previously, additional side maxima in
the absorption curve had been observed when the sam-
ple size was not sufficiently small. In that case the rf
field is again not uniform throughout the specimen. In
principle all modes, including the short-wave length
spin waves which are not directly excited, are coupled
together through magnetic dipolar interaction. The
strength of this coupling of the uniform mode with other
modes depends on the amount of its excitation by the
rf field. The question, how energy is transferred from
low-lying modes to modes with more rapid spatial vari-
ation of the magnetization and eventually to the lattice
vibrations of the ferrite crystal where it appears as heat,
is extremely interesting both from the theoretical and
experimental point of view. Much current rescarch is
devoted to these questions which will be discussed in
detail in Dr. Suhl's paper.
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The Nonlinear Behavior of Ferrites at High

Microwave Signal Levels
HARRY SUHL#t

Summary—Above a certain microwave signal level, ferrites show
various kinds of anomalies in their power absorption. The conditions
under which these anomalies are observed are shown to coincide
with the conditions under which certain “spin wave” disturbances in
the medium grow to abnormally high levels. This growth is caused
by the coupling of the spin waves to the uniform precession through
the demagnetizing and exchange fields that accompany the disturb-
ances. In the first part of the paper it is shown that the coupling
causes certain spin wave amplitudes to “run away” exponentially with
time when the signal field exceeds a threshold value. This will happen
most readily exactly at resonance and under suitable conditions in a
range of dc biasing fields confined to the low side of resonance.

In the second part, the steady state of the magnetization beyond
the threshold signal is evaluated for one type of anomalous absorp-
tion. It isfound that the uniform precession “saturates” at a value cor-
responding to the threshold signal, and that further increases in
applied power are diverted into a narrow range of spin waves. The
susceptibilities are computed in the new state. Agreement with ex-
periment is found to be good throughout. Since the paper is intended
to be tutorial in character, the analysis is kept to a minimum. The
full analysis will be the subject of a later publication.

[. INTRODUCTION

Y NGINEERS concerned with ferrite microwave
devices have known for some time that certain
structures which perform well and quite accord-
ing to theory at low signal levels do not always operate
satisfactorily at high signal powers. From a practical,
as well as from a theoretical viewpoint, the most dis-
tressing feature of this deviant behavior is that it sets
in at signal powers which, though already in the magune-
tron range, arc still very far below the limit at which
the simple linearized theory of the motion of the magne-
tization should first begin to break down. This ap-
pearance of nonlincar effects at a scemingly too low
power level is not confined to device structures alone.
It has been observed particularly clearly in the cavity
resonance experiments undertaken from a fundamental
viewpoint, first by Damon,! and then, more extensively,
by Bloembergen and Wang.? These investigators ob-
served two new effects: First of all, the main resonance
line appeared to weaken and broaden steadily as the
signal power was increased beyond a rather sharply
defined threshold value only about one-hundredth
to one-fiftieth of the signal level required for observa-
tion of any appreciable nonlinear effects according to
the simple theory. Secondly, they found that, at similar
powers, an additional rather broad absorption peak

t Bell Telephone Laboratories, Murray Hill N.J.

1 R. W. Damon, “Relaxation effects in ferromagnetic resonance,”
Rev. Mod. Phys., vol. 25, pp. 239-245; January, 1953.

* N. Bloembergen and S. Wang, “Relaxation effects in para- and
fegr;gmagnetic resonance,” Phys. Rev., vol. 93, pp. 72-83; January,
1954,

appeared, always a few hundred oersteds below the
field required for the main resonance. It is this second
effect which is especially troublesome in those appli-
cations that rely on a ferrite element as a field-con-
trolled phase-shifting or tuning device. Usually such
structures are intended to operate on the low-field
side of resonance, and any additional loss due to the
extra absorption that arises at high signal levels is
unwelcome.

In the following discussion we shall outline a fairly
complete theory®* which satisfactorily accounts for
both the phenomena observed by Bloembergen and
Wang (hereafter referred to as B.\W.) and by Damon
(D). Some of its further predictions have been verified
in unpublished measurements by Dr. H. E. D. Scovil
of Bell Telephone Laboratories, and by the author.

It is perhaps worth noting in advance that the basic
reasons for these strange effects are really the very
same that make ferrites so useful in microwave appli-
cations: it is the tendency of the electron spins to line
up parallel to one another as the result of exchange
forces and to move as a single unit in the applied signal
field which makes a ferrite device useful or indeed
feasible. And, as we shall see, it is the same tendency
to move as a single, large magnetic moment, which
leads to strong demagnetizing and exchange fields
when the uniformity of the motion is disturbed slightly,
as it must be through thermal agitation. These local
nonuniform demagnetizing and exchange ficlds interact
with the motion of the magnetization as a whole in
such a way that for large enough signals the disturb-
ances can grow to large values at the expense of the
uniform motion. ey

The motion of the_r:mgnetization vector M(r, t) at

time ¢, and at a point r in the sample is governed by an
equation of the form

—
aM -
il v[M X H] + a dissipative term (1)

where v is the absolute value of the gyromagnetic
— A

ratio and /7 the total magnetic field at the point 7 and

-—
at time ¢ IT must include all forces capable of exerting

3 P, W. Anderson and H. Suhl, “Instabilitv in the motion of ferro-
magnets at high microwave power levels,” Phys. Rev., vol. 100, pp
1788-1789; December, 1955.

¢ H. Suhl, “Subsidiary absorption peaks in ferromagnetic reso-
nance at high signal levels,” Phys. Rev., vol. 101, pp. 1437-1438;
February, 1956.
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—n

a torque on M, not only the applied fields (steady and

high frequency) but also any demagnetizing field
—_

existing at r, the crystalline anisotropy field (hereafter
=

neglected), and, if Af varies sufficiently rapidly through

the material, a field representing the exchange force

between neighboring misaligned spins. The torque
—

—_ —

M XII is such that once M is sct in motion, this motion
wotutld never die out. To account for the relaxation ac-
tually observed it is necessary to supplement (1) with
a term representing dissipation. Since the microscopic
mechanism of this dissipation is not entirely settled,
the form of the required term is likewise in doubt.
According to taste, some authors take it in the form
first proposed by L.andau and Lifshitz:®

4+ 2 [ﬁ X dﬁ:r @
M dl )

which specifies the losses in terms of a single parameter
a, and which leaves the magnitude of the magnetiza-
tion, M, unchanged. Others prefer the Bloch-Bloem-
bergen form of the damping term,? which has two ad-
justable parameters, but does not conserve M. We
shall assume throughout this discussion that M, de-
fined in a sufficiently small volume element, is con-
served. This still does not force us to take the damping
in the form (2), some other much more general forms
will also leave M unchanged. However, we shall use
the form (2), merely for the sake of definiteness, since
it is possible to make any desired generalizations at a
later point in the calculations, and, in fact, in the
final results.

The usual resonance experiment on a ferrite is care-

=
fully arranged in such a way that M is independent of
position. A single crystal sample of ellipsoidal, usually
spherical, shape is placed into dc and rf fields that are
as uniform as possible. In that case the demagnetizing
and crystalline anisotropy fields are also uniform, and
no exchange torque is set up, since the magnetization
can precess uniformly, as a single unit. Then (1) has
a well-known small signal solution: If the dc field Hy
is applied along a principal axis of the ellipsoid, the
z-axis, say, and if the rf field is circularly polarized in
the x-y plane, with components (k cos wt, h sin wt, 0),
the solution is conveniently summarized in the form

. Moy heiot .
M.+ M, = — i=v=1L 3

Wres — W '*'7‘);ﬁ '

Here AH =aw/vy is the frequency-linewidth expressed
in terms of its field equivalent A, and wy., is the Kittel
frequency. If anisotropy is neglected

8 L. Landau and E. Lifshitz, “On the theory of the dispersion of
magnetic permeability in ferromagnetic bodies,” Physik. Zeits. Sow-
jetunion, vol. 8, p. 153, 1935,

6 This form is actually not quite that of Landau and Lifshitz,
ibid., but differs from it only to order a®.
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Wrea? = Y (Ho — 47 (N. — N )M)(lly — 4w(N, — N)M)(4)

where N, N,, N, are the demagnetizing factors along

x, v, 2z, defined so that N.4+N,+N,=1. Eq. (3) is

derived from (1) by assuming I, to be sufficiently
—_

large to line up M along the z-axis, so that in the ab-
sence of a signal M, = M.7 The signal induces small x and
y components of M, whose squares and products are
neglected in deriving (3). It will be found convenient to
use the following reduced variables:

— —
w, = vh; wg =yl wy =4avyM; m= M/M

mt = m,+ jmy; mm = (mH)* = m, — jm,. (4a)
In terms of these, (3) and (4) become
w'eiut
mt = ——————— = mgtel! (%)
Wres — @ + Jaw
w,.t.,"’ = [wn - (tvz - szi)wA\I]lwll - (/\"z - Nv)wM]- (0)

The linewidth AfI, usually one of the objectives of the
experiment, is determined through a measurement of
the imaginary part of the susceptibility

1

— w p(aw)
iy yM~yAIl 47rw"(aw
X =7 .

(w - “’rea)‘2 ’*: 'Y"!Alli2 B (o) — wres)2 + alw?

(M

which is, of course, signal independent within the range
of the linearized theory.

In the case of a sphere it is also quite easy to find the
large signal solution of (1), removing all restrictions
on the magnitude of m*. This solution predicts that x"/,
at resonance, will essentially retain its signal independ-
ent value M/AII given by (7), until the signal field
becomes of order AII. Thereafter x” declines steadily
with increasing signal power, a condition known as
saturation.

On the other hand the experimenters found that
x'’ began to decline at only 1/100 to 1/50 of the signal
power corresponding to an rf tield of A ocrsteds.
A clue to the origin of this discrepancy, which is clearly
beyond experimental error, comes from the large signal
behavior, not of spheres, but of normally magnetized
thin discs.

In the case of a very thin disc magnetized normal to
its plane, the small signal theory gives (since N.=N,
=0, N,=1),

wres = Y(Ho — 47M) = wy — wn.

When the signal is moderately large (3), though de-
rived from small signal theory, is still approximately
correct, provided we replace w;s by

wrcs, = ’Y(”o - 47er) = wn — WMMm;

7 Eq. (3) is strictly true only for a spheroid of revolution about
0Z. Nevertheless we shall use this expression in a few isolated cases
that do not involve a spheroid. The error incurred is of the order of a
factor /2 in ms or my.
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in the denominator of (3) or (5). From (5), we then
obtain

——— 1
m, = V1 — |m+|2é.1—?1m+|2

=1- fiad — .

[w — (wn — w‘um,)]2 + a?w?

This equation can be solved for m,, which is as good a
measure of the response as x'’. But without actually
solving it we can sce an important featurc of the re-
sponse: Suppose that wy has been adjusted to a value
somewhat below the resonant position w+wym, and
that by some accident, the precession angle is opencd
slightly beyond its appropriate value. This causes a
slight reduction in m,, and hence a slight increase in
wp—wym,. The denominator in (7) is thus brought
closer to its minimum, and therefore a further reduction
in m, results. If the new increment in m, exceeds the
initial one, a runaway condition will result in which
the precession angle grows indefinitely until some new
steady state is established. Mathematically, the run-
away condition is obtained simply by dilferentiation
of the right hand side of (7) with respect to A,. The dif-
ferential coefficient is in fact (8M.)new/(6M.)o1a, and
must exceed unity if instability is to ensue. It is then
found that w, must exceed a certain threshold; this
threshold is least when the dc field is below resonance by
an amount of order of the linewidth, and is then given by

’3.08aw
Weerit — ‘Vw/‘/ o
or, in terms of fields, by
/3.08AH
II.,.-“ = A[I/‘/ ﬂ—_ o (8)
s

This result can also be derived by solving (7) for
M,, and plotting the solution vs IT (as in Fig. 1). When

UNSTABLE
REGION

'Ho

Fig. t—Anharmonic response of a thin normally magnetized disc
due to the dependence of resonant frequency on amplitude.
Abhove the threshold signal, the response curve folds over creating
a range of dc fields in which the conventional motion is unstable.

h exceeds hey it is found that the small signal response
is distorted in such a way that M, is a triple value func-
tion of H,in a certain region below resonance. Instabil-
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ity may be expected in two of the three possible states.
In practice AIl is, of course, much smaller than 47 M.
Therefore (8) predicts that instability can occur at signal
powers far below the threshold required for saturation
of a sphere. For the conditions of the B.W.-D. experi-
ments, (8) is, in fact, of the order of the signal field
at which onset of the premature saturation was noted.
The question therefore arises if these observations are
in some way related to the instability just discussed.
However, most of the experiments were done, not on
discs, but on spheres which simply do not show insta-
bilities like discs. It is true that the nonlincar terms aris-
ing from the crystalline anisotropy can lead to much
the same behavior as predicted for the disc, but for
anisotropy fields well below 4r M, the threshold field is
much greater than (8), though it may still be less than
All. Yet one possibility remains: suppose that the
uniform precession of the magnetization of the sphere
is perturbed, not uniformly throughout the whole
sphere, but only over a thin disc-like stratum normal to
the dc field. Such a perturbation is accompanied by a
local demagnetizing field, and one may raise the ques-
tion if the thin stratum might not go unstable just
like a real disc. The answer is in the negative unless the
stratum is made so thin that exchange effects between
it and the remainder of the magnetization are called
into play. Crudely, the reason for this is that the stratum
is immersed, not in a dc field If,, but rather into the
demagnetized dc field II,—4/3wM prevailing inside
the sphere. Our experience with the real disc shows that
its instability was confined to dc fields near its reso-
nance field (w/y)+4w M. Hence, by analogy, if the devia-
tion in the stratum is to go unstable it should do so
near a field (w/v)+4/37 A, whereas in fact the early
onset of saturation was observed at the resonant field
of the sphere as a whole, i.e., at w/vy. However, it will
turn out in the next section that a certain disturbance
always present in the sphere due to thermal agitation,
suffers exchange fields which are just such as to cancel
the offending term 4/3r A in the resonant frequency
of the disturbance, and instability can then occur.

Il. TuE EARLY ONSET OF SATURATION AT THE
MAaiIN RESONANCE

For simplicity it is desirable to consider that the
— -—

unit vector mar along the total magnetization A is
disturbed from its “normal” value given by (5), not
merely through a thin stratum normal to 1, but rather
throughout the sample, in suip a way that the surfaces

over which the disturbance 8 has a constant value are

planes normal to 77,. Our objective is to write down the

equation of motion of the total normalized magnetiza-
—_ —>

tion m+&m using the equation of motion (1). m is to be
interpreted as the spatial average through the sample,
——

and dm(r) the local deviation from the average. The
z-component of (1) is redundant, since
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\/1 - (7”:2 + "lyz)totul-

Further, the onset of saturation was observed in a
signal range in which it is legitimate to write

Mitotal =

(M) ot = 1 — 5m22 4 mD) war = 1 — SmPm™)rora
so that
om, = — F(m*tom— + m~émt).

Thus we can restrict ourselves to the x and y com-
ponents of (1), and must now determine the effective
— —

field acting on m-dm. Taking the sample to have the
shape of a spheroid of revolution about I/, the effec-
tive de field on the sample is 0, 0, [Ty —4w M.N.), where
17, is the spatial average. Similarly the effective ac
field is (h cos wt—4m M Ny, h sin wt—4w M Nr, 0).8 The
—_
local demagnetizing field caused by the deviation ém is
0, 0, —ixMém,)

provided the spatial variation of dm is sufficiently rapid
so that demagnetizing effects due to the poles at the
“ends” of the planes of equal dm can be neglected. Final-
ly the exchange effect will make a contribution to the

—

field. If the rate of variation of ém through the sample
is slow compared with the reciprocal lattice spacing this
field may be taken in the form?

- I
II",- T = Ilexlgvz(ﬂl + Bm)

N
= [ I*Vim

where [ is the lattice spacing and ITe is an effective
“exchange field” given in terms of the exchange inte-
gral J, and the ionic spin S by the formula

4]5?
Mp

ox =

in the case of a simple cubic lattice. V2 is the Laplacian
operator, in the present case simply d%/9z2. We also
define an exchange frequency

Wex = 'Y[Iex-

In writing down the equation of motion it is convenient
to add j times the y-component-equation of (1) to the
x-component equation. Recalling that M.=Mm, etc.,
using the reduced notation introduced in (4a), and
combining the fields just enumerated, we find, to first
order in om,

(1 — ja) (it + &irt)
= jlwn — Nawym, — wem ?V?)(mt + om*)
+ j(m, + 6m,) A\'Tw‘\]"l',' - jme‘*&m,
— jweiet 4 fmtwnl?Viom,. (9)
8 {{ere N;=Ny=

- [
% C. Herring and C. Kittell, “On the theory of spin waves in ferro-
magnetic media,” Phys. Rev. vol. 81, pp. 869-881; March, 1951,
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Here all nonlinear terms involving the signal, and the
loss parameter have been neglected.

Let us now take dm+ in the form of a standing spin
wave:!?

dmt~cos kz.

Then, if in (9), we equate the spatially varying terms
we find, since &m,= —i(m*ém—4+m=dm*) also varies
as cos kz,

(1 — jayom* = jlon — Nwunts + wel*m, k2)omt
— j"l"'(w,,,(lz/\’2 + Wy — .\"7'(.0,\1\6"1,
or

(1 = ja)om* = jlog — Ny, + wel*m k2)om*
J
+ (wexl?k? + wyr — Nrwar)

[ et

Bt A (n*)%m—|. (10)

Eq. (10) shows that dm* behaves like a damped har-
monic oscillator, coupled to a similar oscillator dm—,
and to the uniform precession through the second term
on the right-hand side of (10). Leaving aside the small
change in frequency due to the term varying as
Im*lzﬁm“f, the natural {requencv of the oscillator dm*
is

wi = wy — Nowymt, + wexl*k*m,.

In the absence of the coupling term and the loss, ém*
and dm— would vary as ekt e7iekt respectively, and
their amplitudes would be constants. The coupling
term will cause these amplitudes to change. Without
further analysis we can say that this change will be
substantial, and might even amount to an exponential
increase, if the time variation of the coupling term is
close to the natural frequency wg of dm*. Now the time
variation of (m+)2m~ is as e!®*~®¢ and the other cou-
pling term merely detunes dm* slightly and can be
neglected. Hence a substantial change in the ampli-
tude of ém* can be expected when wp=2w—ws, le.,
when

wWrE = w.

But this condition alone is not enough; we further
require that the coupling term is large enough to over-
come the exponential decay due to the « in (10), and
the coupling term will be entirely negligible except
close to resonance (w=wree=wu— N+ Nrwsr). Thus
we require

wr = wy — Ny + Nywas.

Replacing m, by its approximate value, unity, this
requires that

wexl2k® = Nywar. (11)

10 The use of a standing rather than a traveling wave simplifies
the analysis. In general one expands the magnetization in a Fourier
series of spin waves, and does not restrict oneself in this way. How-
ever, the results are the same.
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Setting

omt = Smyterktaukt, dm~ = dmy e iwktawkt

mt = my + et

in (10), and allowing ém,*, dmy~ 10 vary with time,
we find

. J . . ,
oyt = ~2 (wexl®k? + war — Nrpwar) (mgt)2omg et

terms of order a* having been neglected. The exact
value of & is critical only in the exponent of the term
on the right, in the coefficient we may substitute (1
as if it were true exactly. Then

(12)

Wy . .
0ritg = j—— (mgt)*mg et wrrt,
2

Finally, if

6’n0+ = yel‘("’_“k)' 6"]0" = y*e Iw—wkt)

we obtain
0 . . Wm )
Vil —w)y= - y*(mo*)?.

Eliminating y* from this, and the complex conjugate
equation, we find

(ot Com o= e}

= w — w)t — —— | my y =0

dr 4

One solution of this equation will increase exponentially
with time if R?=(wx?/4)|m*|*— (@—wi)?>0. But this
alone is not enough. If the corresponding ém* is also
to increase exponentially, K must exceed awe. This
requires that

ot {2 > i x/(w — wi)? + a%wy?
war
which establishes the instability threshold for | mt |,
Since awr varies only slowly with k, the threshold is
lowest when & is such that wr=w, and is then 2awy/wyy.
Since 'mo"‘l 2=,? [w—wn.,,)'-’-{-a'-’w"], the
signal is given by

1/ 2o [(w - wm);+ @’

W

threshold

which, in turn, is least when Wres = (at resonance) and

is then
Zawk
Weerit — aw R
war

or, in terms of fields:

2AHy
heriv = AH _—
(4x M)

where AT, = awy /v is the “linewidth? of the sSpin wave

(13)
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whose £ is given by (11). It is at this point that we can
discard the high specialized Landau-Lifshitz term,
which forces the loss parameter of the spin wave to
have the specific form aws, in favor of a more general
form in which

awy is replaced by Ay,

a vet unknown function of k. The measurements of
the threshold field might eventually be used to deter-
mine \i, as a function of wave number, although
lor purposes of comparison with existing experiments
we are forced to make a guess at A; or at All =\, /v.
In Table I, the B.\WW.-D. data of the onset of satura

TABLE I*

RF ‘Threshold ficld (oe.)
1 i B
AH = Experimental
Y?‘l .I‘h T -
(oe.) eory Bloembergen Damon
{ and Wang “Sample 7”
S 8.0 | 9.0
16 [ 7.0 5.5
36 , 5.0 4.0
23 2.5 1.0 ~2.0
7 0.45 0.55

* Computed and measured “threshold signals on the main reso-
nance (when it is distinct from the subsidiary resonance). For defi-
niteness it has been assumed that Ally=All=1/vT). Agreement is
actually not as good as it seems, since the theory assumes circular
polarization of the signal, while the measurement referred to 'inear
polarization, The resulting discrepancy is probably due to the uncer-
tainey in A, AP

tion arc compared with the threshold signal (13), on
the assumption that A/,=A7Il, and that both these
quantities are cqual to 147y, Here 73 is the relax-
ation time determined, not from the profile of the
absorption line, but from the plot of the observed
change in 37, with actually dissipated power. (8 M, must
be proportional to the dissipated power, the factor
of proportionality depending on T3.) This method of
selecting A7 was chosen since the line-profile might be
complicated by large-scale nonuniformities in the
material. Agreement scems rather good. However.
the above threshold refers to a circularly polarized
signal, whereas the measured signals were linearly
polarized. The resulting discrepancy of a factor two
might be due to our ignorance concerning the correct
value of AHy. Perhaps it is also partly due to uncertain-
ties in the measurement of the precise threshold field.
For an infinitely thin, normally magnetized disc,
Nr=0 so that (11) gives #=0. Such a disc therefore
goes unstable as a whole, in agreement with our earlier
observations. However, the threshold (13) differs from
the value (8) calculated previously by a numerical factor
Vv'2/3.08. The reason is to he found in the neglect of
the “detuning” term ~ m+326m+ in (10). If Nr0
so that k0, this detuning can be absorbed by a slight
adjustment of k. When Nr=0, such an adjustment is
impossible, so that the detuning cannot be neglected.
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Analysis shows that it is, indeed, responsible for the
change in the numerical factor, as well as for the fact
that the minimum threshold (8) applies just below,
rather than exactly at, resonance, as in other geometries.
This point is, of course, purely academic; for all practi-
cable geometries, the threshold (13) is correct, since
(11) always gives a wavelength 2x/k much less than
the practicable sample dimensions. (For the sphere
27 /k is of the order of about thirty lattice spacings.)

I11. THE DEGENERATE SPIN WAVE SPECTRUM

We have found that a small-amplitude, s-directed-
spin wave of wave number & has a natural {requency

(14)

The reader familiar with spin-wave theory will note
that (14) ditfers from the conventional formula for
wg, which is

wr = wy — Nwy + w2k

wr = Wy + wel®k?

(15)
for z-directed spin waves.? However, examination of
the literature shows that (13) was derived for the
infinite medium. The extra term — N,wy occurring in
(14) is simply due to the fact that the spin waves move,
not simply in the de¢ field Ifp, but rather in a field £,
— 47N, M reduced by the pole distribution on the
surface due to the mean magnetization. (14) has a very
important implication that we have already used in
the preceding section: it tells us that the natural fre-
quency of the uniform precession, wy— (N, — Nrjwy
is always synchronous with the natural frequency
wi ol a z-directed spin wave with wave number given
by (11). This means that the transfer of energy from
the uniform precession to the spin wave (11) is casy,
given a suitable coupling mechanism. In the preceding
section the coupling term arose from the essential non-

-
linearity of the motion of the total M, and increased
with increasing signal, until it became “catastrophic.”
Below the threshold there is still a transfer of encrgy,
but it then only gives a very small signal-dependent
contribution to the loss-parameter of the uniform pre-
cession. However, other coupling effects, such as arise,
for example, from the random irregularities inherent in
the inverted spinel structure, can couple the uniform
precession to the spin wave in question and will lead to
a signal-independent (and only indirectly temperature
dependent) line-width.!' Actually, not only z-directed
spin waves are degenerate with the uniform pre(‘cssio_l_l;
The generalization of (14) to spin waves whose k-
vector makes an angle 8 with the z direction is (refer to

Fig. 2)

wit = (o — Nawyr + 0’k (wy — Noy + wexd®k?

+ wy sin? 6). (16)

1 A, M. Clogston, H. Suhl, L. R. Walker, and P. \WW. Anderson,
“A possible source of line width in ferromagnetic resonance,” Phys.
Rev. vol. 101, pp. 903-904; 1956,
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w

The equality
Wres = Wi

therefore is true over a whole surface of revolution in
—

k-space, and in the calculation of linewidth duec to
irregularities, the energy removed from the uniform
precession distributes itself over the whole degencrate
manifold.'”? I'rom thereon it is presumably dissipated
by interaction with other spin waves and, perhaps to a
lesser extent, by direct interaction with the lattice.
Similarly the question arises if degencrate spin waves
along directions other than 0z could go unstable, per-
haps at a lower threshold signal than (13). However,
it can be shown that, at resonance, z-directed spin waves
do indeed have the lowest threshold, and the indications
are (see Section VI) that only spin waves close to the
z-direction play any significant part even beyond the
threshold signal.

@y

Wy, NZ u"\‘)((‘:ﬂ VNZ w\‘ 0(‘)“),-‘_.
. !
wres - Wu- (g 111 ) e d

L NpW, e

-
LY

Fig. 2—The spin-wave spectrum. The usual resonant frequency will
always be degenerate with spin waves of many wavelengths and
propagation directions except for the infinitely thin, normally
magnetized disc. In the cross-hatched region, spin waves are not
strictly correct modes of the systen.

Finally we must draw attention to a difficulty we have
so far ignored. We have presupposed that a small, free
disturbance in the sample will have the form of a spin
wave. But thisis not strictly correct. Leaving aside losses,
exchange fields, and any coupling to the uniform pre-
cession, the actual “natural modes” in the linear approx-
imation are found by solving the linearized form of (1)

5 — — —
oM = — v {(Hy— 42N M)[6M X i) — M[i, X hal} (17)
— —
where 1, is a unit vector in the z-direction, and &4 is the

X — —
demagnetizing field, k4, due to 6 M. This is found from
the requirement that the divergence of the flux due to

-—_
6. should vanish
— — —
div b = div (hy + 426 M) = 0. (18)
Since electromagnetic propagation effects are usually

=
wegligible in sufficiently small samples, kq will be the
gradient of a scalar potential ¢:

17 The case of the normally magnetized infinitely thin disc is an
exception. Its resonance frequency wy—war is situated at the lowest
point (k=0, 8=0) of the spin wave spectrum. The degenerate mani-
fold then shrinks to a point.
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—

Iy = Vo

_
since curl ha=0. Hence (18) gives

—
Vip = — 4n div oM. (19)
- —
For small disturbances we may write 8. =jwd M, and
then (17) and (19), subject to the boundary conditions
-_)

that the tangential component of k4and the normal com-
—

ponent of b should be continuous at the boundary of the
sample, determine the correct normal modes of the
system and their corresponding cigenvalues w. This prob-
lem has been solved only recently by Dr, L. R. Walker. "
The correct modes turn out to he superpositions of
spherical harmonics and are sp(-(‘iﬁcil)_\' three numbers
(in place of the three components of k). The cigenvalues
w have certain features in common with wi. For example,
no w is less than the least possible value of wy.

wi{min) = wy V.war.

The failure of spin waves to represent the true modes
of the medinm need not trouble us however, as long as
their wavelength is short compared with the sample
dimensions. Their failure to satisfy the boundary con-
ditions could be remedied by placing at the intersections
of the surfaces of equal phase with the sample boundaries
a suitable distribution of small poles of alternating sign.
Since the sign of these poles will vary over the surface
with essentially the rate Ikl, their field will not propa-
gate any appreciable distance into the medium if % is
large enough. Therefore they can be omitted altogether
without appreciably upsetting the spin waves well inside
the material. In Section T, 2 was of order (1/1) /47 A
H., which for H,~3X107 oe, 47 M ~3000 oc, I~10 A,
corresponds to a wavelength of about 1000 A, This is
much smaller than the linear dimensions of any practi-
cable sample, and the spin-wave view is therefore quite
justified. On the other hand, in the next section we shall
encounter instabilities of spin waves with very long
wavelengths, so that the true modes ought to be used
there. The problem discussed in the next section can, in
fact, be solved formally in terms of these modes, but
progress beyond the formal solution is difficult since
knowledge of certain necessary integrals involving them
is still lacking. Hence we have to rely on the rather good
agreement between observation and the spin-wave hy-
pothesis to indicate that the picture does not change
greatly, no matter what modes are used.

IV. THE SUBSIDIARY ABSORPTION

So far we have presented strong evidence that the
early decline of x'’ for the main resonance is due to
unstable growth of a certain z-directed spin wave due
to coupling to the uniform precession. This suggests

3 L. R. Walker, “Resonant modes of a ferromagnetic spheroid,”
Bull. Amer. Phys. Soc., Pittsburgh Meeting, p. 125; March. 1956.
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that the appearance of the subsidiary absorption peak
might be explained by some other form of instability.
It turns out that such an instability is found among spin
waves that are not s-directed.

Iet us ag_a’in consider a spheroid and single out a dis-

turbance 8/ whose components vary with position as
— - — -

62 cos (k-r) where now & is some vector not necessarily

directed along 0z. Just like the deviation considered in
— —

Section 11, the total magnetization M +8A!f finds itself
immersed in an average field (I cos wt— Ny, b sin w!
— N7, II,—N..), in the exchange field, and in the

—_
demagnetizing ficld due to the deviation 8 M from the
-

spatial mean M. The last-mentioned field is of course no
longer —4wd M., since the planes of equal 63 are no
longer normal to the z-direction. But it can easily be
calculated from (19), if the boundary conditions are
disregarded (see end of Section 111), (19) immediately
gives

— — —_
(6My-k) sin k-r
— R

k‘.’
so that the demagnetizing field is

> - —p >
- R(OMy-k)cos k-r
hg= — 4r ——

k‘.!

——
— (M - k)
= — dok ———

(20)

— —
where &=k *+k,2+k.% hyis thus directed along k. The
demagnetizing field (0, 0—4x3M1,) previously discussed

25
is, of course, the special case of (20) in which % is z-
directed. In our reduced notation (4a), §M,~m*dm~
+m~ém*, and hence in Section 11, the coupling of ém
to the uniform precession varied as m+(m*+dm=—+m—5m*+),
that is to say, quadratically in the uniform precession.
In the more general case (20), the coupling still varies
as m*hg,, which is now proportional to

(ktom= + k=om+) + kom,
k2

mtk

2z

where k+t=k.4jk,, k== (k*)*, so that we now also have
coupling terms, like m*ém—, which are linear in the uni-
form precession. For the moderate signal amplitudes at
which the strange effects of the B.\W.-D paper are ob-
served, m* is larger by an order of magnitude than
(m™*)?, so that at any given dc field the generally directed
spin waves are inherently more tightly coupled to the
uniform precession than are z-directed waves. However,
the coupling terms linear in m* cannot, except under
special conditions, be synchronous with the natural
frequency, wx, of dm* when the dc field is adjusted for
resonance and cannot lead to instability there (see, how-
ever, scction V). In the more usual experiment such



1956

synchronism will occur only at dc fields some hundreds
of oersteds below resonance. These relationships are
made evident by the analysis, which is simplified by the
fact that the exchange field will produce only coupling
terms that are second order in m*, m—. Substitution of
the fields in the equations of section I now leads to

kaz

(1 —ja)émt=jAdm*t+ ] Bidm——j (km*- ktm—)ém*
J ] d

i
. kRt
—joum m*ém—

+terms quadratic in m¥, m~ 2n

where the real number 4, is given by

| k*|?
4 = <wu — W N, + wel?k? + wn 5 ) (22)

kz
and the complex number B; by
w (k)2
YT

I};=

(23)

Nonlinear terms involving a and k have been neglected
in deriving (21). Terms quadratic in m*, m~, arising
from &m,, and from the exchange will now also be dis-
carded.

In contrast with z-directed spin waves, for which
Ar=w; and Bg =0, the oscillator dm* is connected with
dm— even if the coupling to m* and m~ is neglected.
Therefore ém* will no longer vary as e/“** even in the
absence of the latter coupling. This corresponds to the
fact that spin waves other than z-directed ones cannot
be circularly polarized. Before proceeding with the
analysis of (21) it will be found convenient to change
first to circularly polarized variables by means of the
transformation

omt = apdnt — bpdn— (29)
where, in terms of an auxiliary parameter yy,
Ve .
a; = cosh 7" ;i by = sinh 7,‘ e2itk(1 4+ ja)
with
A . B [ k,,
cosh Yy = — ; sinhy, = ;otan ¢ = —
W Wy k.
Wil = At — l BI:I2
= (wll - w"“\T' + wexlzk?')(wll - wM‘Vz + wexlzk2
B2
+ wy | k:I)> (25)

Substituting (24) in (21) we readily find that, to order a,
and in the absence of the coupling terms to m,

(jwr — ady)on*

o~ = (—jur — adr)dn=.

ont
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Thus dnt varies as dngtet—=40! and én~ as its complex
conjugate, where én¢%* is a complex constant. In the pres-
ence of the coupling, the solution can still be taken in
this form, but now én,* will no longer be constant. Sub-
stituting (24) in (21), and eliminating 6~ from it and
the complex conjugate equation, we find

kaz

2k?

[(E=m* 4 E*m—) cosh ¢4

5ﬁo+= —]

— (ktmte 2% + k-m—eti%) Jongt

w,‘lkz

k2

| ktmta,? — ax| bkl i (k—m+

+ krm) Jonge 2ot (26)

In deriving (26) all terms of order @ have been neg-
lected. This is legitimate, since the really significant de-
cay constant —ady is already included in the expression
for dn* in terms of dn,. Hence even if terms of order a
in (26) should give additional losses, these will be un-
important.

The general solution of (26), even if it could be writ-
ten down must of necessity be very complicated. Further
progress must therefore involve an intuitive guess at the
sort of time-variation én, will undergo as the result of
the coupling terms. One such guess is that d7, will oscil-
late only slightly about some mean value which changes
slowly compared with e/, ei“t etc. Then it will be legiti-
mate to neglect those terms on the right-hand side of
(26) that have coefficients varying rapidly with time
(at rates w, wy etc.). The solution én,(¢) is then an aver-
age over a time interval about ¢ which is long compared
1/w, 1/ws, but still short on the time scale on which the
amplitude variation is being studied. The various co-
eficients on the right-hand side of (26) vary as e’
gmiwt gmitettont gite=2upt (f these only the last term can
varv slowly, and then only if & is such that

2w = w.

Omitting all other terms in (26), we arrive at

. Lwark, |kt eior .
dngt = — j o ax(ar — | bi| ymgtong=e itter—ot

cwyk, | BT Vi .
= —7 - e*k| cosh — ) -e ¥ 2moting—e i1 (Gwr—wlt,
k* 2 (27)

Setting

k.| k
Pk = — jwu —‘—ﬂe""‘[cosh ﬂ] eV
k? 2

and

5n0+ = Uei((ulz)—u.)c: 5710— = U*eg il(w/N—uw)t
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we obtain

9? w 2
[ + (— — wk> — pipr* l myt |2:I U=0. (27a)

o \2
Returning to the original variable

6n+ = lfei(wl2—wk)t+iwkl~—a44kt — lfe((wlz)—aAk)l'

we sce that an exponentially increasing nt becomes

possible when
w 2
<‘; - w;,) + azzl k2

(28)
| mo* |2 > :
[

The threshold on the right-hand side can now be mini-
mized with respect to k. Since a4, and in all probability
also any more general loss-parameter \; replacing it,
varies only slowly with %, (28) will be very nearly small-
est when k& is such that

w
WE = ——,

5 (29

This equation defines a surface in & space, on which
adr and pep* will vary in some manner, so that the
threshold can be further reduced by minimizing the
remaining expression

a2.-l 1‘2

" (30)
PKPK
further with respect to &, subject to the restriction (29).
But the actual state of affairs is not as simple as that.
Let us trace the variation of the threshold (30) as the
applied dc field, and hence wy, is increased from zreo
towards resonance. For small wy, (29) always determines
a positive value of &2, that is,-z_t) real spin wave, for any

value of the angle 8 between %2 and the z-direction. In
fact, using (16), we find that (29) reduces to

o wy .
wcxl~k2 = .Vsz = —2—' sin? @

1 R
+ ?\/w.\;zsin“o—f-w’—wy (31)
which gives a real value of & for all 8 if wy is small
enough. Hence we can minimize (30) with respect to 8
after expressing k, wherever it occurs, in terms of 8 from
(31). Let 6, denote the value of 8 which minimizes (30).

—
Since the longitude ¢ of & does not enter (30), or (31),
it follows that the spin waves that first go unstable have
k vectors that lic on a cone of angle 6,. Their wave-
length is given by (31), with #=6,, and their threshold
signal is given by

w,(crit) = ( o

) V(0 = @ren)? + aZ?.  (32)
orpi* /o0,

Eq. (32) continues to hold as wy is increased until it
reaches a value at which (31), with 8=46,, gives k2=0.
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For the typical situation (nickel or manganese ferrite
spheres at 10 kmc or higher frequencies) this value is
below reasonance by some hundreds of Gauss. Further
increases of wy then would yield imaginary £’s. From
that point onwards, the threshold is found by solving
(31), for 8 in terms of wy, with k2 cquated to zero. It
then becomes

a.lk

w,(crit) = ( > V(0 = wres)? + ae?. (33)
0=B(/1)

k=0

vV prpr*

This equation represents the threshold until (31) with
k?=0, ceases to vield a real value of 8. This first happens
when 6=0 and

(34)

— 1 r
wy = 3w+ Nwy.

But then prpe® =0 so that the threshold has become in-
finitely large. For the usual situation just referred to,
(34) is still somewhat below resonance. Fig. 3 shows the

[¢] 0.t 0.2 03 04 05 06 07 08 09 1.0

Fig. 3—Threshold signal for instability associated with the subsidiary
absorption in a sphere. For definiteness, the loss-term has been
taken in the Landau-Lifshitz form here. The straight portion of
each curve corresponds to the threshold given by (32), the re-
mainder corresponds to (33).

course of the threshold field from wy =0 to wy given by

(34), on the assumption that the Landau-Lifshitz loss

term (2) is actually correct so that the loss parameter of
—_

the kth spin wave is literally taken to be a4 . Of course
the curves of Fig. 3 will not be reliable for values of 17,
less than the minimum required for saturation.

One obtains, as a by-product, the dc field at which the
threshold is least, and at which the subsidiary absorp-
tion will therefore first appear as the signal is raised.
The curves shown in a previous publication™* show this
critical dc field for some common situations. The com-
parison of the calculated dc fields at the subsidiary peak

" Suhl, op. cit., Fig. 1,
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with the observations is shown in Table 11. In all these
cases, the critical field is always in the range for which
k=0, so that the critical spin waves are very long.
Therefore the “true” modes should really have been used
in the analysis (see the remarks at end of Section I11).

TABLE 1I*
g Cavity experiments of
' Theory Bloembergen and Wang
Ni—ferrite sphere 0.83 0.73
47 M= 3320 oe
Mn—ferrite disc
47 M= 3880 oe
Hj disc ‘ 0.78 0.66
H 1L disc ' 0.72 | 0.72
| | Waveguide experiments
of M. T. Weiss (unpub-
A= M | Theory lished) at 9 kmc on
| various ferrites
1o | ot | 0.42
Hj|| slab{ 1600 0.55 0.50
2900 | 0.69 0.65
H 1 slab 1600 I 0.65 0.62

* Comparison of predicted and measured ratio of field at subsid-
iary resonance to the field required for the main resonance.

Strictly speaking, since the Landau-Lifshitz loss term
is probably not correct a4, should be replaced by an

=
unknown function A, of k, and the minimization pro-
cedures should then determine A by comparison with ex-
periment. No such measurements are available as yet.
Hence it is desirable to restate the threshold in an ap-
proximate form, for practical estimates. In terms of
fields we may write

A, .
g(0)\/(w - ‘—“‘ms)2 + 72A112
ry M

hcrit =:"

where g(#8) is a function of 8 that decreases from + « at
=0 to a minimum of order unity, then rises again to
-+ o as 0 approaches 7/2. AH, may be replaced by AH,
the linewidth of the uniform procession, for order of
magnitude estimates. wy may he assessed by writing
k=0 and 6=45° in the formula

Wk

I
o e

V. COINCIDENCE OF SUBSIDIARY AND MAIN
RESONANCE

For certain favorable experimental arrangements, and
certain relative values of w, wy, the range in which the
subsidiary instability can occur extends through the
main resonance. Then the instability discussed in Section
Il becomes unimportant compared with that of the
last section, since the former involves terms quadratic,
rather than linear, in the uniform precession. For a
spheroid at resonance

W = Wresg = WH — Nwa + NTwM
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The upper limit (34) of the relation wy=w/2 will there-
fore be above resonance if

w
Nrewy > —.

5 (35)

Should this condition hold, the threshold is least very
nearly at resonance, unless (35) is “only just” satisfied.
The reason is that the radicand in (33) reaches a rathe<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>